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Preface

This textbook is intended for the absolute beginner who has no previous knowledge of
either linguistics in general or phonetics and phonology in particular. The aim of the text
is to serve as an introduction first to the speech sounds of human languages — that is
phonetics — and second to the basic notions behind the organisation of the sound systems
of human languages — that is phonology. It is not intended to be a complete guide to
phonetics nor a handbook of current phonological theery. Rather, its purpose is tc enable
the reader 1o approach more advanced treatments of both topics. As such. it 1s primarily
intended for students beginning degrees in linguistics and/or English language.

The book consists of two parts. After looking briefly at phonetics and phonology and
their place in the study of language, Chapters 2 through 6 examine the foundations of
articulatory and acoustic phonetics. Chapters 7 through {1 deal with the basic principles
of phonolozy. The final chapter of the book 1s ntended as a pointer towards some further
issues within contempaorary phonctogy. While the ireaument does not espouse any specilic
theoretical model. the general framework of the book is that of generative pbonology and
in the main the treatnent deals with areas where there is some consensus among practising
phonologists.

The primary source of data considercd in the book is from varietics of English,
particularly Received Pronunciation and General American. At the same time, however,
aspects of the phonetics and phonology of other languages are also discussed. While a
number of these languages may be unfamiliar to the reader. their inclusion is both
justifiable and important. In the first place, English does not exemplify the full range of
phonological processes that need to be considered and exemplified. Second, the principles
of phonology discussed in the book are relevant o all human tanguages. not just English.

At the end of each chapter there is a short section suggesting further readings. With very
few exceptions the suggested readings are secondary sources. typically intermediate and
advanced textbooks. Primary literature has generally not been referred to since the
intended readership is the beginning student.



Xiv Preface

Exercises are included at the end of Chapters 2 through 11. These are intended to
consolidale the concepts introduced in each chapter and to afford the student the
opportunity to apply the principles discussed. While no answers are provided, the data
from a number of the exercises are given fuller accounts in later chapters.

As with any project of this sort. thanks are due to to a number of colleagues. friends and
students. In particular we'd like to thank Michael Mackert for his comments and critique.
A number of other people have also given us the benefit of their comments and
suggestions. including Maggie Tallerman. Lesley Davenport., Roger Maylor and lan
Tumer. None of these people is to be blamed, individuaily or collectively. for any
remaining shortcomings. Thanks also to generations of students at the universities of
Durham, Delaware, Odense and Swarthmore College. without whom none of this would
have been necessary!

Mike Devenport
S. J. Hannahs
Durham

March 1998



Preface to the second edition

Whilst maintaining the basic structure and order of presentation of the first edition, we
have added a new chapter on the syliable, stress, tone and intonation, as well as adding or
expanding sections in existing chapters. including a section on recent developments in
phonological theory. We have also made numerous minor changes and corrections. We
have been helped in this endeavour by many colleagues. studenis, reviewers and critics,
For his specialist belp on the anatomy of the vocal tract we'd like to express our thanks 1o
lames Cantrell. For help, encouragement, and apposite (and atherwise!) criticism we’d
also like to thank (in alphabertical order): Loren Billings. David Deterding, Laura J.
Downing, Jan van Eijk, Mdaria Gosy. Andrds Kertiész. Thomas Klein, Ken Lodge, Annalisa
Zanola Macola. Donna Jo Napoli, Kathy Riley. Jiirg Siréissler, Maggie Tallerman. Larry
Trask, and anonymous reviewers for Hodder Arnold. We'd also hike to acknowledge the
halp (and considerable paticnce) of staff at Hodder Arnold: Eva Maitinez, Lesley Riddle,
Lucy Schiavone and Chiristina Wipf Perry. We apologise to anyone we’ve left out (and 10
anyone who didn’t want to be included). None of these people can be assumed to agree
with (all of} our assumptions or conclusions: nor (unfortunately) can they be held
respansible for any remaining mfelicities.
Mike Davenport & S. J. Hamnuhs
Durhcm & Newcastle
December 2004
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1 Introduction

This book is about the sounds we use when we speak (as opposed to the sounds we make
when we're doing other things). [I's also about the various kinds of relationship that exist
between the sounds we use. That is, it's about ‘phonetics’ — the physical description of the
actual sounds used in human languages — and it’s about "phonelogy’ — the way the sounds
we use are organised into patterns and systerns. As speakers of a particular language
(English, say. or Hindi or Gaelic or Mohawk) we obviously ‘know’™ about the phonetics
and phonology of our language, since we use our language all the time, and unless we are
tired or not concentrating (or drunk) we do so without making errors. Furthermore, we
always recognise when someone else (for example a non-native speaker) pronounces
somnething incorrectly. But, equally obviously, this knowledge is not somerthing we are
conscious of; we can’t usually express the knowledge we have of our language. One of the
aims of this book is to examine some ways in which we can begin to express what native
speakers know about the sound system of their language.

1.1 Phonetics and phonology

Ask most speakers of English how many vowel sounds the language has, and what answer
will you get? Typically, unless the person asked has taken a course in phonetics and
phonology, the answer will be something like “five: A E, I, O and U". With a little thoughu,
however, it's easy to see that this can’t be right. Consider the words “hat’, “hate’ and ‘hart
each of these is distinguisbed from the others in terms of the vowel sound between the ‘I’
and ‘U'. yet each involves the vowel letter “a’, When people answer that English has five
vowels, they are thinking of English spelling. not the actual sounds of English. In fact. as
we will see in Chapter 4, most kinds of English have between 16 and 20 different vowel
sounds, but most speakers are completely unaware of this, despite constantly using them.

In a similar vein, consider the words ‘tuck’, "stuck’, "cut” and "duck’. The first three
words each contain a sound represented in the spelling by the letter “t", and maost speakers
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of English would say that this "t' sound is the same in each of these words. The last word
begins with a “d” sound, and in this case speakers would say that (his was a quite different
sound to the ‘t’ sounds.

An investigation of the physical properties of these sounds (their phonetics) reveals
some interesting facts which do not quite match with the ideas of the native speaker. In the
case of the ‘U sounds we find that there ave quite noticeable differences between the three.
For most speakers of English, the "t at the beginning of ‘tuck’ is accompanied by an
audible outrush of air (a little like a very brief ‘huh’ sound), known as aspiration. There
is no such outrush for the ‘t" in “stuck’. which actually sounds quite like the ‘d” in “duck’.
And the "t’ in ‘cur’ 15 different yet again: it may not involve any opening of the mouth, or
it may be accompanied by. or even replaced by, a stoppage of the air in the throat, similar
1o a very quick cough-like sound, known as a *glottal stop’. When wc turn to the “d” sound,
the first thing to notice is that it is produced in a very similar way to the "t" sounds; for both
‘t"and ‘d’ we raise the front part of the tongue to the bony nidge behind the upper teeth to
form a blockage to the passage of air out of the mouth. The difference between the sounds
rests with the behaviour of what are known as the vocal cords (in the Adam’s apple), which
vibrate when we say ‘d" and do not for ‘t". (We shall have much more to say about this
kind of thing in Chapters 2. 3.4 and 5.)

That is. phonetically we have four closely related but slightly different sounds: but as
far as the speaker is concerned. there are only two. quite different. sounds. The speaker is
usually unaware of the differences between the ‘t sounds, and equally unaware of the
sinularities between the 't and "d” sounds. This reflects the phonological status of the
sounds: the ‘t" sounds behuve in the same way as far as the system of English sounds is
concerned, whereas the ‘t" and 'd’ sounds behave quite differently. There is no contrast
among the “t’ sounds, but they as a group conirast with the ‘d” sound. That is, we cannot
distinguish between two difterent words in English by replacing one *t" sound with another
‘t" sound: having a “¢" without aspiration (like the one in ‘stuck’) at the beginning of ‘tuck’
doesn’t give us a different English word (it just gives us a slightly odd promunciation of
the same word. “tuck’). Replacing the ‘i" with a ‘d’, on the other hand. clearly does result
in a different English word: “duck’.

So where phonetically there are four different sounds, phonologically there are only two
contrasting elements, the "t and the “d’. When native spcakers say that the “t’s are the
same, and the *d’ 1s different, they are reflecting their knowledge of the phonological
system of English, that is. the underlying organisation of the sounds of the language.

In a certain respect phonetics and phonology deal with many of the same things since
they both have to do wilh speech sounds of human language. To an extent they also share
the same vocabulary (though the specific meanings of the words may differ). The
difference between them will become clear as the book progresses, but it js useful to try 10
recognise the basic difference from the outset. Phonetics deals with speech sounds
themselves. how they are made (articulatory phonetics), how they are perceived
(auditory phonetics) and the physics involved (acoustic phonetics). Phonology deals
with how these speech sounds are organised into systems for each individual language: for
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example: how the sounds can be combined, the relations between them and how they
affect each other.

Consider the word “tlip". Most native speakers of English would agree that this is clearly
not a word of their language. but why not? We might think that there is a phonetic reason
for this. for instance that it’s “impossible to pronounce’. if we found that there are no
human languages with words beginning ‘tl...", we might have some evidence for claiming
that the combination of ‘t’ followed by °t* al the beginning of a word is impossible.
Unfortunately for such a claim, there are human languages that happily combine I’ at the
beginnings of words. e.g. Tlingit (spoken in Alaska). Navajo (spoken in Southwestern
USA): indeed, the language name Tlingit jtself begins with this sequence. So. if 1l...7 1s
phonetically possible, why doesn’t English allow it? The reason is clearly not phonetic. It
must therefore be a consequence of the way speech sounds are organised in English which
doesn’t permit “tl..." to occur initially. Note that this sequence can occur in the middle of
a word, e.g. "atlas’. So. the reason English doesn’t have words beginning with ‘tl..." has
nothing to do with the phonetics. since the combination is per(ectly possible for a human
being to pronounce, but it has to do with the systemaltic organisation ol speech sounds in
English, that is the phonology.

Above we noted that phonetics and phonology deal with many ol the same things. In
another very real sense, however, phonetics and phonology are only accidentally related,
Most human languages use the voice and vocal apparatus as their primary means of
expression. Yet there are fully fledged human fanguages which use a different means of
expression. or “modality’. Sign languages - for example British Sign Language, American
Sign Language, Sign Language of the Netherlands and many others — primarily involve
the use of manual rather than vocal gestares. Since these sign languages use modalities
other than speaking and hearing to encode and decode human language. we need to keep
phonetics — the surface manifestation of spoken language — separate from phonology — the
abstract system organising the surface sounds and gestures. If we take this division
seriously, and we have to on the evidence ol sign language. we need (o be careful to
distinguish systematically between phonetics and phonology.

1.2 The generative enterprise

We have seen that we can make a distinction between on the one hand the surface, physical
aspects of language — the sounds we use or. in the case of sign languages. the manual and
facial gestures we use — and on the other hand the underlying. mental aspects that control
this usage - the system of contrasting units of the phonology. This split between the two
different levels is central to the theory of linguistics that underpins this bock — a theory
known as Generative Grammar. Generative grammar is particularly associated with the
work of the American linguist Noam Chomsky. and can trace its current prominence to a
series of books and articles by Chomsky and his followers in the 1950s and 1960s.

A couple of words are in order here about the terms “generative’ and "grammar’. To take
the second word first. “grammar’ is here used as a technical term. Outside linguistics,
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‘grammar’ is used 10 a variety of different ways, often being concerned only with certain
aspects of a language, such as the endings on nouns and verbs in a Janguage like German.
In generative linguistics, its meaning i something like ‘the complete description of a
language’, that is, what the sounds are and how they combine, what the words are and how
they combine, what the meanings of the words are, etc. The term ‘generative’ also has a
specific meaning in linguistics. It does not mean ‘concerning production or creation’;
rather, adapting a usage from mathematics. it means “specifying as allowable or not within
the language’. A generative grammar consists of a set of formal stateinents which delimit
all and only all the possible structures that are part of the language in question. That 1s, like
a native speaker, the generative grammar must recognise those things which are allowable
in the language and also those things which are nor (hence the rather odd "all and only all’
in the preceding sentence).

The basic aim of a generative theory of linguistics is to represent in a formal way the
tacit knowledge native speakers have of their language. This knowledge is termed native
speaker competence - the idealised unconscious knowledge a speaker has of the
organisation of his or her language. Competence can be distinguished from performance
- the actual use of language. Performance is of less interest to generative linguists since
all sorts of external. non-linguistic factors are involved when we actually use language —
facrors like how tired we are. how sober we are, who we are talking to, where we are doing
the talking, what we are trying to achieve with what we are saying, etc. All these things
affect the way we speak. but they are largely irrelevant to our knowledge ol how our
language is structured, and so are at best only peripheral to the core generative aim of
characterising native speaker competence.

So what exactly are the kinds of things that we ‘know” about our language? That 1s, what
sort of things must a generative graminar account for? One important thing we know about
languages is that they do indeed have structure: speaking a language involves much more
than randomly combining bits of that language. If we take the English words ‘the’, *a’,
‘dog’. “cat’ and ‘chased’. native speakers know which combinations are permissible (the
term is grammatical) and which are not {(ungrammatical); so “the dog chased a cat’ or
‘the cat chased a dog” are fine. but *‘the cat dog a chased’ or *‘a chased dog cal the' are
not {an asterisk before an example indicates that the example is judged t be
ungrammatical by native speakers). So one of the things we know about our language is
how to combine words together to form larger constructions like sentences. We also know
about relationships that hold between words in such sentences; we know, for example, that
in “the dog chased a cat’ the words "the” and ‘dog’ form a unit, and are more closely related
than say ‘dog” and ‘chased’ in the same sentence. This type of knowledge is known as
syntactic knowledge, and is the concern of that part of the grammar known as the syntax.

We also know about the intecnal make-up of words. In English a word like ‘happy’ can
have its meaning changed by adding the element ‘un’ at the beginning, giving ‘unhappy’.
Or it could have its function in the sentence changed by adding ‘ly’ to the end, giving
‘happily’. Indeed, il could have both at once, giving unhappily’, and again. native
speakers “know' this and can recognise ungrammatical structures like *'lyhappyun’ or
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*‘happyunly’. [n the same way. speakers recognise that adding ‘s™ to a word like *dog’ or
“cat’ indicates that we arc referring to more than one. and they know that this plural marker
must be added at the end of the word, not the beginning. This type of knowledge about
how words are formed is known as morphology. and is the concern of the morphological
component of the grammar.

The grammay must also account for our knowledge about the meanings of words. how
these meanings arc related and how they can he combined to allow sentences to be
interpreted. This is the concern of the semantics.

Finally. as we have seen in this chapter. we as native speakers have knowledge about
the sounds of our language and how they are organised, that is. phonological knowledge.
This is the concern of the phonological component of the grammar (and. of course, of this
book).

So a full generative grammar must represent all of these areas of native speaker
knowledge (syntactic, morphological, semantic and phonological). In each of these areas
these are two types of knowledge native speakers have: that which is predictable, and that
which is not. A generative grammar must therefore be able to characterise both these sorts
of knowledge. As an example, it is not predictable that the word in English for a
domesticated feline guadruped is “cat’; the relationship between the amimal and the
sequence of sounds we use to name it is arbitrary (if it wasn’t arbitrary then presumably
all languages would have the same sequence of sounds for the animal). On the other hand.
once we know whal the sounds are, it Is predictable that the first sound will be
accompanied by the outrush of air known as aspiration that we discussed above, whereas
the last sound will not. Qur mmodel of grammar must also make this distinction between the
arbitrary and the predictable. This 1s done by putting all the arbitrary information in a part
of the grammar known as the lexicon (which funclions rather like a dictionary). The
predictable facts are then expressed by formal statements known as rules, which act on the
information stored in the lexicon.

So, to return to our feline quadruped, the lexicon would contajn all the arbitrary facts
about this word. including information on its syntactic class (that it is & noun). on its
meaning (a domesticated feline quadruped') and on its pronunciation (a ‘¢’ sound followed
by an “a’ sound followed by a "t sound). This information. known as a lexical entry. is then
avajlable to be acted upon by the various sets of rules in the components of the grammar.
So, the syntactic rules might put the word in the noun slot in a structure like ‘the big
NOUN’, the phonological rules would specify the actual pronunciation of each of the three
sounds in the word, the semantic rules link the word to its meaning, etc. In this way, the
grammar as a whole serves to “generate’ or specify allowable surface structures that the
lexica) entries can be part of, and can thus make judgements about what is or is nol part of
the language, in exactly the same way that a native speaker can. If faced with a structure
like *‘the very cat dog’ the syntactic component of the grammar would reject this as
ungrammatical because the word ‘cat’ (a noun) is occupying an adjective slot. not a noun
slot: if faced with a pronunciation which involves the first sound of ‘cat’ being
accompanied by a ‘glottal stop” (see Section 3.1.5), the phonological component would
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similarly reject this as ungrammatical. since this 1§ not a characteristic of such sounds at
the beginning of words in English. The rule components of the grammar thus serve to
mediate between, or link. the two levels of structure: (1) the underlying. mental elements
of the language (that is. linguistic structures in the speaker’s mind which the speaker is not
consciously aware of) and (2) the surface. physical realisations of these elements (that is.
the acwal sounds made by the speaker when uttering a word).

The nature of the organisation of the phonological component of a generative grammar
is the concern of the second part of this book. Chapters 7 to 12. To begin with, however.
we concentrate in Chapters 2 to 6 on the description, classification and physical
characteristics of speech sounds, that is. phonetics.

Further reading

For general introductions 1o generative linguistic theory, including phonetics and
phonology. see for example Fromkin. Rodiman and Hyams (2002). Akmajian. Demers.
Farmer and Harnish (2001), O Grady. Dobrovolsky and Katamba (1997). Kuiper and
Allan (1996). Napoli (1996).



2 Introduction to articulatory
phonetics

The medium through which most of us experience language most of the time is scund:
for all non-deaf language vsers, the first exposure 1o langnage is through sound. and in
non-literate, hearing societies it is typically the only medium. Humans have a variety of
ways of producing sounds. not all of which are relevant 1o Janguage (for example:
coughing. burping, etc.). How sound is wsed in language, that is, speech sounds. is the
(ocus of this book, and one obvious place Lo start out is to look at the physical processes
involved in the production of speech sounds by speakers — the study of articulatory
phonetics.
This chapter examines the major aspecis of speech production:

+ the airstream mechanism — where the air used in speech starts from, and which direction
it1s travelling in

* the state of the vocal cords — whether or not the vocal cords are vibrating, which
determines voicing

* the state of the velum — whether it is raised or lowered. which determines whether a
sotind is oral or nasal

* the place and manner of articuiation — the horizontal and vertical positons of the tongue
and lips.

In Chapters 3 and 4 we look in some detail at different speech sounds, beginning with the
various types ot consonant and then moving on 1o vowels. The primary focus is on speech
sounds found in different varieties of English, particutarly Received Pronunciation (RP)
and General American {GenAm). RP refers to a non-regional pronunciation found mainly
in the United Kingdom. sometimes known non-technically as "BBC English™ or “the
Queen’s English™. General American refers 1o a standardised form of North American
English. often associated with broadcast journalisin and, (thus. sometirmes known as
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‘network English’. Although the focus is on English, exemplification will also come from
other languages.

2.1 QOverview

Speech sounds are created by modifying the volume and direction of a flow of air using
various parts of the human respiratory system, We need to consider the state of these parts
in order to be able Lo describe and classify the sounds of human languages. Figure 2.1
illustrates the parts of anatomy we need to examine.

Nasal cavity

Velumn

Palate

—_—
Alveolar

Upper lip — Uvula

Teeth

Lower lip —
Werip __ Pharynx wall

7

Epiglottis

Larynx (housing the vocat cords)

Trachea

Fig. 2.1 The vocal tract and articulatory argans

2.1.1 Airstream mechanism

We can start with the airflow itself — where is it initiated and which direction is it travelling
in? The major ‘initiator’ is the lungs and the most common direction is for the air to Alow
out from the lungs through the trachea (windpipe), larynx (in the Adam’s apple) and vocal
tract (mouth and nose); all humnan languages involve this type of airstream mechanism,
known as ‘pulmonic egressive’ (= from the lungs ouiwards) and for many, including
English. it is the sole airstreain mechanism employed for speech sounds. A number of
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languages also employ other possibilities; the air may be moving inwards (an ingressive
airstream mechanisi), the flow iself may begin at the velum (soft palate) or the glottis
(the space between the vocal cords) — velaric and glottalic airstreams respectively. This
gives 2 possible six arstream mechanisms:

* pulmonic egressive — vsed in all humar languages

* pulmonic ingressive — not found

* velaric egressive — not found

* velaric ingressive — used in e.g. Zulu (S, Africa)

» glottalic egressive — used in e.g. Navajo (N. America)
* olottahic ingressive — used in e.o. Sindhi (India).

However. as can be seen from the list above, two of the possible types — pulmonic
ingressjve and velaric egressive — are not found in any human langoage (it is unclear why
this is s0).

Having established the starting point of the airflow and the direction it is travetling in,
we can then look at whal happens to it as it moves over the other organs involved in speech
sound production. For what follows, we will assume a pulmonic egressive airstream
mechanism; sounds produced with other airsrream types will be discussed in laier sections.

2.1.2 The vocal cords

As air is pushed out from the lungs, it moves up the trachea into the larynx. In the larynx
the airflow encounters the vocal cords. The vocal cords are actually two folds of tissve, but
when visualized from above (as w laryngeal examination) they appear as white cords
surrounded by pinkish areas (heoce the popular term ‘vocal cords’). These flaps run from
the arytenoid cartilages in the back to a paint on the inner suiface of the thyroid cartilage
in the front. When the vocal cords are apart, as in Figure 2.2 (which shows an open glottis).
then the air passes through unhindered. resutting in what is known as a voiceless sound,

Vocal cords

Thyroid cartilage

Fig. 2.2 Open glottis

Note: In this and subsequent figures showing states of the glottis the bottom of the diagram
corresponds to the fronl of the larynx. Note that all the figures in this chapler are schematic rather than
anatomically accurate raprasantations.
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such as in the initial and final sounds in the word "pags.” (Since English orthography is not
a system of phonetic representation. a single sound may be represented by more than one
arthegraphic symbol. as in the final sound in “pags’.) Lying above the true vocal lolds are
the false folds. The false vocal folds can also be set into vibration to produce some saunds,
such as with a hard cough, but are not normally associated with speech production. The
thyroid cartilage, located at the front of the larynx. causes the protrusion known as the
Adam’s apple in the front of the throat.

If however the vocal cords are brought together by muscular contractions, as in Figure
2.3 {which shows a narrowed glottis). then as the air is forced through, air pressure causes
the vocal cords to vibrate. This vibration (voicing) is maintained by aerodynamic aod
elastic forces until movement of the arylenoid cartilages separates the vocal cords. (This
1s a simplification of the complexities involved in the production of voicing; the reader
interested in greater detail should consult one of the works listed in the Further Reading
section at the end of this chapter.)

Vocal cords

Thyroid cartilage

Fig. 2.3 Narrowed vocal cords

This vibration results in a voiced sound, as in all three sounds in “buzz'. You can feel
{as well as hear) the difference between voiceless and voiced sounds by placing your finger
against your Adam’s apple and then making prolonged “sss’ (as in “higs’) and “zzz’ {as in
“hig’) sounds: for the “zzz" sound you should be able to feel the vibration of the narrowed
vocal cords, while for “sss’ the vocal cords are wide apart and theve is no such vibration.

These rwo positions — open and narrowed — are the most common in the languages of
the world, but the vocal cords may take on a number of other configurations which can be
exploited by languages. For instance. they may be completely closed (see Figure 2.4). not
allowing air to pass through al all and thus causing a build-up of pressure below the vocal
cords: when they are opened. Lthe pressure is released with a forceful outrush of air (similar
to a cough).

The sound so produced is known as a glottal stop which is found in many kinds of
British English — e.g. Cockney, Glasgow, Manchester, etc. — as the final sound of words
like “what'. Alternatively, the vocal cords may be open only at one end, as in Figure 2.5,
resulting n whal arc known as creaky voice sounds, found in languages such as Hausa
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Vocal cords Vocal cords

Thyroid cartilage Thyroid cartilaga

Fig. 2.4 Closed glottis Fig. 2.5 Creaky voice aperture

(spoken in Nigeria). Imitating the sound of an unoiled door closing slowly involves creaky
voice,

Finally, the vocal cords may be aparl (much as for voiceless sounds). but the force of air
may still cause some vibration. giving what are known as breathy voice or ‘murmured’
sounds, found in Hindi {spoken in India) ov, for many speakers of English, in the *h™ of
‘ahead’,

2.1.3 The velum

The posttion of the velum is the next consideration. The velum. or soft palate. is a
muscular flap at the back of the roof of the mouth: this may be raised — cutting off the nasal
ract — or lowered — zllowing air into and through the nose (see Figure 2.6). When the
velum is raised (known as ‘velic closure’), the air can only flow into the oral tract, that is,
the mouth; sounds produced in this way are known as oral sounds (all those in ‘frog’, for
example). When the velum is lowered, air flows into both mouth and nose, resulling in
nasal sounds (the first and last sounds in ‘man’, or the vowel in French pain ‘bread’, for
example).

2.1.4 The oral tract

We have thus far considered the type of airstream mechanism invoelved in the production
of 2 speech sound. the state of the vocal cords (whether the sound is veiced or voiceless.
for instance) and the state of the velum {whether the sound is nasal or oral), We must now
look at the state of the oral tract; in particular, the position of the active articulators
(Tower lip and tongue) in relation 1o the passive articulators (the upper surfaces of the oral
tract).

The active articulators are. as their name suggests. the bits that move — the lower lip
and the tongue. It is convenient to consider the tongue as consisting of a number of
sections (though these cannot move entirely independently. of course). These are: the tip.
blade, front. back and root, the front and back together are referred to as the body (see
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Figure 2.6). The passive articulators are the non-mobile parts — the upper lip, the teeth.
the roof of the mouth and the pharynx wall. The roof of the mouth is further subdivided
into alveolar ridge, hard palate. soft palate (or velum) and uvula (see. again, Figure 2.6).

Consideration of the relative position of active and passive articulators allows us to
specify what are known as the manner of articulation and the place of articulation of
the speech sound. These will be discussed in detail in the following two chapters; for the
moment, a brief survey will suffice.

1 Oral cavity

Nasal cavity
Lips—labial

3a Upper lip

3b Lower lip
Teeth-dental

Alveolar ridge —alveolar
Palate—palatal
Velum-velar
Uvula-uvular

Pharynx -~ pharyngeal
10 Tonguetip

11 Tongue blade

12 Tongue front
13 Tongue back:|_ = Tongue body
14 Tongue root

w N

©Cwo~NDO A

Fig. 2.6 Sagittal section
Note: The name of the position is given, followed (where appropriate) by its corresponding adjective.

2.1.5 Manner of articulation

Manner of articulation refers to the vertical rclationship between the active and passive
articulators, i.e. the distance between them (usually known as stricture): anything from
being close together, preventing air escaping, to wide apart, allowing air to flow through
unhindered.

When the articulators are pressed together (known as complete closure), a blockage to
the airflow is created. causing air pressure o build up behind the blockage. When the
blockage 1s removed the air is released in a rush. The sounds produced in this way are
known as stops; these may be oral (with velum raised), as in the first and last sounds in
‘bad’, or nasal (lowered velum), as 1n the first and last sounds in ‘man’ — the only
difference belween these words is the position of (he velum, since the active articulators
are in the same positions for both words.
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The first and last sounds in "church’ also involve complete closure, but have a different
release of air. In the oral stops we have looked at so far, the active articulator is lowered
completely. giving a wide ‘escape hole’ for the air, as for the stop sounds in *bad’: for the
first and last sounds in ‘church’ the active articulator is lowered only slightly. giving a
slower release of the air through a narrow channel between the arliculators. As the air
passes through this narrow space there is friction (see fricatives in the next paragraph).
Sounds produced in this way are known as affricates.

When the articulators are close together, but without complete closure (a stricture
known as close approximation), the air 18 forced through the narrow gap between the
articulators, causing some turbulence; sounds so produced are known as fricatives (the
first and last sounds in “fez’).

For the other major sound types — liquids, glides and vowels — there is free passage of
air through the oral tract, though the exact relation between the articulators will vary. For
vowels (the middle sounds n "cat’. ‘dog’. ‘meat’. etc.) and glides (sometimes known as
‘semi-vowels’) (the initial sounds in “yak’ and ‘warthog’), the articulators are wide apart
and the air flows oul unhindered (this is known as open approximation). For liquids (the
first and last sounds in “rail’), there is both contact and free air passage: tor the ‘t* sound.
the sides of the tongue are in contact with the gums. but the air flows freely down the
centre of the tongue, and for the °1" sound. the centre of the tongue is in contact with the
alveolar ridge but the alr flows out freely over the lowered sides of the tongue — see Section
3.5.

2.1.6 Place of articulation

Place of articulation refers to the horizontal relationship between the articulators. [t
specifies the position of the highest point of the active articulator (usually some part of the
tongue. but the lower lip may also be the active articulator) in relation to the passive
articulator. The passive articulator involved typically gives its name lo the place of
arliculagon. The major places of articulation are shown in Table 2.1.

In Table 2.1 most places of articulation are self-explanatory to the English speaker (sec
Figure 2.6). Let us mention here two that are not: retroflex and pharyngeal. A retroflex
sound involves a particular shape of the tongue as well as a horizontal relationship
between the articulators. The tongue tip is curled towards the back of the mouth. Such
sounds may be heard in Indian English for 't" and "d’. due to the influence of native
languages of the Indian subcontinent, many of which have retroflex consonants. A
pharyngeal sound involves moving the root of the tongue towards the back of the throat.
i.e. the pharynx wall. Such sounds are common in many varieties of Arabic and Hebrew.

It is ulso possible for a speech sound to have two places of articulation simulraneously.
known as ‘dual articulations’. The articulations may be of equal importance, as in the
initial labial-velar sound in “wombar’. involving as active articulators the lower lip and the
back of the tongue. or one place may be “added on” to another (primary) place. This latter
situation is found, for cxample. in the palatalised stops of Slavic languages such as Polish
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Table 2.1 The major places of articulation

Place of articulation  Active articulator  Passive articulator Example

bilabial lower lip upper lip bat

labiodental lower lip upper teeth fish

dental longue tip or blade  upper teeth moth

alveolar tongue Lip or blade  alveolar ndge dog

retroflex curled tongue tip aren immediately Malayalam
behind alveolar [kutti) child’
ridge -

palato-alveolar (or

alveo-palatal) tongue biade area imimediately shark

hehind alveolar
ridge

palatal tongue front hard palate vak

velar longue back velum éom

uvular tongtle back uvula Fr. rat ‘rat’

pharyngeal longte root pharynx wall Ar. [Samm] “uncle’

glotial vocal cords vocal cords hare

or Russian, where a raising of ihe tongue body lowards the hard palate accompanies the
main place ol articulazion of the stop, as in Russian [brap] "to 1ake’.

2.2 Speech sound classification

We now have a methed of describing the articulation of any speech scund by specifying
(1) the airstream mechanism. (2) the state of the vocal cords. (3) the position of the velum.
(4) the place of articulation and (5) the manner of articulation. Thus, the first sound in ‘pig’
ceuld be classified - using these five fearures — as a pulmonic egressive, voiceless. oral,
bilahial stop.

In fact, for consonants. it is more usual 10 use 4 three term classification. refermng 1o
voicing. place and manner. with airstream and velum only referred to when they are not
pulmonic egressive and oral respectively; thus the “p’ sound in “pig’ is normally referred
to as a voiceless bilabial stap, 'z’ as in “fegz’ is a voiced alveolar fricative.

For vowels, the classification is slightly ditferent; voicing is typically irrelevant. since
in most languages, vowels are always voiced, and the vertical {manner for consonants) and
herizontal (place for consonants) dimensions are more restricted. All vowels are produced
with a stricture of open approximation, so manner as such is irrelevant: however different
vowels do involve differences in the highest point of the tongue: for the vowel sound in
‘sit” the tongue 1s higher than for the vowel sound in ‘sat’; we refer to “high’, “mid’ and
‘low’ vowels. Horizontally, vowels are restricted to the palatal and velar regions; cormpare
the vowels in ‘fee’ (made in the palatal area) and “far’ (made further back in the velar area);
in this dimension we refer (o vowels as “front’, “central’ and ‘back’. There is a forther
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consideration for vowels. however. not usually relevant for consonants; that of lip
rounding. (Note that even though the upper lip is considered a passive articulator, it does
participate in lip rounding.) The vowel sound in ‘see’ involves no lip rounding, while the
lips are rounded for the vowel sound in ‘sue’: you can check this by looking in a mirror as
you say these sounds. Thus the vowel sound in ‘see’ can be referred to as a high front
unround vowel, that in ‘sort” as a mid back round vowel,

2.3 Supra-segmental structure

Thus far, we have considered speech sounds. or segments, as individual units. When we
usc speech, however, we do not produce segments as individual items: rather, they are
part of larger constructions. One such ‘larger construction’ that sounds can be combined
together to form is the syllable. Coming up with a straighforward definition of the
syllable is no easy task (but see Section 6.1.1 for some discussion): speakers nonetheless
have an intuitive idea of what the syllable is. We can. for instance. count them. or tap in
nme o them, quite easily: most speakers of English would agree that the word ‘rabbit’
has two syllables, that ‘elephant” has three syllables and that *armadillo’ has four. While
all these syllables are different, in the sense that they are made up of different segments.
they nonetheless share certain structural properties: they all have a vowel, and this vowel
may be preceded and/or followed by one or more consonants: the first syllable of
‘elephant’ is just the vowel represented orthographically as ‘e’, the second is a vowel
preceded by a consonant “le’. and the third is a vowel preceded by one consonantal
sound (orthographically "ph’) and followed by two consonant segments. So, while
consonants appear to be optional in syllable structure. vowels seem to be obligatory. The
facts are actually more complex than this. since many languages. including English.
allow nasals and liquids to form a syllable without a vowel, e.g. ‘bottle’. These liquids
and nasats are known as syllabic. The vowel is said 1o be the peak or nucleus of the
syllable, with any consonants preceding the nucleus said to be in the syllable onset. and
any following the nucleus said to be in the syllable coda. So the first syllable in ‘rabbit’
has an ‘1" sound in the onset, the vowel represented by "a’ in the nucleus. and no coda:
the second syllable has a single consonant in the onset (even though the orthography has
two symbols, ‘bb’). the vowel represented by ‘1" as the nucleus, and a single coda
consonant ‘t’.

As well as being aware of how many syllables there are. speakers can usually also
recognise that when we have a sequence of syllables, making up a word or a sentence,
some syllables are ‘stronger’ or ‘more noticeable™ than others. Thus. in ‘rabbil” and
‘clephant” the first syllable is more noticeable than the others, whereas in "armadillo” it's
the third syliable that is mosl noticeable: in a sentence like “Albert went to the zoo' we can
usually agree that the final syllable ('zoo™) i1s more prominent than any of the others. That
is, we can recognise that some syllables carry more stress than others. Stressed syllables
are produced with more muscular effort, and are louder and longer than unstressed
syllables. We shall have more 1o say about syllables and stress in Chapter 6.
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2.4 Consonants vs. vowels

Syllable structure plays a role when we artempl o clarify a major distinction between
speech-sound rtypes thar we have thus far simply been assuming: thar between
consonants and vowels. This 1§ not as straightforward as it might at first appear: at first
glance. the essential difference would seemn to have 1o do with degree of stricture, i.e. the
distance between the active and passive arliculators. For consonants there is some kind
of obstruction in the oral tract, whereas for vowels there is no such hindrance to the
outflow of the air. Thus, stops (oral and nasal). fricatives and liquds all involve a
stricture of at least close approximation. Liquids and nasals might appear to be
counterexamples to this claim, since the air flows out freely for these sound lypes. In
each case, however, there is some obstruction in the oral tract; for nasals. complete
closure (since they are stops). For liquids. there is some contact between articulators, but
this does not extend across the full width of the oral tract — so, [or the "I’ in "hion’. the
middle of the tongue tip is in contact with the alveolar ridge, but the sides of the tongue
are lowered. allowing free airflow,

The class of glides is a problem for this definition, however, since for them there is a
stricture of open approximation. For these sounds, the consonant/vowel distinction rests
not so much with the phonetics as with the phonology. That is. it has to do with how the
sounds function in the language. rather than with the details of their articolation. True
vowels like the "1" in "pig’ are syltabic; that is, they comprise the essential part of the
syllahle, known as the nucleus, and without which there would not be a syllahle (for detaiis
of syllable structure. see Section 2.3 and Chapter 6). Glides, on the other hand, behave like
consonanis in that they do not form the nuclei of syllables, but rather occur on the edges
of syllables. That is, the main difference between the "v"in “yak’ and the 1" in *pig’ is not
so much the articulation (which is much the same. though the 'y’ may well be somewhat
shorter). but the function of the two sounds. In “pig’ the segment represented by ‘i” is the
nucleus {or head) of irs syllable; in ‘yak’ the segment represented by "y’ is not the nucleus
(the “a’ is). but rather the onset. So we might say for English and many cther languages
that a vowel 15 a sound produced with open approximation and which is a syllable nucleus:
this will exclude glides. which are not nucler. and will also exclude syllabic liquids and
nasals (as in the final sounds of “throstle” and ‘mutton’) since these are not produced with
open approximation.

Further reading

For greater detail of the anatomical side of speech production see Clark and Yallop (1995,
chapter 23, The standard linguistics texthook for articulatory {and acoustic) phonefics is
Ladefoged (2001a), see especially chapter t. Catford (2001) is an accessible general
intreduction to phonetics. Laver (1994} is a very full treatment of phonetic pringiples.
Also useful are Ball & Rahilly (15993, Johnson (2002), Ladefoged (2001b) and the TPA
handbook (1999).
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Exercises

1

In each of the following words a sound is underlined. For each sound state (i) its
voicing, (i) whether it is oral or nasal, (i) its place of articulation and (iv) its manner
of articulation.

a. bee b. reason €. hang d. jungle
e. vine f. leech g. listen h. lark

Name the active articulator for each of the underlined sounds below,

a. those b. keep C. mess d. rich
a. revile f. final g. pet h. !acht

Each of the words below has a sound underlined. For each of the pairs of words
state what the difference is between the underlined sounds. For example the
underlined sounds in in and ink differ in place of articulation (alveolar vs. velar);
those in pop and bop differ in voicing {voiceless vs. voiced).

a. loe / doe b. sick / tick ¢. luck / lug d. lip / lick
e. rift / wrist f. cad / can g. measure / mesher  h. bag / gag

Far each of the words below describe the sequence of events required o produce
the consonants in the word. For example, for the word ‘tab’: (1) for ‘t’ the tip of the
tongue rises to touch the alveolar ridge making complete closure, {2} the tip of the
tongue lowers allowing release of the closure, (3) there is no voicing, (4) for 'o’
vaicing continues (from the vowel), (5) the lower lip rises to form complete closure
with upper lip and (6) lower lip lowers to allow release of closure.

a. sag b. think c. fell d. dreamt

For each of the following words identify the number of syllables and indicate which
syllable bears the main stress:

a. recipient b. envelope c¢. natural d. survey (noun)
e. diametrical f. intellectual g. survey {verh) h. diameter




3 Consonants

As we saw in Chapter 2, the class of consonants can be divided into a numnber of sub-
groupings on the basis of their manner of articulation. The first division we will consider
here is obstruent vs. sonorant. For obstruents, the airflow is noticeably restricted, with
the articulators either in complete closure or close approximation. For sonorants. either
there is no such restriction in the oral tract, or the nasal tract is open; either way, the air
has free passage through the vocal tract. The class of obstruents can be further subdivided
into stops. fricatives and affricates, again on the basis of stricture type. The class of
sonorant consonants can be subdivided into nasals, liquids, and glides (vowels are also
sonorants, but not sonorant consonants).

A further important distinction between obstruents and sonorants is that, while the
various obstruent subtypes listed above may have both voiced and voiceless counterpaits
in most languages, sonorant subtypes are typically only voiced. Thus English can
distinguish ‘pad’ from ‘bad’ due to the voicing contrast of the initial bilabial obstruents
(stops) represented orthographically by “p’ and "'b°. With sonorants no such pairs exist; for
the nasals, for example. there is only one bilabial — the (voiced) nasal tound in "mad’ - and
no voiceless bilabial nasal.

This chapter looks in some detail at consonantal articulation types, starting with those
having the parrowest stricture. the stops and affricates. moving through more open
strictures o the fricatives and then to nasals and liquids, ending with the class with the
widest stricture setting, the glides. For each class of consonant, there 1s a description of its
production at different places of articulation and a discussion of any significant variation
exliibited (both positional variation, in terms of what happens when the sound occurs in
different positions within a sequence of sounds. and regional variation. with respect to
different varieties of English around the world). Though the discussion focusses on
(varieties of) English, there is also some consideration of each class as it occurs in other
languages.

In the discussion on how the sounds are used in languages. the position in which a sound
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accurs in a word is described: it may occur word-initially (i.e. at the start of a word), word-
medially {i.c. withinn the word) or word-finally.

At the appropriate paints, typically towards the beginning of each section. the phonetic
symbols relevant to the sounds under discussion will be introduced. The phonetic symbols
used will be those of the International Phonetic Alphabet (IPA): a chart of IPA symbols can
be found on page xu1. Note that whenever a symbol is intended as a phonetic representa-
rion, 1t will be enciosed in square brackets: thus {drg] represents the pronunciation of the
word spelled “dig’ — that is, *dig’ can be transcribed as {dig] — and [619] represents the
pronunciation of ‘thing’. Orthographic (spelling) forms will be indicated by quotes. as in
the previous sentence.

Some symbols for vowels (see Chapter 4) are introduced in this chapter and examples
of their pronunciation are given as they occur.

3.1 Stops

As was outlined in Section 2.1.5, stops are characterised by invoiving complete closure in
the oral tract, preventing the airflow from exiting through the mouth. They may be oral
{velum raised) or nasal (velum lowered, allowing air to pass freely out through the nose).
Pulmonic egressive oral stops are often also known as plosives and, as expected for
obstruents. are either voiced or voiceless. Nasal stops, being sonorants. are in most
languages voiced only. (Nasal stops will be dealt with in Section 3.4.)

Incommon with most other languages. English has three pairs of voiceless/voiced stops,
shown in Table 3.1.

Table 3.1 Stops in English

Place of arficulation Voice Symbaol Example
bilabial - [p] pig’

+ [b] ‘Eear‘
alveolar - [t tger’

+ [d] ‘dog’
velar - (k| ‘cal’

+ [g] ‘gorilla’

Note: '+ indicales the presence of voicing: *=' indicates the absence of veicing.

There is also the glottal stop [7], heard for example in many British English varieties (e.g.
London, Manchester, Glasgow, Edinburgh as well as newer varieties of RP) and some
varteties of North American English {e.g. New Jersey. metropolitan and upstate New York}
as the final sound in ‘rat’, or for most speakers in the negative “uh-uh’, or at the beginning
of a voluntary cough. The glottal stop is voiceless; it has no voiced counterpart. since the
vocal cords cannot vibrate when they are in contact.

As suggested above. most languages have bilabial. alveolar and velar stops; a number
may well have slops at other places of articulation too. such as paiatal [c| and [3], e.g.
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Malayalam (India). or uvular {4] and [G]). e.¢. Quechua (Bolivia, Peru). Note that when
pairs of sounds with the same place of articulation are presented. the convention is that the
first member is voiceless, the second voiced: so Quechua [q] is voiceless and (6] is vojced.

A not ingignificant number of languages have some stops produced with an airstream
mechanism other than pulmonic egressive: such stops are not plosives. If the glottis is
closed then raised, the air above it (in the vocal tract) will be pushed upwards. becoming
compressed behind the blockage in the oral tract; this air exits on release of the closure in
the oral tract. This airstream mechanism is known as glottalic egressive, and the stops so
produced are known as ejectives. Ejectives are indicated by an apostrophe following the
stop symbol, as in (p’], [’). [k’]. Given that they are produced with a closed glottis, only
voiceless ejectives are possible. Ejectives are found in a number of Aftican. North
American [ndian and Caucasian languages. as well as elsewhere; just under 20 per cent of
all the world’s languages have ejectives of one sorl or another.

Imnplosives also involve a glottalic airstream mechanism, but in this case the glottis is
lowered, not raised. drawing the air in the vocal tract downwards. For most implosives. the
glottis is narrowed. 1.e. they are voiced, but a small number of languages — e.g. some
varieties of Igbo (Nigervia) — have an articulation involving a closed glottis, giving
voiceless implosives. About 10 per cent of the world’s languages have implosives, many
in West Africa. Implosives have their own set of [PA symbols, including [B) (bilabial), [d]
(dental or alveolar) and (d] (velar). The preceding are voiced: voicelessness (in general.
not just for implosives) may be indicated by a diacritic [, ]. as in |B] for a voiceless bilabial
implosive.

The remaining type of stop involves a velaric ingressive airstream mechanism, and is
known as a click. Click sounds involve dual closure in the oral tract — one velar and one
forward of the velum — trapping a body of air. The more forward occlusion is released
before the velar closure, drawing the air inwards. The subsequent release of the velar
closure results in the click. Given the method of articulation, clicks can only have places
of articulation forward of the velum, e.g. bilabial |e|, dental {I| (or |1)), alveolar |!] (or [5]),
alveolar lateral (/). Such sounds are common in, and (as speech sounds) exclusive to, the
languages of Southern Africa. such as Nama. Zulu and Xhosa (the first sound of which is
a lateral click). Languages like English have clicks as non-linguistic sounds, such as the
one we use o atfract the attention ol a horse, or to express disapproval.

3.1.1 The production of stops

Produced in isolation, all pulmonic egressive oral stops involve three clearly identifiable
stages; first, there is the closing stage, when the active articulalor is raised to come into
contact with the passive articulator — for example, for the initial sound in "dog’ the blade
of the tongue must be raised o the alveolar ridge. Second. there is the closure stage, when
the aruculators remain in contact and the air builds up behind the blockage. Third. there is
the release stage. when the active articulator is lowered, allowing the air to be released
with some force (hence the term “plosives’ for oral stops).
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Usually, however, we do not produce stops (or any other speech sound) in isolation.
When oral stops are produced in ordinary connected speech, the closing stage and/or the
release stage may be missing. due to the influence of neighbouring sounds. Only the
closure stage is necessary for all stops in all positions — if there is no peried of closure, the
sound isn't a stop.

In connected speech. stops may he produced without the closing stage when they follow
another stop with the same place of articutation — that is, when they follow a homorganic
stop. Thus the bilabial plosive |p| of *shrimp’ has no separate closing stage. since the
articularors have already been raised to complete closure for the nasal stop (for which the
symbol is [m]), which js also bilabial. The change from [m] to [p] is effected by raising the
velum (nasal — oral) and widening the space between the vocal cords (voiced —
voiceless). Similarly. there is no closing srage for the alveolar [d] in the sequence ‘hot dog”;
again the articulators are already in the appropriate positicn because of the [t] of “hot'.

When we have a sequence of homorganic stops such as those in ‘hot dog’ or ‘big cat’.
it is not only the second stop that lacks a stage; the first stop in each lacks not a closing
stage, bul a release stage. Rather than lowering then raising the active articulator, il simply
remaing in contact with the passive articulator during the production of both stops.
Compare the [g]-sounds in (careful} pronunciation of *big’ in isclation with the same word
in ‘big cat’; in the latter case, the back of the tongue only lowers for the beginning of the
‘a’in “cat’, not for the end of the "g’ in ‘g’.

The release stage mmay also be absent in non-homorganic clusters (i.e. a sequence of
sounds which are produced at different places of articulation). In a sequence such as that
underiined in “duct’, the velar stop [k), here spelt *c’. has no release stage. Compare the
velar stop in ‘duct’ with that in a careful pronunciation of *duck’: in the latter, the release
of the velar stop [k] (orthographically ‘ck™) is likely to be clearly audible, where for ‘duct’
only the release of the [t] wil) be heard. The lack of release for [k]| here is due io the fact
that the articulators are already in complete closure posilion at the alveolar ridge for the 1]
before the back of the tongue is lowered at the end of the [k]; the air thus cannor escape
from the mouth before the release of the second stop [1].

When a stop occurs at the end of a word. 1.e. word-finally. before a pause. there i also
often no audible release stage. This is indicated with the diacritic symbol [*] following the
svmbol in question. The articulators simply remain in contact until the next chunk of
speech is initiated. or until the air has dissipated in some other way (by breathing oul, for
example): so in a question like “Wag it a dog? the back of the tongue may remain m
complete closure with the velum for some time (e.g. for the final [g7] of *dog’). It should
be noted that this lack of release 1s not found in all Tanguages; French. for instance. tends
e have fully released final stops.

3.1.2 The release stage

When there s a release stage, it may not always involve a straightforward lowering of the
active mticulator; the actual release may depend on the following sound i a number of
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ways. So, in a word like “mutton” the |t] is released not via the lowering of the tongue tip,
since this stays in place for the alveolar nasal (represented phonetically as [n]); rather. the
release of the oral stop occurs when the velum 1s lowered for the nasal, allowing the air to
escape through the nose (compare the [(] 1n ‘mutton’ with that in a careful pronunciation
of ‘muti’. where the alveolar stop is released orally). Release of stops via the lowering of
the velum is known as nasal release. and occurs when an oral stop precedes a nasal stop.
In a similar way, when the alveolar stops [t] or [d] precede the lateral liquid [1], in words
like “beetle’ and ‘badly’. the release is known as lateral release. In this case, the centre of
the tongue tip remains in contact with the alveolar ridge for the [1], and the built-up air 1s
released when the sides of the tongue lower (compare the [d] in ‘badly’ with that in “bad’).

3.1.3 Aspiration

A further important aspect of the release stage of plosives, particularly associated with
voiceless stops. is the phenomenon known as aspiration. Compare the stops in the pairs
‘pie —spy’, ‘tie — sty” and ‘core - score’. For most English speakers (though not all from
the North of England or from Scotland, for example). these should sound quite different.
When the voiceless stop begins the word, as in the first member of each pair, there is likely
to be an aundible puff of air following the release. When the stop follows [s]. as in the
second member, there is no such puff of air (indeed. the siop may well sound more like its
voiced counterpart in ‘buy’, ‘die’ and ‘gore’ respectively). Stops like those in ‘pie’, ‘tie’
and “core’, which have this audible outrush of air, are known as aspirated stops: those in
“spy’, “sty” and ‘score’ are known as unaspirated. Aspiration is indicated by a superscript
["] following the symbol for the stop, e.g. [p"], [t"], |K"].

Articulatorily, what is happening is that for aspirated stops. the vocal cords remain wide
open after the release of the plosive and into the initial articulation of the following
segmenl. This means that the first part of the vowel in, say. ‘pie’ is actually produced
without vibrating vocal cords, i.e. without voicing. Vocal cord vibration (voicing) thus
only begins ar some point into the production of the vowel: the onset of voicing is delayed.
For unaspirated stops, such as that in spy’. the vocal cords begin vibrating immediately
upon the release of the stop; there is no delay in the onset of voicing and the following
vowel segment is thus fully voiced throughout. This difference is illustrated in Figure 3.1,
where a siraight horizontal line indicates voicelessness, a zigzag voicing. and a vertical
line the release stage of the stop (see also Section 5.2.4.4). The vowel in ‘pie’ and ‘spy’ is
represented in phonetic symbols as [a1]: see Chapter 4.

o
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Fig. 3.1 Aspirated [p"] vs. unaspirated [p]

ar s p al
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In English. aspiration is strongest {1.e. most noticeable) 1 voiceless stops which occur
at the beginning ol stressed syllables (like those exemplified above). It may also be
present, though more weakly, if the stops begin unstressed syllables, as in “patrol’.
‘today’ or “consist’ — compare the [p]s in “petrol’ (stressed syllable. strong aspiration)
and ‘patrol’ (unstressed syllable, weak aspiration). Word-finally, as in “hop’, there may
again be aspiration (if the stop has a release stage — see Section 3.1.1), the strength of
which may vary according (o accent or individual (Liverpool accents, for instance, often
have strongly aspirated word-final voiceless stops). Aspiration does not, however, occur
with stops that follow initial {s|, as we have seen above. Aspiration thus contributes to
the set of factors distinguishing potentially ambiguous sequences, such as ‘peace talks’
and ‘pea stalks’. In a broad phonetic transcription (that is. one which lacks detail of
phenomena such as aspiration) these two phrases have the same set of segments (RP
|piistarks]; symbols for vowels are introduced in Chapter 4). Despite this, they do not
sound the same; hearers can usually distinguish them without too much trouble. This is
in part due to the fact that in ‘peace talks’ the "t" is aspirated ([t"]). since it is in initial
position in a stressed syllable, whereas in ‘pea sialks™ it follows [s], and thus is not
aspirated ([t)).

When an aspirated stop is followed by a liquid or glide ({1], [r]. {j) or [w]), in words such
as ‘platypus’. ‘crocodile’. "cue’ or ‘twit® respectively, the aspiration is realised as the
devoicing of the sonorant. That is. the vocal cords remain open through the articulation of
the hquid or glide, narrowing (and thus beginning to vibrate) onty when the articulation of
the vowel starts.

Phonetically, then, English has three kinds ol stop: voiced, e.g. [b], voiceless
unaspirated, e.g. [p] and voiceless aspirated, e.g. I’p"]. In terms of contrasts. however,
aspiration is not significant; no words are distinguished from others solely by virtue ol
having an aspirated versus unaspirated stop. since aspiration is entirely predictable from
the position of a voiceless stop. That is, we do not distinguish [p1t] from [p"tt] or [bit] ([1]
stands tor the 'i" sound in "pit’); we sunply know that [pit] is unlikely in most forms of
English. since we expect aspiration of voiceless stops in this position. This is not so for all
languages. however. Languages such as Thai or Korean make a three-way distinction, 5o
that [baa] ‘shoulder’, [paa) “forest and [p"aa] ‘1o split” are all different words in Thai ([«
stands for an *a’” sound not unlike that in English “cat’). Differences in the patterning of
sounds, as in Thai and English above, will be dealt with in Chapter 8.

3.1.4 Voicing

As we have already noted. in common with other obstruents, plosives may be either
voiceless (praduced with an open glottis) or voiced (produced with a narrowed glottis).
This gives us contrasts in English such as "lopping’ vs. ‘lobbing’, ‘Jacking’ vs. "lagging
and (in British and Southern lnish English, but not North American or Northern Irish
English — see Secuon 3.1.6) “lauer’ vs. “ladder’. where there is a difference in the voicing
of the medial plosive.
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While (he difference is clear in these instances, it is not always so obvious. Voiceless
stops remain voiceless throughout their articulation in Enghish, but voicing is not always
constant for voiced stops. Only in instances like those above. i.e. between (wo other voiced
sounds, is an English voiced stop fully voiced. Elsewhere, such stops are likely to be
wholly or partly devoiced. When in initial position, vocal cord vibration may not begin
until well into the articulation of the stop; similarly, in final position, vocal cord vibration
may cease well before the end of the articulation. This 1s indicated {n transcription by the
diacritic [} (or [°] if the symbol has a tail), as in ‘[bjeetle’ or ‘do[§]’. For some accents
(West Yorkshire, for instance) there is no voicing at all in final position. This is also true
10 a number of other languages. such as Danish or German, but by no means for all:
French, for instance, has fully voiced final stops.

The presence or absence of voicing in a plosive in English (irrespective of any
positional devoicing) may affect the preceding sound in a significant way. When a voiced
stop follows a liquid, nasal or vowel it causes that sound (or ‘segment’) to lengihen (to last
longer); compare the duration of the penultimate segrments in ‘gulp” vs. “bulb’, ‘sent’ vs.
‘send” and “back’ vs. ‘bag’. In each case, the segment preceding the voiced stop is
noticeably longer than thal preceding the voiceless slop, even though the voiced stop may
in fact be partly or fully devoiced due to being in final position. This weans, in fact, that
for many hcarers, one of the main cues for deciding whether a final stop in English is
voiced or voiceless is the duration of the preceding segment. rather than the realisation of
the plosive segment itsell.

3.1.5 Glottalisation and the glottal stop

In many kinds of English, voiceless stops may be subject to ‘glottalisation’ or ‘glottal
reinforcement’. This means that as well as closure in the oral tract. there is ap
accompanying (brief) closure of the vocal cords, resulting in a kind of dual articulation.
This glotalisation is particularly likely for final stops in emphatic utterances, such as “stop
that!’, where the final [p] and (t) may well be glottalised, but is common to some degree
for many word-final voiceless stops. This sound is often transcribed in IPA by using a
superscript | ?] after the stop symbol: [p*] or [t']. In some kinds of English, notably North
East English English (known colloguially as ‘Geordie®). this glottalisation is very salient
not only on final voiceless stops. but also voiceless stops occurring intervocalically (that
is, between two vowels); the "p’ in a word like ‘super’ is heavily glottalised in this type of
English, and might appropriately be transcribed [?p], though this is also found as a
transcription for the weaker glottal reinforcement described above.

As well as being glottalised, voiceless stops may under some circumstlances be replaced
by a glottal stop. That is, there will be no oral closure at all, only glottal closure. The extent
to which this occurs will depend on the accent of the speaker. the particular stop involved
and the position of the stop. Thus, for many speakers of most kinds of British English
(including RP), a [t] can be replaced by [?] before a nasal, as in ‘a[? n)ight’ (‘at night’) or
‘Bri[?n]" (*Britain®), whete the subscript [ ] indicates a syllabic consonant {see Sections 2.3
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and 6.1). Similarly. a voiceless stop may be replaced by | ?] when preceding a homorganic
obstruent; ‘grea[? s]mile’ (‘great smjle’) or “gral? flruit’ ("grapefruit’). Somewhat morc
restrictedly (though still true for many types of more recent RP), word-final [t] may be [?].
as in ‘ra[?] (‘rat’). [?] for word-final [p] or [K] 1s not a feature of standard varieties, but
does occur jn a number of non-standard Englishes, such as Cockney, where [re?] could
represent any of ‘rap’. ‘rat’ or ‘rack’. More restrictedly still, in terms of varieties though
not numbers of speakers, intervocalic [t] may be a glottal stop, as in ‘wa[?Jer’ (‘water’) or
‘bu[?]er’ (‘butter’),

Vowels may also be subject to glottal reinforcement when they occur word-initally,
especially if emphatic, as ‘go [?laway!’ or ‘it's [?Jover!’. or if there is biatus (two
juxtaposed vowels in consecutive syllables), as in “co-[?]authors’. Tt may also be found

>

in a position where there might otherwise be an intrusive or linking "’ in non-rhotic
accents (i.e. accents in which an orthographic 'r’ after a vowel, as in ‘cart, is not
pronounced) such as many kinds of English spoken in England or Australia (see Section
3.5.2.1), as in “law [?] and order” (as opposed to ‘law [1] and order’, where [1] represents
an ‘r’ sound).

This pre-vocalic glottal stop is also found in German. though there are no restrictions on

its occurrence; any vowel in initial position will be preceded by [?], as in [?]Adler (eagle).

3.1.6 Variation in stops

As we have seen in the previous two sections, the position of a sound may well influence
the exact nature of the production of the sound (nasal or lateral release, aspiration,
glottalisation, etc.). When the particular realisation 1$ due to the character of a
neighbouring sound, as in the nasal or lateral release of stops. we say that the sound has
assimilated to its neighbour(s). This section looks at some of the other ways stops, and in
particular the alveolars [t] and [d], assimilate to their context.

The bilabials [p] and [b] show no significant assimilation, typically remaining bilabial
wrespective of context. The velars simylarly are relatively stable, except that they are
fronted — that is, with contact closer to palatal than velar — in the context of front vowels.
Compare the position of closure for the stops 1 “kick” and ‘cook’: the stops in ‘kick’ are
produced noticeably further forward than the corresponding stops in ‘cook’.

Unlike the bilabials and velars, the alveolars [t] and |d] show considerable varation
depending on context. Monitor carefully the position of the closure for the underlined
stops in the following words (spoken at normal tempo. but withour the [t]s being replaced
by glottal stops):

hol potato bad boy sad man
hot crumpet bad girl sad king
hot thing bad though sad thought

In each case, the closure for the ‘t" or ‘d" will not be alveolar but will be at the place of
articulation of the following segment. Preceding a bilabial, the closure for the "1/d" is also
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bilabial: *ho[p plotato’. “balb bloy’, “salb m]an’: preceding velars, we get velar closure:
‘holk KkJrumpet’. ‘balg glirl’. ‘salg kling": and before dentals, closure at the teeth
(indicated by a diacritic [ }): ho[t 8]ing’. "ba|d 3]Jough’, "sald B]ought’.

As well as being influenced by surrounding consonants. the alveolar stops also show
variation between vowels in a number of vareties of English. though here the assimilation
involves manner rather than place of articulation. A well-known instance of this is the
phenomenon of *flapping’ found in many North American and Northern Irish aceents of
English, in which the distinction belween [t] and [d] is lost (the technical term 18
neutralised) between vowels, both [t] and [d] being replaced by a sound involving voicing
and a very brief contact between tongue tip and alveolar ridge. This sound is known as a
voiced alveolar flap. and is transeribed as [c]. Thus, for many American and Northern Irish
speakers "Adam’ and "atom’ may be homophones, i.e. sound identical, both words having
the flap for the intervocalic 't and "d’. Flapping occurs whenever what would be [t] or [d]
in other accents occurs between two vowels, both within words as in the examples above
and across word boundaries as in ‘gefr] away’ (‘get away’) or ‘hi[r] i’ ("hit it’). One
important exception (o this is when the stop begins a stressed syllable. as in a[t"Jend’
{"attend’), where the second syllable carmes the stress (compare this with the "t" in "atom’,
which 1s flapped).

A similar process is found in many Northern English accents. affecting only the
voiceless alveolar stop [t]. In these accents, the [t] 1s replaced by an r-sound [1] when it
occurs after a short vowel and the next sound is a vowel. as in "lo[1] of fun’. ‘gela] off” or
shuf1] up’. Unlike flapping. this 't — 1’ process only rarely occurs word internally
{a couple of examples being “bener” and ‘matter’). It typically only happens across word
boundaries, and even then not with all words: there is no replacement of (t] by [1] across
the word boundary i “hot 1ron". for example.

While these processes do not mvolve assimilation in terms of place of articulation,
which remains alveolar, it might be said that there is manner assumilation. in that the
sounds replacing [t] are “more vowel-like’, being voiced (like vowels) and, at least for [1],
sonorant (again, like vowels) rather than obstruent. Discussion of this phenomenon will be
taken up again in Chapter 10.

3.2 Affricates

Affricates are produced like plosives. in that they involve a closing stage. a closure stage
and a release stage. The difference lies in the nature of the release: where for a “standard’
plosive, the active articulator is Jowered swiftly and fully, allowing a sudden, unhindered
explosion of air, for affricates the active articulator remains close to the passive aniculator,
resulting 1n friction as the air passes between then. as for fricatives (see Sections 2.1.5 and
3.3). Phonerically, then, affricates are sinilar to a stop followed by a fricative; they do not,
however, behave like a sequence of two segments. Consider ‘catch 1t” and “cat shit’: the
sound represented by ‘tch’ ([f]) 1s noticeably shorter than the sequence of sounds
represented by “tsh’ ([t + []).



Consonants 27

English has only two affricates. the voiceless palato-alveolar [{]. as in “chimpanzee.
and its voiced counterpart [(d3] as in “jaguar’. Both affricates can appear in all posinons:
word-intially. word-medially and word-finally: ‘[fleetah” (‘cheetah’). “lo[dgler’
{*lodger™). “fu[dg] (‘fudge’). (The symbols [&] and [j] may also be encountered for these
sounds, as may [t | and [(d 31

Affricies at other places of articulation are found in many languages: German has
voiceless labio-dental |p'] in Pferd “horse’. and voiceless alveolar [1*] in Zig “train’; laalian
has a voiced alveolar [d°] in zona “rone™.

3.2.1 Voicing and variation

As with all obstruents. the voiced affricate lengthens a preceding sonorant segment (naszl,
liquid or vowel). compare the sonorants underlined in "lnpch” vs. ‘lupge’, ‘belching’ vs.
"Belgian’, ‘aitch’ vs. ‘age’.

There is hittle assimilation of the affricates v English. though the oral stop part of the
articulation may be missing when they follow [n], as ‘lun[[]" (vs. “Tun[f]") or “spon|3]’
{vs. ‘spon[dg]’). There is also some variation among speakers between word-final [&] and
(3] in loan words like "garage’. “beige’.

3.3 Fricatives

Fricatives are produced when the active articulator is close 1o, but not aciually n contact
with, the passive articulator. This positien, close approximation. means that as the air exits,
it is forced through a narrow passage between the articulatars, resulting in considerable
friction, hence the tenm ‘fricative’. As with the plosives. [ricatives can be voiceless or
voiced.

The majority of varieties of English have the fricatives given in Table 3.2, The glottal
tricative [h] has no voiced counterpart in many Englishes, though some speakers have a

Tahle 3.2 Fricatives in English

Place of articulation Voice Symbel Example
labio-denral - if] ‘fox'

+ [v] vixen'
dental - (6] ‘moth’

+ (6] ‘this”
alveolar - B ‘snake’

+ [2] ‘zebra’
palato-alveolar - 1 shrew’

+ [3] ‘measure’
gloltal - [h] ‘huddock’

Nore: "+ indicates the presence of voieing: ‘= indicales the absence of voicing.



28 introducing Phonetics and Phonology

breathy voice {see Section 2.],2) [A] where the sound begins a stressed syllable which
follows a vowel-final non-stressed syllable, as in ‘behave’ or ‘rehearsal’. The sound [h]
does not occur at all, or occurs only sporadically. in many non-standard English Englishes,
which thus make no distinction between words such as ‘hill” and ill’.

A number of varieties also have a voiceless velar fricative |x]; this is particularly true of
the "Celtic’ Englishes (Irish, Scottish and Welsh English) in words such as Scottish and
Irish “loch/lougl’, Scottish "dreich” (dreary) and Welsh “bagh’ (dear).

Other languages have fricatives in other places of articulation, such as bilabial (Spanish
voiced [B] in Cuba), palatal (German voiceless [¢) in nicht ‘not’), uvular (Afrikaans
voiceless [x] in gogga (a small insect)) and pharyngeal (Arabic voiced [§] [Tfamm)]
‘uncle’). A small number of languages also have fricatives involving a glottalic egressive
airstream mechanism, indicated in transcription by an apostrophe, e.g. Tlingit (Alaska)
voiceless alveolar [s']. voiceless velar [x’].

It is worth noting that English has a relatively large number of fricatives; many
languages do nol have as many differentiated places of articulation for this sound type.

3.3.1 Distribution

The labio-dentals [f] and [v]. the dentals [6] and [3], the alveolars [s) and (z] and the
voiceless palato-alveolar [[} occur in all positions in English (i.e. word-intially. word-
medially and word-finally), although for [d] word-initial position 3s restricted to a small
set of ‘function words’ such as articles (‘the’, ‘this’, ‘that’, etc.) and adverbs (‘then’,
‘there’, “thus’, etc.). The distribution for each of the voiced palato-alveolar [3]. the glottal
(b} and the velar [x] (in those varieties that have it) is in some way restricted jn English.
The sound [3] occurs in only a few words, and never word-ininially; so, ‘trea[3]ure’ and
‘bei[3]". but no words beginning with [3] (apart {rom in loan words such as ‘genre’ and
‘gigolo’). The glotial fricative |h] on the other hand occurs only word-initially or word-
medially at the beginning of a stressed syllable, but never word-finally; so English has
‘[h]appy” and ‘be|h]ead’, but no words ending in [h]. The velar fricative [x] never occurs
word-initially in those varieties which have the sound; so in Scottish English we have
word-medial ‘lo(xJan” (a small loch) or word-final “drei[x]” {(dreary), but no words
begimning in [x].

3.3.2 Voicing

As with the stops, English fricatives — with the exception of [h] and [x] — may be voiceless
or voiced. giving oppositions such as ‘safe’ vs. “saye’, ‘wreath’ vs. ‘wreathe’, “sue’ vs.
‘zoo’. and (somewhat marginally) ‘ruche’ vs. ‘Touge’.

Again as with stops, the voiced fricatives undergo devoicing word-intitially and word-
finally, typically only being fully voiced between other voiced sounds. Compare the v’ in
‘vague’ or ‘sayve’ with that in ‘saying’; the imitial and final ‘v's will be (partially) devoiced
[y] whereas the v’ in ‘saving’ is voiced all through its production [vj.
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The voicing of a fricative also affects the length of the preceding sonorant (nasal, liquid
or vowel). Voiced fricatives lengthen the duration of any sonorant they follow: compare
the highlighted sonorants in ‘fence’ and ‘fens’, "shelf” and ‘shelve’, ‘face’ and ‘phase’.

3.3.3 Variation in fricatives

The labio-dental fricatives [t] and [v] do not show a greal deal of assimilation, though [v]
may often become voiceless word-finally preceding a voiceless obstruent, as in ‘ha(f] 1o’
(‘have 10’), ‘mol[f]e slowly’ (‘move slowly’), ‘o[f] course’. Indeed, in faster speech, the
sound may be lost altogether in unstressed function words such as “of " and ‘have’ as in
‘piece of cake’ or “could have been’, where ‘of and ‘have’ have the same pronunciation
as the unstressed indefinite article ‘a’ (the symbol for this is [3). known as schwa). This
loss of a segment is known as elision.

The dental fricatives [0] and [8] are also subject to elision when they precede [s] or [z].
as in ‘clothes’ (homophonous with the verb ‘close’) or ‘months’ (pronounced as ‘mo[ns|’,
rhyming with “dunce’). In a number of varieties of English [0] and [0] may be replaced
(either entirely or intermittently) by [f] and [v] respectively; thus for a number of South
Eastern English and Southern U.S. English accents, “three’ and ‘free’ may sound identical,
that is be homophones. [n some Scottish varieties. on the other hand, word-initial [0] and
[d] may be replaced by (s] as in "thousand’ and [r] as in “the’ respectively. Southern Irish
English aiso often has a dental-stop-like realisation of these sounds ({t] and [d]
respectively). In English in general in fast speech, word-initial [8] (which, as was pointed
out above, is restricted to a small set of ‘function words’) often assimilates entirely to a
preceding alveolar sound: ‘i[n nje pub’ ("in the pub’), "a[l 1Je time’ (‘all the time’), iz
7]ere any beer?” ('is there any beer?’).

The alveolars [s] and (z] are often assimilated (o a following palatal glide [j] or palato-
alveolar fricative [[] by retracting the active articulator (o a palato-alveolar position, being
realised as [[] and [3]) respectively, as in "mi[{ jJou’ (‘miss you'), "it wa[3 jlellow’ (*it was
vellow™) or “Ki[[ [leila’ (“kiss Sheila’). There is also variation among speakers of British
English as to whether words such as ‘issue’, ‘assure’. “seizure” have a sequence of [s j1/[z j]
or [[/13], with the assimilated forms being the more common, even among RP speakers.
Although these words have in common a high back round vowel |u] or [0] (see Section
4.4.6) following the segmenl(s) in question, the samie alternation is not found for all words:
"assuime” for instance is more commonly [s)].

The palato-alveolars [[] and [3] show litlle variation, though many of the (few) words
which end with [3] may variably huave pronunciations ending in the affricate |d3| (see
Section 3.2.1), e.g. ‘garage’, “beige’, etc. The sounds [[] and [3] often also involve some
degree of lip-rounding, particularly after round vowels {see Section 4.1). again variable
among speakers.

The glottal fricative [h], as we have seen, has no contrastive voiced counterpart, does
not occur word-finally and is more or less absent in many non-standard English Englishes
(though this is stigmatised). The sound [h] is also ‘dropped’ by all speakers in unstressed
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pronouns and auxiliaries such as ‘her’. ‘him’. “have’, etc.; the normal pronunciation of
‘[ could have liked him™ does not include any instances of [h]. The sound [h] is also not
present for some speakers in the words “hotel” and “historic(al)’. and for most American
English speakers in *herb’. In words where the “h' precedes the glide [j] (see Section 3.6)
— such words typically involve an orthographic ‘hu’ sequence — such as ‘human’ or
‘huge’, the nitial sound may well be the palatal fricative |¢] in many varieties. In North
American Englishes there may be no [h] at all in these words. which thus begin with the
glide (j].

3.4 Nasals

As was mentioned in Section 3.1, nasals are a variety of stop; they are forimed with
complete closure in the oral tract. The difference between nasal and oral stops is that for
nasals the velum is lowered, allowing air into {and out through) the nasal cavity. Nasals
are sonorants (unlike oral stops). and are thus typically voiced only - though a few
languages (e.g. Burmese) do conwrast voiced and voiceless nasals. English has nasal stops
in the same places of articulation as it has oral stops: bilabial [m] (as in “moth’), alveolar
[nt] (as in ‘nuthatch’) and velar (] (as in ‘wing’). Other languages have nasal stops in other
places of articulation, e.g. dental [n], as in Yanyuwa (Australia) [wununu] ‘cooked’,
palatal [n). as in French agneau [apo] (‘lamb’),

3.4.1 Distribution and variation

The bilabial and alveolar nasals [m] and [n] occur word-intially, word-medially and word-
finally in English: e.g. "[m]ill", “tulm]our’. ‘ra[m]’, "[n]il", ‘w[nja’, ‘raln)". The velar [p].
on the other hand, cannot occur word-initially in English; “si[pler’ (‘singer’) and "ra[n}’
{(*rang’). but there are no words beginnming with [n]. Note that this is true of English but not
for all languages with [g], ¢.g. Burmese [p4] "fish" (the circumflex over the vowel indicates
a falling tone. which does not concern us bere: see Section 6.3). In some varieties of
English, such as North West or West Midland English English. and Long Island American
English. || is always followed by an oral velar stop. either (k] “thi[pk|’ or [g] “thi[ng]
(vs. ‘thi{n]’ elsewhere), "silngler’ (vs. ‘si[pler’).

Positionally, [n] shows no important assimilation; there is, however. some socio-
linguistically governed alternation between [p] and [n] for the inflection ‘-ing’. which may
be (variably) either (1] or [1n]. The bilabial [m] imay be labio-dental {m] before the labio-
dental fricatives [f]) and [v] (*so|m) flun™). As with the oral stops, it is the alveolar |n] that
exhibits most assimilation. agreeing in place of articulation with the following segiment.
When the alveolar nasal is next to a bilabial segment, the result is typically (m], not [n):
so ‘ri[bm]’, ‘i{m plaris’. When it precedes labio-dentals, we get [g]: ‘i{m v]ain'. Before
dentals. a dental nasal [n] occurs; ‘o(n 8]ursday’. Before velars, we get the velar nasal [p]:
‘te[n klups'.
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3.5 Liquids

Liquid js a cover term given (o many ‘1" and ‘r’ sounds (or laterals and rhotics
respectively) in the langnages of the world. In a broad sense. what liquids have in common
is that they are produced with unhindered airflow (which distinguishes them from
obstruents) but nopetheless involve some kind of obstruction in the oral tract (unlike glides
and vowels. which are articulated with open approximation). However, the exacl nature of
the obstruction, particularly in the case of those sounds grouped together as rhotics, is a
complicated matter crosslinguistically which we will not deal with in any detail here.

Liquids are sonorants and. as such. are typically voiced. Voiceless liquids do occur
(Scottish Gaelic has [r]. for example). but often voicelessness in ‘1" and ‘r’ sounds also
involves friction, as in the Welsh voiceless alveolar lateral [4] in [lan "church’ and. as such,
these sounds are obstruents rather than liquids proper.

3.5.1 Laterals

With laterals there is contact between the active articulator (the tongue) and the passive
articulator (the roof of the mouth). but only the central part of the tongue is involved in
this contact (this is known as mid-sagittal coniact): there is no contact for (at least one of)
the sides of the tongue. The air is thus free 1o exit ajong the channels down the sides of the
oral tract, hence the name lateral.

English has the latera) [1), as in “lion". For this sound, the mid-sagittal contact is between
the tongue blade and the alveolar ridge; {1] is an alveolar lateral. Laterals at other places
are also found: certain varieties of Spanish have a palatal lateral [£] as in calle “steet’,
Mid-Waghi (Australia) has a velar lateral [L] as in [avare] ‘dizzy".

3.5.1.1 Distribution and variation

The English alveolar lateral can appear word-initially, word-medially and word-finally, as
in ‘louse’. ‘bullock’™ and ‘gull" respectively. For many accents of English there is
considerable vaniation in the articulation of [J] according to position. For most speakers, as
we have seen in Section 3.1.3. (ollowing a voiceless obstruent the lateral devoices, so
“Iplay’ vs. {ljay’. ete.

There is also a noticeable difference for many speakers between the laieral in ‘loot’
compared to that in “tool” or ‘milk’. The "I" in initial position has alveolar contact and
nothing more: that in ‘tool” and "milk’ has the same alveolar contact and in addition a
simultaneous raising of the back of the tongue towards the velum (similar to the position
for the vowel in RP or GenAm “book™). This latter sound thus has a secondary velar
articulation, and is known as velarised or dark ‘I’, for which the symbol is [+]. The non-
velarised version 1s known as clear ‘I’. Clear ‘I’ occurs word-initially ([1Juck™) including
before [j] for those speakers with pronunciations like “[ij]ute’ (the musical instrument) and
word-medially before a vowel (‘pi[lJow’, *hem[lJock’). Dark ‘I" occurs elsewhere. i.e.
word-finally (*fift]"), before a consonant (*fil+|m’) and syllabically (‘bott[]'). In some
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accents such as Cockney and other South East English varieties, and American varieties
like that of Philadelphia, the dark *I” may have little or no alveolar contact, resulting in a
vowel-like realisation; [fro| ‘fill’, where [o0] i1s a high mid back vowel (see Section 4.4.5).

Not all varieties of English have this clear vs. dark ‘I’ in many North West English
Enghsh. Lowland Scottish or American accents, laterals are fairly dark irrespective of
position; in Highland Scottish, Southern Irish and North East English varieties, on the
other hand. laterals tend to be clear in all positions.

3.5.2 Rhotics

A wide variety of articulations are subsumed under the general heading of rhotic, even
within English. Rhotics inciude:

* the alveolar trill [r], in which the tongue blade vibrates repeatedly against the alveolar
ridge (this is sometimes heard in Scottish accents)

¢ the alveolar tap [r]. a single tap of the tongue blade against the alveolar ridge (heard
more commonly in Scotland)

* the alveolar continuant [1]. produced with the tongue blade raised towards the alveolar
ridge and the sides of the tongue in contact with the molars, forming a narrow channel
down the middle of the tongue (heard in many kinds of English English, including
RP)

¢ the retroflex [1], produced in a way similar to |1 but with the tongue blade curled back
to a post-atveolar position (heard in many North Amencan and South West English
Englishes)

* the wvular roll [R] or fricative [k], respectively produced with the back of the tongue
vibrating against or in close approximation to the velum (heard in rural Northumberland
and parts of Scotland; this is also the kind of rhotic often heard in French and High
German)

In terms of articulatory phonetics these sounds do not have much in common: taps and
trills involve contact between active and passive articulators, fricative rhotics involve
close approximation and continuants involve neither contact nor friction. Grouping them
together as a class has more to do with their behaviour in the language, that is, with
phonology. As far as English is concerned, they are the sounds represented
orthographicalty by ‘r* (or ‘rr’, etc.): whatever kind of ‘r’ sound they may have, all English
speakers have their particular variant, or one of their variants, at the beginning of a word
like ‘rat’.

3.5.2.1 Distribution

One of the major dialect divisions in the English-speaking world concerns the distribution
of the rhotic; all varieties have pre-vocalic “r’, as in ‘raccoon’ or ‘carrot’, but not all have
a rhotic in words like ‘bear’ or "cart’. Accents which have some kind of ‘v’ in all these
words are known as rhotic accents; those with only prevocalic ‘r’ (that is, no “r” in the last
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two waords above) are known as non-rhotic accents. Non-rholic accents of English
include most varieties of English English, Welsh English, Australasian Englishes, South
African English, some West Indian Englishes and North American varieties such as
Southern states, New England and African-American Vernacular English. Rhotic accents
include most North American English, Scottish and Irish English, some West Indian
Englishes. and English English varieties such as the South West and (parts ot) Lancashire.
As English orthography suggests, thig difference is due o a historical sound change; the
rhotic was lost post-vocalically (i.e. word-finally or before a consonant) in the precursors
to those accents which are now non-rhotic. bat retained in the others.

In fact, even in non-rhotic accents the ‘r’ at the end of words like "bear’ is not always
absent; compare non-rhotic “bear’ pronounced in isolation or in the phrase “bear pit’ with
the same word in ‘bear attack’. lo the firsl two instances, there is no rhotic. as expected:
but jn ‘bear attack’ there 15 an ‘r’ sound at the end of ‘bear’. Whenever a word-final
orthographic '1° precedes a vowel sound. the ‘r” is pronounced; this phenomenon is known
as linking ‘r’. This occurs not only across word boundaries, as in the example just given
or ‘lar away’, ‘major attraction’, etc., but also within (morphologically complex) words:
compare ‘soar’ in isolation with “soaring’, ‘beer’ with *beery’, or ‘meteor’ with “meteoric’.
in which the first member of each pair has no ‘r’ sound, but the rhotic is present when a
vowel-initial ending is added. For reasons to do with the history of English sounds. this
word-fnal linking ‘r’ is limited to following the vowels [a:], [2:]. [3:]. as in ‘cay’. ‘bore’.
‘fur’ respectively, and [3] as in “water’, ‘beer’, etc.

Related to linking ‘1’ is the phenomenon known as intrusive ‘r’. This is the occurrence
in non-rhotic accents of a ‘word-final’ rhotic which is not there in the spelling; compare
‘tuna’ pronounced in isolation with the same word in ‘funa alert’. In the second instance
an ‘r" has been inserted between the two vowels, just as it “tuna’ ended in orthographic 1.
‘tuna |.t] alert™. Intrusive ‘r’ can be seen as the analogical extension of linking ‘r’, since 1t
oo only occurs following the vowels [a:], [2:], and (2] as in ‘Shah of Iran’, ‘paw or hoof .
‘America in spring’. There are no words in English which end in [3:] which do not have
historica) (orthographic) ‘r". It is particularly prevalent after [a); some speakers may make
a conscious effort to avoid intrusive “r’ after the other vowels. It is also variably heard
word-internally for some speakers, so ‘soaring’ and “saw[1]ing’ may be homophones, both
with “r’.

3.5.2.2 Variation

As well as the regional differences outlined above. rhotics are subject to considerable
positional variation. As with the lateral, following an aspirated voiceless stop a rhotic is
devoiced. so ‘|pilay’, “[tilee’. ‘[ki]ab’. Following [1] and (d] the rhotic will typically
become fricativised, though there is no separate symbol for this, as in ‘tree” and ‘dream’.
In a number of English Epglish accents which typically have the continuant (1], this may
become a tap [r] between vowels, as in ‘ve[r)y’, and after [0] and ], as in “th[r]ee" and
"with (rlats’. For some speakers, there may also be a degree of lip-rounding associated
with the rhotic, even when there is no following round vowel; indeed, the tongue
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articulation may be lost altogether. leaving just lip-rounding. resulting in a segment that
sounds not unlike a (w]. This is often considered affected, and was typically a feature of
upper-class (or would-be upper-class) English English. However. it is now also heard in
working-class and lower-middle-class speech in South Eastern England (often called
Estary English).

3.6 Glides

In articulatory tenms, glides are rather more like vowels (see Chapter 4) than consonants.
since there is no contact of any kind between the articulators; indeed, an alternatve term
for such sounds is semi-vowel. They behave like consonancs, however. in that they do not
form syllabic nuclei; rather. they appear at the edge of syllables, as in the first sound of
‘yes’. They are included here then for reasons more to do with their phonology than their
phonetics: that 1s, their behaviour with respect to the other sounds of the language, rather
than the details of their articulation (although it does also seem to be true thal a typical
glide articulation involves the articulators being somewhat closer together than for an
equivalent vowel articulation).

English has two glides: the palatal [j] as in "yes and the labial-velar [w] as in ‘weigh'.
The palatal [j] involves an articulation similar to that for the vowel |i] (where [1] 15 a vowel
sound like that in “beat’), with the tront of the tongue close to the palate; the labial-velar
[w] is sinular to (u] (where [u] is a vowel sound like that in ‘shoe’). with rounded lips and
the back of the tongue raised toward the velum. These two glides are by far the most
common cross-linguistically, though other glides are occasionally found; French. tor
example, has a labial-palatal [(] (similar to the front round vowel [y]) in words like fu/
[lyi] ‘him’.

3.6.1 Distribution

English [j] appears freely in word-initial position before a vowel: ‘[jlield’. "[jles’, ‘[j]ak".
‘[Jacht’. "[jlawn’, *[jJou’. etc. In a word-initial cluster. [j] is restricted to appearing betore
the vowels [uz]| and [02] (or some variant of [Ud]) such as English English [2:]: see Section
4.4.6 lor further details). as in ‘m|jjute” and “pljlure’, except for many speakers in East
Anglia, who have no [j] at all in these words. In non-word-initial clusters, [j} may also
appear before [2]. as in “fail{jjure’. The exact range of consonants |j] may follow will
depend on the variety of English in question: many forms of North American English have
a more restricted set than British English varieties in that [j] cannot follow the alveolars
[, 1d). 1s]. [z]. In} and {1). and the dental [B] in words like “tutor’, ‘dune’. ‘assume’.
‘resume’. "new(, ‘Jute” and ‘enthuse’ (though it is found after [n] and []] in unaccented
syllables: “ten|jjure’, "val[jjue’). Even in British English, many words like “lute’ or “suit’
typically no longer have [j] for large numbers of speakers, and in some English varieties
(e.g. Cockney, parts of the West Midlands and the North West), |j] may have a distribution
similar o that found in North America.
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The Tabial-velar (w] appears freely word-initially; “[wle™. (wlest’, ‘{w]ag’, ‘[wlatch".
‘Iwjar® “[w]oo™, etc. As part of a cluster. there are no restrictions on the following vowe]
tfwlit', “tiw]lenty’, "gq[w]arter’, etc.), but English does not allow [w] after consonants
other than [t], [d], [k], [s]. [0] and the sequence [sk]|: “t[w]in", "d[w]arf’, ‘qlw]it’, "s[w]ay".
‘thfw]art’, “sq[w]at’. The sound |w] may also follow [g]. but only in Joanwords like the
proper name "G[wl]ynneth’.

The question of whether glides appear following vowels is 1o some extenl again a
phonological question. The word ‘my” contains a vowel sequence. known as a diphthong.
which may be represented either as a sequence of two vowels [a1] or as a vowel + glide
[aj]. For some speakers, words such as ‘here” or ‘lower’ may involve an intervocalic glide:
[hijo} and [lowa] (as opposed to RP [h1a] and [Iawa]. for example).

3.6.2 Variation

The articulation ol [j] varies according to the following vowel: the front of the tongue 1s
higher before high vowels (as in “[jleast’), lower before low vowels (as in “[jlak™).

Following voiceless obstruents, |j], as with other sonorants, is subject to devoicing:
‘plflewter’. Particularly following voiceless stops in stressed syllables. this may lead to
friction, resulting in the palatal fricative |¢] rather than a devoiced glide. As was noted in
Section 3.3.3. this 1s especially noticeable wath the sequence [h] + [j]. which may well
coalesce. giving rise to pronunciations like {¢Juman’ ("human’).

One possibility for sequences of [t} or |[d] + [j1 is that the twao segments combine to form
a palato-alveolar affricate, [] or [d3] respectively, as in “[{fJune’ (‘tune’) or ‘[d5|une’
(*dune’). This may also happen across word boundaries. as in “hit you’ [hiffa] ov ‘did you’
[didga]. In a similar way, sequences of [s] or [z] + [j] may combine to form the palato-
alveolar fricatives [ f] and [3]. both word-internally as in "a[[Jume’ (*assume’), re[3]ume’
(‘resume’) and across word boundaries as in ‘mi[[| you' ("miss you’). *wa[3] young' ("was
young ).

As with [j]. the articulation of the labial-velar [w| will vary according to the height of
the following vowel; the tongue is higher before high vowels (*|w]e’). Jower before low
vowels (‘{w]as™). Furthermore. the degree ol lip rounding will also vary according 10 the
following vowel; the lips are more rounded before round vowels (*[w]oo’), less rounded
before unround vowels (‘[wlept’).

Following voiceless obstruents [w] devoices, and as with (j|, this may result in friction
being audible, especially after voiceless stops: “t|wlit' (devoicing) or “t{m]it’ (voiceless
labial-velar fricative).

In some varietics, particulary Scollish. Irish and North American Englishes. the
voiceless labial-velar {ricative [m] occurs as a speech sound in its own right, since these
varieties have contrasts between words such as “witch’ and ‘which’, ‘Wales" and ‘whales’,
"weather” and “whether’, etc., with the first member of each pair having the glide [w] and
the second member having the fricative [sm]. For other speakers, these words are
homophones, both having the glide.
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3.7 An inventory of English consonants

Table 3.3 illustrates the range of consonants typically found in {vaneties of) English,

Table 3.3 Typical English consonants

1 Obxtruents

I Siops Symbol Examples
bilabial voiceless unaspirated Ipl] happy, tap
vaiceless aspirated (p"l pit
voicad [b] hit. rubber, lob
alveolar voiceless unaspiraled (1 writer, hig
voiceless aspirated [1"] tip
voiced [d] dip, rider. bid
voiced flap [r] wriler. rider
(North American English}
velar voiceless unaspirated (k] looking, tick
voiceless aspirated (kM kit
voiced g1 game, muggy. dog
glottal voiceless (7] writer. hit
(many British English vaneties)
Lii Affricares
palato- voiceless I daen chuck, buteher, calch
alveolar  voiced BTN jug. lodger, fudge
Tiit Fricarives
labio-dental voiceless [£] fun, loafer. stuff
volced [¥] very, liver, dive
dental voiceless 10] thin, frothing, death
voiccd 8] then, loathing, bathe
alveolar voiceless (%] sin. iging, fuss
voiced 1z] 200, rising. booze
palato- voiceless [J7Csn ship. rasher, Iugsh
alveolar  voiced 13) ({Z D) rreasure, rouge
glottal voiceless [h] hop
velar voiceless [x] logh {Irish Eng, S¢ Eng, Welsh Eng)
11 Senorants
111 Nasals
bilabial [m] man, tuimnmy, rum
alveolar [n] nod, runner, gin
velar [nl drinker. thing
ILii Ligueids
alveolar clear’ m long. mellow
lateral ‘dark’ {velarised} k3 dull
alveolar (1) run. very {also car, cart in rhotic
thotic varielies — e.g. Scottish English,

North Amencan English)
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it Glides
palatal 1 yes
labial-velar [w] with

Further reading

Ladefoged (2001a} is an accessible textbook for greater detail on the production of
copsonants and vowels (see also the further readings for Chapter 2). For a reference hook
on the articulatory and acgustic detail of the sounds of a large number of languages see
Ladefoged and Maddieson (1996) and Ladefoged (2001b). For English there is Gimson
{1994}, Works referring to a wide variety ol Englishes include Trudgill and Hannah (1994
and Wells (1982).

Exercises

1 Describe the articulation of the following sounds. Be sure to include information
about the path of the airflow, the state of the vocal cords, the position of the velum
\ and any obstruction in the oral cavity.

a. [b] b. [n) c. [t
d. fs) e. [0]

12 Assuming the consonants of English, indicate the symbol representing the sound
described by each of the following:

voiceless alveolar stop

. voiced dental fricative
voiced labial-velar glide

. voiceless velar stop

voiced alveolar nasal (stop)

® a0 oo

3 Describe each of the following symbols in words. Example: [d] = voiced alveolar

stop.
| a. [b] b. [m] c. [v)
d. [dg] e. [

4 ldentify the difference in articulation between the following groups of sounds. For
example, [p b t g differ from [f s [ 8] in that the sounds in the first set are all stops
and the sounds in the second set are fricatives.

a. [ptsk} VS, [bdzg)
b. [bdd] VS. [mnn)
¢. [nl1J] Vs, [tds]

d [obfvm] VS, tdszn]

e. [wijl VS. (1]




4 Vowels

Where the last chapter examined the articulation of consonants. this chapter focuses on
vowels. After establishing their articulation and general classification and considering the
vowel space, we turn specifically to the vowels of English. These (along with occasional
iliustrations from other Janguages) we discuss relative to the areas of the vowel space in
which they appear. taking in turn the high front, mid ront, low front, low back, mid back,
high back and central arcas. Following this broad overview of English vowels, we describe
several specific vowel systems, including Received Pronunciation. General American.
Northern English English and Lowland Scottish English.

4.1 Vowel classification

Vowels are articulated in a manner dilfercat (o that of consonants: the articulators are
far enough apart (o allow the airflow to exit unhindered. that is. with open approximation.
Given this. the manner of articulation classifications used for consonants are inappropriate
for vowels. Moreover. vowels are produced in a smaller area of the vocal tract — the palatal
and velar regions — which means that the consonantal place specifications are also
inappropriate. Further, given that vowels are sonorants. they are typically voiced, hence
the voiced/voiceless distinction important for consonants is generally unnecessary.
(Having said that, voiceless vowels are found in some languages, such as Japanese. 1k
(Uganda) and a number of American Indian languages of the North West. The status of
these vowels is not always clear: more often than not, as in Japanese, voiceless vowels are
positional variants of voiced counterparts.) A small number of languages have vowels
preduced with other glottal states, such as the breathy voiced or murmured vowels of
Gujarati (India),

There is nonetheless an established three-term classification system for vowels similar
to that for consonants. Rather than manner as such, we talk of vowel height, determined.
like consonantal manner, by ihe distance between the articulators: the higher the tongue,
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the higher the vowel. with the classifications being high, mid and low. with intermediate
terms high-mid and jow-mid being available if necessary. (The alternative erms “close’
and “open’, for high and low respectively. are sometimes used.) The vowels in English
“see’. ‘set’ and “car’ are high, mid and low respectively.

Parallel to consonantal place, vowels are also classified horizontally, as front, central
and back, referring to which part of the tongue is highest, with front being equivalent (o
palatal and back equivalent to velar. The vowels in most varieties of English English “sit’,
“sir” and ‘spon” are front. central and back respectively.

The third classification has to do with the attitude of the lips. which are either rounded
or unrounded when making vowel sounds. If you look in a mirror, you should be able to
see that when you produce the vowel in English ‘see” your lips wre unrounded (or spread),
while for the vowel in "spe” your lips are rounded.

Lip rounding is the only aspect of vowel articulation that 1s relatively easy to see or feel
for yourself, unlike consonantal manner and place, vowel height and the front/back
distinctions are much harder to judge without the aid of special equipment. Indeed. when
techniques such as X-ray photography are used. it can be seen that the dimensions we have
been discussing here are not necessarily entirely accurate. This is particularly true of vowe)
height: the highest point of the tongue for a ‘mid” vowel like [3] (as in ‘sort’) may well be
lower than that for a ‘low’ vowel like |a] (as in “sat’) (see Figure 4.1). Despite this, the
term vowe! height is retained as a “convenient fiction’.

Vowel sounds can thus be referred (o in terins of height, backness and rounding. The
vowel in “fish® is classified as a high [ront unround vowel. That in ‘*horse’ is a low-mid
back round vowel.

There are a number of other distinctions which are relevant to the description of vowels.
such as how long the vowel lasts (vowel length). whether the velum is raised or lowered
(nasality). whether or not the tongue remains in the same position during the production
of the vowel (monophthong vs. diphthong): these distinctions will be dealt with in the
following sections.

4.2 The vowel space and Cardinal Vowels

For the moment. we will concentrate on the major classifications just outlined. The
dimensions of high vs. low and front vs. back allow us (o establish a limit 0 vowel
articulation. known as the vowel space. outside which we are no longer talking about
vowels. If the tongue 15 any higher than for the highest high vowel, or further back than
for the furthest back back vowel, the articulation isn’t a vowel. but a consonant. since there
will no longer be open approximation.

To illustrate the vowel space. produce the vowel sound in English *see’ or *we’, then
gradually lower and retract the rongue while stjl} producing sound. You should move from
the vowel in “see’ through a series of other vowels sounds. including ones something like
those in English ‘say’. “set’ and "sal’ for example, finally reaching the vowel sound in
“car’. What you have done is started with a high front unround vowel |i] and moved
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Fig. 4.1 The vowel space

gradually through high-mid, Jow-mid and low front vowels like [e], [g] and [a]
respectively, ending up at a low back unround vowel [a]. If you now start with the ‘car’
vowel and raise the tongue while gradually rounding the lips. you should move through
another series of vowels including something like the low-mid back round vowel of ‘sort’
[o], to the high back round vowel of “sue’ {u).

If we plotied a graph showing the highest points of the tongue along these two
trajectories, we would come up with a visual representation of the vowel space like that in
Figure 4.1. and we could indicate the positions of any other vowel within the space.

The most common way of represenling the vowel space, however, is rather more
stylised, being in terms of a quadrilateral, shown in Figure 4.2. This figure, known as the
Cardinal Vowel chart, was first proposed by the linguist Daniel Jones in the 1920s, and
has been the basis for vowel classification ever since. It shows the torgue position for the
highest, furthest forward vowel [i] and the towest, furthest back vowel [a], with six other
approximately cquidistant divisions indicated, giving a series of ‘cardinal’ vowels,
numbered one to eight moving anti-clockwise round the chart: 1[i] 2[e] 3[e] 4la] 5[a] 6(o]
7[0] 8{u]. Cardinals (C) 1-5 are all unround vowels; C6-8 are round. The consideration of
lip rounding allows for a further eight “secondary cardinals’ which have the same height

17
1 8
¢ 8]
o|7
0| 6
Al g

Fig. 4.2 Cardinal Vowel chart
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and degree of backness as C1-C8&, but the oppositc rounding value to the first eight: 9[y]|
10[g] I|e] 12[(@) }3[o] 14[a) 15(¥] 16]w]. Cardinals 9-13 are round, Cl4-106 are
unround. A further pair of vowels — the higlt central unround J7[i] and the high central
round 18{«a] — give a total of eighteen cardinal vowels.

Secondary cardinals 9-16 and 18 are at the same place of articulation as 1-8 and 17
respectively, with the opposite lip rounding.

It should be recalled that this chart does not represent an accurate anatomical diagram
of the vowel space, but an idealised version of it. based more on perceptual than actual
articulatory distances between vowels. The picture it presents is rather more accurate in
acoustic phonetic terms: see Chapter 5 for some discussion of this issue.

1t should also be noted that the positions on the chart are not necessarily those for the
vowels for any particular language; rather they indicate the Jimits of vowelness, hence the
term “cardinal’. They give reference points against which specific vowels in specific
languages can be indicated; thus English (1] in ‘see’ is somewhat lower and more retracted
than cardinal [i), whereas German [i] in si¢ "she’ is closer to C1. as shown below in Figure
4.3,

German

English

\
\

Fig. 4.3 Positions of {i] in German and English

4.3 Further classifications

As was suggested in Section 4.2, factors other than the classifications given so far are
relevant to a full description of vowe! sounds. Consider the English words ‘sit” and “seat’:
you should be able to hear that the vowel in ‘sgal’ [1:] is considerably longer lasting than
that in “sit’ [1). While there are other differences between the vowels ([1] is also lower and
more central than [i1]), one of the most obvious differences is their length: {1] is a short
vowel. [i:] is Tong (the colon indicates a long vowel). Long vowels are typically
50-100 per cent longer than short vowels, and are sometimes represented by doubling the
symbol (rather than using a colon) to indicate this; thus, [ii] for the vowel in ‘see’. This
notation also represents long vowels as being in some ways similar 1o diphthongs
(discussed later in this section).

So as well as differing in terms of ‘quality’ (height, backness, etc.) vowels can also
differ in terms of ‘quantity’. While length in most kinds of English is never the sole factor
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distinguishing between vowels (as in “sit” vs. “seat’), this is not always the case for all
languages. For example, Danish leesse “to load’ is distinguished from lese "to read’ purely
by the length of the first vowel; [Jesa] vs. [leisa] (the (2] represents a vowel sound like
that at the beginning of "about™). Similarly, in a number of Scottish and Northern Insh
varieties. length may be the only factor distinguishing between pairs of words like ‘road’
[rod] and "rowed’ [roid]. or "daze’ |dez] and “days’ [de:z] (for most English speakers, these
words will be homophones).

A further important distinction between vowel types 1s seen in pairs Jike ‘sec” vs. ‘sigh’.
For the duration of the vowel in ‘see’ the tongue stays in {pretty much) the same position,
but for ‘sigh’ the highest point of the tongue shifts its position during the articulation of
the vowel. starting low then raising. Try saying “see’ then “sigh® with a lollipop stick in
your mouth: the stick should remain relatively still for “see” but should move for ‘sigh’.
Vowels which are relatively steady are known as monophthongs and are represented by a
single vowe] symbol, like [1] (or [i:]/{ii] for long monophthongs as in “see"). Those which
involve tongue movement are known as diphthongs and are represented by two symbols,
the first showing the approximate starting position of the tongue, the second ilts
approximate finishing position: thus, the vowel in “sigh’ might be transcribed as [a1]. since
the highest point of the tongue starts in a low (ront position as for [a]. then is raised
towards high front |1]. Diphthongs are typically similar in duration to long vowels. though
some languages, such as Icelandic. have short diphthongs. Diphthongs are sometimes
represented as a ‘vowel + glide” sequence. thus |aj| rather than [a1] for the vowel in “sigh’.
The choice between such representations depends on phonological rather than phonetic
arguments, which we will not go into here. We wil) continue to represent diphthongs with
a sequence of two vowel symbols.

Finally, as with consonants. it is possible to distinguish between vowels by considering
the state of the velum; vowels produced with a lowered velum are known as nasal vowels
and those produced with raised velum are known as oral vowels. French contrasts the two
types in pairs such as banc [bd| ‘bench’ vs. bas [ba] ‘low’. where a diacritic "~" (tilde)
indicates a nasal vowel. English doesn’t make contrasts of this sort. but does have
nasalised vowels: a vowel preceding a nasal stop will be produced with the velum lowered
in anticipation of the following consonant, as in ‘bean’ [bi:r]. That is, the vowel
assimilates to the nasality of the following stop.

4.4 The vowels of English

One of the difficulties with describing “the vowels of English™ is that English speakers
don't all have the same ones. We have already pointed out considerable variation with
respect to consonants in different types of English, but there is much more variation when
it comes to vowels. As with the consonants. such variation is in part to do with the regional
origins of the speaker. and in part to do with sociolinguistic factors like social class and
age.

For instance, not all speakers have the same vowel in any particular word. Take a word
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like ‘book’; if you look this up in a pronunciation dictionary. it will give the vowel as the
high back round [uv): this is the RP (Received Pronounciation) and GenAm (General
American) versiorn: [buk). But by no means all English speakers pronounce *hook’ in this
way. For many speakers in parts of Northern England, it has a longer. higher vowel [u:]:
in Scotland. it may well have a high central [&]; many younger Southern English speakers
have a high-mid back unround vowel [¥]; a number of North American varieties also have
an unround vowel,

Similarly, different types of English may well have different numbers of vowels in their
inventories: RP is usually considered to have 19 or 21 distinct vowel sounds. but many
varieties of Scottish English have only 10-14 - for example, Scottish English typically
does not distinguish between ‘pool’ and ‘pull’, both having [#] (as opposed to RP and
other varieties with |uz| in "pool” and [b] in "pull). See Section 4.5.4.

The distribution of vowels among word sets also differs from one variety (o another; so
while both Northern and Southern English English have [az] in ‘car’ oy “father’, and both
have a low front vowel (Northern {a]), Southern [&]) in words like "cat’ and ‘'ladder’.
Northern varieties (in common with most other kinds of English) have [a] in words like
‘pass’, ‘laugh’ and “dance’, while Southern varieties have {a:].

In the following sections we will look at the vanous “cells’ or divisions of the Cardinal
Vowel chart. and discuss the vowels found in a nuinber of the major vaneties of English.
Diphthongs will be treated under theiy starting point: so RP [e1]. as in ‘day’ will be found
under mid front vowels. [21] as in "boy” under mid back vowels.

4.4.1 High front vowels

Most Englishes have two high front vowels: the long monophthong [(i:|. as in ‘see” and the
short monophthong [1] as in ‘sit’. As well as differing in length, the two vowels are also
different in quality. with (1] being somewhat lower and more centralised than [it]. This
distinction 1s often referred to as tense [i:] versus lax [1|. Although [it] is classified as a
long vowel, it is in fact often not a pure monophthong; the highest point of the tongue may
well start lower and more centralised, raising and fronting during the articulation. giving
something like [11]. Many kinds of Southern English English, as well as Australian
English, Welsh English and Northern English varieties like Liverpool (Scouse) and

'
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Fig. 4.4 High front vowels of English
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Geordie have a short [i] in unstressed word-final position in words like “city’ [siti]: in
North American varieties, this will often be long [i:]. Other Northern English English
varicties (like Manchester or Leeds) and RP have [1]| here: [sit]. In many Scottish and
Northern Irish varieties the unstressed vowel in words like “city” may be lower yel. being
the high mid [e]: [site].

Many non-rhotic Englishes also have a diphthong [19] in words like ‘beer’ and “fear’,
where the schwa is a remnant of the original ‘v’ sound. Rhotic accents have [t] or {i] plus
some kind of rhotic in these words: e.g. Scottish English [b11) ‘beer’.

English has no high front round vowels (indeed, most English varieties have no front
round vowels of any height); while such vowels are rare in the languages of the world, they
do occur in a number of European Janguages; French, German, Swedish. Norwegian and
Danish. for example. have high front round [y): e.g. French ru [ty] ‘you™, Danish sy [sy]
‘10 sew’,

4.4.2 Mid front vowels

All varieties of English have a short mid front unround [£) {sometimes transcribed [e)), as
in “bed’. The actual quality of the vowel varies — many English English varieties have a
vowe] midway between cardinals 2 and 3, but in North Atperican varieties the vowel tends
to be lower. while Southern Hemisphere Englishes (South African, Australian. New
Zealand) typically have a higher vowel. closer to [1).

Many varieties. such as Scottish, Irish and Northern English Englishes, have a mid or
high-mid front vowe! [ez] in words such as ‘day’: this vowe] 1s long in all varieties except
Scottish English (and some Northern Irish English). where length varies according 1o
context. For other varieties. including RP and Southern English English, words like “day’
have a diphthong [e1]. In most forins of North American English. the distinction between
[er) and [e] 18 lost before a rhotic: ‘Mary’ and ‘merry” are thus homophones, [meii:]. See
Section 4.4.3 for further discussion.

Some forms of non-rhotic varieties of English, such as Australian English, Cockney or
RP, have the diphthong [ea] in words like ‘chair’, where the schwa is the remnant of the
historical 'r’; but for many English English varieties this 1s no longer a diphthong. but
rather a long low-mid vowel [€:]. so that the difference between *bed’ and “bared’ in these

5
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Fig. 4.5 Mid front vowels of English
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varieties is largely only in terms of vowel length. In some Northern English English
varieties (e.g. Liverpool, Manchester) the vowel may be a mid central [3:]. In rhotic
accents, of course, words like “chair® have a short front mid vowel followed by some kind
of 1" so GenAm [fe:] (where ‘+’ following a vowel symbol indicates rhoticisation. or -
colouring’).

Again. as with the high front vowels, English does not usually have mid front round
vowels, thougl the rounded equivalent of [e] — [@] — is found in some broad Scots accents
in words like *boot’. Both [¢] and ja| occur in French, German and the Scandinavian
languages; French blewr [blp] "blue’. pewr [peex]| “fear’. Danish hens [hons| “hen'. gre
[ceya] “ear’.

4.4.3 Low front vowels

English has one short low front vowel, found in words like "rat’; the RP and GenAm vowel
is represented as [&], midway belween cardinals 3 and 4 (C3 and C4). Many other kinds
of British English, including Welsh, Scottish and Northern English varieties, have a lower
vowel, closer 10 C4, transeribed as |al: {1at]. This lower vowel is also heard in some New
England varieties of US English (e.g. Boston). On the other hand, Cockney, some RP and
Southern Hemjsphere varieties have a noticeably higher vowel which might be transcribed
like C3, (1et]. In the South West of England and Northem Ireland the vowe] 1s often rather
longer than in other varieties: [Ja:t]. It may also be further back. closer (o [a]: | 1a:t]. Low
vowels are typically longer anyway than other vowels (compare “rat” with “writ’). and in
some varieties (Southern US, Northern Irish) there may well be diphthongisation.
especially before voiced consonants: [baad] *bad’. In many North Amenican varieties the
(] vowel is realised as |¢] before 'r* sounds (i.c. the opposition found eisewhere in North
American English between (&] and [£] is neutralised: ‘marry” and “metry’ are homophones
[meaiz]). Taken with the neutralisation mentioned in the preceding section between |ei]
and [¢] before a rholic, this gives a three-way neutralisation: “Mary”, “many’ and “merry’
are all pronounced [me.iz].

Most kinds of English have a diphthong which starts at a low front position and raises
toward [1]; RP and GenAm {a1], as in *buy’, *die’, “cry’, etc. The starting position for this
diphthong vartes somewhat. from near C3 |g] in Geordie, low central |A| in East Anglia
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and Scotland, low back unround |aj in London to low back and round |p] in the English
West Midlands (where ‘pint” may sound something like the ‘point’ of other varicties). In
some varieties of Southern US English, the sound in these words is a monophthong [&:].

Similarly, most varieties have a diphthong which starts low but moves back and up
towards |0]; RP and GenAm [au) as in ‘now’, ‘mouth’. The starting position again varies;
in RP and GenAm it is somewhat retracted compared to that for [a1]. but may be in roughly
the same place for Northern English English [au]. higher [®] in London and other
Southern English English [&0], or higher and centralised [3) in Welsh English [au] or
Scottish English [aU}. In broader London accents, the realisation may well monophthongal
[&:]. A monophthong is also heard in broader Scottish and Geordie accents, though here
the vowel 15 high and round: Scottish English high central round [&]. Geordie high back
round [uz].

Although it is possible to produce a low front round vowel — C12 - and there is a symbol
for this. {{, no language is known to employ it.

4.4.4 Low back vowels

There are two common low back vowels in English: long low back unround [a:} as in the
stressed vowel in RP and GenAm “father’. and short low back round [p). as in many
British varieties (though only rarely in North America cutside Canada) in the vowel in
‘dog’.

For most kinds of English. words like ‘father’, “farm” and “calm’ have the low back [a]
vowel, either long for all these (in non-rhotic accents) or tfollowed by a rhotic (as in
GenAm) for words like “farm’. However. a number of varieties have a very much fronted
variant in these words, which may or may not contrast with the low front vowel in ‘rat’ m
terms of quality and/or quantity. So. Australian English has [2] (or [£]) in ‘rat’ but [a:]
‘father’; a similar situation holds in South Western English English. though here the
distinction may not hold for all members of the lexical sets, or may be one of length alone:
‘Pam’ [pam] vs. “palm’ [paim] (though here the sitation is further complicated by the
possibility of the ‘1" in words like “palm’ still being present. as it is in many kinds of
American English). In many Scottish and Irish varieties, however. there is no front-back
distinction at all with the low vowels, with a single vowel [a] being found in all these
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words: ‘rat” and ‘rather” have the same vowel. and ‘Pam’ and "palm’ are homophones (all
with [a]).

In South Eastern English English varieties, and in RP, the [a:] vowel also has a
somewhat wider distribution than in most other kinds of English. in that it appears in
roughly 150 words which elsewhere have a short low front vowel [a]/{&]. Typically, these
words involve a following voiceless fricative (f]. [6], [s] (‘laugh™, “after’, “staff ', ‘path’.
‘bath’, ‘pass’, ‘grass’. ‘mask’. etc.. but not ‘gaffe’. ‘maths’, "gas’, elc.), or a nasal plus
some other consonant (‘plant’. ‘aunt’. -glance’. ‘dance’, ‘sample’. but not ‘ant’.
‘romance’, ‘ample’). For the majority of English speakers, however, all these words have
some kind of short low front vowel, not a long back one.

For most kinds of British English and Southern Hemisphere English, words like ‘top’
and “cough’ have the low back round vowe) [p]: [top], [kof]. In many North American.
Irish and South Western English English accents, however, this vowel is not found; the
words which have the vowel in other varieties are split between [a} and [3]. so [tap] and
[kof]. The details of the split are complex and vary between accents. depending partly on
geography and partly on phonetic context.

In many Scottish and some North American (particularly Canadian) varieties, there is
no contrast between [D] and the low mid back round vowel [3] (see Section 4.4.5). so that
‘cot” and ‘caught’ are homophones. often with a vowel somewhere between the two (e.g.
a lowered [5] 1n Scottish varieties. or a raised and unrounded [a] in Canadian accents).

4.4.5 Mid back vowels

Most kinds of English have a low mid back round vowel [2] in words like ‘bought’.
‘cause’. ‘paw’ or (with or without a following rhotic) ‘horse’. In many varieties of English
English this is a long vowel [2:], though in North American varieties it is usually shorter.
The vowe] [21] is also increasingly common in non-rhotic accents for carlier [53] in words
like *door’, “shore’, “four” (though the older form is still heard in many accents in e.g.
London or Northern England). It is also heard for [us) in words like ‘poor’. "moor’.
your’. So while some speakers may distinguish between “paw’ [po). ‘pour’ [pa3a] and
‘poor’ (pual, for others they may be homophones: [pa:].
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As was mentioned in Section 4.4.4. for many Scottish and Canadian speakers, [2] and
[p] are not distinguished. However, many Scottish and North American varieties do
distinguish between pairs like ‘horse’ vs. ‘hoarse” or ‘morning” vs. ‘mourning’; “horse’ and
‘morning” have [9] while ‘hoarse’ and ‘mourning’ have the higher [o].

Many varielies, such as Scorttish, Irish. and broader Northern English Englishes. or
North American varieties like Minnesota and Northern Plains English, have a nid or high-
mid back round vowel |o:] in words such as “goat'; this vowel is long in all varielies except
Scottish English (and some Northern Irish English), where length varies according (o
context. In other varieties, including RP and other Southern English English. as well as
most North American accents, words like "goat’ have a diphthong. though the starting
point varies considerably: e.g. [a0] (RP), [au] (London) or [ou] (many Northern English
and Norlh American accents). Increasingly. for younger RP and other younger Southern
English speakers, the second part of the diphthong is unrounded. giving [a¥] or with a
fronted starting position even [ex], so thal words like ‘coke’ sound not unlike other
varielies’ ‘cake’. Geordie sometimes has a round mid central vowel [e:] or a diphthong
[@a].

English has a diphthong starting at a mid back round position then moving forward and
up, and unrounding; [o1]. as in ‘boy’, ‘join’, "voice’. Again the starting point may vary,
typically being higher [01] in e.g. East Anglia and the South West of England, and lower
in the English Midlands and Scotland {p1]. For some Irish and Scottish varieties there may
be little distinction between words that elsewhere have [01] vs. |a1]. like ‘boil” vs. “bile’ or
‘voice™ vs. “vice', all with [a1] or [ae] in e.g. Glasgow English.

Non-low back unround vowels are typologically rare. though mid back unround vowels
do occur in languages like Vietnamese. Some forms of English have high mid unround (]
where varieties like RP and GenAm have [U] — see the next section. For [A] see Section
447,

4.4.6 High back vowels

Most kinds of English have two high back vowels: long [u:] as in “shoe’ und short [u] a3
in "pul’. As with [i:] and [1], the difference is in quality and quantity: [U] is lower and more
central, as well as shorter, than [u]. Again parallel (o the high front vowel [i], [u] is often
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diphthongised, starting out lower and more central; [ou]. For some varieties, such as
London and East Anglia, as well as Scottish English {(see below). the articulation of this
vowel is central: [w:]. As mentioned above. [u:]/[%] is found in some Geordie and Scottish
English for RP [au] in ‘down’, ‘mouth’, etc. The sound {u:] is also found in Northern
English varieties in words ending in ‘ook’; such as ‘book’. ‘cook’. “look’, etc.

For an increasing number of RP and Southern English English speakers. the short high
back round |u] is unrounding and centrahising to [¥] or even [a] in an increasing number
of words. such as ‘good’, ‘book’, "could’, “look", etc. For many Northern English English
speakers (and for some Southern [rish speakers) [u] is found in words that in other
Englishes have [A], like “cup’. ‘bus’, ‘mud’. etc. (see Section 4.4.7).

Older RP and many other non-rhotic accents (Welsh English, Cockney, Northern
English English) have a diphthong [v2] in words which historically ended in a rhotic. hike
‘cure’, ‘pure’, ‘poor’, ‘tour’, etc.. though, as mentioned above, these are increasingly
becoming [5:] in many vareties of English English. Rhotic accents retain [u] or [0]
followed by some kind of ‘r’ in these words.

High back unround vowels are not found in English, but high back unround [w] does
occur in Japanese.

4.4.7 Central vowels

For most speakers of English, words like ‘cup’, ‘luck’. *fuss’, etc. have a vowel usually
represented by the symbol [A]. Although this represents a lJow mid unround back vowel in
the cardinal vowel system, its articulation is typically further forward than back. being at
least central for most speakers, and forward of central for many. Older RP speakers may
still use a centralised back vowel, however; North American versions tend to be fairly
central. and many British English varieties (including most RP) have a forward of centre
vowel. In some Southern English English (e.g. London) and Southern Hemisphere English
the vowel in these words is a front vowel [a]. In Welsh English. the vowel in these words
is central but higher, being best represented by [3).

For many Northern English English speakers. on the other hand, there is no distinct [A]-
type vowel at all. Many Northerners still have the historically earlier high back round
vowel [u] in these words, so that “put’ and ‘putt’, "could” and ‘cud’ are homophones. all

Fig. 4.10 Central vowels of English
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with [u]. Other Northerners. with accents tending more toward the standard, may make a
distinction between these words, but use (3] (or something similar) vather than [A].

Words like “nurse’, “fir’, "her’ and “worse’ typically have a mid central unround vowel
{31] in non-rhotic accents of English, though there is some variation of realisation; many
West Midland and some North West English English accents (notably Birmingham and
Liverpool) have a higher and/or further forward articulation (Scouse [ne:s] ‘nurse’).
Similar articulations can also be found in Southern Hemisphere English. In many Northern
accents there 1 no distinction between words which elsewhere have [3:] vs. [ea)/[€:]. so
that “cur” and ‘care’ may be homophones: Liverpuol [ke:]. Manchester [k3:]. In broader
Geordie accents, on the other hand. there is no distinction between what in RP would be
words with [3:] vs. [01]. so that “first” and ‘forced’. “shirt” and “short’ may be homophones,
all with a low mid back round vowel [a:]: [fazst]. [[az].

The position with regard to the ‘nurse', ‘fir’, "her’, "worse” words in rhotic accents
varies somewhat: in North American Englishes, and in rhotic English Englishes like the
South West and central/northern Lancashire. there is a sequence of [3] plus rhotic (usually
realised as an r-coloured vowel [2]). This is sometimes represented as [2:]. an r-coloured
schwa (especially with respect to North American Englishes), since there is little
difference articulatorily. In many Scottish and Irish accents. however, the earlier vowel
distinctions (suggested by the different orthographic vowels in the word set) have been
retained. so that ‘fir’, ‘fur” and ‘fern’ all have different vowels ([1]. [A] and [g] respec-
tively). Other Scottish and Trish varicties may have [3] followed by a rhotic for some of
these words.

The remaining central vowel is schwa [a]. This is typically found as the first vowe] in
‘about’ or the last vowel in ‘puma’. That is. it is the commonest vowel in syllables which
do not carry stress. Indeed. in accents like RP and GenAm it does not occur al all in
stressed syllables (unless words like "nurse” in GenAin are considered to have an r-
coloured schwa). Word-final schwa is typically somewhat lower (low mud) than non-final
schwa (mid/high mid). In London English and Australian English, these vowels, when
they occur word-finally, are often lower and further forward: [e]; in Geordie they are often
retracted and lowered to something close to [a].

In Scottish English, the final vowels of words like “miner’ and ‘minah (bird)’, unlike
most other Englishes, will often not be identical. with ‘miner” having [1] (followed by a
rhotic), ‘'minah’ having [A]: for many Scottish English speakers, there is no |3] at all.

For a number of non-rhotic accents of English, [2] can appear after any of the (non-
schwa final) diphthongs when these would be followed by a rhotic in rhotic varieries: thus
(RP) ‘tower” [tava]. ‘layer [lera]. ‘mire’ [mara]. ‘lawyer (1a19] and “lower’ [Joua]. These
“riphthongs’ arc often subject to reduction however. especially in RP and Southern
English English varieties. This “simplification” typically involves the Joss of the middle
vocalic element (often with concomitant lengthening of the first element): ‘tower’ [ta1a].
‘layer” [leza]. ‘mire’ [mara]. lawyer’ [lo:a]; for ‘lower” the result is a long central mid
vowel [13:], leading to ‘slower™ and ‘slur’ being potential homophones. Since {ava] and
[a12] both reduce to [a:a]. words like “tower’ and “tyre’ are also possible homophones.
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Further reduction is also possible. involving the loss of the final [3] for |aza], giving a long
low vowel which may well not be distinguished from [a:], making ‘tower’, ‘tyre’ and ‘tar’
all [ta:]. For the “layer® words, the [e13] reduces further to [£:], making ‘layer’ and lair’
potentially homophonous.

4.4.8 Distribution

Vowels in English have few restrictions in terms of which consonants may precede or
follow them. The major restriciion concerns short monophthongs vs. long monophthongs
and diphthongs: short vowels may not occur finally in stressed monosyllabic words, while
long vowels and diphthongs may. So. while [bi:] and [bo1] are well-formed in English.
*Ibr] or *|bo] are not (the asterisk indicates a form not found in the language under
discussion). Short vowels can only occur in stressed monosyllables when these are
consonant final, like [bit] or [bog]. That is. short vowels are restricted to closed syliables
in stressed monosyllabic words, while long vowels and diphthongs may occur in both open
(as abovce) and closed syllables ([biit], [boit]).

4.5 Some vowel systems of English

Pulling some of this welter of information together, we can now look at the vowel
inventories, or vowel systems, of a number of major English varieties. As should be clear
from the previous sections, the number of vowels in the systemy, and their distribution
among the lexical items of English. is not the same for all varielies.

4.5.1 RP (Conservative)

Monophthongs are shown 1n Figure 4.11.

Fig. 4.11 RP (conservative) monophthongs
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Diphthongs are as follows:
[er, a1, au, 21, au, 19, €3, 29, UI|
Example words and their RP pronunciations are:

bee [bi:], bit [bit], bet |bet], bat |bet]

cart [katt], bath [ba:8], cot [kpt]. caught [kazt|, cook [kuk], shoe [fu:]
cut [kat], curt [ka:t], about |abauvt], butter [bata]

bay [be1], bite [baic]), now [nav], boy [ba1], go [gau]

beer [b19], bear [bea]. bore [boal, poor {pus]

This gives a total of 21 differemt vowels sounds for conservative RP: more recent, less
conservative forms may not have 03], [99] or [ed]. having [21] for the first two and |¢:]
for the last, giving a total of 19 different vowels.

4.5.2 North American English (General American)

Monophthongs are shown in Figure 4.]12,

Fig. 4.12 North American English (General American} monophthongs

Diphthongs are as follows:
{e1. a1, au, o1. ovU]
Example words and their GenAm pronuncialions are:

bee [bit], bit [bit]. bet [bet], bat [bat]

cart [kart], bath [ba0)], cot [kat]. caught [ka:t]. cook [kuk], shoe [fu:]
cut [kat], curt [ka:t]. about [abaut], butter [bara]

bay |bet]. bite [barl|, now [nau]. boy |ba1], go (gou]

becr |br], bear [be+|, bore [ba]. poor [pa]

The main differences here compared to RP are the lack of the monophthong [p] and of the
three schwa final diphthongs (due to GenAm being rhoric: these are sequences of vowel
plus '1°, realised as rhoticised, or r-coloured, vowels). This gives a tatal ol 16 distinct
vowels.
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4.5.3 Northern English English

Monophthongs are shown in Figure 4.13.

Fig. 4.13 Northern English English monophthongs

Diphthongs are as follows:
[a1. av, 21 13, 29, U]
Example words and their Northern English English pronunciations are:

bee [bi:]. bit [bit]. bet [bet], bat [bat]

cart [ka:t]. bath [baB]. cot [kot]. caught [ko:t]. cook [ku:k]. shoe [[u:]
cat [kut]. curt (ka:]. about [obatt], butter [bula)

bay [bez], bite [bait], now [nau], boy |bo1], go [go:)

beer [bra]. bear [be:]. bore [bo3]. poor |pua]

This variety of English has a total of 20 distinct vowels. Here the main differences rest
with the larger number of long monophthongs (three extra mid long vowels which are
diphthongs in RP) and the lack of [A]. The schwa final diphthongs and |€:] are absent in
rhotic Northern English accents, reducing the total 10 16.

4.5.4 Lowland Scottish English

Monophthoungs are shown in Figure 4.14,

Fig. 4.14 Lowland Scottish English monophthongs



54 introducing Phonetics and Phanalogy

Diphthongs are as follows:
[ae. (a0), (O]
Example words and their Lowland Scottish English pronunciations are:

bee [bi:]. bit [bit], bet [bet]. bat [bat]

cart [kar(] (Jkart])), bath [bad], cot [kot| ([kor}), caught [kot].

cook [kuk], shoe [fa:]

cut [kat], curt [kart] ([kact]), about [obut], butter [batar] ([batac])
bay [be:]. bite [baet]. now [n&:] ([nav)). boy [bae] ([boi]), go [go:]
beer [bir], bear [ber], bore [ba:c], poor [pyir]

Forms in parentheses are those found in Scottish English varicties closer to RP. This
system is clearly rather different to those Jooked at so far. with possibly as few as 10
distinctive vowels. and with vowel length behaving in a way not found elsewhere, being
determined by phonetic (and morphological) context; certain vowels are long before
voiced fricatives and rhotics, as well as word-finally and before a morpheme boundary.
Most of the ditferences have to do with lack of contrast between words that in other forms
of English are distinct. Thus, for most Scots “fool” and ‘full’ may be homophonous [fat);
for broader accents ‘fool’, ‘full” and ‘foul’ may be homophonous [f&t] — no distinction
between (RP) (u:], [u] and [avu]: ‘don” and “dawn” are both [don] — no [p] vs. [2:]; "Sam’
and ‘psalm’ are both [sam] — no [a] vs. [at]. Other differences include fewer diphthongs:
as in Northern English English, words like *day’ and "zo’ have long monophthongs and
there are no schwa final diphthongs. since Scotiish English 1s rhotic.

Further reading

Given that the subject matter for this chapter and the previous one are closely related. see
the further reading section in Chapter 3.

Exercises

1 How do the following sets of vowels differ from each other?

a. liviy Vs, [uv]
b.[vig] Vs, [e2 a p]
C.[reu] Vvs. [ieu)
d. [yuu?] VS. ieeea)

e.dA3 VS. [eeo2]
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Assuming the vowels of English, indicate the symbol representing the sound
described by each of the following:

a. high front short vowel

b. mid central unstressed vowasl
c. high back long vowel

d. low back unrounded vowel
e. mid back to front diphthong

Place the members of the following vowel inventory in an appropriate place on a
vowel quadrilateral: i1 e @ 8 a 0 U]

Give the orthographic forms for the following transcriptions.

a. [tfi:p] d. [1ndzauiz) g. [1Aft]
b. [p"arntn) e. [eelfabet] h. [kauszd]
c. [sembou) f. (8a3) i. jonartid]

Transcribe the following words in your own accent.

a. think e. chipmunk i. gerbil
b. shape f. thrush i. though
C. queue g. salamander k. yellow

d. elephant h. leisure |. circus




9 Acoustic phonetics

We saw in the last chapters that speech sounds can be discussed in terms of their
articulation - the physical processes involved in speech production. The focus of this
chapter is another area of phonetics which deals with the physical propertics of speech
sounds. When sounds are produced in the mouth they have specific, measurable effects on
the air involved. Acoustic phonetics 1s the study of these effects. Just as speech sounds can
be distinguished by their manner of articulation, say stops vs. fricatives. they can also be
distinguished by specific physical properties, for example the acoustic correlates typically
assocjated with obstruents vs. sonorants.

While acoustics constitutes a broad area of scientific enquiry, we will be looking only
at the basics of acoustic phonetics. After looking at some of the fundamental concepts
involved in dealing with the acoustic properties of sounds. we will look more specifically
at how speech sounds can be characterised in terms of these physical properties.

5.1 Fundamentals

Acoustic phonetics focuses not just on the physical properties of speech sounds, but on the
linguistically relevant acoustic properties of speech sounds. That is to say that not all of
the properties of speech sounds are relevant to language. As mentioned in Chapter 2. not
all sounds produced by the human vocal apparatus are linguistic, e.g. burps, coughs,
hiccups. Even when speaking specifically about speech sounds not all acoustic aspects are
lingujstically relevant. Among those that are. in this chapter we discuss periodic and
aperiodic waves, frequency. amplitude and formants.

5.1.1 Waves

Much like the waves on the surface of a pond when a pebble is dropped into the water,
sound moves through air in waves. Imagine dropping the pebble and freezing the water
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instantly while the waves are moving across the surface. Then cut a slice to view the waves
from the side. In Figure 5.1 the line labelled B would represent the surface of the water at
rest, C would represent the highest point, the peak of the wave, and A the lowest point. the
trough of the wave.

For our purposes the two important characteristics of waves are their frequency, that is
how close together the waves are, and their amplitude, the maximum distance the wave
moves from the starting point, that is, between the point of rest, B, and either (he peak, C,
or the trough, A (i.e. B=C, or B—A). Frequency is measured in cycles per second (cps). also
called Hertz (Hz). Movement from B to C to B to A to B is one cycle, so from rest, through
the peak and trough of the wave and back to rest would be one cycle. Adding a time line
to the wave represented in Figure 5.2, we can see that there are 10 cycles over the half
second. Therefore. this particular wave has a frequency of 20 cycles per second or 20 Hz.

As we discuss below, understanding the behaviour of waves is fundamental to an
understanding of acoustic phonetics.

Frequency
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Fig. 5.1 Periogic wave
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5.1.2 Sound

Soundwaves are produced by vibration cairicd by a propagation medium, the substance
through which sound travels. In the discussion above of a stone dropped into water. the
waler was the propagation medium. For our purposes the propagation medium is usually
air. The vibrations. analogous o the waves in water, may be regular, i.e. periodic. or they
may be irregular or aperiodic. Periodic vibrations produced within the range of human
hearing have a musical quality and consist of regular repeated patterns, like the simple
waves illustrated in Figures 5.1 and 5.2. Aperiodic vibrations have less musical quality,
like the hissing of steam from a kettle or the sound of a jet engine. Anticipating some of
the discussion below, periodic vibrations are regular and are associated most closely with
vowels and sonorants, while aperiodic vibrations are non-regular and help characterise
obstruents.

As we have seen, one of the characteristics of the kinds of periodic waves above is their
frequency. In order to be heard by people, the frequency of the vibration must be between
roughly 20 and 20,000 vibrations per second. i.e. the normal audible frequency range for
buman beings. The higher the lrequency the higher the pitch. The difference between the
terms frequency and pitch lies in a technical distinction: frequency is an objective,
measurable property. while pitch is subjective, resulting from human perception. This
means that under specific conditions two sounds produced at two ditferent frequencies
may be perceived as having the same pitch. [t is for this reason that we talk about objective
frequency rather than subjective pitch.

Along with propagation medium and frequency. the size or intensity of the vibration. its
amplitude, is also important. Amplitude relates to loudness in much the same way as
frequency relates to pitch — amplitude is an objective quantity, while loudness is (at least
partly) subjective. As amplitude diminishes sound becomes less audjble. Distance and the
efficiency of the propagating medium also affect amplitude. This cun be demonstrated with
a wning fork: strike a tuning fork and hold it in the air: strike jt again and hold its base
against a desktop. The second time will be louder. since wood (or formica!) 1s a more
efficient propagating medium than air. As to djstance, a tuning fork held near the ear will
sound louder than one held at arm’s length.

Another basic aspect of sound and our perception of sound is quality. Even when two
sounds are at the same frequency and amplitude they can differ in quality or colouring. It
is quality that allows us to iell the difference, for example, between a flute and a violin
playing the same note at the same loudness. Differences in quality arise from the
differences in the shape of the propagation medium and the material enclosing that
medium. in this case the shape of the violin and the flute as well as the material the
instrament is made of. here either wood or metal. The differing shapes and materials tend
to emphasise different harmonics, 1.2. vibrations at whole number multiples of the basic
frequepcy of the note being played. Thus a note produced at 120 Hz will produce
harmonics at 240, 360. 480 Hz and so on. some of which will be emphasised by the shape
and material of whatever is producing that note.
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5.1.3 Machine analysis

5.1.3.1 Spectrograms
In order to see and analyse the kinds of properties of sounds we have been talking abou.
phoneticians most often use a machine called a spectrograph. which allows measurement
and analysis of frequency, duration, transitions between speech sounds, and the like. The
output of a spectrograph is a spectrogram, either printed on paper or displayed on a
computer screen. Figure 5.3 is a spectrogram of the sentence "This is a spectrogram’ in
General American. spoken by a male speaker. We discuss the details of spectrograms in
the following sections.

The scale on the left band side shows the frequencies in KHz. while along the bottom is
a time line in milliseconds. We can see that certain frequencies are emphasised in the
spectrograim, indicated by dark marks. These patterns are called formants (labelled 1 in
Figure 5.3). We can also see that certain parts of the spectrogram show patterns of regular
vertical lines. These correspond to the periodic vibrations of the vocal cords. Other parts
of the spectrogram show irregular striations, with emphasis in the higher frequencies (2 in
Figure 5.3). These correspond (o aperiodic vibrations. We can also see lack ol acoustic
activity. such as during stop closure (3 in Figure 3.3).
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Fig. 5.3 Spectrogram for [81s1zaspektiagiaem]
Notes:
1. Vowel formants
2. Aperiodic vibration in the higher frequencies, associated with fricatives
3. Absence of spectrographic activity, associated with voiceless stops
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5.1.3.2 Waveforms

In addition to spectrograms, a waveform (Figure 5.4) can be a useful tool in analysing
speech sounds. Waveforms show the pulses corresponding to each vibration of the vocal
cords. So, along with other patterns visible on a spectrogram, the corresponding waveform
records the variations in air pressure associated with speech sounds. Consequently. voiced
sounds show up on the waveform as larger patterns than voiceless sounds. Consonants and
vowels are also distinct from one another, thus allowing fairly precise measurements of
various segments.

With voiceless stops there’s an absence of vibration. characterised by a straight line. The
release corresponds to either aspiration, also visible on the waveform, or the voicing of the
following consonant. Voiced stops show up as subdued wiggly lines. Again the stop
closure and release can be clearly seen contrasted with the surrounding vowels (or silence).

Different places of articulation cannot be distinguished on a waveform, that is, [p] looks
like [t] looks like [k]; (b] looks like [d] looks like [g]; [s] and [[] are similarly
indistinguishable. However, waveforms do allow us to see difterences in voicing and in
manner of articulation and can be useful used in conjunction with spectrograms.

9.2 Speech sounds

Let us turn now to how these physical properties relate to specific speech sounds. As we
said earlier, speech includes periodic components and aperiodic components. Vowels
and sonorants such as [a] and [n], for example, are associated with regular waves while
fricatives like [{] and (s) are associated with irregular waves. These correspond to the
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periodic and apecriodic vibrations we saw in the spectrogram above. There are also
speech sounds which are associated with both regular and irregular waves, e.g. voiced
fricatives like [v] and {z]: with [v] and [z] the fricative part of the sound is aperiodic
while the voicing part is periodic. Quality also plays a role in distinguishing speech
sounds. Differences in vowels have to do in large part with differences in quality: [i]
and [u] differ because of differences in the shape of the oral tract. The position of the
tongue changes the shape of the air in the oral cavity. thus [u] and [i] have a different

quality.

5.2.1 Vowels and sonorants

For voiced speech sounds we distinguish the fundamental frequency (symbol: F0), the
frequency at which the vocal cords are vibrating. Given the differences in the size of the
vocal apparatus, men, women and children tend 10 have different fundamental
frequencies: roughly speaking. the human voice produces speech sounds at fundamental
frequencies of about 80-200 Hz for adult males, 150-300 Hz for adult females and
200-500 Hz for children. In addition to the fundamental {requency the production of a
volced sound causes the vocal tract to resonate in specific ways depending on the shape
of the tract. Thus. apart from the fundamental frequency, this resonating emphasises
certain frequencies above the fundamental frequency, as with the harmonics associated
with musical instruments. With a particular vowel, for example, these emphasised
harmonics are multiples of the fundamental frequency and correspond 1o the resonances
of the vocal tract shape that accompany a particular vowel. In dealing with speech,
resonances that are above F0 are called formants or formant frequencies (Figure 5.3).
To take a concrete example, consider the vowel sound in lhe word “sad’. During the
production of [®] the vocal cords may be vibrating at about 100 Hz and the first formant
(F1) is about 500 Hz. This indicates that for that vowel the fifth harmonic. i.e. five times
the frequency of the fundamental frequency, is emphasised, and it therefore appears
darker on a spectrogram. The next emphasised frequency, F2. is at about the 1lth
harmonic, i.e. [ 100 Hz.

Of patticular interest are the first, second and third formants (F1. F2 and F3). in other
words. the first three sets of emphasised frequencies above the fundamental frequency. The
reason these are important is because these formants pattern in ways which are
characteristic for the speech sounds associated with them. For example. the formant
pattern associated with [a] is typical across speakers [or that vowel, while being different
from [1]. which has a formant pattern associated with it that is also typical across speakers.
Despite the differences in fundamental frequency mentioned above, the formant patterns
are still distinct. This means that the parrerns are consistent from speaker 1o speaker.
although the actual frequencies may differ. This is true also of voice quality; while voice
guality may differ from speaker (o speaker (and is often associated with changes in F4) the
formant patterns (of FI, F2 and F3) associated with particular speech sounds in a given
language are consistent.
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Fig. 5.8 Vowel formant frequencies (American English)

The spectrogram in Figure 3.6 illustrates the General American English vowels [i], [1).
[e], [=]. [a]. [2]. (u] and |u]. The formants of these vowels are seen on spectrograms as
dark horizontal bars, representing the increased energy at these frequencies.

Al this point it is important (o mention the difference between articulatory and acoustic
phonetics. As we saw in Chapter 4, it can be dillicult to pin dewn vowel articulations since
the articulators do not make contact in the production of vowel sounds, With acoustic
analyses of vowels. however, precise statements can be made in distinguishing one vowel
from another in terms of formant patterns. Thus distinctions between vowels are often
more easily expressed in acoustic terms than in articulatory terms.

The relative positions of the first and second formants (F1 and F2}) are characteristic of
specific vowels. As we can see, Fl and F2 are farthest apat for [i]. ar about 280 Hz and
2 300 Hz respectively for this particular speaker, For [1]| F1 is higher and F2 lower than for
[i]. For [¢] F1 is higher still and F2 lower still. For [«] the trend continues with F1 higher
and F? lower than for [€]. F1 and F2 are close together for (a]. at about 640 Hz and
1 020 Hz respectively. F1 and F2 both drop for [2]. For [u] and [u] F1 and F2 continuve 1o
drop.

Looking at these patterns irr more general ferms. we can see that the frequency of Fl
correlates inversely with the height of the vowel — the F1 values for the high vowels [3]
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and {u] are the lowest while the F1 values for the low vowels (] and [a] are the highest
and the values for the mid vowels [1], |e], (2] and [u] are intermediate. At the same time,
backness correlates with the difference between the frequencies of FI and F2 — FI and F2
are furthest apart for the front vowels [i]. [1]. [e]. [2] and closest together for the back
vowels [a]. [2]. [0], [u].
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Note that the vowels we have been considering have been simple monophthongs. As we
know, there are other types ot vowels, i.e. diphthongs, and these also have characteristics
which can be identified spectrographically. Consider what a diphthong is: a (functionally)
single vowel which starts out in the position of one monophthong and ends up in the
position of another. For example, the [a1] in ‘high’ starts at the position of a low [a] and
moves towards the high front [1]. Spectrographically. it is not suprising to find that
diphthongs exhibit roughly the formant patterns associated with the related
monophthongs. Taking “high’ again as an example, the first part of the diphthong is like
[a] while the end of the diphthong is like [1]. Along with the diphthongs in Figure 5.7 note
the differing patterns of the fricatives [[], [s] and [h] (about which more in Section
5.2.4.2).
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Fig. 5.7 Spectrogram of diphthongs

5.2.2 Nasalisation, nasal vowels and rhoticisation

Along with the vowels themselves — monophthongs and diphthongs — there are other
characteristics associated with vowels that affect their acoustic properties and which can
be seen spectrographically. Two of these are nasalisation and rhoticisation.

5.2.2.1 Nasalisation and nasal vowels

Like nasal stops, vowels can also be pronounced with airflow through the nasal cavity.
The vowel in the word ‘man’. for example. is often nasalised. In English vowels
nasalisation is typically the result of the influence of nasal stops on surrounding vowels.
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(‘"Typically” because some varieties of English tend to be fairly heavily nasalised even in
the absence of nasal stops, resulting for instance in the perception ol American speech as
very nasal.) Given this sort of nasal assimilation, a distinction is frequently drawn
between nasalised vowels and nasal vowels. The first. as in the English case, are vowels
which are affected by the nasal characteristics of surrounding nasal stops. In other
words. the vowels assimilate to the nasal properties ol the adjacent stops. In other
languages, e.g. French, Polish and Navajo (American southwest). however, there are
nasal (as opposed o nasalised) vowels which are nasal regardless of surrounding
consonants. In other words, the nasality of the vowels 1s not due to nasalisation. Taking
French as an example, nasal vowels are part of its inventory. Compare for example /in
[18] ‘Bax’ vs. laine [len] *wool® vs. lair [l€] "milk’ or bon [b3] ‘good, masculine’ vs.
bonne [bonj "good, feminine’. (This is true of the modern language; it could be argued
that French nasal vowels arose historically through assimilation to right-adjacent nasal
stops.) Nasal vowels look essentially like their oral counterparts, but also exhibit a
typical “nasal formant’ at around 250 Hz and two linguistically significant formants
above that. The French nasal vowels have the typical formant values (or an average male
voice shown in Table 5.1.

Table 5.1 Typical formant values of French nasal vowels

F2 750 950 1 350 1 750
Fl 600 600 600 600
Nasal formant (250) (250) (250) (250)

[3] bon ‘good”  [G] banc ‘bench’  {G&] brun *brown'  |&] brin "mist’

Note: Formant frequencies given in Hz.
Source: Delatre 1963 48,

5.2.2.2 Rhoticised vowels

Another characteristic that may be associated with vowels is rhoticisation or r-colouring —
that is. the effect of an r-sound on an adjacent vowel. In varieties of English in which final
r-sounds are pronounced, the vowel preceding the r-sound often has rhoticisation. In
General American, for example, the vowels in ‘law’ and ‘lord" differ in terms of
rhoticisation. As we saw with nasalisation and nasal vowels, there are languages with
rhotic vowels. 1.e. vowels which exhibit rhoticisation even in the absence of a consonantal
r-sound. While these are fairly rare in the world's languages, we find both varieties of
English and Chinese which have rhoticised vowels. Spectrographically rhoticisation
shows up as a lowering of the third formant.
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5.2.3 Other sonorants

In addition to vowels, sonorants also have formant patterns. Laterals (‘I-sounds’). nasals
and rhotics (‘r-sounds’), while looking rather like vowels, have additional characteristics.
Laterals have additional formants at about 250. 1200 and 2 400 Hz. Nasals have additional
formants at about 250, 2500 and 3 250 Hz. The postvocalic |1] of many varieties of
English is associated with a general lowering of the third and fourth formants, as seen in
Figure 5.8a compared with Figure 5.8b. which show two versions of the sentence “There’s
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Fig. 5.8a Spectrogram of General American ‘There's a bear here.’

lx (
iy
LA

l') 100 300 400 500 600 700 800 300 1000 1100 1182

(b) 0 e z @ b: & h i E}

Flg. 5.8b Spectrogram of non-rhotic English English ‘There’s a bear here.’
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a bear here’ in General Amevican and in non-rhotic English English respectively (male
speakers).

5.2.4 Non-sonorant consonants

Along with the highly visible formant patterns ot vowels and sonorants, there are features
associated with non-sonorant consonants that can also be seen on spectrograms. Stops are
recognisable primanily by the absence of spectrographic information, while fricatives are
associated with aperiodic noise seen as irregular vertical striations in the upper
frequencics.

3.2.4.1 Stops

As the spectrogram in Figure 5.3 shows. stops are characterised by an absence of acoustic
activity. Or to put it negatively, during the closure of the stop we see neither formants, as
we would with a sonorant or vowel, nor striations in the upper part of the spectrogram, as
we would with a fricative. A voiced stop differs from a voiceless stop only by the presence
of voicing, indicated by a series of marks at the botton of the spectrogram, known as a voice
bar. Given the lack of information provided by stops themselves, the spectrographic stop
information alone is not enough (o identify them in terms of place of articulation. However,
clues to their identity can be gleaned from surrounding spectrographic information. Note
the differences between [p"], [p| and [b] in Figure 5.9. With [p"] we see frication associated
with aspiration following the stop but before the onset of voicing in the vowel. With [p] we
sec vowel voicing beginning as soon as the stop is released. The [b] of *buy’ looks just like
the [p] of ‘spy" but with voicing showing at the bottom of the spectrogram.
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Fig. 5.9 Stops [p"), [p] and [b} in ‘pie’, ‘spy’ and ‘by’
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3.2.4.2 Fricatives

While stops exhibit a relative lack of spectrographic activity, fricatives are accompanied
by aperiodic vibrations in the higher frequencies. These show up on a spectrogram as
irregular striations, dark vertical lines in the upper part of the spectrogram. The main
resonant frequencies (i.e. the darkest part on a spectrogramy) of fricatives rise as the size of
the oral cavity decreases, that is, the further forward in the mouth the obstruction is. Thus,
[h]'s strongest resonances are around 1 000 Hz. those of [[] about 3000 Hz, 4 000 Hz for
[s], S000 Hz for |0] and between 4500 and 7000 Hz for (f]. Figure 5.7 illustrates the
fricatives ([], [s] and [h].

5.2.4.3 Transitions

[t was mentioned above that the spectrograms of stops themselves are fairly
uninformative. However, transitions from the stop o neighbouring segments can give us
more information about the place of articulation of a particular stop. Transitions can also
give us useful information about the place of articulation of fricatives, which can help in
identifying particular fricatives by reinforcing the information discussed above concerning
the frequencies of the aperiodic vibrations associated with fricatives.

A transition is a movement in the formant pattern of a vowel/sonorant due to an adjacent
consonant. For example, an alveolar consonant causes the F2 transition to rise before front
vowels and lower before back vowels (compared with the vowel alone without a preceding
alveolar), as does a labial consonant (again, compared with the vowel alone), as shown 1n
Figure 5.10. Thus. in both cases the initial section of the second formant for the same
vowel will be slightly different depending on what precedes it. When the consonant
follows a vowel, the patterns are reversed. So. for a high front vowe] preceding an alveolar.
the F2 falls into the consonant articulation: for a back vowel before an alveolar, the F2
rises.

Transitions are usually stated with reference to a point known as the locus. The locus is
the imaginary point at which the transition appears o originate. If the trajectories of the
F2 formants for the vowels following [d] in Figure 5.10 are raced backwards, they would
have a point of origin in the middle of the frequency range. at around 1 800 Hz. meaning
that alveolar sounds have a locus for F2 at 1 800 Hz. The hilabial [b] has a lower F2 locus,
at around 800 Hz. Velars are somewhat more complex for F2, with a locus of around 3 000
Hz adjacent to front vowels, and a second locus at ¢.1200 Hz for back vowels, though this
results in a falling F2 transition before all vowels.

In general terms obstruent transitions can be summarised as follows:

« Adjacent to labials the F2 transition rises for front vowels. lowers for back vowels, with
a low locus.
+ Adjacent to alveolars the F2 transition rises for front vowels. lowers for back vowels,

with a mid locus.
» Adjacent to velars the F2 transition falls. with a high locus for front vowels. a mid locus

for back vowels.
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Fig. 5.10 Formant transitions
Saurce: adapted from O'Connor 1973,

5.2.4.4 Voice onser rime

A fwnther [eature associated with stops (see also Section 3.1.3) that can be seen on
spectrograms ts voice onset time or VOT. After the release of the stop we can see
spectrographic indications of the interplay between stop closure and voicing. With a fully
voiced stop, the voicing continues during the closure of the stop. It is the difference in
voice onset time that results in the difference between aspirated and unaspirated stops. [n
the case of an unaspirated stop like [p], voicing ceases with the closure of the articulators
and begins again simultaneously with the release of the stop closure (see again Figure
5.9). In Figures 5.11-5.13 voicing is indicated by a thick black line (=), lack of voicing
by a broken line (w===). The articulators are shown as closed by a straight line (—) and as
open by parallel lines (Z7). A verlical line indicates the point at which the articulators
open.

Thus, with a fully voiced stop we see that voicing continues from the frst vowel [u]
through the closure and release of the [b| and into the second vowel [a].

If there is a significant delay between the stop release and the subsequent onset of
voicing, that is. if the stop is released before voicing begins. aspiration gccurs. As we saw
in Section 3.1.3, aspiration is a litle pult of air accompanying the release of certain stops.
[n tact, it is the result of the timing sequence of stop release and voicing. An aspirated [p"]
is shown in Figure 5.13,

What is important to note here is that the voicelessness of the [p] has continued beyond
tbe release of the stop. Voicing begins again only some time after the stop has been
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D G S

a b a a P a a p |’ a
Fig. 5.11 Fully voiced stop Fig. 5.12 Voiceless Fig. 5.13 Voiceless aspirated
unaspirated stop stop

released. Coming back 10 spectrograms, aspiration of a voiceless stop can be seen clearly
as aperiodic vibration in the higher frequencies.

Table 5.2 shows the main acoustic correlales of consonants. Note that these are broad
indications only, since the actual acoustic correlates are strongly influenced by the
combination of articulatory features in a sound.

Table 5.2 Acoustic correlates of consonant featuras

Place or mmanner of Main acoustic correlate

articulation

Voiced Vertical siriations corresponding to the vibrations of the vocal cords.

Bilabial Locus of both second and third formams comparativety low.

Alveolar Locus of second formant about 1 700~ 1 800 Hr,

Velar Usually high locus of the second formant. Common erigin of second
and third formant transitions.

Relroflex General lowering of the third and fourth formants.

Stop Gap in paltern, followed hy burst of noise for voiceless stops or sharmp
beginning of formant structure for voiced slaps.

Fricative Random noise pattern. especially in the higher frequency regions, but
dependemt on the place ol articulation.

Nasal Formant structure similar o that of vowels but with nasal formants at
about 250. 2500 and 3 230 Hz.

Lateral Formant structure similar 1o that of vowels but witl formants in the

neighbourhood of 250, 1200, and 2400 Hz. The higher formants are
considerably reduced in intensity.

Sounrce: Ladefoged 2001 a.

5.3 Crosslinguistic values

Recall that in Seclion 4.2 we said English [i} and German [i] are not identical. The values
we have been talking about here are typical for English. It is interesting to note that shintar
speech sounds in other languages may have different (ypical values. Not surprisingly. these
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differences account in pant for a “foreign accent’. As an example, a comparison of vowel
formanrs in Table 5.3 indicates how similar vowels may have slightly different formant
values. The values given are typical for a male voice. the [ormants for a female voice may
be 10 to 15 per cent higher.

Table 5.3 Comparison of the first twe formants of four vowels of English. French.,
German and Spanish. All values in Herlz.

Vowel English French German Spanish
lil F2 2250 2 500 2250 2300
Fi 300 250 275 275
[e] F2 1 800 | 800 1 900 -
F! 550 350 300 -
[a} F2 1100 1 200 1150 1 300
F1 750 750 750 725
[u) F2 900 750 850 800
Fl 3600 250 275 275

Source: adapled from Detaire 1965: 49,

Further reading

Along with Ladefoged (1996) on acouslic phonetics other accessible works are the recent
textbook hy Johnson (2003) and Denes and Pinson (1963), which is old but guite clear.

A useful book on basic phoneiic comparisons of English, French. German and Spanish
is Delattre (1965).

Exercises

1 Plot the following American English vowels given in Table 5.4 on the grid in Figure
5.14. Plot the F1 frequency value on the vertical axis and the difference between
the F1 and F2 frequencies an the horizontal axis. Discuss how the result does — or
does not — match the kind of vowe! quadrilateral seen in Chapter 4.

Table 5.4
F2 2250 1950 1800 1700 1100 800 1 600 900
F1 300 350 550 750 750 550 375 300

Vowef 1] (1] [¢] ] la] 2] [v] (U]
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2 Figure 5.15 shows a spectrogram of the phrase ‘I should have picked a spade’.
Transcribe the phrase underneath the spectrogram, placing the symbols to
correspond to the spectrographic information. Discuss the differences between the
d in 'should' and the two occurrences of p in ‘picked’ and ‘spade’.
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Fig. 5.15

3 Bearing in mind the various spectrograms you have seen in this chapter, discuss
the reality of speech segmentation. In other words, can speech really be divided
into discrete ‘segments’? Address the question both from the perspective of
speech spectrograms and from the perspective of needing to represent speech
using typographic characters.




6 Above the segment

In the preceding chapters, we have in the main concentrated on the description and
classification of individual speech sounds, or segments, with some discussion of how such
segments interact with one another in terms of distribution and assimilation. In Section 2.3
we briefly introduced the notion of the syllable, a phonological unit larger than. and
composed of. individual segments. In this chapter we will look in more detai] at the nature
of the syllable and other suprasegmental structures, and consider some of the phenomena
that are relevant to themn, such as stress and intonation.

6.1 The syllable

In this section we examine the notion of the syllable, beginning with a look at whether il
can be said to have any physical. phonetic basis, then moving on to look at syllable
structure and the principles governing it, and ending with an averview of possible syllable

types.

6.1.1 The syllable as a phonetic entity

While it is relatively straightforward to corne up with physical (i.e. phonetic) definitions
or descriptions for individual speech sounds (as we have seen in the preceding three
chapters), doing the same for the syllable is a much harder task. One such articulatorily-
based attempt at definition involves the notion of a “chest pulse’ or ‘initiator burst’, that is.
a muscular contraction in the chest (involving the lungs) which corresponds to the
production of a syllable; each syllable, on this vicw, involves one burst of muscular energy.
While such a proposal may have some validity for a language like French, in which each
syllable lasts roughly the same length of time. it is far less successful for languages like
English. in which syllables differ in duration depending on the degree of stress they bear
(see below, Section 6.3, for more on stress): for example. the first syllable in ‘pigeon’ lasts
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considerably longer than the second, making it unlikely that ¢ach corresponds 10 a single
contraction, since each contraction might reasonably be expected o be of the same
duration.

While it may be true that thece is no general consensus on a clear phonetic account of
the syliable. this does not mean that the notion has no place in the phonology of natural
language, since syllables are (in general) clearly identifiable by native speakers, and, as we
shall see below (Section 6.3.3) and in Chapter 10, syllables play an important role in many
phonological processes. and for this reason alone are worthy of our consideration. From
now on, then, when we refer to the syllable we mean the phonological construct rather than
some specific phonetic entity.

6.1.2 The internal structure of the syllable

Atits most basic level, the typical syllable is made up of a vowel segment preceded and/or
followed by zero or more consonantal segments: ‘a’. “bee’, ‘up’. ‘seen’. ‘strength’. etc.
The vowel is known as the nucleus or peak of the syllable. Any consonants preceding the
nucleus are said to be in the syllable onset, and those following the nuclens make up the
syllable coda. Together, the nucleus and coda form a constituent known as the rhyme. So.
1 the English syllable crank’, [kxzpk], the onset (O) is the sequence of consonants [ki],
the nucleus (N) is the vowel |®]| and the coda (Co) is the sequence [pk], the latter two
constituents comprising the rhyme (R) [ienk]. We can represent this by means of labelled
brackets, as |4 [ kalo I [y ®1 [co Dkl 1o 1o where the Greek letter sigrma, @, stands for
‘syllable’. We can also represent the syllable as a tree structure, as in (6.1), which is
visually somewhat easier to process:

(6.1 o

PN
/ N\
|

N Co
k 1 =& n k

A number of points need to be made about this structure. Firstly, the grouping together of
nucleus and coda to form the rhyine is not an arbitrary combination; the rhyme forms a
unit distinci from the onset in a number of ways. For example. for two words to rhyme.
they must in fact share the same syllabic rhyme (nucleus + coda), whereas the nature of
the onset (or even ils presence) is irrelevant; so ‘gold’ rhymes with ‘strolled’” and with
‘ald’. In alliteration, on the other hand, it is the onset that is decisive, with the composition
of the thyme being unimportant; “gold" alliterates with “game’ and with ‘gaunt’. In atype
of “slip of the tongue’ known as a spoonerisny, it is typically onsets which are swapped
between sylables. as in “hog’s dead” for ‘dog’s head" (see Section 10.4.1 for more on
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spoonerisms). Mare importantly, as we shall see below, a numbey of pbonological
processes crucially refer to such constituents, providing strong evidence for their
existence.

A second point is that of the three lowest constituents, the onset. nucleus and coda. only
the nucleus is always obligatory: both the onset and the coda are optional, as in English
‘ape’ (no onset). “flea’ (no coda) or ‘eye’ (neither onset nor coda) (in some languages. the
onset is also obligatory. though the coda never is — sec below, Section 6.1.3).

Thirdly, it is not always the case that the nucleus must be a vowel, many langunages
allow liquids and nasals as syllabic nuclei. as in the second syllables in the English words
‘spittle’ and “mutton’. Some languages permit other segment types to fill the nucleus
position as wel); Berber, spoken across North Africa, has words like [.tf.tkt.] ‘you sulfered
a strain’, which allows a voiceless fricative and a voiceless stop (in bold) as syllabic nuclei
(the dots indicate boundaries between syllables). See also Section 10.4.1 for more on
syllable structure.

6.1.3 Sonority and syllables

The nature of the syllabic nucleus, and indeed the order of segments within the syllable as
a whole, is in part governed by the notion of sonority. Every speech sound has a degree
of sonority. which is determined by factors like its loudness in relation to other sounds, the
extent to which it can be prolonged. and the degree of stricture in the vocal tract: the more
sonorant a sound, the louder, more sustainable and more open it is. Voicing is also relcvant
here, in that voiced sounds are more sonorant than voiceless ones. In acoustic terms.
sonority is related to formant patterns; the more sonorant a sound, the clearer. more distinct
its formant structure. Based on these definitions. the most sonorant sounds are Tow vowels
like [a]; the least sonorant class is the voiceless stops, e.g. [t]. Speech sounds ¢an be
arranged on a scale of relative sonority, known as the sonority hierarchy, as shown
below:

(6.2) Least sonorant Voiceless stops

Voiced stops
Voiceless fricatives
Voiced fricatives
Nasals
Liquids
Glides
High vowels

Mos( sonorant Low vowels

This scale has an important role to play in determining the selection of the nucleus of a
syllable and the order of segments within the onset and coda.

In general. the most sonorous sounds are selected as syllabic nuclei, with sonority
increasing within the onset. and decreasing within the coda. This means thal the nucleus
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forms a high point of sonority (hence the alternative term ‘peak’ for nucleus), with the
margins (onset and coda) as slopes of sonority {alling away on cither side. So the English
syllable “crank’ discussed above might be represented graphically as

(6.3) /-\
e "~

This idea of rising then falling sonority within the syllable helps explain certain cross-
linguistic phonotactic restrictions. For instance, the reason that a sequence like |.ikaekn] is
unpossible as a single syllable in English (or any other language) is that what would be the
onset shows falling sonority, {1] being more sonorant than [k], and the coda shows
increasing sonority, [k] being Jess sonorant than [n]). The only way such a string is possible
is as a sequence of three syllables, since it has three sonoritv peaks: (.1.ka.Xp.].

It should be borne in mind, however, that not all phonotactic statements can be ascribed
to sonority violations. For example. the ban on word-initial *[kn| in English has nothing
to do with sonority, since the sequence adheres to the principle of rising sonority within
the onset, and is perfectly acceptable in languages like Danish or German; its
ungrammaticality is stmply an arbitrary fact about English, unrelated to sonority.

On the other hand, it is clear that the sonority hierarchy is not always conformed to
within syllables: it is possible in many languages to find acceptable syllables in which the
segments in the onsel or coda are in the ‘wrong’” order. So. for example, English has words
like “stoat” and ‘skunk’, with a fricative before a stop in the onset, i.e. fulling sonority; and
the codas in ‘fox’ and ‘adze’ exhibit rising sonority, with stop before fricative. Similarly.
German allows words such as Sprache “language’ with initial |[p| or Strauss “ostrich’ with
mitial [Jt). While such forms are clearly counter to any gencralisation based on sonority,
they do appear to form a specific set of exceptions. in that they don’t seem to involve just
any random sequences of segments: the segment which is ‘out of place’ is typically a
member of the class known as the sibilans fricatives (s, z, [. 3).

6.1.4 Syllable boundaries

While the sonority hierarchy is useful in deciding the internal organisation of syllables, it
is less helpful when it comes to deciding where one syllable ends and another begins. If
we represent a polysyllabic word like “parrot’ in termis of a sonority graph. as we did with
‘crank’ in (6.3) above, we get the following:

/N

p & 1 2 |

(6.4)
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While this succesfully identifies two sonority peaks at [ and [a], and thus indicates that
there are two syllables, it does not tell us where the boundary between them falls. We can
surmise that the medial [1] js on the boundary, since it canstitutes a sonority trough, but
we canpot tell whether it is in the coda of the first syllabje or the onset of the second.

To determine the location of the boundary, we need fo appeal to the principle of onset
maximisation. As we noted above, Section 6.1.1, and as we shall illustrate further in the
next section, some languages insist on the presence ol an onsel, and no languages require
the presence of a coda. This can be interpreted as indicating that languages prefer onsels.
that they are in some sense ‘more important’ than codas. What this means for syllable
boundary placement (syllabification) is that where possible, consonants should be
syllabificd in onsets rather than codas. So, in the “parrot” example in (6.4) the boundary
comes before the (1], which thus forms the onset of the second syllable. Interestingly, this
division generally corresponds to native speakers’ intuitions about where the boundary
should lie (but see Section 10.4.1 for some further discussion).

Now consider the pair of words “plastic’ and “frantic’; where is the boundary between
the first and second syllables in these words? The word ‘plastic’ is straightforward; onset
maximisation predicts that both the [s] and the [L] will be in the onset of the second
syllable: “pla.stic’. But with "frantic’ most speakers would agree that the boundary 1s
between the two consonants: ‘fran.tic’. This is because medial clusters can only be
assigned to onsets to the extent that such sequences are possible word-initially 1n the
language in question. [n English. [st] is a possible word-initial cluster. as in “stag’, but
*(nt] is not: there are no words beginning with [nt] in English. This means that the
principle of onset maximisation does not apply blindly. assigning all medial consonants to
onsets, but takes into account language-specific phonotactic restrictions on permitted
onsets. Any medial consonants which canpot be part of a licit word-initial sequence are
assigned to the coda of the preceding syllable, as with the [n] in *frantic” above, or the [k]
in “extra’ (gk.st1a) (since while [sti] is a permuitted initial sequence {(as in “string’), *|kst1]
1s not). Jt may be the case that more than one of thc medial consonants must be assigned
to the preceding coda, as in ‘antler’, since English allows neither *[ntl} or *[tl] initially.

6.1.5 Syllable typology

Languages show considerable variation in what combinations of segments they allow as
an acceptable syllable. from the highly restrictive Fijian (Fiji) or Senufo (West Alrica).
which require a single onset consonant followed by a single nucleus vowel. and never have
coda segments, to languages such as Thargari (Western Australia). which allows a single
segment in each of the three syllable positions. to rather more liberal languages like
English or Polish, which allow three onset segments, long vowels or diphthongs in the
nucleus and three or even four coda consonants.

Despite this varialion, it is possible to make a number of crosslinguistic generalisations
concerning what does or does not constitute a potential syilable in natural language: that
is, 1o establish a typology of syllable structures.
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The most basic paltern is that exhibited by Fijpian and Senufo, a single onsct segment
followed by a single nucleus segment, with no coda: a CV syllable. All languages have this
structure as a possible syliable type (though as we have mentioned. the nucleus of a
syllable is not always necessarily a vowel, making the widely-used CV notation potentially
misleading).

In some languages, such as Cayuvava (Bolivia), the onset may be optional, giving two
possible syllable shapes, CV and V. This is schematically represented as (C)V. where the
brackets around the onsct C indicate its optionality. A third possibility is that the language
has the basic CV pattern. but also allows optional codas, a situation found in e.g. Thargar,
allowing CV and CVC shapes. represented as CV(C). Finally, the language may allow
both onsets and codas to be optional. i.e. (C)V(C). giving the syllables CV, V. CVC. VC.
as in Mokilese (Micronesia). Note that certain facts emerge from this range of possibilities:
i) all languages require the sylluble to have a nucleus, ii) no language prohibits onsets
(though they may be optional) and ii1) no language requires codas (though again they may
be optional). So there are no languages in which e.g. *V or *VC are the only possible
syllable shapes (the asterisk * indicates an ungrammatical form); any language with V or
VC syllables must also permit CV syllables.

This account of syllable patterns obviously needs to be extended somewhat, since many
Janguages, including English, allow more than one segment to occupy syllabic positions;
that is they allow complex onsets. nuclei and codas. As an example, consider English
‘grind’, which has an onset consisting of two consonants, a diphthongal nucleus and a two
consonant coda. So. for each of the patterns above, there are further sub-options allowing
complex onsets and/or codas. as well as the possiblity of the nucleus being a long vowel
or diphthong. The number of segments allowed in the onset and/or coda may be limited to
two, as for Finnish or Totonac (Mexico), or the language may allow three or more
segments in these positions. as in English or Dutch.

6.2 Stress

In a sequence of syllables making up a word. one syllable is always more prominent than
the others. This syllable involves more muscular effort in its production; it is louder, Jonger
and shows more pitch variation than the surrounding syllables (on pitch, see below,
Section 6.3.1). This more prominent syllable is said to bear stress. So, in “pa.irot” the first
syllable is more prominent than the second, i.e. is stressed (shown in bold): the second
syllable is said to be “unstressed’. In ‘ra.ccoon’, on the other hand, it is the last syllable
which is louder and longer than the first, i.e. bears the stress.

The position of the stressed syllable is usually stated with respect to the right edge, i.e.
the end, of the word. so ‘pa.rrol’ is described not as having initial stress, but rather as
having penultimate stress. just as ‘arma.dillo’ does: words such as ‘ele.phant’ and
‘a.spa.ra.gus’ are said to have antepenultimate stress. Words like ‘ra.ccoon” and "ba.boon’,
with stress on the last syllable. are said to have final stress.

In longer words like "a.lli.ga.tor" or “ar.ma.di.llo’ it is not simply a matter of one syllable
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being stressed and the others unstressed. as was the case with ‘pa.rrot’. If you say these
longer words., it should be clear that the syllables bear different amounts or degrees of
stress: in ‘a.lli.ga.cor’, while the initial syllable 1s clearly the most prominent, it is also the
case that ‘ga’ is more prominent than “tor’. The same holds for ‘ar’ with respect to ‘'ma’ in
‘arma.di.llo’. Within a word it is useful to recognise three different degrees of stress: a
syllable may bear the primary (or ‘main’) stress. it may bear secondary stress, or it may
be unstressed: so in ‘arma.di.llo’. ‘di’ bears the primary suress. ‘ar’ has secondary stress.
and 'ma’ and °llo’ are unstressed. In transcriptions. primary stress is indicated by a
superscript ! at the beginning of the relevant syllable. secondary stress by a subscript | and
unstressed syllables are left unmarked: an RP transcription of ‘ar.ma.di.llo” would thus be
{armoaldilau].

This alternating pattern of a stressed syllable followed by an unstressed syllable is very
common across Janguages. The effect is known as eurhythmy, and a cructal component of
eurythmy is the foot. Just as syllables are made up of segments. so the foot is made up of
syllables. The foot 1s a phonological structure consisting of a stressed syliable (oflen
known as the fread) plus any associated unstressed syilables. so both “alligator’ and
‘armadlillo” have two feet (phonologically). A foot which js made up of a siressed syllable
followed by one or more unsiressed ones, such as “wa.lla.by’, is known as a “left-headed
foot’ or trochee. The opposite pattern, where the unstressed syllable(s) precede(s) the
stressed syllable. as found in French ¢ro.co.dile, is known as a right-headed foot or icumb.
See below, and Section 10.4.3, for more discussion of feet.

To return to our discussion of stess, it should not be thought that secondary stress is
only a feature of longer words in English (or other languages): consider the ditference in
the stress patterns of pairs of words like ‘rabbit’ and ‘rabbi’ or ‘contain’ and ‘maintain’. In
the first pair. the main stress is on ‘ra’, in the second pair on “tain’: the djfference lies in
the degree of stress on the other (non main siress bearing) syllable in each word. Compare
the second syllables in the words in the first pair, "bbit’ versus *bbi". It should be apparent
that they are not equal in terms of the degree of stress they bear: "bbi’ is more prominent
than ‘bbit’. This is because "bbi" bears secondary stress. whereas ‘bbit’ is unstressed. The
sanie is true of the syllables "main’ and "con’ in the second pair of words; ‘main” bears
secondary stress, “con”is unstressed. This difference is in part the reason (or the distinclion
in vowel quality between the non main stressed syllables in each pair: fully unstressed
syllables show reduced vowels like [1] and [3]. whereas syllables with secondary stress
show much less vowel reduction, here the diphthongs [at] and [e1] respectively. In terms
of foot structure. we can say that “rabbit” consists of a single trochaic toot, whereas ‘rabbi’
has two feet, cach comprising a single (stressed) syllable. The same is true of ‘maintain’.
which also has two monosyllabic suressed feet, The case ol ‘contain’ is a little more
complex; it might be thought that such words comprise an iambic foot, with an unstressed
syllable preceding a stressed one. However, English is usually considered to have only
trochaic feet. meaning that if the word is produced in 1selation, the “con’ syllable is not part
of any foot {a “stray' syllable). or, in (he more usual case. belongs Lo a preceding trochaic
foort. as in ‘Itins conltain itI". where “tins” and “tain” bear stress {foot boundaries are marked
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by | ). Note that this means that word boundaries and phonological boundaries do not
necessarily occur in the same places: a single word can be part of two different feet.

6.2.1 The functions of stress

All languages exhibit stress in some form or other, but the role it plays may vary. In some
languages. stress always (alls on the same syllable within a word; in Czech, for example,
the first syllable of a word always bears main stress, irrespective of the word's length —
pivo “beer’, kocovina *hangover’. In French or Turkish, it is the final syllable of the word
which bears main stress: in Polish. the penultimate. In such Janguages. stress may be said
to have u “delimiting” function. in that it identifies word boundarjes; if you hear a stressed
syllable in Czech. you know that you're at the beginning of a word, whereas if you hear a
stressed syllable in Turkish. you know you’re at the end of a word.

Stress in English, on the other hand, clearly does not behave in this way, since main
stress can occur on any of the antepenultimate, penultimate or final syllables, as we saw
above. and may vary within different forms of the same word; so “photograph” has main
stress on "pho’. but in *photography’ "to’ bears main stress, and in ‘photographic’ it's “gra’
which is most prominent (we consider what governs the placemeunt of English stress in the
next section). On occasion. the position of the main stress may even vary within the same
word itself: so. in isolation, numbers like ‘thirteen’ are stressed on the final syllable
(‘thirteen’), but when they are followed by another stressed syllable, the stress on ‘teen’
shifts to the first syllable to preserve eurhythmy. as in ‘thirteen pints’. While it is true that
each word in English only has one main stress, just as in Czech and French, we cannot tell
where a word begins or ends simply by knowing the position of the stressed syllable.

One of the functions stress may have in English is to distinguish between words; it has
a differentiating function. Consider the words ‘insult’. “compound” and “invalid’; each of
these has two different readings depending on the position of the main stress. In the first
two words, if the first syllable 1s stressed, we have nouns: ‘an insujt’. ‘a compound’; if the
second syllable is stressed, we have a verb: “to insult’, ‘to compound’. The third word is
either a noun, ‘invalid’ (with antepenultimate stress) or an adjective. ‘invalid™ (with
penultimate stress). Such pairs of words. which are identical except for one component of
their make up, in this case stress, are known as minimal pairs (ather examples of minimal
pairs include “kin’ vs. ‘pin’ or ‘dog” vs. ‘dig’. where the contrasting components are in
italics; see Section 8.2.1 for a fuller discussion). Stress can also be used to mark contrast,
asin 'l said a big fanm, not a pig farm’, or to indicate emphasis, as in "He ran all the way
to the pub’.

6.2.2 Stress placement

Given our discussion above concerning the variability of the position of stress in a
language like English. it might reasonably be asked whether there are any rules which
govern the placement of stress in a word. Clearly. for languages such as Czech or French,
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such rules are casily and simply stated; ‘Place main stress on the initial syllable™ (for
Czech) or ‘Place main stress on the final sytlable’ (for French). But for many languages,
including English, this approach is clearly not going o work. as we have seen: the rules
will need to be rather more complex o allow for the wider range of possible sites for
stress. But it is important to be aware thal there are nonetheless rules governing siress
placement in English. Tt is not a case of having to learn the position of stress for each
individual word. That stress placement fs usuaily predictable can be shown quile easily:
consider the words “hariolate’ and “oblavity . The chances are that you will not be familiar
with either, yet if you are a native speaker of English (and probably even if you're not).
you will be likely to pronounce the first (which means ‘to tell the future with beans’) with
main stress on the initial syllahle and secondary stress on the final, and the second word
{which doesn’t mean anvthing at all — we made it up) with stress on the antepenuliimate
syllable. That (most) speakers agree on this suggests that there must be some principles or
rules determining where stress is placed.

So what does determine where stress falls in an English word? There are a numher of
factors invoived, including the word class (noun, verb. adjective, ete.) and the nature of
any suflixes that may form part of the word (-ate. -ic. -ity. etc.). A full account of stress
placement in English is far beyond the scape of this book. hut we will look at some of the
more obvious generalisations in this section.

One of the mest important factors in locating stress within the word is syllable strueture,
Consider the stress placement in the nouns listed helow, where syllable boundaries are
again indicated by dots.

6.5y  a) é.le.phant b) hye.na ¢) veran.da
wa.llaby com.pu.ier u.ten.sil
al.ge.bra poia.te con.vic.tion
oc.[0.pus kola.la pen.tath.lon

In (6.5a), the words have antepenultimate stress, whereas those in (6.5 b & ¢) have stress
on the penultimale syllable. For the majority of nouns in English. stress is determined hy
the nature of the penultimate syllahle. or more specifically the nature of the sinune of the
penultimate syllable, since what (if anything) is in the onset is irrelevant (o stress
placement. In (6.5a) the penultimate rhyme is just a short vowel nucleus, whereas in (6.5b)
the penultimate rthyme has a Jong vowel or a diphthong in the nucleus and in (6.5¢) the
penultimate rhyme is a shart vowel nucleus foliowed by a conscnant in the coda, So there
is more ‘phonological material® in the rhymes of the penultimate syllables in the words in
columns b) and ¢). Syllables (or vhymes) consisting of long vowels, diphthongs or those
with such as those exemplified by the penults in (6.5 b & c) are known as heavy:;
syltables with rhymes consisting only of a short vowel are known as light (for more on
syllable weight. see Section 10.4.2). For the mujority of Enalish nouns of more than twr}
syllables, if the penultimate syllable is heavy, it lakes stress: if the penultimate syllahle is
light, stress 1¢ placed one syllable to the left, on the antepenult (even if this is also light. as
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in ‘elephant’). In two syllable words. the peaultimate typically bears the stress irrespeclive
of ils weight, as in ‘muskrat’. ‘turnip’, ‘parrot’. ‘cobra’.

These generalisations hold tue for large numbers of nouns 1in English, though there
is a relanvely small set of exceptions. such as ‘kangaroo’, ‘chimpanzee’, “balloon’.
‘monsoon’, ‘abyss’, which all have stress on the final syllable. One generalisation we can
make about such exceptions is that in each case the final stressed syllable is heavy, but it
1s not true that all nouns with final heavy syllables have final stress, as words from (6.5)
like ‘elephani’, ‘octopus’, *utensil” indicate.

So siress placement it English is dependent in part on syllable weight — whether a
particular syllable is heavy or light. with heavy syllables atiracting stress. Languages for
which syllable weight is important in determining stress are said 10 be quantity sensitive,
and include Russian, Arabic and many others. Those languages for which syllahle weight
is irrelevant (i.e. where stress falls on a particular syllable irrespective of its internal
structure) are known as quantity insensitive, and include French, C/echand Hungarian.

For m in Engiish we can make a statement similar to that fog' (
key syllable is not the penultimate. but the final syllable:

(6.6) a) con.sider b) alppeal ¢) inhend
a.sto.nish en'ter tain collapse
1)ma.gine confuse re.pre ent
pro.mise de.ny su.ggest

In (6.6), the columns parallel those in (6.5} in that (6.6 h & c) have heavy final syllables,
and so atiract stress. The words in (6.6a), however, appear to have final syllables which
aren’t the same structure as the equivalent penults in the nouns. In (6.5a) the penults are
light, consisting only of a short vowel!, but in (6.6a) there is 2 coda consonant in the (inal
syllahle in all four verbs for rhotic varieties, and in all but "consider’ for non-rhotic
Englishes. To get around this, and to maintain the generalisation about siress placement
and syllahte weight, we have to ignore the final consgnant in English verbs, if there is one.
That is, the stress rules of English act as thou{lﬁhe final []] of ‘astonish’ or the final [n]
of ‘imagine” simply aren't there; the final syllables of these two verbs behave as if they
were fni} and [dg1] respectively. As such, they are light, and push siress one syllable to the
left. onto the penult. Note that this is not just an arbitrary sleight of hand applied to the
verbs in (6.6a): it also applies to the verbs in (6.6 b & ¢), which remain heavy even without
the final consonant, having either a long vowel or diphthong. or a short vowel followed by

(one) consonant, in their thymes.

When some element of phonological structure is invisible 1o a rule in this way. it is said
1o be extrametrical: that is. outside the domain to which the rule applies. As a further
example of this idea, returning to the noun stress patterns. we can combine the
generalisation regarding nouns with that for verbs by saying that for nouns, the whole of
the final syllable is extrametricai, that is. invisible to the stress rules. The rules then apply
in the same manner to the final visible syllable for both nouns and verbs,
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As was the case with nouns, not all verbs adhere Lo the paltern outlined above; there are
many sets of exceptions to the general rules. Verbs like “permit’, ‘express’. “begin’,
“digcuss’. for instance. all have final stress even though they have the same fina] syllable
structure as the verbs in (6.6a). As we said above, this is not the place for a camplete
account of English stress placement; the point to be made is that it is possible ta state some
generalisations, and that syllable weight is an important conditioning factor in these

geng
Adjectived\in English are even more complex, typically behaving either like nouns. as

in

6.7y  a) won.derful b) en.thra.lling ¢) a.ttrac.tive
in.cre.di.ble w.ni.ted tri.um.phant
con.fident a.ma.zing attack.ing

or like verbs, as in

(6.8) ay so.lid b} in.sane <) co.rupt
sim.ple com.plete un, kempt
ur.gent ob.tuse in.ract

The distinction is in part dependent on the morphological structure of the adjectives: those
with suffixes, as in (6.7). often behave like nouns, those without suffixes. as in (6.8),
mainty behave like verbs. Further, the nature of the suffix may well influence the stress
placement; the adjective-forming suffix “-ic’. for example, atracts stress onto the
immediately preceding syllable, as in ‘photograph’ but ‘photographic’. This is true not
Jjust for adjectival suffixes. but also for other word classes; the noun-forming saffix “-ity’
behaves fike “-ic’ in attracting stress to the immedialely preceding syllable, as in
‘personal” but “persomabity’. and “-ation’ always takes main siress on the first syllable of
the suffix. so ‘consider’ but ‘consideration’. Suffixes such as *-ic’, "-ity” and ‘-ation” are
known as stress-shifting suffixes, and contrast with suffixes like *-ly’. "-al" and "-ness’
which are stress-neutral. in that they have no effect on stress placement: ‘personal(ly)’.
“inflection(al)’, "squalid{ness)’.

6.2.3 Stress above the level of the word

Just as one syllable in each word is more prominent than the others, so in longer stretches
of sy]lables like phrases and sentences, one syllable will always be most prominent. In the
following English sentences, spoken with normal delivery. the most prominent syllable of
all is the head syllable of the final foot:

(6.9)  he likes watching football
United were winning
she was out last night
the group all left ogether
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However, in these larger structures, the position of stress 1s much less fixed than for
individual words. The most promunent syllable may be i some other position in the
sentence. to indicate contrast, for example, as in “he likes watching football (but not
playing i1)’ or "United were winning (but City were losing)’. Similarly, stress may be
moved for emphasis; ‘she was out last night (definitely)’ or ‘the group all left together
(every last one of them)’.

6.3 Tone and intonation

In this section, we look at two further phonolological phenomena which affect syllables
and larger units: tone and intonation. In a sense, thesc are really the same thing. in that they
are both fundamentally based on pitch (see Section 5.1.2 and the next section below). The
distinction between tone and intonation has to do in part with the size of the unit 1o which
they apply, tone being essentially a property of individval syllables or words, while
intonation can apply to much longer stretches, such as phrases or sentences. The other
major difference between tone and intonation has to do with the role they play in a
tanguage: tonc is typically used as a way ol distinguishing between items at word leve)
(such as munimal pairs. words which are identical except for one component), whereas
intonation is used for a variety of functions including distinguishing between clause types
(e.g. stalements vs. questions) or signalling speaker attitude.

6.3.1 Pitch

The physical basis for tone and intonation is the rate of vibration of the vocal cords. To
recap from Chapter 5. the number of times the vocal cords vibrate (as when producing a
voiced sound) in one second is known as the fundamental frequency, measured in ‘cycles
per second’ (cps) or Hertz (Hz), and our perception of this rate of vibration is known as
pitch. The grealer the fundamental frequency, the higher pitched we perceive the sound to
be; hence women typically have higher voices than men. because the vocal cords in human
females vibrate more quickly than those of males, with average fundamental frequencies
of ¢. 220 Hz for women, but only ¢. 120 Hz for men.

When we speak, we vary the rate of vocal cord vibration, making our voices sound
higher or lower. either deliberately for some specific effect (like imitiating someone else)
or unconsciously in the same way we raise or lower the velum for oral vs. nasal sounds,
or use the front or back of the tongue for different vowels. As was mentioned in Section
6.2 above, this kind of (unconscious) variation in pitch is one of the properties of a stressed
syllable.

6.3.2 Tone

In many languages, pitch varjation is used to distinguish one word {rom another. just as
English uses voicing (‘pit’ vs. "bil’) or place of articulation (*pit’ vs. 'ki(). For example,
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in Nupe (Nigeria), the sequence [ba] has three completely different meanings, depending
on the pitch with which it is produced; if the pitch is high. it means ‘to be sour’, if the pitch
is low, it means ‘to count’ and if the pitch level is between the two, [ba) means ‘(o cut’.
Languages which use pitch in this way are known as tone languages. and the individual
pitch patterns associated with words or syllables are known as tones. So the Nupe syllable
[ba] can have three different tones associated with it, high. Jow and mid, and the choice of
tone determines which Nupe word is pronounced. Terms like ‘high’, *mid’ and ‘low" pitch
are, ol course, relative rather than absolute; a "high” tone is high only in relation to other
tones, and the actual value in Hertz will vary from speaker to speaker, and from language
to language. Recall that men typically have lower-pitched voices than women. so a male
high tone might have lower pitch than a female low tone for speakers of the samec
language.

In the case of the Nupe syllable [ba], each tone stays the same throughout the syllable
— that s, the g intained at the same rate for the duration of the syllable: such tones
d level tongs. In other instances, the pitch may vary during the production of
the syllable. le starting high and ending low, i.e. a falling tone, or starling low
and ending high, @ Tising tone. Further, the starting point of the rise or fall can vary, giving
for example a high-rise or a low-rise, a high-fall or a low-fall. Even more complex
combinations are encountered, such as high-low-high (a fall-rise), or low-high-lo
£contour tches.

s m

are known

arise-

fali); tones exhibiting pitch variation during their production are known

[Jau] means "worty". with a mid tone it means "thin". with a low tone it means ‘again’, with
a very low tone ‘oil’: with a high rise contour tone [jau] means ‘paint’ and with low rise
contour it means ‘have’.

Other languages use tone to distinguish between groups of words which have a Lone, and
those which don’t. rather than distinguishing minimal pairs as such; these languages are
known as pitch-accent, or accentual, languages, and include Japanese and Punjabi. In
Japanese, for example, one class of words, known as accented. has a fall from the stressed
syllable 1o the following syllable, as in ongaku “music’, where the (irst syllable has high
pitch and the second low pitch, or ramanegi “onion’, with high pitch on the penuliimate
and low pitch on the final gyllable. This class is distinguished from words like sakana
“fish’. known as unaccented, which show a standard tonal pattern of low pitch for the first
syllable and high pitch for any following syllables, irrespective of the position of the
stressed syllable.

Although tone languages may scem exotic to speakers of European languages, it is
estimated that at least 50 per cent of the world’s languages employ tone to some extent;
the figure may even be as high as 70 per cent. Many languages in East and South-east Asia,
the Pacific. Africa. as well as North and South America, are tonal: only in Europe, the
Middle East and Australasia are tone languages rare. Yet even in Europe there arc
languages which arc tonal to some degree, including Swedish, Norwegian. Serbo-Croat
and Lithuanian, along with some varieties of Dutch and Basque. Lithuanian and Serbo-
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Croat are accentual languages. like Japanese. but in Swedish. for example. there are some
350 bisyllabic minimal pairs which are distinguished by tone. such as anden which with a
falling tone means “the duck’ and with a fall-rise means ‘the spirit’. or ranken which means
‘the tank’ with a falling tone but “the thought’ with a fall-rise. While Swedish could not be
said to be a fully-fledged tone language like Cantonese, in that ouly a small proportion of
the vocabulary employs tonal distinctions. it is nonetheless clear that tone does have a role
in the phonology of Swedish.

6.3.3 Intonation

The majorily of European languages do not use pilch variation to make distinctions at
word level, as we have seen above. Nonetheless. pitch vaciation is used in languages like
English, Danish. Italian or Romanian; such languages use pitch variation over larger
structures like phrases or sentences, when it is known as intonation (and the languages as
intonation languages).

Consider the pattern of pitch variation, or the ‘tune’. of an English sentence like “He
went to the pub’ spoken with an umarked. neutral delivery. Here, the pitch is low on “he’,
jumps sharply for ‘went’, lowers slightly for "to’ and for “the’ and then falls on “pub’, the
most prominent syllable in the sentence. This syllable is known as the tonic syllable, and
in English is typically the stressed syllable of the final foot. We can show this pattern. or
intonation contour. as in

(6.10) . . )
) «
He went to the pub

where a dot indicates a syllable’s pitch level, a larger dot being a more prominent syllable
(i.e. showing some degree of stress). and a line indicates a pitch contour on the tonic
syliable. Compare this pattern with the same sequence when pronounced as a question, as
in (6.11).

(6.11) P |
He went to the pub

In this case all the syllables have relatively high pitch. and the final syllable shows a rise
rather than a fall.

These two contours are typical of the intonational distinction in English between
statements, as in (6.10). which have a fall on the tonic syllable, and yes/no questions (i.e.
those which can be answered by either ‘yes’ or ‘no’), which have a rise on the lonic
syllable. Questions like *“When are we going?” (known as wh- questions because they
begin with words beginning ‘wh-"), which can’t be answered with ‘yes’ or no’. typically
have a fall on the tonic (in this case, "go’), similar to statements. Other common patterns
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in English include a series of rises terminated by a fall, used for enumerations or lis(s, as
in “We've got bitter. mild. stout and porter” which has rises on “bitter’, on ‘mild” and on
‘stout’, but a fall on ‘porter’. Imperatives are characterised by a fall on the tonic syllable,
as in ‘Leave it!". with a fall on "leave’ and low pitch on "it’: greetings or salutations by a
rise on the tonic. as in ‘congratulations’, with a rise in pitch on ‘la’. As we shall see below,
however, intonation patterns are not fixed with respect to clause type; those outlined above
are simply the ones most commonly associated with the particular type of clause in
unmarked situations.

Intonation contours are orgamsed into units known as intonation groups (or ‘tone
groups’). An intonation group is characterised by the presence of a tonic syllable plus any
associated non-tonic syllables. The tonic syllable is the syllable which shows the most
noticeable pitch variation, and, as mentioned above, in unmarked stroctures in English is
typically the stressed syllable of the last foot. In the example sentences above, ‘He went
to the pub’ (either as a staterment or a question) constitutes a single intonation group, as
does "When are we going?’ In the case of “We've got bitter, mild, stout and porter’, on the
other hand. there are four intonation groups: “We've got bijtter” (tonic on “bi’). ‘mild” and
‘stout’ (both consisting solely of a tonic syllable), and ‘and porter” (tonic on ‘por’). We can
represent this as in (6.12), where the vertical lines indicate the intonation group
boundaries.

(6.12) -
) e o o -

| We've got bitter | mild | stout | and porter |

It might be thought that intonation group boundaries necessarily coincide with pauses,
since it would not be unlikely, for instance. to hear the above sentence with small pauses
corresponding to the vertical lines. However. it is equally likely that the sentence would be
produced with no pauses at all, but it would seill have four intonation groups. It is also
possible to pause in places that are not intonation group boundaries, for instance between
‘and’ and “porter’ in the above example, in order perhaps to keep someone waiting. or to
creute suspense (or because of a poor memory). So although pauses and group boundaries
may coincide, there is no necessary link between them.

Intonation can also be used to signal information regarding the syntactic structure of an
utterance. Consider a sentence like ‘the team which was knocked out of the competition
was found guilty of match-fixing’ (deliberately written without punctuation). This sentence
can be read in two ways, depending on where the intonation group boundaries are located.
If there are only two groups, with a boundary between "competition® and 'was’. as in
(6.13), with tonics on ‘ti’ and ‘match’, then the relative clause ‘which was knocked out of
the competition’ serves to identify the particular team that js being discussed (it’s a
resiricrive relative clause).

{6.13) 1 the team which was knocked out of the competition | was found guilty of
match-fixing |
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If there are three intonation groups. with a boundary between ‘team’ and ‘which™ as well
as between ‘competition” and ‘was’, as in (6.14), with a tonic on ‘team’ as well as on ti’
and ‘match’. then the identity of the team is already known.

(6.14) | the team | which was knocked out of the competition | was found guilty of
match-fixing |

In this case, the relative clause simply gives exira, incidental information concerning the
team (it’s a non-restrictive relative clanse, which would be enclosed by commas 1n written
English).

Perhaps the most obvious use of intonation, however, is to indicate attitude. This is an
immensely complex area, and one that we can hardly scratch the surface of here. There is
considerable variation. both across languages and across varieties of a single Janguage. and
there are many other non-linguistic factors which play a role. In very broad terms,
however, in English a falling contour often indicates notions like certainty or completion
(cf. its use in stalements discussed above), whereas a rising contour often indjcates
uncertainty and continuation {as in guestions). In the same way, falling contours often
indicate negative altitude, especially in instances where a rising pattern might be expected.
So a yes/no question with a fall on the tonic syllable might indicate a lack of interest, or
dismissiveness, or unfriendliness, on the part of the speaker, as might a list like that in
(6.12) with a series of falls replacing the rising tonic syllables. Rising patterns. on the other
hand, typically indicate positive attitudes. especially jf the unmarked pattern tor the
utterance would be a fall. So a wh- question like ‘When are we going?” with a rise on the
tonjc ‘go’ might indicate things like enthusiasm or friendliness on the speaker’s part.
Combinations like fall-rise and rise-fall on the tonic syllable also fit this general pattern,
with a fall-rise often indicating some degree of uncertainty, or a need for reassurance, as
in ‘[ think T want to go’, with a fall-risc on “think™. A rise-fall, on the other hand, may
indicate that the speaker is impressed, or strongly agrees with what is being said, as jn 1
definitely want to go’, with a rise-fall on ‘go’.

The overall Jevel of pitch. and the size of the falls or rises, also contributes o an
indication of attitude: a low general level of pitch often indicates a lack of interest or
boredom, whereas high pitch, or marked movement between pitch levels, typically
indicates enthusiasm and commitment. This is also seen in the size of pitch vaniations: a
low fall often indicates a reserve, or seriousness. ov coldness on the part of the speaker.
whereas a high fall might indicate more interest. or be used for emphasis. A low rise might
indicate some degree of criticism or contradiction or puzzlement, whereas a high rise often
indicates surprise or incredulity.

It must be remembered that these general associations of intonation contours to attitude
are exactly that: general. The specific interpretation of an intonation pattern in any
particular case is obviously dependent on many contextual factors, most of which will be
non-linguistic (including facial and manual gestures. the topic of conversation, the setting

and so on).
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It must also be remembered thal the camments above apply only to some varicties of
English. Just as languages and varieties have different vowels or consonants, so too they
have different intonation patterns. For example, a number of British English varieties,
including Birmingham, Geordie and Welsh Englishes, seem to show a greater pumber of
rises on tonic syliables tlian the general discussion above might suggest. Fipal rising pitch
where one might expect a fall is also a feature of the speech of many younger Australians
and Californians (as well as becoming increasingly common among younger British
speakers, though this is stigmatised by older speakers). However, unlike other aspects of
regional variadon, intonational differences are much less well understood and
documented. {

Languages also differ in intonation pawerns and usages. If we compare the conrours in
English with those in, say, Danish. we might find that in statements, Danish often has a
low rise where English has a fall; so der regner “it's raining’ has Jow pitch on the tonic
‘reg’ and a slightly higher pitch ob the unstressed ‘ner’, whereas the English equivalent has
a fall on the ronic ‘rain’ and low pitch on unstressed ‘ing’. A further difference is that the
overal] pitch level in Dznish tends to be at the lower end of the specirum, and shows less
overall movement in height than English. Again, however, there is unfortunately a paucity
of clear information on crosslinguistic aspects of intonation.

Further reading

There 1s an accessible treatment of the syllable and English stress in Carr (19%99), with
more detailed discussions in Giegerich (1992). Ewen & van der Hulst (2001} covers
suprasegmental structure from a wider perspective than just English. On tone see Yip
(2004) and on intonation see Cruttenden (1997) and Ladd (1997).

Exercises

1 Mark the syllable boundaries in the following words. It may be helpful to transcribe
the words first, since orthographic representations are often misleading with
respect to the number of segments present.

a. petrol d. unknown
b. hippopotamus e. construction
c. contrary f. extraordinary

2 Draw labelled syllable trees for the following words
a. gradual b. attraction c. bottle d. complexity

3 Indicate whether the location of the primary stress in the following words overleaf
is on the antepenult, the penult or the final syllable and say whether the stress
placement is reguiar or irregular (that is, governed by the various generalisations

]
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given in Section 6.2.2 or not). If the stress placement is regular, what factor or
factors are responsible for its location?

a. implement (noun) d. athletic g. wolverine
b. implement {(verb) e. construct (verb) h. indentation
c. cockatoo f. mahogany i. delinquent

Given the rules of English stress placement outlined in Section 6.2.2, which syllable
would you expect to bear the primary stress in the following, and why?

a. displactable  b. intertracolomy  c. bilamic  d. golarda  e. compandity

Identify the tone groups and the tonic syllables in the following, and give the pitch
contour for the tonic in each case.

a. Yesterday | saw him in the pub twice.

b. Did he have a lot to drink?

¢. I'm not absolutely sure, to be honest.

d. He seemed to spend most of the time slumped in a corner with a packet
of nuts.




1 Features

In Chapters 2, 3 and 4 we discussed the articulatory description of speech sounds, and saw
that each speech sound is not a ‘single whole’. but is rather composed of a number of
separate but simultaneous physical events. In this chapter we look at proposals for treating

segments as composed of properties or features.

7.1 Segmental composition

Consider the preduction of a sound like [t]. A number of independent things have to
happen at the same time 1n order to produce the sound: there must be a flow of air out from
the lungs. the vocal cords must be wide apart for voicelessness, the velum must be raised
for an oral sound and the blade of the tongue (the active articulator) must be in contact with
the alveolar ridge {the passive articulator). If any of ihese factors is changed, a different
sound will result: were the vocal cords to be closer together, causing vibration. the voiced
[d] would be produced; if the blade of the tongue were lowered to close approximation
with the alveolar ridge. the fricative [s] would result: lowering the velum would result in
a nasal, and so on.

From this, we see that speech sounds can be decomposed into a number of articulatory
components or properties, each largely independent of the others. Combining these
properties in different ways produces different speech sounds. Reference to these
properties, or features, allows us among other things 1o show what sounds have in
common with each other and how they are related or not related.

Thus [t] and [d] differ from each other by virtue of just one of the articulatory features
outlined above (the state of the vocal cords): all the other features are the same for these
two sounds. The two sounds can be said to constitute 2 natural class (of alveolar stops ).
in that no other sounds share this particular set of co-occurring features. In the same way.
the set [p, 1, k] may be said to constitute a natural class (of voiceless stops). since they
differ only in terms of the active and passive articulators involved. On the other hand, [t
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and [v] differ in a number of ways: the state of the vocal cords, the active articulator
(tongue blade vs. lower lip). the passive articulator (alveolar ridge vs. upper teeth) and the
distance between the articulators. The only features [t] and [v] share from those outlined
above are direction of airflow and a raised velum, and since many other sounds also have
these properties (e.g. [f. d. s, z, k. g]). [t] and |v] do not by themselves constitule a natural
class. Being able to refer to natural classes directly and formally in this way is useful for
phonologists, since phonological processes typically refer to recurring groupings. Given
the phonologist’s goal of understanding the system underlying the speech sounds of
language. such recurring groupings typically constitute the type of vatural class we are
interested in discussing. Non-recurring groups of sounds typically do not constitute a class.
For instance, nasalisation in English {see Section 3.4) affects only vowels (not a group like
[i.r, L.z u. gj) and is triggered only by nasals (not a group like [w. o, v, k]). Unlike the
random sets of sounds in square brackets in the previous senience, vowels and nasals are
each easily identifiable as a natural class. Natural classes may consist of any number of
sounds, from two, as in [t. d], to many, as in the class of all vowels. Typically. the smaller
the class, the more features will be shared.

1.2 Phonetic vs. phonological features

To characterise segments (and classes) adequately we clearly need a rather more
sophisticated and formalised set of features than the loose parameters outlined in the
previous section. So what exactly should these features be? If we consider the features
necessary to characterise place of articulation, one possible approach might be to translate
the physical articulatory terms of Chapter 2 directly into features snch as [bilabial],
[dental], [alveolar], [palatal]. [velar]. [uvular], etc. and to classify speech sounds
accordingly, specifying for any segment a value of "+ (if the feature 1s part of the
classification of the sound) or ‘—’ (if it is not) for each of the features. A feature which has
just two values (+ or -) is known as a binary feature. Thus [p]. [t] and [k] could be
represented in terms of matrices of such binary features, each feature specified as ‘+” or "=’
as in (7.1).

These matrices, each of which lists all of the place of articulation features, imply,
however, that each place of articulation is entirely separate from all others. One
disadvantage of this is that the majority of ‘natural classes” can only be defined negatively;

(7.1 [pl | + bilabial W [t] | — bilabial W k) | — bilabial W
-- labiodental — labiodental — labiodental
— dental — dental - dental
— alveolar + alveolar — alvcolar
— palatal — palatal — palatal
— velar — velar + velar
— uvular — uvular L— uvular
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many of the possible classes are those sets of segments not classified as ‘+' for some
feature, e.g. all segments except [p, b, m] are [ bilabial] and would thus form a putative
natural class. The problem with this is that while the positively defined classes (such as [+
alveolar| or [+ bilabial]) are the kind of sets of segments we want to be able to refer to in
phonology, the negatively defined sets (such as [— velar] or [- palatal]) typically do not
need to be referred to when doing phonological analysis. Furthermore, there is no way of
referring 10 some of the groups we often do need, such as those consisting of more than
one place of articulation. Bilabials and labiodentals ([p. b, f, v]), for example, may be
classed as “labials’ but cannot be referred to, since there are no combinations of
articulatory feature specifications which isolate just these sounds. Conversely. if we
replaced ‘bilabial” and ‘labiodental” with ‘labial’, we would then be unable to deal with [p,
b] scparately from [f, v].

A further problem with this approach is that it makes possible many combinations of
feature values which are not needed by languages or. worse still, simply cannot be
articulated. since if each feature is potentially *+" or "~ nothing in the system will prevent
matrices such as those in (7.2). which are nonsensical because they would require the
active articulator to be in more than onc position (or none) al once. Our goal as
phonologists is o express true generalisations about phonological structure as
economically as possible and in doing so not leaving open the possibility of making wiid
and unwanted claims at the same time.

(7.2) + bilabial — bilabial + bilabia!
— labiodental — labiodental + labiodental
+ dental — dental + dental
— alveolar - alveolar + alveolar
+ palatal ~ palatal + palatal
- velar — velar + velar
|+ uvular — uvular + uvular

This discussion suggests that concrete features Jike those above are inadequate for our
purposes. We therefore need a different set of features. The set we require must allow us
as far as possible to make the claims and generalisations we want about how sounds
behave in languages, that is, generalisations about sound systems, without having the
excessive power of a set like those illustrated in (7.1) and (7.2). That is, we need a less
‘concrete’, less phonetic. more abstract set of phonological features. To llustrate this
(and anticipating the discussion below), let us look at the way many phonologists deal with
representing the major places of articulation. This is typically done using just two binary
features, [anterior] ([+ anterior] sounds are produced no further back in the oral tract than
the alveolar ridge) and [coronal} {[+ coronal] sounds are produced in the area bounded by
the teeth and hard palate). These two features give four possible combinations, each of
which represents a group of sounds as in (7.3).
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(7.3) [+ anterior J + anterior } [— anterior ] [— anterior }
— coronal + coronal + coronal — coronal |
LABIALS ALVEOLARS PALATALS VELARS
DENTALS UVULARS
(p, b, £, v] [t.d, s, 2.6.0] . J. 3. 7. &3] [k. g. x. R]

Further features are necessary (o make distinctions within these groups (see Section
7.3). but the problems encountered in the matrices in (7.1) and (7.2) have been resolved:
larger groupings can be referred to (e.g. dentals, alveolars and palatals as [+ coronal]) and
there are no unused combinations of features. That is, we can make the generalisations
concerning the sound systems of languages we want to make without the formal possibility
of reference to groups we do not want: a great deal ol work is done by just two
phonological features.

7.3 Charting the features

As we have just seen. a distinction can be made between phonetic features. that is. those
that correspond to physica) articulatory or acoustic events. and phonological features,
those that allow us to look beyond individual segments at the sound system of language.

One of the goals of linguistics is to determine the universal properties of human
language. In terms of phonological features. this ineans that we need to establish the set of
features necessary to characterise the speech sounds found in the languages of the world.
Let us assume that there js a universal set of features and that each specific language will
require a subset of this universal set, but the set will be both finite and universally available.

To take a concrete example, consider the implosives [B]. |d] and [d]. A number of
languages have implosives in their inventories of speech sounds, e.g. Sindhi (India), Uduk
(Sudan), Swahili (Africa), Hausa (Nigeria), Ik (Nigeria and Uganda), Angas (Nigeria).
English. however, does not. This means that universally we need some feawre to
characterise a segment associated with ingressive airflow, yet that feature 1s irrelevant to a
description of English. Thus, the universal set of phonological features will include a
feature for implosives which will either be present but unused in English, or will not be
selected for English. While the focus of much of our discussion of features will be English,
ideally a featural system must be able to account for all human phonologies. Thus, we will
also refer to features that are of relevance to languages other than English.

We have seen that speech sounds can generally be divided into at least two major
classes: consonants and vowels (which can be further subdivided into obstruents, sonorant
consonants, vowels and glides). If our goal is to achieve the greatest generality, then,
ideally, it would be desirable to have a single set of features used to characterise them all
rather than, for example. two sets of features, one applicable to consonants and one
applicable to vowels. As will be seen below, one way of doing this is to distinguish
between obstruents. sonorants. vowels and glides on the basis of major features relevant
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te all speech sounds. while relying on subsets of features to characterise consonants and
vowels further. That is, the phonological system makes available a single full sel of
features, but some of those feaiures are relevant only for consonants while others are
relevant only for vowels.

7.3.1 Major class features

The first set of distinctions we need to make is between the major classes of speech sounds:
consonants and vowels, sonorants and obstruents. To do this. we use the features [syllabic].
[consonantal] and [sonorant]. Note that the lists of segments and examples given
throughout this section, unless otherwise stated, are for RP English, The examples are
given in phonetic transcription only (1o encourage the reader to become familiar with its
use).

[+/- syllabic] allows us to distingnish vowels from other sound types (the symbol !
indicates that the following syllable is stressed):

[+ syll]  sounds are those which function as the nucleus of a syllable, sucl as the [&] and
[1] in (leebit]:

[-syll]  sounds are those which do not function as syllabic nuclei, such as the [ 1], [b]
and [t] in [lazbit].

Nate that under ceriain circumstances segments other than vowels may be [+ syllabic], for
example the lquids and nasals mentioned in Sections 2.3, 3.4 and 3.5, e.g. the final sound
in (‘batn).

[+/— consonantal] allows us to distinguish ‘true’ consonants {(obstruents, liquids and
nasals) from vowels and glides:

[+ cons] sounds are those which involve oral stricture of at least close approximation.
such as the [p], (1] and [1] in ['palit];

[~ cons]  sounds are those with stricture more open than close approximation. such as the
[i] and [e] in |jes].

(+/= sonorant| allows us 1o distinguish vowels, glides, liquids and nasals from oral stops,
affricates and fricatives:

[+ son]  sounds are those which show a clear formant pattern, such as the [n]. [j] and [u:]
in [njuzts];

[-son]  sounds are those which have no clear formant pattern, such as the [t] and [s] in
[nju:ts).

Combining these three features gives us precisely the distinctions we need among the
major classes of segments, namely the vowels, glides. sonorant consonants and obstruents.

The figure in (7.4) shows the classification of the sounds of English in terms of these three
major class features.
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(1.4)

S + syll Vowels:

= — Ccons .
[1.1, e, &, u, U. 0, D}

E + son
G - syl Glides:
—» — cons .
+ son U, wl
M
- syll Sonorant consonants:
-+ cons
E + son . 2. m. n. ]
N —syll Obstruents:

-+ Cons

- - son {p.b..d, k.g.6,0.5,2. [, 3, 4, d3]

7.3.2 Consonantal features

Having established the major distinctions between vowels, glides, sonorant consonants
and obstruents, we need further features to distinguish among the segments in each of
these categories. Concentrating on features that are relevant to consonants. let us see how
particular features can be used to characterise smaller and smaller groups of sounds,
starting with the feature [voice].

[+/— voice] distinguishes between those consonants that are assocjated with vibrating vocal
cords and those which are not.

[+ voi]  sounds are produced with airflow through the glottis, in which the vocal cords
are close enough together to vibrate. These include the glides, sonorants and
voiced obstruents, such as the [1}, [m], [n] and [d] of ['szlomendal (' indicates
primary stress: | indicates secondary stress);

[- voi]  sounds are those produced with the vocal cords at rest, and is relevant primarily
to cbstruents, such as the [s] and |p] of [@sp].

Note that although vowels and sonorants are typically considered to be [+ voi], we do find
voiceless vowels. indicated with a subscript ring, such as the [i] in the Totonac (Mexica)
word [Jumpi) ‘porcupine’ and voiceless sonorants such as the [m] in the words (tam]
*bench’ in the Nigerian language Angas, or even the [1} in English [f1at].
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7.3.3 Place features

[+/~ coronal] is used (o distinguish segments involving the front of the tongue. that is, the
dentals, alveolars and palatals. from other sounds.

[+cor] sounds are those articulated with the tongue tip or blade raised. such as the [1).
[d] and [1] sounds in ['teed,pool]. Note that there is some variation with respect
to classifying palatal consonants as [+ coronal]. Some phonologists consider
palatal sounds to be |~ coronal];

[-cor] sounds are those whose articulation does not involve the front of the tongue.
such as the [p] in ['taed,poul].

[+cor]: [}, 1.1, 0.t.d, 0 0,5, 21,3 . &l
[-corl: [w, m,D. kg h fv,pb]

[+/— anterior] distinguishes between sounds produced in the front of the mouth — that is.
the labials, dentals and a}veolars — and other sounds.

[+ ant]  sounds are those produced at or in front of the alveolar ridge, such as the {s] and
[n] in [sneik]:

[-ant]  sounds are those produced further back in the oral cavity than the alveolar ridge,
such as the [k] and [dg] in [keidg]. Note that [w] is classified as [— ant] despite
its dua) articulation.

(+ani): [Laiunmtd®0,s, zfvp bl
[-ant): [j.w.n,[. 3. 0. &k g.h]

Using these two features together, we can define four natural classes of segments.
namely

LABIALS: [- cor. + ant]: [m, f, v. p, bj
DENTALS/ALVEOLARS: [+ cor, + ant]: 1, 1,n,1td. 8 0,5,z
PALATO-ALVEOLARS/PALATALS! [+ cor, — ant]: 0. J.o3. 0. &)
VELARS/GLOTTALS: [~ cor, — ant]: [w.n, k. g.h 7]

Note thar the last combination, [- cor, — ant]. also includes uvular and pharyngeal
segments such as the voiced uvular fricative [¥], as in French [¥u3] ‘red’, and the voiced
pharyngeal fricative [¢], as in Arabic [faSala) "he did’. Note also that while [1] is clearly
[+ cor, + ant], not all r-sounds are. for example the uvular trill [r) of German and the
uvular fricative [¥] of French are neither [+ cor] nor [+ ant].

These natural classes become apparent when we represent the feawres as vertical
columns. with the segments mapped across them from left to right. In the following chart,
and in subsequent ones, a double line appears between feature values (+ or =) within the
column. The shaded areas represent the + value for the fealure. The dotted lines represent
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disunctions between segments that have already been established by a previous feature.
Maintaining the convention of having the voiceless member of a voiceless/voiced pair of
sounds on the left, each column is labelled at the boltom for voicing.

(7.5 [cor] [ant]
I + i | | - j ]
t_w b w |
_ | |
+ 1 I ‘ + i J
1! \ 1
I

S

— 1
n i - o
_L-_ii_‘

+t d +td‘

6 a 6 o

5 ‘ sz,
r3| -1 3

g o U &
kg | kK g

i h o ‘
}]‘v‘ + f v

l pb [ pb
|voice] - + -+

7.3.4 Manner features

The features presented in this section are: [contibuant], [nasall. [strident], [lateral].
[delayed rcleasel.

|+/~ continuani] distinguishes belween stops and other sounds:

[+ cont] sounds are those in which there is free airflow through the oral cavity. such as
all the sounds in [f1[];

[~ cont] sounds are those in which the airflow is stopped in the oral cavity. This includes
both oral and nasal stops. such as the [m] and [p] sounds in [maep].
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{+cont: fj.w. .0 dos 7 [ 3. 0 (v
[~ cont]: [n,m,n.t d {f.d3 k g.p b]

Note that there is some difference of opinion about the status of [1] as [+ conz]; in some
of the primary literature (1] is classified as [- coni]. It can be seen as [+ cont] due to
the continued airflow but as |- cont] due to the mid-sagittal obstruction (see Section
3.5.0.

{1.6) [cor] [ant] |cont]
=} T ] ,
I — +
AR REEN
;' W | ] B N
L vl 1
1 1 1
N
+ m f m ]! m |
S TET——— ‘
g - g D ‘
— L,:,‘\
+ 1 d +t d it d
6 o | & & + 6 8
s z ‘ 5 Z s
I 3 { [ = I ’

. 1
gu_J IR
-k g k g | k g |

h I L+ h
i . e 1
v + f v f v
Pb | pb | -pb
[voice] - o+ -+ - o+

[+/= nasal] differentiates between nasal sounds and non-nasals:

[+ nas]  sounds are produced with the velum iowered and consequent airflow through
the nasal cavity. as the [m] sounds in ['memah];

[-mnas]  sounds are produced without airflow through the nasal cavily, for example all
the sounds in [Baaf].
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[+ nas]:  [n.m, n)
[-oas)k [ow Lot d 8005 % [.3.0.d5 k g, b tov.p bl

Note that the feature [nasal] may also be relevant for vowels in some lunguages.
distinguishing, for example, between French lait [le] ‘milk’ and /in [1€] “Rax’.

a7 [cor] [anij [cont] [nas]

+t d | +t o d t d -1 d
6 0 6 9o + 6 8 g o
ez Sz 5 Z s 7

(s -5 s T2 i3
Ltf%’ fd |- & g s
-k Lo K ¢ Log
] g k _Ir_
e |
h h +h h
v b fay ol v
p b p b - p h p b
[voice] - + - 4+ -+ - +

[+/= strident] separates relatively turbuient sounds from all othexs:

[+ suid]  sounds involve a complex constriction which results in a noisy or hissing

atrflow, such as the [[]in fip];
[~ strid] sounds are those without such constriction, as the [8] and [n] in [B1n].

[+ seid)s |s, z [, 3.0, 4. 1L v
(- strid]: [jow, ). 1,0, m.on. L do8 8.k g, hp bl



{7.8)

Features 101

[cor] |ant] |cont| [nas| | xirid]
= - ] ] - j I- ]
- W W W S W
Seaaia] oy 1 ! |
1 1 1 1 1
n n l_— n } n n
- " m m m m
) — il n 4] 1
+t d ‘ + 1 d T d -t d t d
0 8 6 o6 + 0.9 0 o 0 9
S, 85 Z e 2, s 7 e S
153 -0 3 o3 3 13
tf o3 tf ds . i 5 g & tf 3
[‘:'f
-k g kg hog kg -k oy
h I + h h It
L_—— 3 —
f v + f v B I v et j
’ ——
o b p b -pb | p b -p b—l

[voice] - -+ - + — 4 - + —

[+/— lateral] separates [I)-sounds from all others. thus distinguishing [1] from [1]. with
which it shares all other features:

[+ lat]

[~ lat]

[+ Jat);
[— ta():

sounds are produced with central oral obstruction and airflow passing over ane
or both sides of the tongue;

refers to all other sounds.

[
OowoLn,mon t.d 8,35, 2 [,3. 4. & k g h T v, p, b]

Other languages may have different [1]-sounds. for example the voiceless lateral fricative
[4] of Welsh as in ifyfr [$ivr] "book’ and the palatal lateral [A] of Italian as in gl [Ai} “the,
masculine plural’. These sounds are also [+ lat).
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(7.9 [cor] fant] [cant] [nas)] [strid]
[+ - |+ al- il
I I T [N I W "

+ | |7+ ] | | I
1 1 1 1 1
n n - nj + n n
- m ‘m m = ITI m
Ew 0= 0 . 0
+1t d +1 d t d - d td
8 8 6 8 + 88 0 a
s z 5 2 s z 5 oz
§3)1-13 i3
§ & § & § &
- kg kg k g
h h I
v +f v f v Y
pb P bJ - pb p b —p b
[voice] - - -+ -+ F

[+/— delayed release] distinguishes affricates from other [~ cont] segments:

[+ del rel] sounds are produced with stop closure in the oral cavity followed by frication
at the same point of articulation, as is the [ in ('f1pmank];
[ del rel] sounds are produced withoul such an articulation.

T+ del rel]: [4, &zl

[—delrel]: [j.w.l.Lnomn td® 8ds 2z [ 3kghfvpb]
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{(7.10) [cor] | anc] [cont] [nas| [strid] [lat] |del rel|
NN

- W W e W A\ W W W

+ !_! + 1 l I I + ] !

1 1 1 1 1 - 1 1

n I - n + n n n n

b m m m m m m m

0 - n 1 s} 1 0 1

+t d +t d tdjj-td 1 d t d t d

00 6 & +06 8 g0 0 a g o 0 &

s Z 5 Z 5 z s z +8s5 Z 5z S Z
§3(1-73 1.3 Fall I3 Is i3

s8 | ga|[ go] rau|| 6 [ ol lrre
-k g k g k g kgl % g kg—T&ﬂ

h h + h h h b h

fowv +1f v :“"; f v +f v [ i
Pb;pb -p b P bI|—p b| p b pﬂ

[voice] - + -+ + - + - 4+ + = 3

7.3.5 Vocalic features

The features dealt with in this section are primarily of relevance to distinctions between
vowels, though some are also relevant to consonantal distinctions, Vowels need to be
distinguished in terms of height, backness, roundness and length, and for these distinctions

we use the features [high]. [low]. [back], [froni]. {round]. [tense] and | Advanced Tongue
Root].
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7.3.5.1 [high]

[+/- high] distinguishes high sounds from other sounds:

|+ hi] sounds are those which involve the body of the tongue raised above what is often
called the "neutral’ position (approximately that in [2]}, such as the [1]s in ['wipit]:
[+ hi] consonams include the [j] and [k] in [jak]:

[~ hi] sounds are those where the body of the tongue is not so raised. such as the [£] in
['feart]. [- hi) consonants include the [p, 1, t] in [‘paiat].

7.3.5.2 [low]
[+/— low] distinguishes low sounds from other sounds:

[+ lo] sounds are those in which the body of the tongue is lowered with respect to the
neutral position, such as the [#] in [=nt). The only [+ lo] consonants in English are
the glottal stop [?] and the glottal fricanve [h], though pharyngeals (found in
Axabic, for instance) are also [+ lo]:

[- lo} sounds are those without such lowering, such as the [o:] in [hots]. All English
consonants except [h] and [?] are [ lo].

Norte that the specification |- hi, — lo] characterises mid vowels such as [£] and [3].

{7.11) [high] [low]|
+ o - i
1 1
U 8]
u: u l
——
- 2
I o
D '_+ D
a: a:
A
o] =

.;JPa
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7.3.5.3 [back]
[+/— back] distinguishes back sounds from other sounds:

[+ back] sounds are those in which the body of the tongue is retracted from the neutral
position, such as the [u:] in [ba'buin]: [+ back] consonants include the [k], [n)
and |g} in [ keggaliu:l;

[- back] sounds are those in which the longue is not retracted, such as the [¢] in [welk].
All English consonants except the velars are [— back].

7.3.5.4 [front]

j+/— front] distinguishes sounds produced at the front of the mouth from those produced at
the back.

[+ front] sounds are those for which the body of the tongue is fronted from the neutral
position. These include the vowels [i:] and [1] as in [Yi:gait]. the [e] of [cft] and
the [2] of |xsp];

[- front] sounds are those tor which the tongue is not fronted. [- front] includes both
central and back vowels, e.g. the (3] and |uz] of [ba'buin].

(7.12) [high] [Tow] [back] [front]
+ it - 1 ’ - 1 + i
i | 1 ‘ ‘ I I
|
| [
U ! U + U - U
¥ I u: | u: :
- o f 2 )
|
o ! o: [sH | 0
L L,
| |
! [ + D D D
a" a: a: ar
! !
| el e |
A A — A A
| ! i
& ® E + =
€ - e [ e: e:
g ! £ e £
I -]
| __kt‘“%
a | > | 3 Lo 3
3 ‘ < ar a:
] L
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Note that the combination ol the features [(ront] and [back] allows us 1o characterise
central vowels, i.e. those that are neither front nor back. [- back, - front], e.g. [2], |a]. [].

7.3.5.5 [round]

[+/— round] distinguishes rounded scunds from unrounded sounds:

[+ tnd]  sounds are those which are produced with rounded (protruding) lips, such as the
[2:] in [hossi: Only [w] among the consonants of English is [+ md);

[-wnd]  sounds are produced with neutral or spread lips. such as the |at]s in ['ardvaik].
All English consonants apart from [w] are [— md].

(7.13) [high) [loaw] [back] | front) [round]
+ I - I - I+ i Tt
1 1 ’ I { I | I
o L L
U U + U I - L ‘ + U
u: I u: TH 1 ‘ u:
- 2 2 2 a
[sH ol [*H [sH X
- | b o
D 1 + D D | D D t
L |
a: ar | | ax ! a |-
N 1 b
| 5 i
A A I — A A | A
i o - ‘
i &x & | &€t i_-'- Faid ; &
‘ ____‘ i I b= 1
— 1
er - el ‘ er | ‘ - | e ‘
! |
| e e l e | | £ ; £
G =2 -
3 Qa 3 | - 2 el
[ 1
i <IN a7 I | a3 Il i || 3
| || |

7.3.5.6 [tensef

[+/— tense] can be used to distinguish long vowels from short vowels: [tense} is not
generally considered relevant for conscnants:

[+ tns]  sounds involve considerable muscular constriction (“tensing’} of the body of the
tongue compared 10 its neutral state. This coustriction results n a longer and
more peripheral sound, such as the |i:] in [ [i:pl:
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[-tns}]  sounds involve no such constriction. resulting in shorter and more centralised
sounds. such as the [1] in [dip].

(7.14) {high] [low) [back] [front] [round] [tense]
- 1 T ———
+ i T A P N N + I —l
| p—
I I i | i | - 1
!
u | U + U T ‘ + U L U
u: u u: ur u: [ +
- . , -
- 2 2 2 3 2 - 2
| S—
B o: oz or | - or f_+ o1 ‘
! D + D D D ‘ D - o |
| di a: a: a: ‘ - m + a:
1 ) 1
A A - A A A - A
| : 1
® ;) | & |+ & | x | ®
e - e ‘ e: e e: + e: W
‘ J
£ | £ £ € £ - €
) 2 3 |- 2 2 | 2
i ' i i
a a | | 3 ! a: 3= e

7.3.5.7 [Advanced Tongue Root]

Ome further feature often referred to in the characterisation of vowe! sounds is [Advanrced
Tongue Root], a fealure particularly useful for the description of a number of West African
and other languages which show vowel harmony phenomena. [n Akan (Ghana), for
instance, words may have vowels either from the set [i, e, 3, 0, u] or from the set [1. €, a,
2. 4], but not (typically) a mixture of vowels from both sets: e.g. febuo] ‘nest” or [ebua]
‘stone’, but not *[ebus].

[+/— Advanced Tongue Root] distinguishes advanced vowels from others:

[+ ATR] sounds are produced with the roat of the tonwue pushed lorward from its
‘neutral” position. typically resulting in the tongue body being pushed upward,
such as the Akan vowels [1, e, 3, 0. ul;

[- ATR] sounds are those in which the tongue root is not pushed forward. such as the
Akan vowels [1, £, a, 2, u].
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It should be noted that [ATR] is sometimes used in the description of English for the
distinclions referred 1o above under the feature [tense]. since advancing the root of the
tongue often involves a concomitant raising of the tongue body; thus [+ ATR] can be seen
as similar to [+ tns].

7.3.6 Further considerations

While the set of features outlined in the preceding sections is much the same as that found
in most textbooks, and indeed in many primary sources. it should be noted that it is by no
means uncontroversial or unproblematic.

For nstance, the features proposed for vowels in Section 7.3.5 involve a number of
awkward compromises and omissions with respect to vowel systems encountered in the
languages of the world. Vowel height is characterised above in terms of the features [high|
and [low]. Formally, this gives us four possible feature combinations. since each feature is
binary: [+ hi. —lo], |- hi. — lo]. [- hi. + lo] and [+ hi, + lo|. The problem here is two-fold:
firstly, although there are four combinations. the system can actually only charucterise
three vowel heights. The combination [+ hi, + Jo] represents a physical impossibility, since
the tongue cannot be simultaneously raised and lowered. This means that languages with
more than three vowel heights, like Danish, with [1, e, €, a] (high, high-mid, low-mid, low),
are impossible to characterise using just these features. The second aspect (o the problemn
is that the system overgenerates, 1n that it formally allows a combination, [+ hi. + 0], that
represents a vowel-type that is not found in human languages (and. indeed, could never be
found). The system is thus failing to model the facts of language, by having to allow a
segmeut type that cannot exist.

Similarly, many accounts use a single feature. [back]. to characterise the horizontal axis,
but this creates ditficulties for languages with central vowels (like English [A] and [2]),
since only two horizontal positions. [+ back] and - back], are possible. If we get around
this by proposing nve teatures, both {back| and [front]. as we do above, then although this
allows us to characterise central vowels as [— front, — back], it runs into the same problem
of overgeneration that we have just encountered with vowel height, in that it allows the
unwanted (and physically impossible) [+ front. + back].

This problem of overgeneration js in fact endemic in binary feature systems: given the
eighteen binary fealures listed here, over 260000 different feature combinations are
possible, the vast majority of which will never be utilised to represent segments, and a
large proportion of which are simply impossible as characterisations of actual speech
sounds.

There are also problems with same of the individual featares. The feature [tense] has
sometimes been appealed to as a way of solving the problem of representing four vowel
heights. So, for English [it] vs. [1]. where [1] might be seen as high-mid. the height
distinction is dealt with by claiming that (it] is [+ tense], and so higher than [1], which is
[~ tense] (see Section 7.3.5.6). Whilst this approach might be considered adequate for
English, where both the length and quality of the vowels are different. it does not deal with
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languages such as Danish. which have length contrasts without concomitant quality
differences. as in [1:] vs. [i], while also having contrasis like {e] vs. |£], where there is no
length distinction. but purely one of height, But not only is the feature [tense| not able to
solve the problem. it 1s also problematic in other ways; its articulatory definition is dubious
at best. and to the extent it is relevant to consonants at all. it seems to do a commpletely
different job, being largely concerned with voiceless ([+ tense]) vs. voiced ([— tense])
sounds.

A similar difficulty is encountered with a feature like [delayed release]: while this seems
to be a feature like any other, in fact it only serves one, very specific, purpose: 1ts sole role
is to distinguish affricates. as {+ del rel]. from other stops. which are [— del rel].
Furthermore, it fails to capture the nature of the difference between affricates and stops.
which bas to do with the extent of lowering of the active articulator, rather than the timing
of 1the release (cf. Section 3.2).

We shall return to some of these issues in Chapters 10 and 12, where possible solutions
to some of these problems will be outlined.

7.4 Conclusion

The focus of this chapter has been on features as the building blocks which make up
segments. A segment can thus be seen as comprising a list — or matrix — of features: [p]
might thus be as jn (7.15).

Although. as we have seen in the preceding section. there are some difficulties with the
mechanics of this view of segmental structure, the basic insight, that segments are made
up of smaller phonologica) entities, remains valid. By referring to phonological features

(7.15) ~ Ip/ _
~ syll
+ cons
— son

- COor

+ ant

-~ cont
— nas

- stri

~ lat

~ del re!
— high
- low
— back
— round

L — voice _J
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like those we have discussed in this chapter. phonclogists are able to identify formally
natural classes of sounds as those sharing a set of common feature specifications. So, the
set of sounds |p. t. k, b. d, g] in English share the feature specifications [+ consonantal].
[- sonorant]. [~ continuant] and [~ delayed release]. No other sounds in English can be
grouped together with these same feature specifications. Similarly, English [1, 1] can be
singled out as [+ consonantal], [+ sonorant] and [- nasal]: again, this particular
conjunction of feature specifications is unique to just these two sounds. On the other hand,
the set [w. oz, t. h, D, g] does not constitute a natural class, and cannot be identified on the
basis of a set of shared feature specifications. There is no combination of feature values
which will identify just this set of sounds as separate from all others in English, since there
is no single feature specification shared by all members of this set.

By referring to natural classes in this way, generalisations can be made concerning the
behaviour of sounds in a particular language or in human language in general. As we shall
see more clearly in the following chapters, using features allows us to capture such
generalisations in a more insightful way; rather than referring to natural classes in terms
of the individual segments in the class. we can refer to the features which the segments
share, allowing a more economical and elegant statement of our claims.

In the charts in Tables 7.1 and 7.2 we summarise the feature specificatious for the
consonants and vowels found in many kinds of Engligh.

Further reading

There is an important discussion of features in Chomsky and Halle (1968), often referred
to as SPE (SPE isn’t, however, recommended for the beginner!). Most modem textbooks
on phonotogical theory contain discussion of distinctive features. For some recent
treatiments see Gussenhoven and Jacobs (2005). Kenstowicz (J994). Carr (1993) and
Durand (1990}.
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Tahle 7.2 Distinctive learures Tor Enalish vowels

i 1 u: U h) or D ar A @© cr € 2 BN
high + + + + - - - - - - - - - _
low - - - - - - + + + + - — _ —
huck - - + + + + + + - - - - _ _
iront + + - - - - - - - + + + - -
round - - + + + + + - - - - _ _ _
wense + - + — — + - + — — 4-‘ - - +

Exercises

1 From the vowel charts given below fill in matrices using features relevant to vowels
to characterise each of the vowels shown.

a. Japanese monaophthongs

i tw
e o}
a
b. Russian monophthongs
i 1 u
e = o}
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Given the vowel chart for French monophthongs in (c), what further
consideraticns are necessary that were not needed for either Japanese or
Russian? Why?

¢. French manophthongs (Parisian; excluding nasal vowels)

1y u
e o o
£® 3

a a

Which of the following sets form natural classes? How can they be characterised
in terms of features? Assume the sounds of English.

a tdniszl e [kwfd) ;
b. mnnlJ f. [bdgcdk

c.lpvs? g. [iaaod]

d linevz® h. [ieuv o]

Identify the English consonants represented by the following feature matrices.

a.

[ + anterior b. + anterior C. — anterior
- coronal + coronal - coronal
| - continuant + sonerant - soncrant

[ — anterior e. - continuant
+ del ral [ - voice —‘
| - voice 7

Answer the following questions using distinctive features:

a) Assume a language in which the voiceless stops [p, i, k] surface as the
corresponding fricatives (f, O, x] at the beginning of a word, yet the voiced
stops [b, d, g] are unaffected in the same position. What feature of [p, t, k]
needs to change for them to surface as fricatives? What feature(s) can be
used to distinguish [p, t, k] from (b, d, g]7 How can [p, t, k] be isolated from
all other consonants?

b} Assume a language in which (i} and [u] at the end of a word show up as [e]
and [o] respectively. What single feature can be changed to express both
changes?

¢} In English, {d] may show up as [b] as in ‘ba[b) man' or as [g] as in ‘ba[g] king'.
What feature value cr values of [d] need to change for this to occur? In each
case, change the fewest features possible.




8 Phonemic analysis

8.1 Sounds that are the same but different

Recall that in Chapter 1 we saw that there is something about the t-sounds in ‘tuck’, ‘stuck’
and cut’ that is the same. in the sense thal speakers of English group these together as
‘t-sounds’. At the same time we recognise that phonetically these t-sounds are different.
I the same way consider the t-sounds in “tea’, "steam’ and ‘sit’; the "1’ in ‘tea’ is likely to
be aspirated, the “t" in “stearn’ unaspirated and the ‘t’ in “sit’ may be unrelaased (indicated
by 7).

(8.1) t-sounds: tea [1%:] steam [stizm] sit [s1t']

It is not difficult to find other graupings of sounds that are both the same and different in
just the same way. In parallel with the t-sounds we find that English also has a set of
p-sounds — those in "pea’, “spin’ and 'sip’ — and a set of k-sounds — those in “key', “skin’
and ‘sick’.

(8.2) p-sounds: pea [phi:] spin [spin] sip [s1p’]
k-sounds: key [K":] skin [skin| sick [stk]

These sets of p-sounds and k-sounds also represent phonetically difterent speech sounds,
yet can clearly be grouped together as p-sounds and k-sounds. The fact that native speakers
of English often do not realise that [p]. [p"] and [p'] differ also suggests that there may be
some relationship between them. While it is not a crucial piece of evidence that the
t-sounds, p-sounds and k-sounds are groups of related sounds. it does say something about
how speakers of English feel about their relatedness. Compare this with the feelings of a
Thai speaker towards these sounds. For Thai speakers [p] and [p"] are felt 1o be distinci
sounds (see Section 3.1.3), as in [pha] ‘forest’ vs. [p'aa] ‘to split’ {the accent over the first
[a] indicates low tone, which does not concern us here), and a speaker of Thai is no more
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likely to judge them to be “same sounds’ than a speaker of English is to judge [t] and [d]
1o be the same.

These groupings like English [t], [t"] and [(]. with respect to their simulianeous unity
and diversity, have traditionally been dealt with in terms of two levels of representation.
That is to say that at a concrete physical level the members of these groups of sounds are
different phonetically — they have different phonetic properties — but that abstractly it is
useful to group them together as being related. In fact, grouping them together this way
reflects the intuition of the native speaker that these sounds are "the same’ in some sense.
Taking this view we can say that abstractly English has a 't and that concretely the
prohunciation of this ‘" depends on the context in which it occurs. That is, if the U of
English appears al the beginning of a word it is pronounced as [t"]. if it appears as part of
a consonant cluster following [s] it is pronounced as [t], if it appears at the end of a word
it may be pronounced as |U] (or indeed as [?] or [t]). In the same way, we can say thal
English ‘p’ has several concrete representatives: [p). [p*‘] and [p’].

In order to make it clear which level of representation we are dealing with, abstract or
concrete, the convention is to use square brackets — [ | — to enclose the symbol(s) for
concrete speech sounds as they are pronounced — phonetic material — and to use slashes —
/l/ - to enclose the symbols representing the abstract elements — underlying material.
.. Taking again the p-sounds of English, we can say that the group is represented abstractly
B%i‘/p/, which is pronounced concretely as [p]. [p"] or [p 1. depending on where it occurs in
a word. In this same way, the k-sounds consist of /k/, representing the group which is
pronounced [k], [k"] or {k"].

By using this approach we can distinguish between the surface sounds of a language -
those that are spoken — and the underlying organising system. If we know for instance
that we're talking about underlying /p/, we can predict for English which member of the
group of phonetic p-sounds — [pl. [p"] or [p'] — will occur in a particular position. The
abstract underlying units are known as phonemes while the predictable surface elements
are known as allophones. In these terms we can say that the phoneme /p/ is realised as
the allophone {p") word-initally, as the allophone [p] in an initial cluster following (s]
and as the allophone [p’] at the end of a word. The relationship can be shown graphically
as 1n (8.3).

(8.3) Ip/

RN

(pl  [p" (]

Viewing speech sounds this way enables us 1o distinguish systematically between
underlying representations and sounds actually occurring in a language. This. in tum,
allows us to establish the relatively small inventory of underlying phonemes of a language
and relate them to the greater number of sounds that speakers of that language actually
produce. By looking at the speech sounds of a language in this way we start to see the
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underlying system. Coming back to a point made in Chapter |. phonologists are interested
in the patlernings, or systemaric relationships, of speech sounds in human languages. The
phoneme/allophone distinction enables us to see patterns in the distribution of speech
sounds in an insightful way. and in a way we could not see simply by listing all of the
speech sounds of a given language.

Krowing, for instance, that English contains [b], [p], [p"] and [p’] — a list - tells us
nothing about any possible phonological relationships between these sounds, that is that
[pl. [p"] and [p’] are allophones of a single phoneme, /p/. and that [b] is an allophone of a
contrasting phonewe, /b/.

[t is important to recognise that this kind of abstraction from the concrete to the
underlying is not unique to lingwstics and 1s, in fact, a familiar concept from the natural
sciences. Consider water. We all know certain facts about waler. First of all, we know Lthat,
abstractly, it is composed of two hydrogen molecules and an oxygen molecule, which we
represent formally as H,O. We also know that at a temperature below 0°C H,0 appears as
ice; between 0°C and 100°C H.O appears as hquid water and above 100°C H,Q appears
as water vapour. Just as the p-sounds [p], [p"] and [p] are underlyingly /p/. water. ice and
water vapour are underlyingly H,O.

(8.4) H,O
ice water waler vapour

What this means is that in both cases. the phonological and the physical. we have a single
entity — i.e. /p/ and H,O — that occurs in various forms in specific environments. If we
chose not to view phonology in this way we would be forced (o say that [p]. [p"] and [p’]
are not related (o a single abstract entity, which would be anialogous o saying thal water,
ice and warter vapour are not related 1o H,0.

Whal we are suggesting is that by representing groupings of speech sounds — allophones
— as being related to some single abstract notion — the phoneme — we start to gain an insight
into the orgarisation of speech sounds to systems. This raises the question of just what
a phoneme is. As an abstract representation it is nor something that can be proncunced; it
is nor a speech sound itself. What it is, however. is a symbolic representation which allows
us 1o relate specific speech sounds to each ather. recognising their phonological sameness
despite their phonetic dilfferences. Along with helping the phonologist determine the
undertying system of the speech sounds ol a language. this also ties in with why native
speakers of English have difficulty in perceiving the phonetic difference between [1] and
[("]: although these two sounds are demonstrably different phonetically, that difference is
obscured for the naive native speaker by their underlying phonological sameness. In other
words. as a speaker of Englisb you have to learn to tell the difference between [t] and [t"].
something which would strike the native speaker of Thai as perfectly self-evident. This 1s
because the sound systems of English and Thai are organised differently. While both
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languages have both sounds, in English {1] and [{"] are associated with a single phoneme.
/t/, whereas in Thai [t] and [¢"] are allophones of two different phonemes. /t/ and /t'"/.

8.2 Finding phonemes and allophones

Assuming that distinguishing between phonemes and allophones is the correct way of
approaching the study of the sound system ol language, we still need a way 1o clearly
identify groups of related sounds and 10 distinguish these sounds from others belonging to
other groups. In other words. we need first to be able to determine the phonemes then relate
them 1o their allophones. Phonemes are most often established by finding a contrast
between speech sounds. These contrasts can be most easily seen in minimal pairs.

8.2.1 Minimal pairs and contrastive distribution

The ciearest sort of contrast is a minimal pair, that is. a pair of words which differ by just
one sound and which are different lexical items. By “different lexical items’” we mean
distinct items of vocabulary. regardless of their meaning. In American English ‘car’ and
“automobile’ are fwo lexical items, though they mean the same thing; in British English
‘foothall” and ‘soccer’” are two lexical items. though again their meanings are the same. If
we compare ‘bat’ and "mat’. for example, we know as speakers of English that they are
two different lexical items and we can see that they differ from each other by precisely one
sound, the initial [b] versus [m]. Therefore we can say that [b]| and [m] contrast. On the
basis of that contrast we can suggest that [b] and [m] are allophones of separate phonemes,
/b/ and /m/ (remembering that allophones are the actual speech sounds appearing in square
brackets). If we then compare the initial sound in ‘fat” we see that there is a contrast with
both [b} and |m]. since “fat’, “bat’, and ‘mat’ are different lexical items and since each
differs from the other by only one sound. Thus, [f] contrasts with [b] and [m|. Therefore
we can say that |b], [m] and [{] are each allophones of separate phonemes, /b/, /m/ and /f/
respectively.

Mimnimal pairs rest on contrastive distribution, as we have just seen with the initial
consonants in “fat’, "bat’ and ‘mat” which contrast with cach other. We saw this contrast by
means of a commutation test, i.e. a substitution of one sound for another yielding a
different lexical item. Contrastive distribution can show a contrast anywhere in the word.
however, not just initally. This means that ‘rub’ and ‘rum’. or ‘robed’ and ‘roamed’ are
Just as much minimal pairs as “bat’ and ‘mat’ since in each case the sounds jn question
appear in identical phonetic environments and constitutes the only phonetic difference
between the two lexical items. Compare (8.5). in which we see that except for the sounds
in question, |b] and [m], the phonetic structures of the words are the same.

(8.5 (b] [m]
rub [ra__| rum [ra__]
robed [rou__d] roamed  [rov_ d)
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Sometimes in a given language there are no minimal pairs (o contrast for a specific pair of
sounds, yet we can still establish phonemes. Consider the [J| of ‘shoe™ and the [3] of
‘leisure’. Word-initial position does not help us find a contrast since in English (3] does
not occur word-initially (apart from a very few loanwords). Word-finally the occurrence of
(3] is also limited. e.g. ‘beige’. Word-medially both sounds occur: [[] “fissure’, “usher’, [3]
‘measure’, ‘leisure’ (see Section 3.3.1). But even in this position we do not find a true
minimal pair, that 1s we do not find two lexical items differing by only one speech sound.
What we can find, however, 1s a near minimal pair, such as ‘mission” and ‘vision’. Nole
that with this pair the immediate phonetic environment of the two sounds concerned. [[]
and [3]. s identical, i.e. between a stressed [1] and a [2]: ['m1[an] vs. ['vizon]. (Superscript
lindicates stress.)

(8.6) 1 (3]

mission 1 3 vision ' a2

So, even though this is not a true minimal pair (because the lexical items differ by more
than one speech sound) it i1s convincing evidence of a contrast since the sounds we are
comparing occur in identical phonetic environments.

8.2.2 Complementary distribution

Notice that a minimal pair or commutation test will not help us at all with the kinds of
sound groups we discussed above, that is the p-sounds, the k-sounds, the t-sounds (see
Section 8.1). This 1s because in the environment where we find one of the p-sounds we
won't find any of the other p-sounds: we find [p"] at the beginnings of words but not in
clusters following [s]: we find [p'] at the ends of words but not word-initially. This state of
affairs, in which two sounds do not occur in the same environment. is referred to as
complementary distribution. [t is precisely because we cannol get the p-sounds (o
contrast with each other that we know they belong to the same phoneme, that is they are
allophones of a single phoneme. Referring to the water analogy again. at a temperature at
which we find water we do not find ice and at a temperature at which we find ice we do
not find steam. The three related manifestations of H,O, like the three related p-sounds, do
not appear in the same environment. Note that we do find contrasts belween members of
differemn groups of sounds — [p"] and |k"] contrast. as do [p] and (k] and so on — but we
find no contrasts among the members of a group.

Ahove we referred to allopbones as being predictable sounds. We can now see what 1s
meant by that. Taking the p-sounds again, we know that we find [p"] word-initially and [p|
in clusters following [s]. Therefore, if we know that we are deating with a p-sound, i.e. one
of the set of allophones of /p/. we can predict which p-sound will be pronounced in which
context. This is what we mean by allophones being predictable. As an example, take the
following word of English which is missing the initial consonant:

(8.7) [__el
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Without knowing what word it is supposed to be we cannot guess whether the iniual
consonant should be [m] or [b] or [p"] or [1] or [g] or a number of other consonants.
However, if we arc told that the blank must be filled in with a p-sound, we know which
one it will be: [p“j. The phoneme is unpredictable but the allophone, once we know which
phonee is involved. is predictable.

8.2.3 Free variation

While the djstinction between allophones and phonemes is quite clear cut, there are some
phenomena which can obscure the identification of phonemes. One of these is so-called
free variation. In our discussion of the t-sounds we have indicated in a number of places
that a voiceless stop may be unreleased at the end of a word, e.g. [ma&(]. But we have also
indicated in passing that /t/ has other realisations at the end of a word, including
unaspirated release [met] and glottal stop [mz?|. Given that these are three phonetically
different speech sounds in the same position one might suggest that they are related to
different phonemes. But note that these do not contrast: [mzet’], [mat]) and [ma?] are three
different pronunciations of the same lexical item. Since they involve the same lexical item.
we can say that the three sounds are in free variation. since there are no minimal pairs. We
can thus maintain that they are allophones of a single phoneme.

8.2.4 Overview

What we have seen so far in Section 8.2 is that by using the commutation test to identify
positions in which speech sounds contrast and those in which they are in complementary
distribution or free variation, we can start to see the systematic organisation of the
phonological component of a grammar. [n the preceding sections we have seen that when
two phones are in contrastive distribution (hey are allophones of different phonemes: when
they are in complementary distribution or free variation they are allophones of a single
phoneme. However. the results of the commutation test are not always problem free.
Consider for example the word ‘economic’. Many speakers of English have rwo
pronunciations of this word. either with initial [i:] or initial [£], that is [it] and [€] are In
free variation in this word. If the commutation test were applied blindly this would suggest
that [iz] and je] were allophones of a single phoneme. But consideration of further
environments shows that this cannot be the case. since [i:] and [€] contrast in the vast
majority of cases. e.g. ‘bead’ ~ ‘bed’, ‘seed’ ~ “said’. ‘each” ~ ‘etch’, etc. See also the
discussion of English [h] and 9] in Section 8.4.2. So, even though the commutation test
is an important tool for phonemic analysis. the results must be treated with caution and
other considerations may need to be taken into account. Some of (hese will be discussed
in the following sections.

By identifying the phonemes and determining how these phonemes are realised. we can
go well beyond lists of speech sounds occurring in a language and say something about
the relatedness of particular sounds to each other. It is here that we can truly start 1o see
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the difference between phonetics and phonology. While phonetics 1s concerned with the
speech sounds themselves, phonology is concerned with the organisation of the system
underlying the speech sounds. By abstracting away from the concrete we can gain an
understanding of the system that holds it all together.

We can thus view the phonemic level as a way of representing native speakers’
knowledge of the sound systemn of their language. In this sense phonology i a cognitive
study — that is concerned with the representation of knowledge in the mind ~ whereas
phonetics is concerned with the physical properties of speech sounds.

Consider for a momenl what this means for the voiceless stops we have been using for
Mustration. Many varieties of English have ten voiceless stop sounds, which we can list as
(p) [p°). [p'1. K], [K"]. (KL [1). [E). [t'] and [?]. Yet by knowing something about where
we find these different sounds we can relate this list to just three underlying phonemes: /p/.
Mt/ and /k/, which are realised concretely as ten different speech sounds,

(8.8) ipt i I/

AN/ AN SN

(Pl 1p" tp 1 [ 1™ 161 1?] (k) (kY] (k)

We can now start to see why a speaker of English considers [t], [t°]. [t] and [?] to be "the
same thing’ despite the phonetic differences batween them: at the mental level there is only
one element /t/ and [1], [("). [t | and [?] are simply the surface physical manifestations of
this abstract element.

8.3 Linking levels: rules

In the preceding sections, we have sgen that we can establish twoe levels of representation:
(1) the underlying {mental) phonemic level, which contains information conceming the sel
of contrasts in the phonology of a language. and (2) the surface phonetic level, which
specifies the particular positional variants (allophones) which realise the underlying
phonemes.

The information on the undetlying phonemic level may be thought of as a set of
underlying representations for the words of the language. so “cat” might be represented as
fkaet/. where each of these symbols, /k/, /az/ and /t/, stands as an abbreviation for an entire
feature matrix. These underlying represeniations are stored in the lexicon, which we can
think of as similar to a dictionary (see Section 1.2). The stored itemns. referred to as lexical
entries, include not only phonological information hut also other grammatical information
such as synlactic class (noun. verb, etc.). specification of meaning, and so forth.

We also need some way of linking these two levels, that is of representing our
knowledge of when a particular allophone should show up on the surface. A common way
of doing this is via a set of statements which deuail the distribution of allophones: such
statements are typically referred Lo as rules. The rule system can be said to mediate
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between the two levels, and the overall composition of the phonological component of a
genevative grammar {see Section 1.2) can be represented as in (8.9):

(8.9) Underlying forms distribution statements surface forms
(phonemic level) ¢ (rules) < (phonetic level)

The double-headed arrow 1n (8.9) is intended to indicate the idea that the generative model
is an attempt to represent passive knowledge, not an attempl lo represent a process (see
again Section 1.2, and further Chapter 1 1). The representation in (8.9) is thus not intended
to be an outline of a computer program for the production or interpretation of speech
sounds, but rather a model of how that part of our linguistic competence which has to do
with the organisation of speech sounds might look.

The rules themselves can be expressed in a variety of ways, some of which will be dealt
with in detail in the following chapters. However, whatever formal means we employ,
rules essentially state that some item becomes some other item in some specific
enviromment. That is, we need to specify the item or items affected. the change that takes
place, and the environment in which the change occurs. The most common way of
expressing such a statement formally involves a rule of the form:

(810) A—=B/X_Y

The formula in (8.10) states that A becomes (—) B in the environment of (/) being
preceded by X and followed by Y, where X and Y are variables — the dash ( __ )
represents the position of the item affected by the rule. 1.e. A. That is, the rule in (8.10)
takes an input string XAY and converts it to XBY.

As an illustration. in English vowel phonemes typically have a nasalised allophone
before a nasal stop (see Section 4.3); thus underlying /fen/ is realised as |f#&n], etc. So, 1©
cast this nasalisation process in terms of the rule tormalism in (8.10). we might write:

(8.11) le/—|&)/ __ m/

That is. the phoneme /&/ is realised as its allophone [&] in the environment of being
followed by /n/. Note that in this example /z/ corresponds to A in the rule schema in (8.10),
(€] to B, and /n/ 10 Y. X is not represented in (8.11), i.e. it is an empty variable, since what
precedes the vowel has no bearing on the process and thus need not be specified in the rule.
Having a rule like (8.11) in the phonological component of the grammar is a way of
representing the knowledge a speaker has that an underlying phonological sequence /an/
will occur on the sarface phonetic leve! as [&n]. In other words, rule statements like (8.1 1)
are a way of capturing our knowledge of how the different levels of phonological
organisation are linked.

In this particular instance, our knowledge is in fact rather more general than (8.11)
nught suggest since, as we said above, all vowels in English are nasalised before any nasal
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stop. not just /&/ before /n/, e.g. ‘tam’, ‘rang’, "tin’, ‘dim’, ‘sing’, ‘oink’, “join’, ‘tame’,
seem’, etc. Writing a separate rule for each vowel and nasal phoneme concerned might
involve three rules for each of the twenty or so vowels of English (one rule for each of the
three nasals in English). giving some sixty rules. It makes more sense in terms of capluring
native-speaker intuitions and expressing generalisations to formulate the rule using
distinctive features ol the sout introduced in the preceding chapter. We might thus recast
the nasalisation process more generally as in (8.12).

(8.12) [+ syllabic) — [+ nasal] / ___ [+ nasal]

The rule in (8.12) will result in any |+ syllabic] segment (i.e. any vowel) being nasalised
if it occurs before any |+ nasal| segment. We shall have more to say about rules and their
formulation in Chapter 9.

8.4 Choosing the underlying form

Having established (wo different levels of representation — the phonemic and the phonetic
- and proposed rule systems as a way of linking the levels, we now turn to the question of
how we decide on the representations at the underlying phonemic level; that is, how we
choose the phonemic representation for a particular allophone or set of allophones. While
there 1s no formula we can apply (o ensure that we always get the ‘right answer” (since
there isn't necessarily a single night answer anyway). there are nevertheless a number of
heuristics, or rules of thumb, which we can use.

In Section 8.1 we spoke of [p]. [p"] and [p] as being 'p-sounds™: i.e. of realising the
underlying phoneme /p/. Why choose the symbol “p’ for this? We might equally use a
number such as '3, or some other arbitrary label like ‘Fred’: rules would simply have
these elements to the left of the arrow instead of /p/. We thus might say that “Fred becomes
aspirated when stressed’: Fred — [p"] /__ [ V. + stress]. One obvious reason for not using
things like *3" or ‘Fred’ is that reading the rules would be much harder, so using /p/ serves
as a useful mnemonic to tell us what the rule is about. There is more to it than this.
however: using /p/ tells us that the allophones associated with /p/ all share something. in
that they all contain the same specifications for features like [voice], [continuant],
[anterior]. [coronal|. etc. That js, they are phonetically similar to each other, and
phonetically dissimilar to other sounds.

So a primary consideration when deciding on an underlying form is that our choice is
‘phonetically natural’. that the symbol we choose to represent the abstract entity (the
phoneme) tells us something about the nature of the set of its physical instantiations (the
allophones). This leads to a sccond consideration: that the underlying form should. unless
there are very good reasons otherwise. be represented by a symbol which is the same as
that representing one of the surface forms. Of course. if there is only one surface form,
then there is no problem: [f] can be represented as /f/. But il there are several surface
forms, which do we choose? Again. there is no ‘discovery procedure” which will lead to
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an unambiguous decision; each case must be decided on its merits. To take the case of /p/
again, we might have vsed /p"/ or /p / 10 represent the phoneme, since both are surface
forms and both share a set of {eature specifications. We choose /p/ in this instance because
it is in some sense the "simplest” of the three: the other two both have something ‘added’
to their common ‘p-ness’, being aspirated or being unreleased.

In general. loo. it is usual o take the form which has the widest distribution (i.e. occurs
in the largest number of environments) since in teyms of rule writing it will typically be
easier. and hopefully more revealing. to specify the distribution of the allophones which
occur in the more constrained environments. For instance, in many kinds of English there
is an alternation between voiced and voiceless liquids and glides. (See Sections 3.5.1.1,
3.522and 3.6.2)

(8.13) a. (kwn]. (fle1]. [t1ap). [pfuziatt). [swaip]
b. (jes]. (wif]. [bo:t]. [skaar], [baik). [glas]. [fi10). [frtm]

As can be seen Irom (8.13a), voiceless liquids and glides occur immediately following a
voiceless consonant. Voiced liquids and glides occur word-initially. word-finally, between
two vowels, following a voiced consonant or before any consonant, as in (8.13b). If the
voiceless allophone were chosen as the phoneniic representation then our rule or rules
linking this to its surface voiced allophone would require specification of a number of
environments: a voiceless oral sonorant becomes voiced when (1) word-initial, (2} word-
final. (3) before a consonant. (4) between two vowels and (5) following a voiced
consonant. This is shown more formally as the set of rules in (8.14a) to (8. 14¢).

Using the voiced member of the pair. the allophone with the widest distribution. we
need specify only one environment in the rule, since a voiced oral sonorani becomes
voiceless when following a voiceless segment. This is shown in (8.15).

Not only is (8.15) simpler but it also expresses the generalisation that non-nasal
sonorants devoice tollowing voiceless segments. The rule in (8.15) shows that we are
dealing with an assimilation process, in thal the voicelessness of the initial stop js
spreading to the following sonorant (see also the discussion in Sections 3.5 and 3.6). There
is no similar generalisation captured in (8.14). In other words, (8.15) provides some insight
into the sound system of English while (8.14) does not. Further, choosing the voiced
member fits well with the idea outlined above that the symbol for the phoneme should
represent the “simplest” of the allophones: since sonorants are typically voiced, devoicing
requires the ‘addition’ of voicelessness.

(8.14) (a) [ +son ]
—syll | = [+ voice]/# __
| — nas

(b) [ +son ]
—syll | = [+ voice]/ _#
L —nas J
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{) [ +son]
-sylt | = [+ voice|/ _C
| - nas |

(d) [ +son
—syll | = [+voice]/V_V
| — nas

(e) [ +son
—syll | — [+ voice] /
| — nas

+ COons
+ voice | __

(8.15) [+ son
—syll | = [- voice] / [~ voice] _
| — nas

8.4.1 Phonetic naturalness and phonological analysis

In the previous section we discussed that in choosing an underlying represeptation,
naturalness may be a criterion. It is unportant to be clear about what is meant by ‘natural’.
Natural in this context means something like “to be expected’, or ‘frequently found across
languages’. or ‘phonetically similar’ in ways that we shall shortly see. What natural here
does sior mean is necessarily ‘English-like’, that is. “familiar to us as speakers of English’.
Consider onset clusters. English has no words beginning with [ps| ov (pn] or [pt], yet these
are perfectly permissible clusters in many languages, e.g. German [psalm] Psaim “psalm’,
French [pnee] preu ‘tyre’. Greek [pteron] “wing’. Just being un-English does not mean that
something is unnatural. Nor is something natural just because it occurs in English. Recall
the discussion of the aspiration of voiceless stops. In English we know that [p] and [p" are
phonologically related (as two allophones of a single phoneme. /p/) and that native
speakers regard these sounds as ‘the same’. Another language, however. may use these
same sounds differently, in that they are perceived by native speakers to be ‘different
sounds” and they exhibit a contrast. as shown by minimal pairs. Recall, for example. that
Thai also has both |p] and |p"] (us mentioned in Section 3.1.3), but in this language they
contrast [paa) ‘forest’ and [p"aa] ‘to split’.

8.4.2 Phonetic similarity

In choosing an underlying representation we saw above that in terms of simplicity there
were reasons to choose /p/ — over /p*/ and /p'/ - as the underlying representation of the
p-sounds. A further argument for using this symbol has to do with the notion of phonetic
similarity. As a logical possibility it could be argued that [p"] is in complementary
distribution not only with [p] in the environment “s__", but also with both [t] and [k] as in
‘sty” and ‘sky’. It would thus be possible, though not particular]y insightful, to associate
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[p"| with either /t/ or /k/. That we don’t do so, but rather associate it with /p/. captures the
fact that the p-allophones are phonetically simijlar to each other (and phonctically
disstmilar 1o the (- and k-sounds). At the same time this also expresses the native spcaker
intuition that |p"] “is a’ p-sound. and not a t-sound or a k-sound.

As another instance in which phonetic similarity may play a role in deciding on the
relatedness or otherwise of particular sounds, consider the distribution of [h] and [g] in
English. The sound [h] occurs only syllable-initially, never syllable-finally. The sound [n)
occurs only syllable-finally, never syliable-initially (the asterisk indicates a non-oceurring

form):

(8.16) h: syllable-initial 1): syllable-final
[heem] [bip]
[heet] [ban]
[hed) ('xi:din)
['hikapl [010]
[Aphizvot) ['stgin)
[alhz:d] ['Bankin]

N.B.:  #[ith]. *|luh] #git], *[nu:]

On the basis of this distribution alone, one inight suggest that [h] and [p] are in
complementary distribution and. therefore, allophones of the same phoneme. There is,
however, a significant problem with this analysis.

The piece of evidence that is perhaps most significant in suggesting that [h} and [n) are
not allophones of a single phoneme is the lack of phonetic similarity between the two
sounds. If we compare the features associated with the two we see that they have very little
in common. Certainly the characteristic features of these sounds are different: [1)] is nasal,
sonorant. non-continuant while [h] is non-nasal, obstruent, continuant — the only important
feature they share is that they are both consonants, and this they share with all other non-
vowels and non-glides. There is simply no feature shared by [h] and [n] to the exclusion
of other consonants that would allow us to refer to them as a class.

Given this dissimilarity, it is difficult to see what one might choose as an underlying
representation, or more importantly why. Although one could certainly invent a fictitious
symbol to represent the ‘group’ [h] and (). this grouping simply gives us no insighl into
a possible relationship between [h] and [p] in the way that /p/ relates to [p], [p"] and [p].
Interestingly, this also captures native-speaker intuition that |h] and [1)] aren’t related in
the way that. for instance, the “t-sounds’ are felt to be related.

8.4.3 Process naturalness

A further consideration for determining the appropriate underlying representation is the
nature of the process linking a pboneme to its allophones. Consider the following data of
English which involve an alternation between |s] and ([].



126 Introducing Phanetics and Phonalogy

(8.17) pass |p®s] passyou |p[jul
this ~ [d18]  this year  |d1[]is)

Clearly. the [s] and [[] here are related since ‘pass’ is the same lexical item in “pass you'
and in other forms of the verb “pass’ such as "pass” alone, ‘passed’. ‘passing’. ‘passes’. If
we accept that [s| and [[] are related in these pairs of words, the question that arises 1s how
to represent this relationship. Recalling the two levels of representation, which symbol
should we use to represent the underlying phoneme? That is, do we derive [s] from /[/ or
[[1 from /s/? Either one is logically possible. There are. however. art least two linguistic
reasons (o derive [[] from /s/. First consider the immediate phonetic environment of the
two sounds in guestion. The [s] is in each instance preceded by [®]; it is followed by a
pause in ‘pass’. by [t] in "passed’. by (1] in “passing” and by [2] (or [1]) in "passes’.

(8.18) [s]
®_# I ‘pass’
® t In ‘passed’
@&_1 in ‘passing’
@&_a in ‘passes’

In the case of [[] the sound is again preceded by [®] but followed exclusively by [j], as in
‘pass you® [pa[ju]. Thus, [s] appears in more enviconments than |[]. This appearance of
(s) in a wider range of environments is one reason to suppose that an underlying /s/ is more
appropriate.

Given the current discussion of naturalness there is a yel more convincing reason (o
suggest that /s/ is underlying. Note the phonetic characteristics of the alternating sounds:
[s] is an alveolar, [+ coronal, + anlerior]: [[] is palato-alveolar, [+ coronal. — anterior].
Consider now the (j]. which 1s a palatal, [+ coronal. — anterior]. When we look at the cases
of ‘pass you' and “this year’, we see that what is elsewhere a |+ anterior] sound, (s], is
surfacing as [- anterjor] [[]. Why should this be so? By assuming underlying /s/ we can
rely on a simple, very common sort of assimilation process to explain why [J] occurs
where it does: the value of the feature [anterior] is assimilating to the |- anterior]
specification of the following [j], therefore surfacing as [[] rather than [s] (see Section
3.3.3). Consider the alternative: if we suggest that /[/ = [s]. what justification might there
be for this process? There is no reason o expect a /[/ to become a |s] word-finally, before
[t], before [1] or before [3], since these have no features in common, i.e. they do not form
a natural class.

Consider another set of English daia, this time involving an alternation between (t] and
(4], and between [df and (]

(8.19) a. last [izst] Jast year [lastjia]
let  [let] let you  |leqjs)
b. loud [laud] loud yell [lavdzjet)
feed [fizd] feed you [fizdzjal
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As with the data in (8.17), wc see here that the same lexical items exhibit different sounds
depending on where they appear with respect to other sounds/words. In absolute word-
final position we find [t] and [d]. while in word-final position followed by [j] we find [If]
and [d3]. The question which arises again is how we can represent this alternation in the
most insightful, i.e. explanalory, way. What are the characteristics of the sounds involved?
Again we find [+ anterior] sounds, (t| and [d]. and [~ anterior] sounds, [{1, [dB] and []].
Again we find that in these data the |- anterior| affricates occur only when followed by
the [- anterior] glide. As with the "pass’ vs. ‘pass you’ alternation we have a reason to
suggest that in these data [t] and [ff] are underlyingly /t/. while [d] and [d3] are
underlyingly /d/.

8.4.4 Pattern congruity

As we saw in Section 8.4.2 with (h] and [g], simply using the commutation test does not
always give us an appropriate analysis of our data, and we need to supplement our battery
of tools by appealing to notions like phonetic similarity or dissimilarity. This. too, may not
always allow us to make a decision concerning allophonic relationships, and we may nced
to employ further heuristics to deal with the data confronting us.

Consider again the distribution of aspirated and unaspirated stops in many varieties of
English (see Section 3.1.3). Aspiration is found on voiceless stops which occur at the
beginning of a stressed syllable except when the stop is preceded by [s], so ‘pin” has an
initial aspirated stop. [p"]. but the oral stop in ‘spin’ is unaspirated. [p]. When we look
at the phonetic characteristics of the oral stop in “spin’, which we have hitherto
described as “voiceless upaspirated’. we see that in fact [p) shares as much with [b] as it
does with {p"]: there is no delay in voicing onset, and the articulation is “lax’. These are
both characteristics which we associate with voiced stops in English. On the other hand.,
like voiceless segments, the stop does not have concomitant vocal cord vibration. In
terms of phonetic transcription, then. either [p) or [b] (a *devoiced’ /b/) would be
appropriate; phonologically, we might thus equally well associate the oral stop in ‘spin’
with either the phoneme /b/ or /p/. since it js in complementary distribution with all
other positional variants of these phouemes. and phonetically indeterminate between the
[wo.

How:. then, do we make the choice? In this instance, it helps to look at the phonological
consequences of choosing one phoneme over the other. That is, we must consicler the wider
effects of our choice on the analysis of the sound system as a4 whole. and appeal 1o the
notion of pattern congruity. i.e. the systematic organisation of the set of phonemes and
their distribution. In English, word-final obstruent sequences like those in (8.202) and
(8.20b) are well-formed, whereas those in (8.20¢) are not:

(8.20) a. /ft. -pt. -ps. -kst, -sp/, e.g. ‘daft’. "apt’. ‘apse’, ‘next’. ‘asp’
b. /-bd, -dz. -2d. -v#/, e.g. ‘robbed’, “adze". "phased". ‘leaves'
€. #/-fd, -bt, -pz. -ds/
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There is a straightforward generalisation here: at the phonemic level obstruent clusters
have uniform voicing in English. Either all members of the cluster are {— voice], as in
(8.20a), or they are all [+ voice), as in (8.20b). ‘Mixed voice’ clusters of [~ voice] +
[+ voice], or [+ voice] + [— voice], as in (8.20c), are ill-formed phonemically, i.e. do not
occur; phonetically however there may be devoicing of the second segment of the final
cluster in words like ‘robbed’, as discussed in Section 3.1.4.

So what is the relevance of this to deciding which phoneme a stop preceded by /s/
should be grouped with? If we choose the voiced phoneme. i.e. say that the oral stop in
“spin’ is some kind of /b/. then the underlying representation of “spin’ will be /sbin/. If this
is so, then we must allow three (and only three) ‘mixed voice’ clusters (/sb, sd, sg/ as in
"spin, stick. skate’), and we can no longer maintain the generalisation illustrated in (8.20).
That is, the statement about cluster voice agreement becomes apparently no more than a
tendency, and we have the problem of accounting for the fact that of the many possible
mixed voiced clusters, some of which are illustrated in (8.18c). only three, /sb, sd, sg/. are
ever attested in English.

On the other hand. if we choose the voiceless phoneme, and say that “spin’ is
underlyingly /spin/, then the generalisation remains exceptionless, since the three clusters
under consideration will be /sp, st, sk/ and thus no longer counterexamples to the cluster
voice agreement statement. In this instance. then. our analysis is determined not by the
commutation test, nor by considerations of phonetic similarity — since neither of these will
prefer one option over the other — but in wider terms of the overall patterns found in the
phonological system: in terms of pattern congruity. Choosing voiceless phonemes for
these stops gives a more revealing, economical and elegant statement of the behaviour of
obstruents in English.

8.5 Summary

In this chapter we have seen that some surface phonetic speech sounds — phones —can be
arouped together in terms of their behaviour in the language as being distinct from other
groups of phones. They can be thought of as both phonetically different. but at the same
time phonologically the same. The underlying, abstract, cognitive entities we call
phonemes; allophones are the surface, physical sounds which represent these underlying
organisational units. Linking the two Jevels we have a set of statements specifying which
of the allophones of any particular phoneme will occur in a specific context; that is, a set
of rules describing the distribution of aliophones.

One of the tasks facing a phonologist working with any particular language is thus to
determine what the underlying phonemes of that language are and what the set of rules
linking the phonemes to their allophones is. While there are no hard and fast “discovery
procedures” which will ensure the right answer every time, we have seen that certain
techniques — such as subjecting the phonetic data to the commurtation test, supplemented
by notions Jike phonetic similarity, process naturalness and pattern congruity — allow
phonologists to propose phonemic inventories on the basis of the distributional patterns
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exhibited by the pliones of the language under investigation. Qur focus now turns 10 the
links between phonemes and allophones: {o the rule statements.

Further reading

Most recent textbooks include discussion of phonemic analysis. See for example
Gussmann (2002), Spencer {1996), Kenstowicz (1994), Camr (1993) and Durand (1990).

Exercises

1 Scottish English (Germanic)
Consider the distribution of [w] and [sm] in the following data. Are the phones
allophones of the same or different phonemes? Why? If they are allophones of a
single phoneme, give a rule to account for the distribution.

a. mae why h. wer way

b. mitf which i wedar weather
C. MAIL white j- wont want
d. metz whales k. wrtf witch
8. MIp whip I waIp wipe

f. amart awhile m. wetz Wales
G. MEBAr whether n. awaf awash

2 Spanish (Romance; Spain, Latin America)
Examine the following Spanish data from Quilis and Fernandez (1872), focusing on
the sounds [b], [B], [gl. [y], and answer the questions below. Note: [B] = voiced
bilabial fricative; [y] = voiced velar fricative.

a. bomba ‘bomb’ e. benga ‘(s/he) comes’
b. beya ‘plain’ f. boPa foalish’

c. tupo ‘tube’ g. gato ‘cal’

d. paya ‘pay’ h. tumbo “fall'

i. Can you identify any relationship between the sounds {ol, [B], [g] and [y]? If sc,
what sort of relationship is it? If not, why can we say there is no relationship?

ii. Depending on your answer to (i), either write a rule to capture the relationship(s)
you have observed, or list the environments that lead you to believe that the
sounds are not related.

iii. What might we expect of the sounds [d] and [8] in Spanish? Why?

iv. Compare your answer in (i) with the following data.

i. rondar ‘to patrol’ k. rodar ‘to rotl
j. dar ‘to give’ I. dedo Yinger’
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v. Do the data bear out your expectation? Explain.
vi. Make a general statement about the relationships holding between the sounds

(bl [B]. (gl. [y]. [d] and [d].

Korean (isolate: Korea)
Examine the following Korean data and answer the guestions below. Note: tones
are not indicated.

Se "o a0 oTow

iii.

satan ‘division’

. Jeke ‘world’
fanza ‘business’

. inza ‘greetings’
Jekumn ‘taxes’
SEK ‘colour’
s= new’

. p'unzok ‘custom’
Jilsu ‘mistake’
susul ‘operation’

- =

~» 0D o33

On the basis of the data above,
allophones of the same phoneme? Are any, or all, of them separate phonemes?

status of [s], {z] and ).

. Jesufil

inzwetfa

. panzak

Jihap
s0sal
su

. Jiktan

sul
jnzutfun
Jinpu

are the soun

‘washroom’
‘publisher’
‘cushiory
‘game’
‘novel’
‘number’
‘dining room’
'wineg'
‘receipt’
‘oride’

ds [s], [2] and [f] in Korean all

. Justify your answer to (i) by discussing the evidence you used to determine the

Depending on your answers to (i} and (i), provide either a rule or a list of
contrasting environments expressing the distribution of [s], [z] and [J].

represent that phoneme? Justify your answer.

American English (Germanic)
Consider the distribution of [u:] and [¢] in the data below, which comes from a
single speaker of American English.

To "0 Qa0 T W

ru:m room
lu:t loot
hu:f hoof
ZUim Zoom
pu:t pool
rut root
ku:d cooed
. wud wooed
su:t soot
ru:f roof

. If [s], [z] and [f] are allophones of a single phoneme, which would you choose to

k. rut root

. wud wood
m. ruk rock
n. syt soot
o. kud could
p. ruf roof
q. huf hoot
r. rom room
5. pul pull

t. gud good
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Look for evidence of contrastive distribution, complementary distribution and/or
free variation. Which do you find?

i. In what way is the evidence concerning the number of phonemes involved

apparently contradictory?
How should this contradiction be resolved (i.e. how many phonemes are
represented by the phones [u:] and [u], and why)?

Plains Cree (Algonguian; North America)
in the following data from Wolfart (1373), examine the sounds [p], [b], [t] and [d], and
answer the following questions.

= o

(9]

Swo e a0 g

pahki ‘partly’ {. tahki ‘all the time’

. ni:sosaip twelve’ m. mihtfe:t ‘many’
tainispi: ‘when’ n. nisto ‘three’

. paskuatu ‘prairie’ o. tagosin ‘he arrives’
asaba:p ‘thread’ p. mibit ‘tooth’
sizsiip ‘duck’ g. nisida 'my feet’

. wa:bameu ‘he sees him’ r. me:dace:u 'he plays’

. narbe:u ‘man’ s. kodak ‘another’
abihta:u ‘half’ t. nisit 'my fool’
nibimohta:n I walk’ u. nisi:sizbim ‘my duck’

. siisitbak ‘ducks’ v. iskode:u "fire’

Are [p], [b], [t] and [d] in complementary or contrastive distribution? How many
phonemes do we need 1o posit to account for the distribution of these four
sounds? What are they?

ii. If you answered ‘complementary distribution’ to (i), above, write the rule to

express the distribution of [p], [b], [t) and [d]. If you answered 'contrastive
distribution’, list the environments in which we find a contrast.

Recalling the behaviour of [p, 1, k] as a set in English with respect to aspiration,
what might we expect in Cree, based on our observations of the data above,
with respect to the relationship between [k] and [g]? Is there any evidence in the
data that [k] and [g] conform to our expectations?

. Given the words of Cree below, can you fill in the blanks with one of the sounds

indicated? If not, why not?

wa:__amon  {p/by  ‘mirror d. _itkwa] (k/p) ‘what'

. nNis__a (k)  ‘goose’ e 0s_i (k/g) ‘young'
._ami {t'd)  ‘which’ f. oi_a (d/b)  ‘here’




9 Phonological alternations,
processes and rules

The previous chapter was concerned with establishing the phonemic $ystem which
underlies the phonetic inventory of a language; that 15 deciding what the underlying set of
contrasts is. Mention was also made (in Section 8.3) of the need to link the two levels
formally via a set of rules which account for the particular allophone of a phoneme
occuring in any specific environment. This chapter takes a closer look at this part of the
phonological component of the grammar, starting with some discussion of the range of
phenomena we have to accounl for as phonologists. and moving on to a more formal
explication of the conventions of jule writing.

9.1 Alternations vs. processes vs. rules

Much of the focus of recent phonological thinking concerns the characterisation of
predictable alternations be(ween sounds found in natural languages. We've already seen
many examples of these alternations, such as that between [p] and [p"] in English. Under
specific conditions, there is an alternation between these phones: we get one, [p]. and not
the other, [p"), after (s]. as in [spit], not *[sp"tt]. That is, while at the underlying
(phonemic) level there is only one element, /p/. there is an alternation in the representation
ol this element on the surface (phonetic) level between [p] and [p"). which is determined
by the environment in which the phoneme occurs.

We can characterise such alternations in terms of being caused by, or being due to. some
phonological process. [n this particular case, we might call the process involved
“aspiration’; in English. a voiceless stop is aspirated when it occurs in absolute word-initial
position before a stressed vowel (i.e. not following [s]).

We can represent processes. and thus characlerise the alternations that result from them,
by means of rules. Rules, as we have seen in Section 8.3. are formal statements which
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express the relationship between units on the different levels of the phonological
component. In the case of aspiration in English, we might have a rule such as:

(9.1) — cont + syl
— voice — |+ spread glottis] / # ___ | + stress
- de] rel

The feature [spread glottis] is used to characterise glottal states. including that for
aspiration. The rule in (9.1) is a formal statement of the set of phonemes affected
(voiceless stop phonemes), the change which occurs (such stops are represented by the
aspirated allophones) and the condition under which such a change takes place (after a
word boundary — # ~ and before a stressed vowel). Note that the facts of aspiration in
English are somewhat more complex than our rule suggests, in that aspiration occurs
before any stressed vowel. even when the stop is not word-initial. as in ‘a[p"]art’. A fuller
account involves reference to syllable boundaries: see Section 10.4.

It 1s the identification of such alternations. and of the phonological processes behind
them, and the formalising of the most appropriate rules to capture them. that is the main
thrust of much of generative phonology. These alternations are a central part of what
native speakers ‘know’ about their Janguage, and the goal of the generative enterprise is
the formal representation of such knowledge (see Section 1.2).

9.2 Alternation types

Phonological alternations come in many shapes and sizes and the processes behind them
are equally varied, as are the kinds of factor which condition them. Consider the following
sets of data from English; i what ways do the alternations represented in (9.2) differ from
one another?

(9.2) a.  [wrt] vs. [win|
[("uzt] vs. [t"G:m]

b. “i[nJedible, i[n] Edinburgh’ vs.
‘ifm]possible, j[m] Preston” vs.
‘ilgJconceivable. i[n] Cardiff’

c. ‘rat[s]’ vs. "warthog[z]” vs. ‘hors[1z]"
‘vak[s]' vs. ‘bee(z] vs. ‘finch[1z]

d.  Clea[f]’ vs. ‘lea|vies’
‘hou[s]e’ vs. ‘hou[z]es’

o

‘electrifk]” vs, ‘electri[s}ity’
‘medifk]al’ vs. ‘medi[s]inal’

In (9.2a), we see an alternation between purely oral vowel allophones — [1{ and [u1] -
which occur before an oral segment, and nasalised vowel allophones — 7] and | 2] ~ which
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occur before a nasal segment. In (9.2b) there is an alternation between different
realisations of the final nasal consonant in both the prefix “in-" and the preposition “in’; il
agrees in place of arnculation with a following labial or velar consonant. In (9.2¢) we see
different realisations of the plural marker - orthographic “(e)s” — which may be [s], [z] or
[1z]. depending on the nature of the preceding segment. In (9.2d) there is an alternation in
voicing for a root final fricative, voiceless in the singular. voiced in the plural. Finally. in
(9.2e) we see allernation between a stop vs. fricalive for the segment represented
orthographically by the "¢’ in “medical” and ‘medicinal” and by the second "¢’ in “electric’
and “electricity’.

These sets of allernations are different from each other in a number of ways. The tvpe
ot alternation involved can vary: one or mare of the allophones involved in the alternation
may be restricted to just one set of environments — like nasalised vowels in English in
(9.2a), which only occur before nasal consonants — or the allophones may occur
“independently’ elsewhere — and represent a different phoneme. as in the [m] of “ifm])
Preston”, which occurs ‘in its own right” in words like ru[m]’. Or the factors conditioning
the alternation may vary. The alternation may occur whenever the phonetic environment
is met (as i vowel nasalisation or nasal place agreement). On the other hand. the
alternation may be more restricted, and may only be found in the presence of particular
suffixes (like the plural) as i (9.2¢), or even particular lexical items. as in the [k] vs. [s]
alternation in ‘electric/ity’ in (9.2¢). In both these cases, the phonetic environment by itself
is not sufficient to trigger the alternation; if it were, words like ‘dance’ or ‘rickety” would
be impossible in English — “dance” has |s] following a voiced segment (compare “dens’),
‘rickety’ has medial [k] not {$] (compare ‘complicity’). Further, the alternation may be
‘optional” — or at least determined by factors other than the immediate phonetic
environment — like the variation in the final consonant of the preposition ‘in’, which
typically happens in faster speech styles rather than in slower ones (wherc the nasal may
not necessarily assimilate). The following sections deal with cach of the types of
alternation in (9.2) in turn.

9.2.1 Phonetically conditioned alternations

Aliernations like those in (9.2a) - and (9.2b), assuming normal speech style. given the
observation about slow speech immediately above — can be characterised as being
conditioned purely by the phonetic environment in which the phones jn question occur,
with no other factors being relevant. If a vowel phone in English is followed by a nasal
consonant, the vowel is nasalised (see Section 4.3). irrcspective of anything eJse (such as
morphological structure). Indeed, it is very difficult for English speakers to avoid
nasalising vowels in this position. hence the designation of such alternations as
‘obligatory’; there are unlikely to be any exceptions to this process. Note, however. that
this particular alternation is not universally abligatory: in French. vowels in this position
are not nasalised — [ban] not *[b3n] for bonne ‘good (feminine)’.

Similarly, for (9.2b), in English the alveolar nasal /n/ assimilates to the place of
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articulation of a following labial or velar consonant (see Section 3.4.1), whether this is
within a word or across a word boundary. Again, this is difficult for speakers to avoid,
although it is somewhat easter than with vowel nasalisation, possibly due to the influence
of the orthography. As with vowel nasalisation, this assinulation is not universal: it does
not, for instance, occur in Russian — [funksjo| (*function’) not *(funksja] — compare
English [fankfan).

Other alternations of this sort in English include aspirated vs. non-aspiraled voiceless
slops discussed above. the lateral and nasal release of stops (see Section 3.1.2), ‘flapping’
in North American. Northern Irish and Australian English (see Section 3.1.6). clear vs.
dark /1/ (see Section 3.5.1.1) and intrusive ‘r’ in non-rhotic Englishes (see Section 3.5.2.1).

9.2.2 Phonetically and morphologically conditioned
alternations

The alternations in (9.2¢) are also clearly motivated by the phonetic environment; the form
of the plural is dependent on the nature of the final segment of the noun stem. If the noun
ends in a sibilant, i.e. [s], [7], [J). [3), L4 or [d3], the plural takes the form |1z]. If the final
segiment is a voiceless non-sibilant, the plural is a voiceless alveolar fricative [s]. If the
final segment is a voiced non-sibilant, the fricative is voiced [z).

However. unlike the alternations 1n (9.2a) and (9.2b) discussed above, the alternations
in (9.2¢) do not necessarily occur whenever the phonetic environment alone is met. 1f they
did, forms like [(ens] “fence’ or [beis] ‘base’ would be impossible, since they involve
sequences of a voiced segment followed by a voiceless alveolar fricative. So the phonetic
environment cannot be the only relevant conditioning factor: something else must be taken
into account as well. The ‘something else’ in this instance is clearly the internal complexity
of the words. in that the plural marker s’ has been added. The word can be seen to consist
of two separable units, known as morphemes — ¢.g. ‘fen+s" consists of the stem “fen' plus
the plural marker *-s". Words like ‘fens’ are said 1o be morphologically complex. The final
fricative only agrees in voice with the preceding segment if it represents the plural marker.
i.e. if there is a morpheme boundary between the two segments. Thus voicing agreement
will occur in ‘fens’ (fen+s. where "+ indicates a morpheme boundary) and in “bays’
(bay+s), giving [fenz] and [berz]. On the other hand, ‘fence’ and ‘base’ are both
morphologically simple forms: they have no internal morphological boundaries, and thus
no voicing agreement takes place. For a fuller treatment of plural formation see Section
1.2,

Like the alternations discussed in Section 9.2.1, this (ype of alternation is obligatory and
automatic: it occurs whenever both the phonetic and morphological conditions are mel.
Speakers never say things like **wartho[giz]’ or *'ra[tz]’. and the alternations will occur
even with completely new words; if we were to launch some product called a ‘plotch’. the
plural would have to be “plo[tf1z]’, and not *'plo[{z] or **plo|{s]’. When an 2lternation
behaves in this predictable. automatic manner. applying freely to new forms. it is known
as productive.
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Other alternations of this kind in English include the [t/d/1d] forms of the past tense, as
in ‘stro[kt]", ‘roulzd| and ‘wan[ud}’.

9.2.3 Phonetically, morphologically and lexically conditioned
alternations

Consider now the alternations in (9.2d) and (9.2e). Here there is clearly some phonetic
conditioning: fricatives are voiced between voiced segments (voicing assimilation) in
(9.2d). and a velar stop {k] is fronted and fricativised to an alveolar fricative [s) before a
high front (that is palatal) vowel segment in (9.2.e). The latter is also a kind of
assimilation, though somewhat more complex, involving both manner and place of
articulation — the term for this particular process is velar softening.

There 1s also clearly some morphological conditioning in that, for instance, [bersis]
“basis’ and [kat] ‘kit’ are both well formed (they don’t become *[berzis) and *[sit]
respectively, even though their phonetic environments are the same as those involved in
the alternations above). But even stating that there must be a morpheme boundary after the
final fricative in cases like ‘leal” or after the final stop in cases like ‘electric’ is insuthicient,
since we don’t get these alternations with, for example, ‘chie(fs]” (not *‘chie[vz]") or with
‘lilk]ing’ (not *"lifsling’).

In these cases we must, thus, also specify the particular (set of) lexjcal iterus the
alternation is relevant for: only some of the fricative final nouns in English show voicing
assimilation and only some [k]-final stems exhibit velar softening. Furthermore, unlike the
alternations in the previous two sections. alternations involving lexical conditioning are
not typically productive (or are at best iniermittently so); a new product called a ‘plee(f)’
would have the plural “plee[fs]” rather than ‘plee[vz]’.

Other alternations of this Lype in English include the so-called vowel shift or trisyllabic
shortening pairs like ‘rept[at|le’/ ‘rept|i]lian, "obsc[iz{ne’/‘obsc|e]nity”, ‘ins|ler|ne’/
‘ins[@]nity’. Such alternations are often the “fossilised’ remains of alternations/processes
which were once productive at an earlier point in the history of the language. but have
since died out. The pairs given immediately above are due to a series of changes during
the history of English, including the late Middle English ‘Great Vowel Shift’, hence one
of the names given 1o the alternation.

9.2.4 Non-phonological alternations: suppletion

Consider finally alternations like ‘mouse’ vs. ‘mice’. or *go’ vs. ‘went’. Are these the same
kind of alternations as those we huve looked at in the preceding sections? They might at
first glance seem (o be like the last sel described in Section 9.2.3. in that while there is
morphological conditioning (plural and past tense, respectively) we must also refer to
specific lexical items, since the alternations do not generalise over all similar forms, or
extend to new ones (the plural of “grouse” isn't “grice’. the past tense of “hoe” isn’t “hent’
or some such). Importantly. however, there is one crucial type of conditioning which is
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absent here: there is no phonetic conditioning of any obvious sort which might help predict
the alternations involved. That is, there are no general phonological processes involved in
getting from ‘mouse” to "mice’ or from "go’ to ‘went’. These forms must be learnt by the
speaker on a one-off basis, as exceptions to a rule (hence children acquiring English often
produce ‘regularised’ forms like ‘mouses’ and ‘goed’). See Section 11.4.1 for further
discussion.

The introduction inlo a set of alternations {a paradigm) of a form that is not obviously
related, as in the instances here, is known as suppletion, and is not part of our
phonological knowledge (since it has no phonological basjs). It thus need not be dealt with
by the phonological component.

Still, it might be thought that alternations like ‘mouse/mice” are more like those 1n
Section 9.2.3 than the clearly unrelated ‘go/went’ type, in that there is some obvious
relation betwcen the forms: anly the vowel is different. rather like “inane/inanity” (and
furthermore, like the trisyllabic shortening pairs, the ‘mouse/mice’ alternations are ihe
fossilised remains of an earhier process, Old English i-mutation). There is at least one
important difference, however: for ‘inane/inanity’ it is the addition of two extra syllables
1o the stem which triggers the alternation (hence the term “trisyilabic shortening’, since the
alternating vowel is now the first of three syllables). For ‘mouse/mice’. on the other hand,
there is no phonetic or phonological change to trigger the alternation. It is solely dependent
on being a plural form of one of a small set of English nouns.

9.3 Formal rules and rule writing

In the previous two sections of this chapter, and indeed throughout this book, we have been
concerned with looking at the kinds of things that speech sounds do in language, the
changes they undergo and the processes that occur. In a certain respect this is only half (he
picture since. beyond simply observing what goes on. the phonologist wants both to
characterise or represent these processes and 1o try to understand how they work. The rest
of this chapter will focus on representing these processes. However, this will be only one
sort of representation, and a fairly basic sort of representation besides. In the following
chapters we will see why the representations here are not the entire story and why they
need to be improved on.

At this point you might wonder why, if the representations we’re about to exaniine are
inadequate. do we bother with these and not go straight on (o other ways of representing
phonological processes that may caplure greater generalisations. There are two reasons for
this. First of all, the kinds of rules and rule formulation we 1l deal with in this chapler pre-
date the fuller representations we'll see in Chapter 10 and some of the more general
concerns we look at in Chapters 11 and 12. Understanding the formalisms presented here
enables you to start reading some of the older papers on phonology that would be
inaccessible if you understood only where phonology currently stands. Second., dealing
first with more “basic” sorts of representation helps us see where modern phonology hn:-
come from and why richer representations are needed.
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9.3.1 Formal rules

In Chapter 8 we looked at the fundamentals of rule formulation, that a rule in phonology
consists of some phonological element (A) — typically a segment or a feature — which
undergoes some change (B) in a particular environment:

(9.3) A-B/X_Y

The rule 1n (9.3) represents the state of affairs in which A becomes B between X and Y.
We could take as a concrete example the flapping rule of American English (see Section
3.1.6). according to which a /t/ is pronounced as a flap [r] when it occurs between two
vowels, V. provided that the second vowel is not stressed. So, A=/t/, B=[r]. X =V. Y=
[+ syllabic, — stress] as shown in (9.4):

+ syllabic ]

(9.4) = [c]/V__ |- stress

This rule applies o forms like /'bstad/, flenad/, fetamy/, Mokiii/ which surface as ['birai].
[Netrad), [eram]. [nkiriz) respectively.

We also saw in Chapter 8, as in (9.4). that the bits of phonology represented by A, B. X,
Y are either segments, or features associated with segments. That is, they are either
complete feature matrices or individual features. As a further example, we might have a
rule like that in (9.5):

95  Wo[R/V_ #

This rule would capture the process found in many varieties of English by which a /t/
becomes a glottal stop after a vowel at the end of a word, e.g. in words like "cat” and ‘hit’:
/kal and /hit/ which surface as [kaz?] and [hi?] (see the discussion in Section 3.1.5). That
is, phoneme /t/ is realised as the allophone [?] when preceded by a vowel and followed by
the end of a word.

More often than not rules are written in terms of the relevant features, not whole feature
matrices represented by segments (see Section 8.4). The rule for glottalisation we have just
scen can also be recast in (9.6) using the feature [constricted glottis]. where the "+’ value
indicates glottal closure.

(9.6) Gloralisation: | — cont
+ ant —ant
+ cor — | —-cor [[+syll] _#
- voice + conslt glottis

A further example of the use of [leatures in a rule can be seen with words such as
Imint’], [tek’] and [mzp']. where a final voiceless stop is glottalised - reinforced rather
than replaced by a glottal stop (see Section 3.1.5). Thus we might write the rule as in
9. 7).



Phonalogical alternations, processes and rules 139

(9.7) [ — continuant |— [+ const glotis] / __ #
_~ voice

As we saw in Chapter 7, using features, rather than segments. allows us to capture greater
generalisations. Using features in rules expresses these generalisations. In this case using
the features [— continuant] and (- voice] allows the rule to express a process affecting the
entjre class.of voiceless stops of English. where a segment-based attempt would require
several rules, one for each stop.

08 a /p/ — 1Pl /_#
by o ] /] __#
e /K = K/ __#

In other words, the rule in (9.7) accounts for final glottalised /p. (, k/ in any word. If we
could only use segments in a rule. not features. we would need three rules. Formally. there
is no reason why just these three segments should be affected. Why. for example, do we
not find something along the lines of [&] — [p’]?

By including a feature in the rule we capture the generalisation that all voiceless stops
do this. so the process is one affecting the class of voiceless stops. not an apparently
random set of segments.

9.3.].1 Parentheses notation

In addition to these basic rules. there are also notational devices and conventions used (o
express more coraplex relationships and operations. One of these conventions involves
parentheses — { ) — which are used to enclose optional elements in tules. The rule in (9.9)
shows that A becomes B either between X and Z or between XY and Z. The optional
element 1s Y. which may or may not be present.

(9.9) A—-B/X(Y)_7Z

Although this is written as a single rule, it in fact encodes two separate but related rules,
namely A->B/X __ZandA—>B/XY_ 7

To illusirate the application of parentheses notation let us look at ‘l-velarisation™ in
English. [n Section 3.5.1 we saw that most varieties of English have a clear / — [1] — and a
dark or velarised / - [t]. So words like “leaf’ have a clear / and words like ‘fell' and ‘builk’
have a velarised /. The distributional facts are actually more complex than this and we
return to a more complete characterisation of I-velarisation in Section 10.1. These two
words — ‘fell" and “bulk’ — show |-velarisation occurring either at the end of a word. or
before a consonant at the end of a word. That is, there is an optional consonant which may
intervene between the /I/ and #:

©.10) W-M1/_(C#

The parentheses here indicate that there may or may not be a consonant between the lateral
and the end of the word.
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9.3.1.2 Braces

Another notational device used in linear rule writing is brace notation, also known as curly
brackets: | }. Brace notation represents an either/or relationship between two
environments. In other words, the same process occurs in two partially different
environments and the rule captures the fact that it is the same process, despite the
difference in environment.

©.11) A—B/ [)2‘} Y

The rule in (9.11) shows that A becomes B either between X and Y or between Z and Y. In
other words. A—3>B /X __ YorA — B/Z __Y Notc that in (9.11) parentheses have not
been uscd. Therefore either X or Z must be present: both cannot be absent. Recalling the
rule in (9.5) gloualising final-L. we also find that A/ — |?)/__ C, as in ‘petrol” [pe?aal].
Since this ‘t” 1sn’t at the end of the word we appear to have an either/or environment: either
before the end of a word or before another consonant (in fact, there is more to it than this:
see Section 10.4.1).

9.12) W[/ __ [g]

Here we sce that /V/ surfaces as glottal stop |?] either before another consonant or before
the end of the word.

Both parentheses and braces can appear in the same rule. allowing overlapping
environments to be captured in terms of a single rule. Take for example the rules in (9.13).

(9.13) A->B/X_Y
A-»B/XZ_Y
A->B/X_#
A—>B/XZ__#

These rules can be collapsed 1nto a single rule. as in (9.14).
9.14) A—>B/XZ) _ [}g]

The use of devices like parentheses and braces increases the power ol the model and
allows us the capacity to formulate rules of greater complexity. This rule captures the
generalisation that there is some process which changes A to B and that this process occurs
in a number of different environments. The advantage of this over the list of rules in (9.13)
is this: by expressing this change as a single rule we are preswnably saying something
important about the relationship between A and B that is not captured by a list. In the list
there is no reason that each of the four rules should involve A — B: in the single rule each
of the four statements must involve A — B.

9.3.1.3 Superscripts and subscripts
Superscript and subscript numbers assocjated with variables let us express minimum and
maximum numbers of segments relevant 1o a given environment. Let’s imagine that our
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basic rule of A — B/ X _ Y turns an /i/ vowel into an [1] after any consonant (C) and
before any double consonant: that is, the Y variable has to be at least two consonants. So
an imaginacy word like /nis/ would be pronounced [nis], while a word like /nist/ would he
pronounced [ni1st]. We can represent this as in (9.153).

(9.15) h—-nl/Cc__ ¢,

The subscript indicates the ipinimuii number of elements required for the rule (o apply.
Thus this rule states that /i/ becomes [1] when followed by a minimwun of two consonants.

Imagine another rule which has the effect of tuming an /i/ vowel into an [1] before a
single consonant, but not before more than one. In other words. the rule applies before a
minimum «#d maximum of one consonant, as in (9.]06).

(9.16) I —=nl/Cc__C|

The superscript indicates the maximum number of elements allowable for the rule to apply.
According to this rule /nis/ would surface as [nis}. but /nist/ would be [nist] since /mist/
exceeds the maximum number of consonants specified. In other words, the rule does not
apply in the case of /nist/ since the structural description of the rule is not met. Thus,
superscripl and subscript numbers associated with elements in a rule allow us to specify
the number of such elements in a particular environment. Note that there is some overlap
with parentheses: C) represents the same thing as (C).

9.3.1.4 Alpha-notation

Consider the following words of English: ‘unproductive’ [ampis'daktiv], ‘indeed’
[in'dizd]. “include’ [1n'kluid]. Note that in each case the nasal stop shares the same place
of articulation with the obslruent which follows it (see Section 3.4). Recalling the
discussion of features in Chapter 7, we see that [pl. [d] and [k] can be distinguished using
the features [+ coronal] and |+ anterior] (see Section 7.3.3):

(9.17) [p] = [+ ant, - cor]
[d] = {+ ant, + cor]
[k] = [~ ant. = cor]

1t is the values of [+ ant] [+ cor] which [m]. |n] and [n] share with [p]. |d] and [k]
respectively.

(9.18) fm] [+ ant. - cor|
[n] [+ ant. + cor]|
Inl = {-ant, —cor]

i

In order to capture the generalisation that /n/ surfaces as [m]. [n] or [n]. depending on the
teature specifications for [anterior] and [coronal] of the following segment, we need some
way of matchjng the features involved,

Note that we cannot capture this assimilation as a single fealure-matching process by
using "+ and ‘=, since the realisation of /n/ as [m] requires a change from [+ cor] to
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(- cor]) with [+ ant] remaining constant. while the realisation ot /n/ as [p] requires not only
a change from [+ cor] to |~ cor| but also a change from [+ ant] to [- ant]. If we were to
use ‘+’ and "~ a separate rule for each assimilation would be required.

This kind of feature-matching generalisation is precisely what alpha-notation allows us
o capture. Replacing the ‘+” or "= value of regular feature specification, alpha (o)
represents either *+ or ‘=", matching the value of an occurrence of the feature in question
elsewhere in the rule.

Taking the example of nasal assimilation, we can characterise what is going on in the
following way. By using two Greek letter variables (represented by o and ) we can match
the value for these features between the obstruent and the nasal:

{(9.19) i —s [ ant + cons
B cor /____|o ant
B cor

This rule states that the values for [anterior] and [coronal] of the nasal stop must match the
values for [anterior] and [coronal] of the following obstruent. Note that by using o and 3
the values for [anterior] and [coronal] are independent of each other. Had we used only o
then the values for [anterior] and [coronal] would have Lo match each other as well: |a ant,
o, cor] means that if the value for [anterior] 1§ (— anterior]. then the value for coronal 1s
[- coronal]. If o happens to stand for "= anywhere m a rule, it stands for "~ everywhere
in a rule; likewise, if a happens to stand for “+' anywhere in a rule, it stands for '+’
everywhere in a rule. Using both o and [ allows each feature to be specified independently
without affecting other features. I more than two features need to be specified
independently the rest of the Greek alphabet can be used, ie. y. 8. €. etc.

9.4 Overview of phonological operations and rules

In this section we review basic phonological operations and how those operations are
represented in the type of rule we have been considering. These operations include
deletion and insertion, and feature-changing rules. such as assimilation and dissimilation.

9.4.1 Feature-changing rules

In previous sections we have seen rules which affect individual features or small groups
of featurcs, such as nasal assimilation, in which the specifications for the features
|anterior] and [coronal] match between a nasal stop and a following obstruent. Such rules
are known as feature-changing rules. Another kind of feature-changing rule is the mirror
image process of dissimilation, in which two adjacent segments which share some feature
{or features) change to become less like each other. The pronunciation of ‘chimney” as
[ff1mli:] can be characterised as nasal dissimilation. in which the underlying sequence of
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/...mn.../ dissimilates (o a sequence of [...mJ...]. In terms of a rule this could be expressed
as follows,

(9.20) [+ nasal] — |- nasal] / [+ nasal] ___

Other feature-changing operations include processes like flapping and glottalisation
(discussed eatlier in this chapter).

9.4.2 Deletion

As distinct from feature-changing rules. there are other rules which manipulate entire
segments. i.e. whole feature matrices. Deletion is expressed in terms of a segment
‘becoming @ (zero). In (9.21) we sce an abstract rule expressing the loss of A at the end
of a word following B.

(9.21) A->0/B___#

This could be a variety of English in which a word-final coronal stop is deleted in a cluster.
¢.g. “hand’ [heen], ‘list” [11s], ‘locust’ ['loukas].

(9.22) —syll —syll
+ cons e + cons —
According to (9.22) a consonant is deleted ac the end of a word when it follows anotber

consonant. Here the /d/ of /hand/ and the /t/ of /list/ are deleted word-finally; Miend/ —
[hzen] and /list/ — [lis].

9.4.3 Insertion

An insertion rule. again manipulating an entire feature matrix, is the mirror image of a
deletion rule, so inserting some segment A would be expressed hy starting with zero: @ —
A. As a concrete example we might consider varieties of English (e.g. Geordie) in which
a schwa is inserted into a final liquid + nasal cluster, e.g. /film/ becomes [filom]. This can
be stated as in (9.23).

(923) @ —>o/ [+cons
+ son
_nas

+cons |#

+ nas

Here we sce that schwa is inserted between a liquid and a nasal at the end of a word.

9.4.4 Metathesis

Metathesis refers to the reversal of a sequence of elements, often segments. in a word.
Modern English ‘bird". *first’ and “third" have historically earlier forms *brid’, *frist’ and
“thridde’. respectively. In each of these cases the sequence of [r] and |i]| has reversed
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(though in non-rhotic varieties a further change has resulted in the Joss of [r] after
metathesis). This can be represented abstractly by assigning an index (number) to the
segments involved and showing a reversal of the index numbers of two of them:

©24) CCV,—>132

Concretely, we can show the diachronic derivation (that is, the derivation over time) of

‘bird’ as in (9.25).
(9.25) b,1s1d = byiirnsd ‘bird’

Here the 'r’, indexed as 2. is shown to have reversed with the ‘i’, indexed as 3.

9.4.5 Reduplication

One final process to look at is reduplication, a process involving both phonology and
word formation. This js the copying of part of a word then attaching the copy to the
original word. English has very little evidence of reduplication, apart {rom some
reduplicative compounds. e.g. ‘helter-skelter’, ‘pooh-pooh’, and some infantile words
such as ‘weewee’. French. on the other hand, makes slightly greater use of reduplication,
including words like bonbon ‘sweet’ (noun) derived from bon ‘good’ (adjective). or pépére
“grandpa’ derived from pére. Essentially. this type of reduplication in French copies the
initial consonant or consonants up to and including the first vowel and attaches that copy
to the front of the word:

(9.26) stem C, VvV (G
structural descniption 1 2 3
structural change 121 2 3
“bon’ /bd/ b3 = b3b>d [bab3]

The process characterised by (9.26) shows that the initial consonant (of which there must
be at least one) is copied along with the vowel and the copy is added to the original
structure. Note, too. that the final consonant has a subscript 0, indicating that it may be
absent, as is the case in bon /b3/.

While reduplication is peripheral in English and Frepch. some languages — e.g. Samoan
(Samoa), Tagalog (Philippines), Dakota (North America) — use it extensively to indicate
morphological categories like tense and number. Consider, for example, Tagalog, in which
the first syllable of a noun may be copied and used as a prefix, yielding a new word:
['su:lat] “a writing’, [su:'su:lat] ‘one who will write’; ['ga:mit] ‘thing of use’, [ga:'ga:mit|
‘one who will use’.

9.5 Summary

In this chapter we have considered the different types ol phonological aliernations and
processes found in languages. We have also examined how these alternations and
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pracesses may be expressed in terms of formal notation as rules. These rules provide a way
of linking the underlying phonemic level with the surface phonetic level. In the next
chapter we examine the nature of the phonological structures on which such rules operate.

Further reading

At the core of early generative phonology. focussing on rules and representations. is
Chomsky and Halle (1968) which is. however, rather daunting. More accessible and recent
works on generative phonology include Spencer (1996), Kenstowicz (1994), Carr (1993),
Durand {1990).

The French reduplication data in this chapter are [rom Mornn (1972).

Exercises

1 Alabaman (Muskogean, North America; from Rand 1%68)
Consider the data below from Alabaman. (A stop followed by " is unreleased.}

a. inkha: ‘give’ [ if't"abi: ‘leg’

b. p"osno: ‘we' m. that"a: ‘father’
c. hip*lo: ‘snow’ n. t"ankha: ‘dark’
d. ol Ki:t"at Kk a: ‘'see’ 0. slot'k"a: ‘full’

e. k"olbi: ‘basket’ p. hoima: ‘bitter’
f. thot’finna: ‘three’ q. phi:tji: ‘mother’
g. hat'k"a: ‘white' r. Imphittfi ‘breast’
h. t"inna: ‘dull s. if'tho: ‘tree’

i. hédmma: ‘red’ t. ik'ba: ‘hot’
i Kopli: ‘water glass' u. p'a:mni: ‘creek’
k. ok tfak™K"o: ‘green/blug’ v. ik'fi: ‘belly’

i. Determine the rules that govern the variation in the voiceless stops.

ii. Is vowel length distinctive in Alabaman? If so, express the distribution in terms
of a rule.

iii. Is the occurrence of oral vs. nasal vowels predictable? If so, express the
distribution in terms of a rule.

2 in French non-sonorant consonant clusters both members of the cluster agree in
voicing, with the first segment assimilating to the second if necessary: /bs/
becomes jps] as in [dpserve] ‘observe’; /kd/ becomes [gd] as in [anegdst]
‘anecdote’. Such clusters also include /bt/ — [pt], /gs/ — [ks], /kb/ — [gb], /1z/ —
(dz)

i. Express this relationship first as two rules, one spreading [+ voice] leftwards, the
second spreading [~ voice] leftwards




146

Introducing Phonetics and Phonology

ii. Generalise over these two rules by writing a single rule to express this voicing
assimilation, regardless of whether it involves [+ voice] — [— voice] or [- voice] —
[+ voice]

Zoque (Mixe-Zoque, Mexico)

In the data below, what is the relationship between the voiced and voiceless stops
and affricates [p)/[b], [t)/[d), [c)/ly], (Ki/Ig]. [ts)/[dz] and [g]/[ck]. (N.B.: [c] and (3] are
palatal stops.) If each member of the pair is the allophone of a distingt phoneme,
give your evidence for that conclusion. If both members of each pair can be related
to a single allophone, state the underlying representation for each pair and give a
rule to characterise their distribution.

a. katndi “turkey’ j. cenba 'he sees’

b. kan ‘jaguar’ k. nets ‘armadillo’

C. Xutci ‘vuliure’ [ namjettu ‘he also said’

d. mbama ‘my clothing’ m. linka ‘to slash’

e. ndzin ‘my ping’ n. nigpu ‘he planted it’

f. talnguj ‘bell’ o. Yehfaxu ‘he frightened him’
g. petpa 'he sweeps’ p. tanemuyf “tortilla’

h. tapceltu ‘he jumped' g. tindin ‘thick’

i. ngama ‘my field’ r. pdginu ‘you bathed’

Scottish English (Germanic)

Consider the distribution of long and short vowels in the following data. What
factors determine vowel length? How rmight this be expressed as a rule? What
problems are there with this rule as regards natural classes?

a. biu beer bin bean fit feel

b. bik beak lirv leave iz ease
C. (ym room mu:v mave bra: brew
d. su:d soothe sap soup Mt moor
e, met whale we! weigh sket skate
f. wef waif be:d bathe des dace
g. tod load no:z nose rob robe
h. pou pore blo: blow gost ghost

Now consider the pairs below. How do they affect your analysis? Can your rute be
amended to account for them, or must the analysis be abandoned in favour of
phonemig, i.e. non-predictable, vowel length in Scottish English?

i. nid need ni:d kneed
j. brad brood bra:d brewed
k. wed wade we:d weighed

|. od ode o:d owed




10 Phonological structure

In Chapters 7 to 9. we have been assuming a relatively straightforward view of
phonological structure: the smallest phonological element has been the binary distinctive
feature (Chapter 7). An unordered list, or matrix, of these distinctive features, each given
a value of ‘+" or =, characterises the largest phonological element. the segment (or
phoneme). as in (10.1).

(10.1) /p/
[ syll
+ cons
- son
- cor
+ ant

— cont
— nas
~ stri

— lart

— del rel
— high
- low
— back
- round
— voice

As we have seen in Chapters 8 and 9. phonological rules make reference to these features,
either in terms of individual features such as [— voice] (in, say. a rule devoicing final
obstruents). small groups of features such as [- high. + low. — back] (in a rule which raises
front vowels). or the whole matrix in a rule which refers to a whole segment (e.g. a
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deletion rule). The only other elements available for use in rule specifications have been
morphological and syntactic boundaries, indicaling positions like morpheme-final ( __+).
or word-initial (#__ ). This type of phonological representation 1s characterised as being
‘linear’. in that reference can only be made to the particular linear sequence or string of
feature specifications and boundaries that make up the environment for a particular
phonological process. That is. rules may only make reference to ‘flai” sequences of
segments {plus boundaries); no other information, such as syllable structore, can be
incorporated into the rule. For example, the rule expressing word-final devoicing, as in
German, or Yorkshire English. is in fact a statement expressed in terms of linear order: if
we find a stop, 1.e. a segment characterised as [- continuant]. followed by a word-
boundary, #, the stop will be voiceless. as in (10.2).

(10.2) [- contnuant] — (- voice) / _#

However, at various points in the preceding chapters. we have also had cause to refer o
other notions concerning phonological structure. In Chapter 7. for instance. we talked of
groupings of teatures referring (o particular aspects of the make-up of a segment (such as
‘place features” or ‘manner (catures’). and in Chapter 6, we discussed steuctures larger than
the segment. like the syllable and the foot. We have nol thus far incorporated such notions
into the formal characteristics of the phonological component, however. In the following
sections, we look at soimme arguments for extending the model of phonological repre-
sentation in just these ways. This takes the model beyond simple linearity and allows
reference 10 a wider range of phonological structures. Section 10.1 looks at some general
arguments for “richer” phonological structure. Section 10.2 Jooks again at segiment internal
structure, Section 10.3 looks at the notion of "independent” features. not necessarily tied to
a single segment. and Section 10.4 looks at the importance of constructs like the syllable
— phonological structure above the level of the segment.

10.1 The need for richer phonological representation

While there are quite a number of phonological operations that can be expressed
adequately in terms of linear order or adjacency. there are also many common processes
which either cannot be captured purely by reference to strings of adjacent elements, or for
which any such linear rule is not very insightful, i.e. the linear formulation tells us little
about the nature of the process it is describing.

Counsider for instance the data in (10.3), which we discussed in Section 9.3.1.4:

(10.3) i[n eldinburgh
iln dlerby
i[m pjreston
i[n kjardiff

Here, an underlying /n/ surtaces as [n] when preceding a vowel or a coronal consonant, as
[m] when preceding a labial consonant. and as [g) when preceding a velar conscnant,
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Using ‘Greek-letter variables’ (see Section 9.3.1.4), this can be given a straightforward
linear characterisation., as in (10.4).

(10.4) - + consonantal
o. coronal
[+ nasal] — ) o coronal
B anterior .
- : B anterior

While this rule does indeed characterise the process, it doesn’t actually tell us very much
about what is going on. All it says is that two apparently random features in a consonant
must have the same specification in a preceding nasal (i.e. the nasal must agree witly the
following consonant in its values both for [coronal] and for [anterior]). In purely formal
terms, the rule might equally well have been:

(10.5) . + consonantal
o voice )
[+ nasal] — 3 back Q. voice
ac B back

The difference is of course that (10.5) is not a particularly likely rule; we would not expect
both voicing and backness to be related in any way. On the other hand, the kind of process
shown in (10.4) is very common in many languages. What the formulation in (10.4) lacks
is any indication that the features spccified with variables are in some way related. and not
Jjust a random pair like those in (10.5). That 1s, we want to be able to express formally that
it 1s place of articulation assimilation that 1s occuyring here. The rule in (10.4) cannot do
this insightfully, since there are no relations expressible between features if all features are
simply part of an unordered. unstructured matrix. The involvement of two featvres in some
process might well be accidental. Nothing about the organisation of the matrix suggests
that |anterior] and [coronal] should be in any way related, any more than any other two
features, like [voice] and |back]. If, however, features were formally grouped together in
some way, such that |anterior] and [coronal] belonged to the same set, whereas [voice] and
{back] belong to separate subgroupings, then the difference between (10.4) and (10.3)
would become clearer. The features [anterior] and [coronal] would no longer be a random
combination, since both would belong to the same subset of fecatures (which might be
labelled something like ‘place’). The rule could then be reformulated to refer to the subset
as a whole:

+ consonanial ]|
(10.6) [+ nasal] — o [place] / ___ [a [place)

No such reformulation would be possible for (10.5), since [voice] and [back] would not be
in the same subset; while [back] would presumably be in the ‘place’ subset, (voice]
wouldn’t. Section 10.2 looks at some proposals for exactly how the features should be
divided up into subgroupings.
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Another way in which it has been suggested that the characterisation of phonological
structure should be enriched has to do with data like the following, from Desano (a South
American Indian language).

(10.7) & [wal] fish b. {Wai] name
(j¥4] 1 [mi’i] you
[baja] 1o dance [0a]  to be healthy

In Desano. in any one word all voiced segments are either non-nasal as in (10.72) or nasal
as in (10.7b). Combinations of oral and nasal voiced segments within the same word are
not allowed. so *[mi] or *[bt] are not possible Desano words. Further, this restriction also
applies across morpheme boundaries. as (10.8) shows.

(10.8) a. [baja+ri] do you dance?
b. [0a+ni] are you healthy?

Here the interrogative particle is [ri] after an oral stem and [n1] after a nasal stem. To
capture this in terms of a linear rule would be both complex and somewhat arbitrary; we
might randomly choose the first segment of the stem for words like those mn (10.7b) and
(10.8b) as being underlyingly [+ nasal], and then have a rule like (10.9) to “spread” nasality
to the segments following.

(10.9) [+ voice] = [+ nasal| / [+ nasal| __

Note that this rule would have to apply over and over again — so-called ‘iterative rule
application’ — until it reached the end of the word. Or we might stipulate that sequences
like (10.10) are ungrammatical.

+ voice

~ nasal |

(10.10)  *[+ voice | [+ voice | *[+ voice |

[— nasal —’ [— nasal J [— pasal |
We would then need a rule like (10.9) to deal with the morphologically complex forms in
(10.8). Whatever way we choose, however, it will not encapsulate the basic insight into
what occurs in Desano, which is that the feature [nasal] is not associaled with individual
segments (as it is in English). but rather is associated with the whole word. It is the word
as a whole that is |+ nasal] or [~ nasal]. as distinct from any individual segment. This

indicates that sometimes (as in the case here) features seem to operate independently of
specific segments, associating instead with a whole string of segments at the same time.
Section 10.3 examines this idea in more detail.

A third area in which we might want to recognise richer phonological structures has to
do with elements which are larger than individual segments. Recall from the discussion of
laterals in Section 3.5.1 that most varieties of English have two [-sounds, the “clear’ / in
‘leaf” (1i:f] and the ‘dark” or velarised / in ‘bull’ [but]|. From these examples it could be
assumed that at the beginning of a word /I/ surfaces as [1]. while at the end of a word it
appears as [t]. However. it is not as simple as that, since we find instances of clear 7 in
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non-word-initial position. as in “yellow™ and “siliy’. We also find inslances of dark / in non-
word-final position, as in “fullness’ and ‘film’. Indeed a single stem may alternate between
clear / and dark /, compare ‘real’ |2izat] and "reality’ [1italicit], ‘feel’ [fiza}] and “feeling’
['fizlin]. Thus, a more precise statement of the distribution of clear and dark / might be that
dark / is found preceding a consonant and word-finally, and clear { is found elsewhere.

We said in Section 9.3.1.1 that 1-velarisation 1s more complex than was illustrated there.
We can capture a bit more of its complexity using a rule along the lines of (10.11).

aoin -/ g

However, this linear rule is still not very insightful. A better way of approaching Lhe
problem might be in terms of syllables (see Section 2.3 and Chapter 6). Note that the
occurrence of velarised and non-velarised / depends on where that /I/ appears in a svllable.
At the beginning of the syllable. that is in the onset. /I/ surfaces as non-velarised [1]. At the
end of the syJlable, or when the /U is itself syllabic. // surfaces as [1] or [1], compare | .lif.|,
[.but.], ['ban.dt] (where a dot indicates a syliable boundary).

Similarly in the alternations involving ‘real’ and ‘feel” where the /l/ appears word-and
sylable-finally it surfaces as [t] — [.1:.91.]) and [.fiz. o%.] — while in ‘reality’ and ‘feeling’
the /1/ appears at the beginning of a syllable and is non-velarised (1] — [.1izfa)r.ti:.] and
[l

With this in mind, the velarisation rule we formulated above could be rewritten as in
(10.12).

(10.12y /W >[4/ _(C).

This rule allows us to express the generalisation that phoneme /1/ surfaces as velarised 4]
at the end of a syllable, 1.e. In the coda. Section (0.4 looks at proposals for how
suprasegmental structure. specifically syllables and feet, might be incorporated into the
phonology.

We can thus see that a solely linear approach to phonological structure is insufficient,
Much of recent phonological theory therefore adopts what is commonly known as a “non-
linear’ view of phonology, involving concepts of the sort briefly surveyed above. Thesc are
introduced in more detail in the following sections.

10.2 Segment internal structure: feature geometry and
underspecification

As suggested in the previous section, most current phonological models view the (nternal
structure of segments as rather more complex than simply an unordered, unstructured list
of features. Given that phonological processes typically affect some combinations of
features rather than others — that is that certain [eatures or groups of features typically co-
occur while others do not — it is generally fell that phonological representations should
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reflect this tendency. If the segment-internal representations are left unstructured, any such
recurring co-occurrences appear arbitrary and coincidental.

We saw some evidence for this position in the data in (10.3). In English (and many other
languages) a nasal ‘adopts” certain feature specifications from the segment following it.
The features affected in the rule given in (10.4) are all ‘place of articulation” features; that
1s, the process is one of place assimilation. To anticipate the terminology of the next
section, the place features spread leftwards from the obstruent onto the nasal; all the other
feature specifications for the nasal remain constant. A rule like that in (10.4) fails
capture this insight, since the features referred to are not formally related. A reformulation
along the lines of (10.6), which refers specifically to the subgroup of [place] features
explicitly excludes the possibility of features from other subgroups being affected by the
rule. Note further that the rule in (10.4) would not account for the data in (10.13).

(10.13)  i[m fliladelphia i[m vl]enice
i[n Blirsk i[n dle Hague

In (10.13) /n/ is realised by the labio-dental nasal [m] before [f| and [v], and by the
dentalised |n] before [6] and [8]. These allophones need (o be distinguished from [m] and
[n] respectively. The features [anterior] and [coronal] cannot do this, since [m] and [m] are
both [+ ant, ~ cor] and [n] and [n] are both [+ ant, + cor]. To account for (10.13), further
features would need to be added 10 the rule in (10.4), But since such features would also
refer Lo place, no amendment need be made 10 the formulation in (10.6). Note that the
exact nature of the feature or features necessary to deal with the assimilations in (10.13) is
not uncontroversial, but, assuining that they can be considered “place’ features, the point
is valid.

In a similar way, some processes only appear to affect the manner of articulation, but
not place. Consider the oral stop in the following data from the history of the word for
‘food’ (cognate with English “meat’) in the Scandinavian languages Old Norse (ON), Old
Damsh (ODan) and Modern Danish (ModDan):

(10.14)  ON [matr] > ODan [mad| > ModDan |mad]

The same process has affected the stop in the word for ‘water” in the Romance languages
Latin (Lat), Old Spanish (OSpan) and Modern Spanish (ModSpan):

{10.15) Lat [akwa] > OSpan [agwa] > ModSpan [aywa]

In both these cases. the place of articulation of the segment concerned remains constanl.
What was originally a voiceless stop — [t] in [matr] and [k] in [akwa] - subsequently
became a voiced stop, and has becoine a voiced fricative in the modern forms. Both
(10.14) and (10.15) are instances of what are known as lenition processes. Lenition. or
weakening, refers to an increase in the vocalic nature of a segment. and typically tnvolves
voicing and the gradual widening of the stricture in the oral tract. usually following the
paths shown in (10.16).
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(10.16) / voiced stop \

voiceless stop voiced fricative — lipuid/glide

\ voiceless fricative /

The features we need to refer to here are those associated with manner of articulation —
[voice], [continuant], [sonorant], etc. The place specifications remain the same.

A further argument for linking features together formally in some way concerns
whether or not certain features are relevant to all segment types. We saw in Chapter 7 that
while we want our features to be as widely applicable as possible. some seem to be
limited in various ways — their relevance 1s dependent on the presence of some other
feature, or they are restricted to specific segment types. Thus a feature-specification like
[+ strident] js only found on obstruents (i.c. sounds which are specified as [ sonorant]);
there are no strident liquids, nasals or vowels in human languages. Similarly, the feature
[voice] is typically only relevant to consonants (indeed, usually only to obstruents);
vowels are not usually (or possibly ever) voiceless at the phonemic Jevel. Simply having
an unordered set makes this kind of generalisation awkward to state. since no one relation
between features is formally any more likely or unlikely than any other. There is no
particular formal reason to link [strident] and [sonorant] rather than say [strident| and
(back]. If. however. features are tied together in some way, it becomes possible to capture
such ‘feature dependencies’ directly.

There are various ways of representing such groupings and relations formally. The
simplest 1s to have submatrices within the segment matrix, as in (10.17).

Rules can then be formulated to refer directly to these submatrices (sometimes known
as gestures). as in (10.6) above. rather than as an apparently unmotivated list of specific
features. Rules would thus not be expected to refer to individual features {rom more than
one submatrix.

A similar, but more widespread. representation, drawing on the notion of features as
potentially independent (i.e. nol necessarily tied to one particular segment in a string — an
idea discussed in Section 10.3), involves organising the features in terms of a tree
structure. This (ype of representation is known as a feature geometry. and a typical
example 1s given in Figure 10.1. The root is essentially a “holding position’; the remaining
features (or nodes) are all associated to this root, giving the specifications for the segment,
The tree for the segment /t/ is given in Figure 10.2,

There are a number of things 1o note about this type of segment characlerisation. First,
in a tree like this, only those features crucially relevant lo the characterisation of the
segment In question are shown. Trees like these are referred to as being underspecified;
we mentioned above that not all features seem relevant to the representation of a particular
segment. ejther because of the type of segment involved — [voice] has no relevance Lo
vowels — or because of the presence of some other feature-specification — [+ sonorant)
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(JO.17)

placce

anterior
coronal
high
low
back
ete.

manner

continuant
sonorant
nasal
lateral

etc.

Jaryngeal

voice -
etc. J
root
consonantal
sonorant
Jaryngeal supralaryngeal
/N
voice spread constr
glottis  glottis
place velum
{abial coronal dorsal nasal
] /\ ”\ manner
round
anterior distrib hi lo back atr m
continuant strident

Fig. 10.1 An example of features organised in terms of a feature tree

impties [— strident). This can be captured by underspecification. in which features that play
no distinguishing part in the identification of a segment are not present at the underlying
level. These redundant features are filled in later by default rules, which assign values to
those features not specified in the underlying tree. For example, since /t/ s a coronal
sound, there is no need at this level to specify values for any of the features dependent on
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root
+ consonantal
- sonorant
laryngeal supralaryngeal
- voice
place velum
/ AN
coronal - nasal
manner
+ anterior
- continuant - lateral

Fig. 10.2 A tree for the segment /t/

the other nodes which concern place of articulation, that is (labial] and [dorsal| (see Figure
10.2). These may be filled in later by the default rules. Similacly, since /t/ is specified as
[~ continuant], the feature [strident] must have the value "= (since only fricatives can be
[+ strident]). This too can be filled in later by the default rujes. These default rules are
clearly rather different to the kind of rules we have looked at so far. Rules like those
discussed in Chapter 9 have the effect of changing existing fcature specifications or
inserting and deleting whole segments (see Section 9.4 for discussion of these feature-
changing rules). Default rules, on the other hand, add new features to a segment and, as
such, are often classified as structure-building rules, in that they fill in previously absent
structure in the characterisation of a segment.

Further, we can distinguish between various levels of feature (or node types) in such
uees; nodes like [supralaryngeal] or [manner] are class nodes (or organising nodes),
while those like [round] or |strident] are terminal nodes. Rules may refer to any type of
node, but if a class node is mentioned, then all nodes dependent on that class node are
assumed to be involved. Thus, the nasal place assimilation discussed above would involve
reference to the [place] node in Figure 10.1. The [place] node specification for the
obstruent would replace that originally associated with the preceding nasal, but no other
node would be aftected. In a similar way. consider a rule which gives a gloual stop | 7] for
/t/ between vowels, as in [br?a] ‘bitter’ in many kinds of British English (see Section
3.1.5). Such a rule might involve the deletion of the [supralaryngeal] node. and thus all
those features dependent on it. This would leave a stop with no oral place specification;,
only the root features and those dependent on the [laryngeal] node would remain, resulting
in [?].

Note also that class nodes and terminal nodes differ in that while terminal nodes are the
familiar binary featwares, the class nodes are not assigned "+ or "' values. Class nodes ure
‘unary’ (have one value) and are either present in the tree or not. If a segment. like U/ in
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Figure 10.2, is coronal, [labial| and [dorsal] are simply not in the tree (i.e. they are
underspecified), rather than being marked as "=’ This may seem like a different way of
saying the same thing; whether the tree has a [—- lébial] node or no [labial| node at all surely
comes to the same thing? But in fact there are differences between the two positions. One
important difference has to do with a minus value versus nothing at all; if some feature is
specificd as ‘=, then it can be referred to in a rule, whereas if the feature simply is not
there. it cannot be referred to at all. So. while a rule might refer to [- voice] segments (a
devoicing rule would need to do this. for example), no rule could refer to segments in
terms of their being underspecified for [labial}: [labial] can only be referred to positively
(Le. when it 1§ specified in the tree). The advantage of this is that the power of the model
is constrained; the number of things it can do is reduced. A model which can refer to both
[+ labial] and {- labial] segments is less restricted than one which can refer only to the
positive specification |labial] (see Chapter 12 for more on the power of models and on
constraining excessive power).

The exact details of such geometries, in terms of which class nodes are necessary, and
which features are associated with which class nodes, is a source of debate among
phonologists, and many different structures have been proposed. What is important to
remember, however, is that expressing relationships between features helps us to
characterise more insightfully some of the phonological processes found in languages. So.
while the features we discussed in Chapter 7 are still relevant. we would no longer want
1o say that a segmient is simply an unordered list of all such features. but rather that only
some features are present underlyingly for any segment, and that those features are
"organised’ in ways suggested in this section,

10.3 Autosegmental phonology

At the beginning of this chapter we saw ways in which a strictly linear approach to
phonology — assuming both that segments are distinct from each other and that there is a
one-to-one correspondence between segments and features — fails to capture certain
important aspects of the phonology of human languages. By recognising concepts such as
syllables and featural subgroupings we gain a richer representation and analysis of
phonological operations as well as greater insight into phonological relations. In this
section we will consider further extensions of these concepts, looking at the
correspondence between features and segments.

Consider the English affricates [1f] and [dg]. Both are considered to have [- continuant]
in their feature specifications (see Section 7.3.4). However. consider the phonetic makeup
of an affricate. As mentioned in Section 3.2, affricates arc sumilar to a stop followed by a
fricative. A stop is |~ continuant], but a fricative is [+ continuant]. This is a problem, since
in a feature matrix consisting of binary features (see Section 7.2) any given feature must
have either the ‘+> or "= value, but not both values. In Chapter 7 we characterised
affricates as involving the feature [delayed release], without any discussion. This feature
allows [§] and [d&]. [+ del rel], to be distinguished from [t] and (d]. (- de] rel], but has very
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little independent motivation. Moreover, it leaves us in the position of having to claim that
[1] and [d5] are |- continvant] while recognising that phonetically they start off like stops
[— cont], but end up like fricatives [+ cont].

There is another class of consonants, found in a number of languages — including Fula
(West Africa), Sinhala (Sri Lanka), KiVunjo (Tanzania). Fijian (Fiji) — often referred to as
prenasalised stops. c.g. ["b], ["d], |"g]. These, like affricates, are phonetically complex
segments which behave like single segments. Also, like affricates, they seem to involve Lhe
change of a feature, this time [nasal]. from one value to another, starting oft as [+ nasul |
and ending as [- nasal]. If in a given language these segments contrast with |b], [d] and
gl and there are no nasal stops. the feature [+ nasal] could be used 1o distinguish
prenasalised ["b], ["d]. ["g] from oral [b], |d[, [g]. However, languages with prenasalized
stops may also bave both the corresponding cral stops — [b], [d]. |g] — and the
corresponding nasal stops — [m], [n], [n]. As with [del rel], it is not too djfficull to invert
a fearure, call it [prenasalisatior]. to distinguish |"b], ['d], [*g] from [b], [d]. [g] and trom
[m]. (n), [n]. However. this solution sheds no insight into what is going on. It allows us 1o
distingnish the segments involved, but it also masks the problem that exists. namely that
["b]. [*d]. ["g] are both [+ nasal] and [— nasall.

For the reasons discussed above, both affricares and prenasalised stops pose problems
for feature matrices in linear phonology. A linear approach insisting on binary featwres
associaied in a one-to-one fashion with segments misses something important about
phonological relationships. Affricates and prenasalised stops provide strong evidence that
the relationship between (at least certain) features and segments is sgimething other than
one-to-one. By making difierent assumptions we can begin to gain greater insight inlo the
relationships holding between segments and features. Let us assume that we have a row of
‘timing slots” representing the linear facts (after all. there must be at least some linearity,
since speech sounds occur one after the other). For the moment we'll show this as a
sequence of Cs and Vs, representing consonants and vowels respectively. So, for the word
“ap’ we have a sequence of CVC linked with /1, /we/ and /p/.

(10.18) c v C

lap” }o& p

Each of the three segmental representations. like C linked with ‘1", or V linked with ‘x’,
can be seen as abbreviations of the feature-geometry trees discussed in Section 10.2. Tn the
following discussion we will omit tree structure and features not relevant to the argument,
focusing only on thase fealures which are pertinent. The relevant features will be shown
as linked directly to the C and V positions by association lines. This approach to
phonology is called autosegmental phonology. The name derives from the notion of
*autonomaus segment’ referring 1o the relative independence of (at least some) features.
Any such independent feature linked 1o a uming slot is said to occupy its own
autosegmental tier.
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Looking at the representation of ‘lap” in a litle more detail. we can see that {eatures
occupying a tier may be associated with more than one timing slot. For example, since
both [1] and {z] are voiced. the feature [+ voice] will presumably be associated with both
seginents on the [voice] tier:

(10.19) [+ voice] [~ voice]
cC v C
lap’ I ® p

Just as one leature may be associated with more than one slot, so more than ane feature
may be associated with a single slot. This gives us a more insightful way of representing
complex segments such as the affricates and prenasalised stops we discussed at the
beginning of this section. In (10.21), we see the [continuant] tier representation for the
English word “latch’, showing a [+ continuant] specification followed by a |- continuant|
specification associated with a single tiging slot.

(10.20) [+ conl] [~ cont] |+ cont]
SN N
C Y C
I .
1 € U

In the same way. assuming that the feature [nasal] is an autosegment. we can represent
prenasalised stops as involving a doubly-linked nasal specification exemplified by the
Sinhala word for ‘blind®, [la"da] in (10.21a). A variety of complex segments can be
handled in this way. For instance. short diphthongs, like those in Icelandic, can be
similarly represented, as in (10.21b) [laist1] "lock’.

(10.21 (ay [-nas] [+ nas] [-nas] (by |+ lo] [+ hi]
Y NENVAN
C Y C Y C Y C C Y
I N [ R
1 a "d a 1 al 5 1 1

This type of multuple association also allows vs (0 represeat long segments, ie. long
vowels. diphthongs and geminate consonants. Thus we see in (10.22) aulosegmental
representations of the words ‘bee’, "fly’ and laahan bella “preuy’.

N\ |

b 1 a 1

(10.22) a. C vV vV bh. C C V V c.
) 1

o —=0
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Representations like (10.22a) and (10.22b) show both the similarity and difference
between long vowels and diphthongs: they are both associated with Lwo timing slots
{hence long). but differ in terms of long vowels sharing a place specification, while
diphthongs have Lwo different place specificalions.

This approach also lends itself to the representation of assimilation. Coming back to a
relatively familiar language, English. we find that many varieties tend to nasalise vowels
preceding nasal stops. As mentioned in Section 4.3, a word like “bin” tends 0 have a
nasalised vowel. under the jnfluence of the following nasal stop: [bIn]. In autosegmenial
terms we can show this as a rule of spreading as shown in (10.23). Rule formalism in
autosegmental phonology is somewhat different to that discussed in Chapter 9. In rules
like (10.23) a dotted line indicates the spreading of an autosegment. showing the spread of
[+ nas] onto the vowel. The solid line with the bars through it indicates that the feature
[— nas] has been delinked from (is no longer associated with) the vowel.

(10.23) [- nas] [+ nas]

RGN
cC VvV C

(10.24) shows how this rule applies to the word ‘bin". If we assume that the vowel [1} in
English is underlyingly oral. it is associated with [~ nas| until the nasality of the following
nasal stop spreads to it and causes the association with |- nas]| to delink.

(10.24) [— nas] [+ nas] (— nas] [+ nas] [— nas] [+ nas]

™~

| ]
cC v C — cC v C — c v C
I I b
b | n b l b 1 n

Another way of dealing with this. employing the notion of underspecification introduced
carlier, would be to assume that the vowel is not specified for nasality underlyingly. The
[+ nas] feature then simply spreads leftwards onto the vowel with no delinking.

(10.25) [— nas] [+ nas]

o—0
_(_‘<\
> — N

This kind of approach is also applicable to the nasal assimilation data discussed above in
Section 10.2. The place node of a nasal preceding an obstruent is delinked and the place
node from the obstruent spreads to the nasal, as shown in Figure 10.3. Along with linking
and delinking, there are other conventions associated with autosegmental representations.
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n/ /o/
root rool
+ consonantal + consonantal
+sonorant - sonorant
laryngeal  { supralaryngeai IEFyngegl supralaryngeal
Rl VARG e .
+ voice LT T e ]
velum manner  place place* manner  velum
+nasal -conl  COrORAN™---... _labial /- cont

+ anterior

Fig. 10.3 Spreading and delinking

These conventions restrict the power of the model, with the aim of expressing only what
we need to about phonological relations.

Among these conventions is the ‘no crossing constraint’ which prohibits crossing
association lines between features on the same tier. This rules out representations like the
one in (10.26). in which the plus value for some feature F crosses over the minus value for
the same feature.

(10.26) *[+F] [-F]
X X X

These sorts of autosegmental representations, recognising that the relationship between
features and timing slots in a segmental skeleton is not necessarily one-to-one, help us to
gain a clearer insight into phonological relations and help us represent these relations in a
way that appears to reflect more appropriately the sound systems of language. As an
example of this, let’s look at how autosegmental phonology deals with a phenomenon
which appears to involve the association of features across a number of segments, namely
vowel harmony. In some languages. e.g. Finnish. Turkish and Hungarian, there is a very
strong tendency for all the vowels in a single word to ‘harmonise’, that is, to share some
feature or features, usually backness or rounding.

In Hungarian vowels must agree for [back]. Thus the word for “throat’ is [torok]. while
the word for “Turkish’ is [tergk]. In a linear formulation this would require a complex
lterative rule application, copying the value of the feature [back] onto successive vowels.
In autosegmental terms one way of tepresenting this is to say that the lexical entties for
the words (torok] and [tgrgk] have the feature [back] as an autosegment rather than being
part of the specification for any particular vowel. In (10.27) capital [O] represents a mid
rounnd vowel underspecified for [back]. Thus it surfaces as (o] when associated with the
(+ back] value for the autosegment and as [¢] when assoctated with [— back].

What is more interesting, however, is what happens when a suffix is added. For
example. there is a dative suffix which surfaces as either (-nak] or [-nek]. Which form
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(10.27) [+ back] [~ back]
tOrOk [torok] ‘throat’ tOrOk [tergk] ‘Turkish’

surfaces depends on whether the vowels of the stem to which it is attached are [+ back] or
[~ back] vowels. So, the word meaning “to the throat® is [toroknak| with all back vowels
while ‘to the Turk’ is (tgrgknek] with all front vowels. Represented autosegmentally we
can assume that the suffix vowel is underspecified for backness, again using a capital letter
~ [A] - but acquires its backness from the specification of the siem.

(10.28) [+ back] [— back]

~. ~
~ S

tOrOk-nAk [toroknak] tOrOk-nAk [toraknek)

In this way the formal representations of autosegmental phonology can be extended to a
variety of other phenomena, providing not only an analysis of featural changes within a
segment, as with affricates and prenasalised stops, but also analyses of harmony
phenomena occurring over stretches larger than the segment.

Returning to some data we saw earlier in the chapter, recall that in Desano the word is
the domain of nasality and the voiced segments of an entire word are either nasal or oral.
In terms of autosegments this can be shown with the feature [+ nasal] associated with the
voiced segments of a nasal word, [— nasal] associated with the voiced segments of an oral
word.

(10.29) a. [~ nasal] b. [+ nasal]
W al [wal] ‘fish’ w o al [Wai] ‘name’
[— nasal] [+ nasal]
j v gEger m it  [mii] you
{— nasal] [+ nasal)
baja [baja] ‘todance’ 0o a [63] "to be healthy’

Unlike the iterative rule application that would be necessary to spread nasality in a linear
model, we can represent the [+ nasal] value associated with Desano words as the
association of a feature with all of the voiced seginents in a particular word. This may be
particularly appropriate in a case like this, in which the feature in question js associated
with the entire word, including any affixes, as seen below.
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(10.30) a. [~ nasal)

bajatri ‘doyoudance?

b. [+ nasal]

0 8+ n 1 ‘are you healthy?

Here the autosegmental model gives a clear representation of spreading from the stem to
the suffix.

While these autosegmental representations leave open the question of precisely which
features can occupy an independent tier. they do niake available some interesting
possibilities which are unavailable in terms of linear feature matrices of the kind
introduced earlier in the book.

10.4 Suprasegmental structure

Once autosegments are accepted and the relationship between features and segments is
seen as being potentially other than one-to-one, the question that arises is that of
phonological structure in general. If it is no longer crucial. or desirable. to refer to adjacent
segments i a line. what kind of organisation 1s there of phonological material into larger
units? In the following sections we try to answer that question.

10.4.1 The syllable and its internal structure

We saw in Section 10.1 with the distribution of clear and dark 7 that syllable structure plays
a role in phonological processes. In a simijar vein. consider the words ‘pightly’ and
‘nitrate’. For many speakers the // in "nightly’ is likely to surface as [?]. while in "nitrate’
the first /t/ is aspirated [t"].

So. how do we capture this? Without reference to syllable structure we need to show that
Nt/ is realised as [?] when it appears in two apparently distinct environments, i.e. before
another consonant, as in ‘nightly” [na1?li:]. and when it appears at the end of a word. as in
‘cat’” [k&?). These two disparate environments can be informally stated in a rule as
follows.

(10.30) /|/—>(?]/_|§]

This rule states that /t/ becomes [?] both before another consonant and at the end of a word.
Note that this is exactly the environment associated with the distribution of clear and dark
[. While (10.31) captures the observed behaviour of /t/, it gives us little insight into the
naure of the condilioning environment, since i tells us nothing about a possible
relationship between a consonant and a word boundary.
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Looking at this in terms ol syllable structure sheds more light on the nature ol the
environment. I we look at the words “mightly” and ‘cal’ again and consjder where the
syllable boundaries fall. we find thar in both cases /t/ is immediately hefore a syllable
boundary, i.e. in the coda (see Sections 2.3 and 6.1).

(10.32) a. [.mar?lin] b, [ke?.]

These examples show that rather than referring to consonants and word boundaries the
important aspect of the environment is the position of the syllable boundary: /t/ in syllable-
final position is glottalised. This can be informally represented as in the rule below.

(1033) W =[P/ _.

If we now consider in the light of this the difference between ‘nightly” and "nitrate’, where
the /t/ of "nightly” surfaces as {?] and the first /t/ of ‘nitrate’ surfaces with aspiration as [t"],
one might suspect that there 1s some difference between the sequences /tl/ and /t1/ in terms
of syllable boundaries and. indeed. there is. Recall from Section 6.1.4 that the position of
syllable boundaries is determined in part by onset maximisation, and that this is subject to
language specific phonotactic restrictions on word initial clusters. In English, {u] is a
permitted initial sequence. but {tl] is not. due to a phonotactic constraint operating in
English: English words cannot begin with the sequence *|tl].

What (his means for ‘nightly’ and "nitrate’ 1s that a syllable boundary occurs between /t/
and /1/ in “nightly’, but the /t/ and /1/ in "nitrate’ belong to the same syllable: nightly ~
ni.trate. The /t/ in “mightly” is syllable-final while (he /t/ in "nitrate” is not. Hence the /t/ in
‘mghtly’ fits the environment for the rule in (L0.33) and is thus glottalised. In nitrate’ the
first /t/ is syllable-initial, rather than syllable-final, and so cannot be glottalised.

Further evidence for this account comes from examples like “patrol” and ‘petro)’. There
are many varieties of English in which ‘petrol” is pronounced with a glottal stop, as
I'p"e?10t). while *patrol surfaces with [1"] and never with a glottal stop as in [pat"tov}].
where the aspiration serves to devoice the following liquid. This is good evidence that it's
not merely a question of whether or not the /t/ in question can be in an onset with the
following consonant. but rather whether it /s in the onset. As we've seen before, an
underlying segment undergoes a particular process depending on where it 1s in a syllable,
since in ‘pet.rol’ the /t/ 1s in the coda of the first syllable whereas in ‘pa.trol” (for reasons
of stress placement) the /t/ is in the onset of the second syllable.

Note that the syllable boundary suggested here for “petrol’, between the // and /1/, runs
counter to the principles of boundary placement discussed in Section 6.1.4. Onset
maximisation would suggest that in both words both the consonants should be in the onset
of the second syllable. However. the differing behaviour of the consonant clusters in
‘petrot’ and “patrol” suggests that there might be more to be said here. The fact that the /¢/
in “patrol’ can never glottalise imdicates clearly that it must be in the onset, but the case of
the /t/ in "petrol” is a little more complex. The fact that it can glottalise suggests it 1 in a
coda, as claimed above. However. in bath “petrol’ and “patrol’. the /1/ devoices. Thix
devoicing of a liquid after a voiceless stop (see Section 3.1.3) only occurs in onsets, which
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suggests that the /t/ in both words is in onset position. So, while the /t/ in ‘patrol’ i3
uncontroversially an onset consonaat, the /t/ in ‘petrol’ has characteristics of both onset
and coda positions. Tt is thus possible to consider the /t/ in *petrol” to be ambisyllabic, that
is simultaneously in the coda of the first syllable (hence it can glottalise) and in the onset
of the second syllable (and hence it devoices the following liquid). The syllable boundaries
thus overlap in the case of ‘petrol’. as [5, pe [g2 ¢ Jay TO] Jga. with the /t/ in both syllables.
Nole that only the /t/ 1s ambisyllabic; the /1/ cannot also be simultaneously in the coda of
the first syllable since /ti/ is not a permitted coda. That the boundaries do not overlap in
‘patrol’, [4, pa Icl [(xz trol ]s. bas to do with the position of the stress. as we suggested
above. Only consonants following stress can be ambisyllabic; onsets of stressed syllables
cannot be ambisyllabic.

The notion of ambisyllabicity also helps account for the varying behaviour of /t/ with
respect to “flapping’ in North American Englishes (see Section 3.1.6); while the /t/ in
‘atom’ is realised as a flap, in ‘atomic’ the /t/ surfaces as aspirated. Given the different
stress patterns of the two words. we can see that the /t/ in "atom’ follows the stress, and is
thus ambisyllabic, whereas the /t/ in “atomic’ is in the onset of the stressed syllable, and so
cannot be ambisyllabic. Given this difference. flapping can be seen as only affecting
ambisyllabic stops.

As we discussed briefly in Section 6.1.2. there is more to the role played by syllables
than simply the focation of syllable boundaries in phonological structure. There is a certain
type of speech error, usually called a spoonerism. which consists of the first segment or
cluster of a syllable being swapped for the first segment or cluster ol another syllable in a
phrase. For example. a speaker who wants to say ‘round moon’ may mistakenly make the
transformation as in (10.34).

(10.34)  round moon — smound rune

What has happened here is that the first consonant of each word has been switched. shown
schematically in (10.35).

(10.35) C\V...CV... — CV...CV ..
[1aond muin] [maund Jquin]|

A spoonerism. however, of “dear queen’ may end up as ‘yueer dean’.

(10.36) C\V...CCWV... - GCCV...CV...
[dizs kwim) [kwitt diin]

{For non-rhotic speakers the final segmenl of “dear’/'queer’ will be [3].) Significantly, it
doesn’t end up as *C,C,V... C,\V... *[dwiu kimn|, or *C,C3\V... CV... #|dkix wiin| or
some other combination. This indicates that it’s not simply the ‘first consonant™ or some
other specific consonant that is important. Rather, it is some constituent of a syllable that
is important, namely the onset. which we can define informally as ‘that part of the syllable
that occurs before the vowel.”
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Spoonerisms thus provide evidence of structure within the syllable. They show that we
can manipulate parts of syllables in perfectly systematic ways. What we’ve dope in the
examples above is to switch onsets while leaving the remainder of the syllable — ie. the
rhyme — intact.

There are several ways of representing the internal structure of the syllable. One of the
most common, repeated from Section 6.1,2, is shown in (10.37).

{10.37) G
0 R
N Co

Lower case sigma (o) stands for “syllable’. The onset is represented by ‘O". The pucleus.
or core, of the syllable is represented by ‘N’. ‘Co’. or coda. is a consonant or consonants
following the vowel. ‘R’ represents the rhyme, the combination of N and Co.

Returning to our spoonerism in (10.36). we can represent this in terms of syllable
structure, as shown in (10.38).

(10.38) c o 4 (o)

2 NN

0, R 0, R - 0, R 0, R

AN VAN AN N
| N Co N Co N Co N Co
d & 1 kw 1 »n kw 11 d tu n

What we see in (10.38) is that the onsets have changed places: the first onset O, has traded
places with the second onset O,. In linear terms we would have to characterise this process
as moving one. two or three segments before a vowel (since English allows consonants
clusters of up to three members to appear word/syllable-initially as in ‘ray’. ‘pray’ and
‘spray’). In terms of syllable structure we need only say that two onsets have moved.

Recall from Section 6.1.2 that in English. onsets and codas are optional: only the
nucleus is obligatory and may be considered to be the head of the syllable. By head we
mean the obligatory and characterising element of a construction. Without a nucleus there
is no syllable. Note also that the nucleus, typically a vowel, is the most prominent segment
in the syllable 1n the sense that it is the most sonorant.

In terms of syllable structure, then, we start to sce what processes are involved in -
glottalisation and l-velarisation: when /t/ appears in coda position it may glottalise; when
A/ appears in coda position it velarises.
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(10.39) s) G o s c o G G
RN N A N A
O R 0 R OR O R O R OR OR R
AN /\ I /N | N IR EVAN
N Co N Co N N Co N || Nj|NNCo
p ¢ 7?7 1 o 1 p oa ("1 oou 1 p a thioul it 5 m
“petrol” ‘patrol’ ‘petroleum’

In the above trees. we ignore issues of ambisyllabicity for ease of exposition.

Syllable structure can also give us interesting insights into phonotactics, which is the
statement of permissible combinations of segments in a particular language. Consider the
underlined parts of fallowing words:

(10.40)  sleepwalk lab worker Tlivewire leafworm

In linear terms these words exhibit sequences of [pw]. [bw]. [vw] and [fw]. At the same
time, however, words such as those in (10.41) are umpossible words of English:

(1041) “*pwell  *bwee  Fvwoor  *{wilc

This means that we cannot simply place a restriction on sequences of [pw]. [bw], [vw] and
[fw], since they do occur, as in (10.40). Rather, the restriction is that sequences of a labial
segment followed by [w] cannot appear in an onset or in a coda. So it is not the sequence
of [pw] cte. that is not permitted. but the occurrence of such a sequence in an onset or a
coda. Compare the position of the [pw] in [slizpwok] with that in *[pwet].

(10.42) a. b. o

G G
VN VN VN
(@] R O R 0] R

NN AN
N Co N Co N Co
s i pwa k pw et

Although the [p] and [w] are lincarly adjacent in both (10.42a) and (10.42b), they are in
different syllables in (10.42a) ~ referred to technically as heterosyllabic — while in
(10.42b) they are in the onset of the same sytlable — tautosyllabic. It is this second
occurrence that js ill formed in English.

10.4.2 Mora

A rather different type of syllable-internal structure to that described above involves an
element called the mora. As we saw in Section 6.2.2, 1n some languages (e.g. English,
Latin and Arabic) stress is sensitive to syllable weight. [n other words. stress is assigned
to particular syllables depending on whether they are light — consisting of a short vowel
in the nucleus and no coda — or heavy — consisting of either a long vowel or diphthong in
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the nucleus. or having a consonant in coda position. While the light syllable seems to be
rather straightforward — (C)V — the heavy syllable can consist of (C)VV. (C)VC — or even
{C)VCC. Note the parentheses around the initial C. Onsets appear to be Lrelevant to
syllable weight. Using the syllable formalisim seen above we can represent Lhese syllables
as in (10.43).

(10.43) a. o b. a C. 153

AN PN AN

0O R 0 R 0O R
| | PN
N N N Co
i VN |
\% vV vV A C

L 2 I a a L a p

In languages sensitive to syllable weight the syllables in (10.43b) and (10.43c) (as well ag
VCC) typically behave as a group. In terms ol syllable structure there is no clear reason
why this should be so: in (10.43b) the nucleus containg two segments: in (10.43¢). the
nucleus conlains one segment and the coda also contains one segment. One might suggest
that some notion like ‘branching rhyme’ is playing a role here but, while *branchingness’
may be relevant, it is the nucleus branching in one case and the rhyme in the other.

So, how can these types of syllable be formalised so that heavy svllables are
distinguished from light syllables in a natural way? One way of doing this is to recognise
another structural unit. the mora (represented by Greek mu, u). The mora 15 a unit of
quantity, with a single vowel - i.e. a light syllable — equalling one p. while a long vowel
and a vowel plus coda consonant — j.e. heavy syllables — each equal two ys:

(10.44) a. o b. o c. o
/I‘ Hou I

J | |
t a t a a t a p

{ta] |taa] [tap]

Note that in (10.44) the onsers attach directly 1o the syllable node and have no beuring on
morajc structure. This is in keeping with the generalisation mentioned above that onsets
do not contribute ro syllable weight.

Apart from structure hetween the segment and the syllable there remains the question of
suprasyllabic structure, that is structure above the syllable. We turn to this question now.

10.4.3 Foot

Traditional studies of poetic metre have Jong recognised the foot as an organising structure
for combining syllables. or more precisely for combining stressed and unstressed syllables.
A stressed syllable combined with any associated unstressed syllables constitutes a foot,
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with the stressed syllable being the head, since it is the mosL prominent. Feet may be
leftheaded. j.c. with the stressed syllable on the left [§G), or rightheaded {6 &}, they may
be binary (bounded), consisting of two syllables, or unbounded, consisting of all the
syllables in a particular domain, for instance a morpheme or word. A degenerate foot
consists of a single syllable. Some of these structures are illustrated in (10.43).

(10.45) . binary rightheaded b. binary leftheaded
F F
[c 6] 6 o]
¢. unbounded rightheaded d. degenerate
F F
[c o 6 &) (o]

Traditionally. feet like those in (10.45a) are called iambic feet or 1ambs, while feet like
those in (10.45b) are trochaic feet or trochees. (Other sorts of feel also have traditional
labels which we won't detail here.) Note that the syllable in (10.45d) is not shown as
stressed: since stress is a relative relationship. a single syllable in isolation is neither strong
nor weak in relation to another one. This does not preclude a degenerate foot from having
stress, as will be evident from the discussion below.

In addition to their metrical function, another reason to identify feet is to allow us to
refer to the domain of specific phonological rules. Compare the words in (10.46). (Primary
stress 1s indicated by a superscript ! and secondary stress by a subscript | before the
syllable.)

(10.46) [ink) ‘ink’ [, ipkla'nerfan] ‘inclination’
['inklamn] ‘incline’ (noun) [in'klain] “incline’ (verb)

Note that in ‘ink” and ‘inclination’ the /n/ obligatotily appears as [n]. In “incline” (noun or
verb) the /n/ may occur as [n] (though it can appear as |n)] it does not have (0). If we look
at syllable structure alone. we find that we cannot distinguish between the occurrence of
[n] and [n]): leaving aside ‘ink’, the syllabification of ‘inclination” and ‘incline’ is the same
for the relevant parts of the words. The /n/s in question are syllable-final in both cases.

(10.47) 6 ¢ © «C c o
1 gkloanei {an rnklain

At the same time, the difference in occurrence between [n] and [n] cannot be due to stress
alone. since the noun and verb forms of “incline’ differ precisely with respect (o the stress
assigned to the initial syllable.
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What is different about the words in (10.46) though is the foot structure. Assuming that
each stressed syllable (primary or secondary stress) heads its own (possibly degenerate)
fool. the words in question differ in whether or not the /n/ at issue is next to the /k/ within
the same foot or whether a foot boundary intervenes. When the two segments are in the
same foot /u/ surfaces as [g]. When the /n/ and /k/ are in different feet the /n/ may appear
as [n].

(10.48) F F F F F
| RSN |
G 6 6 6 © c o}
1gk 1 nklanel fan 1rnklarn

[n other words. the velar assimilation of the /n/ to the /k/ occurs obligatorily within a foot
but when the /n/ and /k/ are in difterent feet there is no obligatory assimilation. (Unlike the
obligutory assimilation. optional velar assimilation 1s not foot based. as it can occur across
words: “gree[n] car’.) By recognising the foot as a domain for the application of a
phonological rule, we can capture the behaviour of /n/-velavisation. Without recognising
the foot we have no insightful way ol accounting for this.

10.4.4 Structure above the foot

We have seen that nuclei head syllables and stressed syllables head feet. Feet may also be
combined into larger constituents where one foot 1s more prominent than the others. Thus.,
in (10.49) we have a construction consisting of three feet, the last of which is the most
prominent, i.e. the head.

(10.49) G
F

RN

7"1'1
7"11

6 6 6 6 O «
VAVAVANERVAVAN
Jim my ate a rab bit

In (10.49) we informally label the structure ‘G’ for ‘group’. The exact nature of structures
above the Jeve) of the foot is a matter of some controversy which goes beyond the scope
of this book. Without going into the specifics of these constituents, phonologists have
proposed a hierarchy of ever larger constituents up to and including entire utterances. For
the present purposes what is important is that there is a general recognition of the need for
structures above the foot.
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10.5 Conclusion

Chapter 10 has dealt with various aspects of phonological structure. Recognising the
inadequacy of a phonological model based on segments alone. phonological research has
taken two different directions, exploring representations both larger than the segment and
smaller than the segment. These representations include autosegments, feature geometry
ang suprasegmental structures such as the syllable and fool.

In the next chapter we consider how rules and representations are used in derivational
analyses and how analyses are evaluated.

Further reading

Most recent textbooks have discussion of extensions to the representation of phonological
structure, such as Gussmann (2002). Ewen and van der Hulst (2001), Gussenhoven and
Jacobs (2003), Spencer (1996). Kenstowicz (1994), Carr (1993), Durand {1990).

For somewhat more advanced treatmenis see Clements and Keyser (1990), Halle
{1992), and Goldsmith (1990). A number of the papers in Goldsmith (1995) also deal with
topics discussed in this chapter.

The Desano data 1s from Kaye (1989).

Exercises

1 Schwa epenthesis in Dutch (Germanic)
The following data exemplify a type of optional schwa epenthesis (underlined) in
standard Dutch (see Trommelen 1984).

/elk/ a. 'tlzk 'each’ b. elkar ‘each other’ c. “elskar
Nolk/ d. ‘wolgk ‘people’ e. “olkan ‘peoples’ f. *valgken
/melk/ g. 'melgk ‘milk h. 'melkan ‘to milk’ i. *melgkan
/warm/  j. ‘waram ‘'warm' k. 'warman ‘warm’ |, *waraman
/arm/ m. 'aram ‘arm’ n. 'armean 'arms’ 0. ‘*araman
/horn/ p. 'horan ‘horn’ g. 'horntja 'little horn’ r. *horantje
/belx/ s. 'belax 'Belgian’ t. 'belxis ‘Belgium’ u. “belaxis

i. Describe in words where underlined schwa can be inserted.

i. Discuss whether or not the data can be accounted for by a rule expressed solely
in segmental terms, i.e. a linear rule.

iii. If you answered in (i) that a linear rule can account for the data, state the rule,
using features.

iv. If you answered in (i) that a linear rule cannot account for the data, explain why
not. Also show how the facts can be represented.
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2 Turkish (Altaic; Turkey, N. Cyprus)
Turkish has the following vowel system:

front back

unround  round unround  round
high i Y i u
low e o a o]

i. Express the vowel contrasts in terms of distinctive features (you should only
require three features).
i. Using the notion of underspecification, suggest URs for the noun stems and

affixes in (A).

iii. What processes are operative in the data in (A)?
iv. How can these processes be expressed as rules in autosegmental terms?

(A)  nominative genitive nominative gloss
singular singular plural
a. gyl b. gylyn c. gyller ‘rose’
d. fal e. felyn f. {faller ‘desert’
g kil h. kiffin i, kitflar ‘rump’
j- akjam k. akfamin I. akfamlar ‘evening'
m. ev n. evin 0. evler house’
p. demir g. demirin r. demirler '‘anchor’
s. kol t. kolun u. kollor ‘arm’
V. s0mun W. Somunun X. somunlor "loaf’

Welsh (Celtic, Wales; from Tallerman 1987)

Consider the (simplified) data below. There are two alternations occurring: (i} in the
initial consonant of the noun stem and (i} in the final consonant of /an/my’. How
can the alternations be accounted for in autosegmental terms? The citation form

(word in isolation} is given first.

a. kegmn ‘kitchen' b. a0 fegin ‘my kitchen'
¢. bubm ‘cottage’ d. am mubin ‘my cottage'
e. it ‘house’ f. an ni: ‘my houss'
g. pentre ‘village’ h. am mentre ‘my village’
i. dafrin ‘valley’ j. an nafrin ‘my valley’
k. kami; ‘Wales’ I an famri: ‘my Walgs’




11 Derivational analysis

The model of the phonological component of a generative grammar that we've been
developing 1o this point can be seen to consist of two parts. First, a set of underlying
representations (URs) for all the morphemes of the language and, second. a set of
phonological rules which determine the surface forms (i.e. the phonetic forms) for these
underlying representations (see Section 8.3). So. for a word like ‘pin’ the UR, i.e. the
phonological information in the lexicon, might be /pin/. To this form, rules like ‘Voiceless
Stop Aspiration” (see Section 3.1.3) and “Vowel Nasalisation’ (see Section 4.3) will apply,
giving the phonetic form (PF) [p'Tn]. As in this simple example, underlying forms may
be affected by more than one rule; the series of steps from UR to PF is known as a
derivation. which is the concern of this chapter.

11.1 The aims of analysis

As we discussed 1in Chapter |, the aim of a generative grammar is to capture formally the
intnitive knowledge speakers have of their native language, 1.e. their competence. So what
kinds of intuitive phonological knowledge do spcakers have? Clearly they have knowledge
of which sounds are and are not part of their language. that is the phonctic and phonemic
inventories. Remember that by ‘knowledge’ we mean subconscious and not conscious
knowledge: speakers don’t — and can’t — typically express generalisations about the
phonology of their language. So. for instance, English speakers know that the voiced velar
fricative [y] is not part of their inventory of sounds. just as French speakers know that [0]
is not part of theirs.

Speakers also know what combinations of sounds can occur in their language, and what
positional restrictions there may be on sounds. English speakers know that the only
consonant that can precede a nasal at the beginning of a word is the fricative [$]: [snu:p]
is fne, but not *[fnurpl. *[knu:p]. *(bnu:p] or *[mnuip). That is. speakers have a
knowledge ol the phonotactics of their language.
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A further kind of speaker knowledge concerns rclationships between surface forms:
speakers “know' that some surface forms are related, and that others are not. Speakers
consistently and aulomatically produce the kinds of (morpho)phonological alternations
discussed in Section 9.2. They ‘know’ that although the actual surface nasal segment at the
ead of the preposition ‘in” varies — as in [m bouttan| or [1 kitmamak] ~ underlyingly
the preposition has a single UR, which we can represent as /m/. Without being aware of it.
speakers produce forms showing the surface variation which is due to the nasal
assimilating to the place of articulation of the following consonant. The phonological rules
in the phonological component are a way of expressing such knowledge; that is, they
provide a formal characterisation of the link between the invariant underlying
representations and the set of surface forms associated with them.

A number of assumptions underpin the type of characterisations phonologists propose
for rules and derivations. One is that the rules should account for all and only all the data
for which they are formulated. That is, they should not also predict the occurrence of
forms which are not in fact found in the language. This may sound obvious, but it is by
no means frivial. 1t 1s of no use to have a nice straightforward rule that does indeed
cover the data but which also makes further, wrong, predictions. As a simple example,
consider a staternent to the effect that each segmenlt in a consonant cluster in English
must agree in its value for the feature [voice[; [+ voice|[+ voice] and [— voice|[- voice]
are fine, but *[+ voice][- voice] or #*[- voice][+ voice] are ruled out. Such a statement
will quite correctly admit the clusters in [eps, @ft. ckts, egz. endz], and not allow those
in *lwebs, @fd. @giz, ckz, entz]. However, it would also predict that the clusters in
|&nts. Y. tmp, snou] are impossible in English. which is clearly not the case. In this
instance the solution is relatively easy to find: the restriction must apply to obstruent
clusters only, not all consonant clusters. Constraining a whole series of rules, that is a
derivation, to prevent them (rom allowing ungrammatical forms to surface, however, is a
much harder task.

A second underlying assumption behind rule formulation is that the rules, and the
derivations they form part of, should be maximally simple, expressing maximum
generalisations with minimal formal apparatus. That is, in general. simple, broad rules
are preferable to complex, specific ones. One reason for this is a desire for formal
economy; the fewer elements in the grammar, the more highly-valued it is (sec the
discussion in Section 8.4). This is sometimes known as the principle of Occam’s Razor:
‘don’t multiply entities beyond necessity’ (i.e. don’t build a complex mousetrap
involving wheels, pulleys, weights and cogs when a simple box wilh a one-way door
will suffice). A further reason for valuing economy and maximal generalisation has to
do with speculations about how we learn language and how the mind is organised: the
hypothesis is that we operatc both as learners and fully competent speakers by using a
relatively small number of broad generalisations, rather than by employing large
numbers of less general statements. Some evidence for such a stance can be found in
children’s speech, for instance. Noun plural forms like ‘mans™ and ‘foots’ are often
produced by children, presumably because they have formulated a general “plural =
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noun + s’ rule and then applied il to ‘man’ and ‘foot’. It is only later that the irregular
forms ‘men’ and “feet’ are learnt. Indeed. on many occasions the generalised form
persists at the expense of the adult irregular form. If this were not so, the plural of
‘book’ in Modern English might be expected to be something like ‘beek’ (compare with
‘feet’) since in Old English the forms were bdc (singular) and Déc (plural), exactly
parallel to for and fe¢ in Old English. {The macron above the vowels indicates a long
vowel.)

This principle of descriptive economy obviously has to be tempered by concerns like
those expressed earlier about accounting for all and only all the data; sometimes a specific,
less general rule will be necessary to avoid incorrect surface forms predicted by a more
general rule.

So, to recap. the aim of a derivational analysis is 10 express, in a maximally simple and
general way. the relationship between the underlying phonological representations of a
language and their surface phonetic realisations. In the next section, we will look at how
such an approach might deal with the set of alternations like those involved in regular noun
plural formation in English.

11.2 A derivational analysis of English noun plural formation

Consider the plural nouns in the following lists:

(11.1) a. rats, giraffes, asps. yaks. moths
bh. aphids, crabs, dogs. lions, cows
c. asses, leeches, midges, thrushes

(Note that in this section we are not considering irmregular pjural formation, e.g. ‘man’ ~
‘mep’, “child” ~ ‘children’, ‘sheep’ ~ “sheep’.) Given the forms in (11.1), how do we form
regular plurals in English? What might seem (0 be the obvious answer — add “(e)s’ - only
tells us about the orthography, and so can be discounted. It tells us nothing about the
phonology of plural formation, which is what concerns us here. In fact, there are three
different surface forms of the regular plural sutfix in English. [s] as mn (11.1a), {z] as in
(11.1b) and [1z]) — or [az]. depending on the variety of English under discussion — in
(11.1c). Furthermore, the occurrence of each of these alternants is completely predictable:
il we come across a new noun it can only take one of the three plural forms, and all
speakers of English will agree as to which of the three, Thus an invented noun like ‘poik’
wiil take (s]; ‘crug” will take [z]; and ‘rish’ will take [1z].

So what determines this distribution? When we look at the set of words in (11.1a),
those thart take [s], we notice that the singular noun ends in a voiceless segment: [(], [f].
[pl. [k]. [8]. The singular forms of the words in (11.1b), which take {z]. end ju voiced
segments: [d], (b]. [g], [n}, [av]. And those in (11.1¢), which take [i1z], have singulars
which end in one of the sibilants: [s], [z], [{). [d5]. [J] and [3]. Given this, we can say
that the regular plural suffix in English is a coronal sibilant fricative which agrees in
voicing with the preceding segment with the proviso that when the root-final segment is
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atso a sibilant a vowel separates the two sibilants. Our job now is to formalise this insight
in terms of appropriate underlying forms and a sel of rules to link the URs to the surface
forms.

Let us use the forms ‘rats’, "crabs’ and ‘leeches’ as exemplars of the three groups in
(J1.1). First, we need to decide on the UR for the plural morpheme (we will assume that
the noun roots have URs equivalent to their surface singular forms since the roots show no
surface variation). We might start by considering the surface forms of the plural
morpheme. Any of the three surface forms will do in principle, but given the
considerations in Section 8.4 concerning choosing underlying forms, we can probably
dispense with [1z]. since it is the least frequent and occurs in the narrowest range of
environiments. That leaves us with either [s] or [z]; in terms of frequency there is probably
not much to choose between them. but |z] does have a wider distribution. occurring after
voiced obstruents, sonorants and vowels, while [s] is restricted to positions following
voiceless obstruents. This would give some slight preference for /z/ as the underlying
representation for the English plural morpheme.

Note however that there is another possibility, which employs the concept of
underspecification introduced in Section 10.2. Since voicing is always determined by
the segment which immediately precedes the coronal fricative, we can leave the teature
[voice] out of the underlying representation for the plural morpheme, specifying only
that it is [+ coronal] and [+ contipuant|. Following the conventions of Section 10.2 of
using a capital letter to symbolise the underspecified segment, we might represent this
as /7/.

As far as our analysis of English plurals here is concemed, any of {(fully-specified) /s/
or /z/ or underspecified /Z/ are possible URs. Using /Z/ prevents us from having to make
an essentially arbitrary choice between /s/ and /z/, however. It also allows us to
characterise voicing assimilation in a more straightforward way, as we will see below. so
in what follows we assume the UR of the plural morpheme to be a coronal fricative not
specified f{or the feature [voice] (and see Section L[1.4.2 for some further justification).

This gives us the following URs for the plurals (where "+ indicates & word-internal
morpheme boundary):

(L2 lMew+?/  /kaeb+Z/ Nid+Z/

We must now consider the rules we need to mediate between these URs and their
respective surface forms [tets]. [kiebz] and [li:ff1z]). In these forms the suffix
assimilales to the voicing of the preceding segment. So. for [1zts] we need an
assimilation rule to add the specification |- voice| to /Z/ 10 give [s], for [kizebz]| we need
the same rule to add the specification [+ voice] to /Z/ o give |z). and for [li:f1z] we
need both the assimilation rule to specify voicing and a rule to insert an [1] between the
root and suffix.

Let us take the vowel insertion rule first. As we saw above, an epenthetic [1] is found
when the root ends in a sibilant ([s]. [z]). [§]. [&&]. [[]. [3]). We thus need some way of
specifying this group of sounds as a natural class. We can start by using the feature
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[strident] to do this (see Section 7.3.4) since the whole set shares the specification
(+ strident], but we then need to exclude the [+ strident] [f] and [v] (since we don’t get,
e.g. ¥[dgraxfiz] for "giraffes’). This we can do by specifying that the segments referred to
in the rule must also be [+ coronal] ((f] and [v] are [- coronal)). These two features are all
we need 1o identify the set — note that we don't need feature specifications like
[+ consonantal] or [~ sonorant], since these are implied by [+ strident]. Our ‘1-epenthesis’
rule might thus take the form in (11.3):

(11.3) + syll
@ |+ni / [+strid:| . |:+Slridi|
— back + cor + cor
—tns

Note the presence of the word-internal morpheme boundary ‘+’ in the environment of the
rule. If there were no such boundary specified, the rule might apply to the [t z] sequence
in ‘each zoo’, wrongly predicting *[i:f 1zu:]. It is often important to specify the
morphological and syntactic conditions as well as the phonological conditions under
which a rule is triggered (see the discussion of alternations in Section 9.2). Note further
that it suffices to minimally specify the plural morpheme /Z/ just as [+ strid, + cor] because
there are no other strident coronat suffixes in English, so the rule could not affect any other
strident coronals (but see below for some further commment on this).

We turn now to the voicing specification rule; this might be expressed in either of the
forms in (11.4):

(11.4) a. + strid — [a voice) / [o voice]
+ cor

b. |ow voice]

|+ strid

{+ cor ]
The version given in (11.4a) expresses the process as a linear rule involving Greek-letter
variables: whatever value the jmumediately preceding sezment has for the feature [voice)
is copied onto the plural morpheme. In (11.4b) we see the process recast in teyms of the
autosegmental model outlined in Section 10.3 with the timing slots represented by “x’
rather than Cs and Vs; the [voice] feature from the immediately preceding segment spreads
rightwards onto the suffix.

At this point — if you reflect on what counterexamples there might be — you might
wonder why (11.4) doesn’t apply to a word like ‘fence’ (UR /fens/), wrongly predicling
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*|fenz], or in a sequence like ‘that zoo", predicting *[dzt su:]. Unlike the rule in (11.3).
neither of the rule formulations in (11.4) makes reference to morphological or syntactic
information, so why are the alveolar fricauives in "fence” and ‘that zoo™ not affected by the
rule? The reason (11.4) does not apply in cases like ‘fence’ and ‘that zoo’ is that the final
fricative in the UR /fens/ and the initial fricative in the UR /zu:/ arc both fully specified
for the feature [voice] underlyingly; the voicing assimilation rule in (11.4) is a structure-
building rule (sce Section 10.2) and so only applies 10 segments which are underspecified
for the feature [voice].

We now have all we need for a full account of regular plural formation in English.
Sample derivations are shown in (11.5).

(11.5) UR x+Z/ /kieb+2/ Nif+2/
t-epenthesis
tule — — littff +17
Voicing
assimilation rule  I®l+s kieb+z litf+1z
PF [1&ts] [k1@ebz] [lizghz]

In (11.5) each rule scans the input UR to see if the form contains the environment which
will trigger the application of the rule. If the environment is met, then the rule fires: if the
environment is not met, then the form is unaffected. The UR is then passed on to the next
rule in the sequence and the scanning is repeated. This next rule applies if its environment
is satisfied. otherwise the form is unaffected. This process continues until there are no
further rules; at this point we have reached the surface form.

For the moment, let us simply assume that the rules apply in the order given in (11.5) —
we will return to the justification for this in Section [1.3. So. in the derivations in (11.5)
the UR /1xt+Z/ is first scanned by the 1-epenthesis rule (11.3). The environment for
triggering the rule is not met, since /t/ is not [+ strident], so the form passes unaffected to
the voicing assimilation rule (11.4). This time the environment 1s satisfied: the /Z/ follows
a segment specified for the feature [voice). The rule thus apphes to the form. copying (or
spreading) the [~ voice] specification from the root-final segiment 10 the plural morpheme.
No further rules apply. and we have the surface phonetic form [1ats]. The UR /kixb+Z/is
similarly passed through both rules in turn; it too fails to meet the environment for 1-
epenthesis bul satisfies the conditions for voicing assimilation. which supplies the
specification [+ voice] 10 /Z/, and so the word surfaces as [kixbz].

In the case of the UR /li:f+2/, since /tf/ is [+ strident] and [+ coronal] the conditions for
the 1-epenthesis rule are met. The rule applies, inserting a vowel between the final segment
of the root and the plural morpheme. This gives the intermediate form "li:f+1Z", and it is
this intermediate form, not the original UR, that 1s scanped by the voicing assimilation
rule. This means that the [- voice] specification of the root-final /f/ does not copy or
spread, since another segment. /1/. now intervenes. It is this scgment that gives /Z/ its
specification [+ voice| and the form [li:ff1z] surfaces.
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So. with a single UR for the plural morpheme and two simple rules, we can account for
the facts of regular noun plural formation in English 1n a straightforward and elegant
manner. Indeed, we can account for rather more than just noun plurals. as we see when we
consider the following data:

(11.6) a. (she) walks, hits, coughs
hugs. waves, runs. sighs
misses, catches, rushes
b. coat’s, Jack’s. wife's
dog’'s, Maeve’s, sun’s, bee's
Chris’s, watch's, hedge’s

The rules and derivations we have suggested for the plurals can be extended without
alteration to cover the 3rd person singular present tense verb suffix (11.6a) and the genitive
case marker on nouns (11.6b), assuming both these suffixes to have the same UR as the
ptural marker. /Z/. Underlying forms like the verb root plus person/tense marker /hit+Z/
and /welv+Z/. or the noun root plus gemtive /kiis+Z/, can be given derivations exactly
parallel to /a@t+Z/, /kieb+Z/ and /li:if+2Z/ 10 (11.5).

11.3 Extrinsic vs. intrinsic rule ordering

We now return to the question of the relative ordering of our two rules, which we earlier
simply assumed was as in (11.5), i.e. 1-epenthesis before voicing assimilation. In fact, for
the analysis presented in the previous section to work, it is crucial that the two rules apply
in the order given in (11.5). To see this, consider the derivations in (11.7). where the order
of the rules has been reversed.

(11.7y UR l1zt+2/ Kazeb+2/  Nif+Z/
Voicing
assimilation rule  a@t+s kizeb+z Jitf+s
1-epenthesis
ruie — — lirt{ +1s
PF [1zts) [kiebz] #[ iz 13

The derivations of /iet+Z/ and /kixeb+7Z/ are unaffected, since only the voicing
assimilation rule can ever apply to these URs. The two rules do not interact for these URs,
so cannot help in deciding which order is better. The important evidence for ordering
comes from /lizff +Z/. This UR meets the environments for both rules because /{f/ is both
[+ strident] and is underlyingly specified for voicing as [- voice], so either rule could apply
first. If, as shown in (11.7), the voicing assimilation rule (11.4} is allowed to apply first.
before I1-epenthesis, then the plural morpheme /Z/ receives the specification [- voice| from
the root-final /ff/ and we get an intermediate form “litff+s°. This intermediate form is then
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fed into the 1-epenthesis rule (11.3). The form “lizf+s’ meets the environmeat for the rule:
M/ is [+ swident] and the uwow [~ voice] plural morpheme is still [+ strident] and
{+ coronal]. The rule therefore applies. and inserts the vowel between root and suffix. This
analysis thus wrongly predicts that the surface form of /li:f+7/ will be *[li:g1s}. with a
final voiceless {ricative.

We must thus stipulate that the order ol our rules is as in (11.5), 1-epenthesis before
voicing assimilation. Note that there is nothing in the formulation of the rules themselves
which determines this order. since in principle either order is possible. Both orders ‘work’.
in the sense that they make predictions about the surface forms for particular URs, but only
one order makes predictions that are in line with facts of English plural formation. This
type of ordering, imposed on the rules by the analyst, is known as ‘extrinsic’ ordering. and
is opposed to “intrinsic’ ordering. Intrinsic ordering involves ordering of rules by virtue of
the nature of the rules themselves, rather than order imposed from outside.

As an example of intrinsic ordering, consider one possible analysis of English {n]. We
noted in Section 3.4.1 that [n] has a distribution unlike that of the other nasals [m] and |n]
in English; [g] cannot occur word-initially. and in morphoJogically simple words the only
consonants that can follow [g] are [k] or |g] (and indced in some varieties (] must be
followed by |k| or [g]). One way of dealing with these facts is o suggest that underlyingly
there is no phoneme /p/ in English, but rather that all instances of surface [1] are derived
from a sequence of /nk/ or /ng/. The lack of other consonants following [g] is thus
accounted for. and the non-occurrence of initial [g] can then be seen 1o be due to a more
general ban on underlying initial nasal + oral stop sequences. English has no initial
#*/mb-/ or */nd-/; initial */ng-/ (the underlying source of [n]) would be impossible by the
same constraint, hence no initial [n) on the sarface.

If we accept this as a hypothesis, we are going to need some rule or rules to link surface
forms like [s1] 10 URs like /sing/. Two things must happen here: the nasal must bccome
velar, and the voiced oral siop must be deleted. We can express the nasal assimilation as

(11.8).

(11.8) [+ nas)] —» |- cor |/ - cor
- ant - ant
— continuant

Thar is. /n/ asssimilates to the place of articulation of the following velar stop. (Using the
concepts inroduced in the preceding chapier. we could cqually well express this process
in terms of an autosegmental spreading of the place node from the stop to the preceding
nasal.) The rule 10 delete the |g] might look like (11.9),

(11.9) + voice + nasal
— cont =@/ |- cor
- cor - ant

— ant
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That 1s, /g/ is deleled afler the velar nasal [1]. Note the specification [+ voice] in (11.9) -
we don't want to delete a following /k/ in words hike “think'. Now, how are these two rules
to be ordered with respect to one another? Recall the situation with our two rules for plural
formation; either rule could in principle apply first and the order was determined by
appealing to the surface forms found in English. Here, however, that is not the case: "g-
deletion” (11.9) cannot apply to the UR /sing/, since there is no velar nasal to trigger the
deletion. Indeed, g-deletion can never apply to an underlying form. because under the
assumptions we're making here no URs can ever have /g/ in them. The velar nasal only
ever arises through the application ol the assimjlation rule in (11.8) — it is always derived
from a sequence of /ng/ (or /nk/). The assimilation rule must thus precede the g-deletion
rule, since assimilation introduces part of the environment which triggers g-deletion, i.e.
the [p]. Further and crucially, the assimilation rule introduces that part of the environment
which can only arise from the application of that rule, since there is no underlying */n/.
Note, however, that the data relevant to [g] and g-deletion in English are rather more
complex than outlined here: g-deletion does not. for instance, remove the |g] in [finga]. A
full analysis would obviously have to account for such facts.

This is an example of intrinsic ordering: a type of ordering which is determined by the
rules themselves, with one rule creating (part of) the conditions for the application of
another, and thus necessarily preceding it.

11.4 Evaluating competing analyses: evidence, economy and
plausibility

There is always more than one way of looking at something, i.e. more than one way of
interpreting a given sct of facts. What this means for phonology is that for any set of data
there will be more than one analysis available. One of the tasks facing (he phonologist is
therefore to evaluate competing analyses and to choose between them. In order to compare
competing analyses and draw reasonable conclusions there are several issues to take into
consideration, including evidence, economy and plausibility. In other words, is there
evidence to support one analysis over another? Is one analysis less complex than another,
while still accounting for the same range of data? Is one analysis more plausible than
another. in that it expresses expected kinds of phonological behaviour? In answering these
questions we can begin to evaluate competing analyses. We should also bear in mind,
however. that our conclusions will be influenced by our starting point, 1.e. our underlying
assumptions about the nature of phonology. 1f. for instance, we didn’t value simplicity as
a criterion, then the evaluation of rwo analyses might yield a different result.

11.4.1 Competing rules

One aspect of evaluating a particular analysis entails evaluating rules. that is choosing
between 1wo rules which apparently express the same thing. Sometimes it is rather



Derivational analysis 181

straight{orward to choose between two rules. For example, if two rules account for the
same set of data but one of the rules predicts data that aren’t found, the choice is casily
made. Recall our discussion earlier, in Section 1.1, of voicing in consonant clusters.
Don’t be misled. though — it’s not always easy to see that a particular rule makes incorrect
predictions.

As an example. consider the following sel of data from Dutcl, focussing on the
alternation between the voiced and voiceless stops [t] and [d]. [p] and [b]. (Note that there
is no voiced velar stop in Dutch, only a voiceless velar stop [k]. A bit more will be said
about this later.)

(11.00)  {hont] ‘dog’ [hond3] ‘dogs’
[at] ‘load, 3sg.’ [lada] “load. 3pl.
[xut] ‘good’ [xudara]  ‘goods’
[hep)  ‘have. lsg.’ {heba] ‘have, 1pl.’
[krap] ‘scratch, Jsg.”  [kraba] “seratch. 3pl.”
[xatop] “worrying’ {tob3] o worry’

On the face of it, the alternation between these stops could be caplured by either of two
rutes:

(J1.11) a. [+ cons
— conl = {+ voice] / ___ [+ syl]
— voice |

b. [+ cons
— cont — [~ voice|/ #
+ voice |

According to the first rule, an underlying voiceless stop surfaces as its voiced counterpart
before a vowel. According to the second rule an underlying voiced stop becomes voiceless
at the end of a word. indicated by the word boundary “#'. As far as the forms i (11.10) are
concerned. either rule would account foy the data. However. Jooking just a bit further into
Dutch we find words like [lata] ‘leave, 3 plural’. [letar] “letter’, [hotpa] “hope’. [5top3]
‘stop’. Words like these, containing a voiceless stop followed by [2]. count as evidence
against tule (11.11a). If (11.11a) were correct. these words would have 1o appear as
*[lada], *[Jedar], *[hoiba] and *[staba]. (Actually, the forms [lada) and [stoba| do exist
in Duich, but they mean *load. 3 plural” and *stump’ respectively. That is, they are difierent
lexical items and are derived from different underlying representations than the words for
‘leave’ and ‘stop’. and are thus irrelevant to the argument here.) On the other hand.
examining a full set of Dutch data we never find a word like *[ho:b]. i.e. one that ends with
a voiced stop (although there are Dutch words which have a final *d” and *b’ in the
spelling). This is evidence supporting rule (11.11b). In this case it is fairly easy to sce
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which rule should be preferred and why: (I11.11a) simply makes the wrong prediclion.
namely that a voiceless stop will not appear before a vowel: contrary to that prediction we
find Dutch words containing precisely that sequence. Rule (11.11b) on the other hand
seems both to account for the data in question and make no wrong predictions. Note. too,
that in this case both rules are equally plausible in tcrms of expecled phonological
behaviour: we find languages in the world in which voiceless stops never occur between
two vowels — e.g. Cree (North America) — and other languages in which voiced stops
systematically undergo final devoicing — e.g. German. Russian. This means that we need
to rule out (11.11a) on the basis of making incorrect predictions for Dutch, not because the
rule 1s inherently implausible.

As mentioned above, anocther criterion available in deciding belween two rtules is
economy: if two rules account for the same set of facts bul one rule does it more simply.
that rule is to be preferred. For example. in the apalysis above of the regular English plural
morpheme as underspecified /Z/. rules were given in (11.4) which did not include
reference to the morpheme boundary. As discussed there, reference to the boundary is
made unnecessary by the difference in application of the voicing rule between
underspecified /Z/ and fully specified /s/ and /z/. 1t is therefore simpler, and preferable, o
propose a rule like that of (J1.4), than to posit a more complex rule which unnecessarily
mcludes irrelevant information. in this case the morpheme boundary.

In a related vein. if one rule or analysis captures a greater generalisation that rule or
analyss is to be preferred, again since it is simpler in the sense of using less machinery to
gain greater coverage. Once more referring 1o the analysis of the plural morpheme,
underspecified /Z/ along with two rules allows us to account not only for the plural
morpheme but also for the English 3rd person singular marker and the possessive marker,
as illustrated in (11.6). This is clearly more economical and mote insightful than proposing
separate rules or separate analyses for cach of the three forms associated with each of the
three markers: plural, 3rd person singular and possessive. The economy is evident but it is
also more insightful. since it seems to be telling us something general about English: that
a [+ coronal, + strident] morpheme behaves phonologically in a particular way, regardless
of what it is marking grammatically.

The question of cconomy also applies to underlying inventories and specifications.
Recall the discussion of intringic ordering above, which was exemplified by the interaction
of nasal assunilation and g-deletion. It was suggested there that English has no underlying
/g/. and that [g] is derived from a sequence of /nk/ or /ng/. Apart from the relevance of this
analysis to the question of intrinsic ordering, another aspect of the status of {g] bas to do
with economy. In the discussion of Occam’s Razor above, the idea was that formal
mechanisims and rules should be kept as simple as possible. Applying this principle to
underlying inventories, if we can dispense with /g/, that's one less phoneme we need to
assume as part of the underlying systein of English. thus achieving a more economical
system. By the same token. the idea of underspecification is driven by economy: the less
you have to specify underlyingly, whether phonemes or features. the more economical
the system. The underspecification of the plural morpheme as /Z/ together with the
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I-epenthesis rule is more economical than positing three fully specified allomorphs
(surface forms of the plural marker) /-s/, /-z/ and /-17/ together with the rules specifying
where each occurs.

The third criterion mentioned above was plausibility. In evaluating analyses it may be
possible to choose one analysis over another because one is more plausible than the other.
Recall the altemation between |s| and [[] in the Korean data in Exercise 2 of Chapler 8,
some items ol which are repcuted here. (Sce also discussion of process naturalness in
Section 8.4.3.)

(11.12y  satan “division®  Jesuil “washroom’ Jeke ‘world’
Jihap game’ Jekum “taxes’ 5083l ‘novel
sek  ‘colour’

Assuming an allophonic relationship between [s] and [[], two analyses are logically
possible: either /s/ becomes [[] or /[/ becomes [s]). If we consider /[/ to [s], we find that
there 1s no parlicular reason why this should occur; there is no apparent phonetic
motivation for the atternation and this is not a change that we typically find cross-
linguistically. With /s/ to [[]. on the other hand, there is a phonetic reason why this might
happen: each occurrence of [[] in the data is followed by a non-low front vowel. [i] or [e].
Thus, the occurrence of [[] can be seen as a type of place assimilation to the non-low front
vowel, much as in English the /s/ of /81s/ becomes [[] in |81]}ia] ‘this year® (see Seclion
8.4.3). Cross-linguistically, too, we often find /s/ surfacing as [[] belore a non-low front
vowel. These considerations — phonetic and crosslinguistic — suggest that it is more
plausible to analyse the Korean alternation as a change from /s/ to [f] than a change from
/{1 to Ts].

As an exercise in implausibility, imagine (or a moment a derivational analysis relating
the words "go” and ‘went’. On semantic grounds alone one might find an analysis of “went’
from ‘go’ plausible, since in Modern English “went” is the past tense form of "¢o’. In
phonological terms the two could be related. though not simply. Assuming /gou/ as the
underlying form. there would need to be a rule changing /g/ to [w]. possibly by adding
labiality to it, since /g/ is a velar and [w] a labial-velar. Then there would have to be
another rule changing the diphthong /ou/ 10 the short monophthong [e]; one might argue
that along with the addition of labiality to /g/, adding ‘frontness’ to it. the backness of /ou/
1s also fronted to yield [g]. Finally, the addition of both [n] and [t] would need to be
accounted for. Conversely, one could assume /went/ and derive |gou]. In either case. a fair
amount of machinery 1$ being invoked to account for a single pair of (scmantically) related
words, which seems rather implausible. In other words, we would need at least four rules
to derive "go’ from “went’ or vice versa, yet those rules apply only to this pair of words;
they have no generality in English as a whole and offer no insight into the sound system
of English.

Moreover, if we briefly consider historical (or diachronic) evidence (here's no reason to
suppose that “went’ is derived from ‘go’: hislorically the words are forms of two unrelated
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verbs, Old English gan *go’ and wendan *wend’. Somehow the past tense form of wendan.
re. went (in Modern English ‘wended’), became associated with the verb 'go’.
Furthermore, there is also synchronic evidence that ‘go’ and ‘went’ are not related
phonologically: a child learning English will at some stage form the past tense ‘goed’. This
suggests that the relationship between 'go’ and “went’ must be learned (as distinct from
acquired). Thus, even though we could set up the necessary phonological machinery to
relate "go’ and ‘went’, there is very little reason why we should want to, and such an
analysis 1s implausible.

11.4.2 Competing derivations

Apart from the evaluation of individual rules or groups of rules, complete derivations must
also be evaluated. In other words, the interrelated sets of rules and representations that
make up an analysis are also open to evaluation.

As an illustration, consider again the choices for the UR of the plural morpheme
discussed above in Section 11.2. Suppose that we decided to choose a fully specified
voiceless /$/ as the UR (this 18, as we suggested in Section 11.2, not unreasonable). This
would give us the URs /1@t+s/, /kixeb+s/ and /i:y+s/ for our three example words. What
rules will we need to link these URs to the surface forms? Clearly, the same 1-epenthesis
rule we gave in (11.3) will stll be necessary to insert the vowel in {li:tf1z]. We will also
need to adjust the voicing for the suffix in both [kixbz] and [lizftz]. This voicing
assimilation rule will not be the same as that in (11.4), since that is a structure building rule
which only applies to underspecified segments. As we discussed in Section 11.2, without
this restriction on its application the rule in {11.4) would voice the final fricative in ‘fence’.
So we need a rile to voice /s/ only when it is a suffix. not when it is part of the root. To
do this, our assimifation rule must make reference to the morphological boundary in the
URs. Possible formulations in line with our earlier rules are given in (11.13): (11.13a)
gives the linear formulation, (11.13b) gives an autosegmental version.

(11.13) a. + strid
+ cor — [+ voice] / [+ voice] +___

— voice

b. [+ voice] [- voice]

X + X
+ strid]
+ cor

In both versions, note the presence of the word-internal morpheme boundary '+, to
prevent the rule from affecting a UR like /fens/ “fence’. Given this rule, we can now
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account for the URs /1aet+s/ and /kieb+s/. Our earlier 1-¢penthesis rule (11.3) does not
apply to either of these forms — shown in (11.14).

(11.14) UR [1etes/ /k1aeb+s/
Voicing
assimilation rule — kizb+z
1-epenthesis
rule — —
PF [121t8] [k1ebz]

However, when we come to /littf+s/ we hit a problem: voicing assimilation can’t apply.
since /f/ is [~ voice]. The UR thus passes unaffected on to 1-epenthesis. which does apply.
giving the incorrect form *(lizff1s].

Reformulating (11.13) using Greek-letter variables — ([ voice] rather than [+ voice]) —
as in Section (11.4), won’t help; the rule would now simply apply vacuously in the case of
Mizf+s/, still resulting in *[li:f1s]. Similarly, reordering the rules fails to solve the
problent; i 1-epenthesis applies first it results in the intermediate form “lizf+1s". This form
cannot now undergo the voicing assimilation rule in (11.13). since the environment is not
met; rule (11.13) requires a sequence of [+ voice] segment followed by a morpheme
boundary "+’ to immediately precede the suffix /s/. The form lizf+1s’, however. has (he
reverse order; morpheme boundary followed by |+ voice| segment: "+1°. The rule is not
triggered, and *[lizff1s] would again be the predicted surface form. A third possibility
might be to reformulate the t-epenthesis rule to insert the vowel before the morpheme
boundary, giving an intermediate form ‘lizf1+s’. While this would allow the voicing
assimilation rule to apply, since its environment js now met. it makes the rather odd cjaim
that the epenthetic vowel is in some sense parl of the stem, rather than part of the suffix.
This would entail the singular and plural forms of such words showing stem variation
li:g” vs ‘litf ') there is no independent evidence for this position (there are no other
circumstances under which this purported alternation turns up, for instance), and it
certainly fails to rurror native-speaker intuitions about the make-up of words like
‘leeches’.

The only remaining way 10 arrive at the desired form [lirff1z] is to postulate a second
voicing rule, specifically to deal with those forms which have undergone 1-epenthesis. This
could be formulated as in (11.15), which again gives both a linear and an autosegmental
version.

Here. the ordery of the morpheme boundary and the voiced segment is the reverse of that
in (11.13). The rule will thus not apply to URs like /kaacb+s/, but will apply to intermediate
forms like “lizf+1s", giving the correct PF [li:ff1z). Full derivations for all three forms are
shown below.
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(11.15) = + strid
+ cor — |+ voice] / + [+ voice]
— voice

b. [+ voice] [~ voice]

e

+ X a|\
+ strid
+ cor
(11.16) UR fuet+s/ Jkazh+s/ Niitf+s/
1-epenthesis
rule — — liztf+1s
Voicing 1 rule — kixzb+z —
Voicing 2 rule lit{f+17
PF [dezts] [Kreebz] litiz]

Nete: Voicing | is rule (11.13) and Voicing 2 1s rule (11.13),

While this analysis works. there are two points to be made about it in comparison to our
earlier analysis in Section 11.2; see again the derivations in {11.5). Fiest, (11.16) involves
ihree rules, where (11.5) involves only two, so on the grounds of economy we might
favour our original analysis, Second, the two rules Voicing | and Voicing 2 are
uncomfortably alike; both voice a suffix segment. and both operate under very similar
{though crucially for the analysis shightly different) conditions. We ought to be suspicious
of any analysis with rules us alike as this, since il appears that some generalisation
{concerning voicing) is being obscured here by having two formally unrelaled rules
performing essentially the same function.

Such considerations suggest that an analysis involving /s/ as the UR for the plural
suffix in English is inferior to one positing an underspecified /Z/. and should thus be
rejected.

The principles we have used here 1o evaluate rules and derivations can also be applied
to evaluating whole grammars and theoretical frameworks, and in fact such evaluation is
an ongoing part of linguistics. As hypotheses and assumplions are lested., maintained,
modified or abandoned. thearies of linguwistics also change. We will tuke this up again in
Section 12.2.

11.4.3 Admissible evidence

In the sections above we have talked about various critena for evaluating rules and
derivations. such as simpliciiy, plausibility and generality. In addition to criteria like these
there is also the question of cvidence, and specifically the question of what kind of
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evidence we should bring to bear in evaluating phonological analyses and arguments. For
a phonological or indeed any linguistic argument. various sorts of evidence may be
brought to bear, e.g. empirical. theoretical. corpus internal. corpus external, phonological
and non-phonological. There is also the question of counterevidence or counterexamples,
both real and apparent. We now consider each of (hese in turn.

We can all probably agree that some sorts of “evidence™ are inadmissible in support of
linguistic analyses. For example, in analysing a set of linguistic data we are concerned
with observing what the data have to tell us and not with the opinions or prcjudices of
some ‘higher authority”. In many varicties of American English. as well as in pracucally
all English English varieties, the phonemic contrast between /m/ and /w/ has been lost in
Favour of /w/, so that ‘whale’ and ‘wail" are homophonous. Nonetheless, one can find
primary school teachers in the United States in areus of the country where the contrast has
been lost, who try to teach children that “whale” and *wail” do not sound the same. If we
were frying to establish the phonemic inventory of the variety of English in an area where
the /m/ ~ /w/ contrast has merged, our data would tell us that there was a single phoneme
/wi. Our teacher. on the other hand, would insist that there are two sounds [m] and [w].
Such a position appears to be based on notions of how people feel a language should be
rather than how it actually 1s. Despite the opiion of that higher authority. trom an
examination of the data we would nonetheless have to conclude that there was only one
sound — [w] — derived from /w/. In some cases the “higher authority” may be a religious
leader. 1nsisting that the words of some language must be pronounced in speciic ways,
both in particular sacred texts aund in normal speech, or a pundit decrying the usual
pronunciation of Aaccid’ [fl2s1d] which should. according to the dictionary. be [flaksid].
Again. the linguist must deal with the data as they are. not as some non-linguist authority
wishes themn 1o be.

The observable facts constitute the data, that is the empirical evidence. Tt is an
empirical, testable, observable (act that many varieties of English uspirate voiceless stops
word-initially. To test this. one can record an utterance from a native speaker of English
then analyse the recording with the help of speech analysis equipment (see for instance
Fig. 5.9). Such empirical cvidence can be used to support a particular analysis, but the
phonetic facts themselves do not constitute an analysis. As the system underlying the
organisation of the phonological component. phonology is greater than the sum of the
phonetic facts.

A further kind of evidence is theoretical. Theoretical evidence refers to support for a
particular analysis from some other part of the theoretical framework one is working in.
Recall the discussion of syllable structure in Chapter 10, We saw. on the basis of
spoonerisms and syllable weight, that there may be some reasons to distinguish two nodes
wilhin the syllable. namely the Onset and the Rhyme as in (1[.17a). rather than having
undifferentiated stucture under the syllable node as in (11.17b).

Given this theoretical construct. in other words a syllable strucrured in just this fashion,
the prediction is made that we should find other phonological sensitivities to 1he
distinction between onset and rhyme. In facl. we appear 0. As discussed in Chapters 6
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(11.17)  a. (6] h. /T\
Ouser Rbyme O N Co
Nucleus Coda

and 10, in some languages (e.g. Latin, Pali and Arabic) stress assignmenl is sensitive to
the distinction between heavy syllables — that is, syllables with either a long vowe! or a
diphthong in the nucleus or with a consonant in coda position — and light syllables — that
is syllables containing a short vowel and no coda. For the present discussion what 1s
unportant is that the onset appears to play no role in syllable weight. There appear to be
no languages in which syllables with an onset consonant attract stress while syllables
without an onset consonant do not. So the prediction made by the suggested syllable
structure, that the nucleus and coda are more closely associated than the nucleus and
onset, is borne out.

The terms corpus-internal and corpus-external evidence refer to whether the evidence
in question is from within the language under consideration (corpus-internal) or from
another language (corpus-external). In Chapter 10 we considered evidence for syllable
structure in English by looking at English aspirated voiceless stops, glottalisation of /t/,
and velarised versus non-velarised /1/. This evidence is corpus-internal — internal to
English. Corpus-external evidence in this case would be evidence for syllable structure
from other languages. For example. the process in French which derives [¢] from /e/ in a
closed syllable: sécher [se.fe] ‘to dry’ versus séche [sef] ‘dry, feminine’, and the rule in
Dutch which 1userts a schwa between a liquid and a non-dental consonant when they are
both in a word-final coda (see Exercise 1 of Chapter 10). e.g. /melk/ ~ [melok]. provide
corpus-exlernal support for the importance of syllable structure, which parallels what we
found for English.

Various other sorts of evidence may be brought to bear on a phonological analysis,
including both phonological and non-phonological. The non-phonological evidence must
be linguistic, but not directly from the phonological component. We have already seen
phonetic evidence supporting phonological analysis — aspiration, lateral velarisation and
so on. Historical evidence. in the form of considering the development of English, was
mentioned with respect to the (lack of) relationship between "go” and ‘went’. We can also
find combinations of various kinds of evidence. For example, there is theoretical support
from syntax for the kind of syllable representation we have assumed: syntax. too, deals in
hierarchical structures rather than flat ones, e.g. the kind of structure in (11.17a) as
opposed to the one in (11.18).

(11.18) c

0 N Co

So in syntax we find representations like those in (11.19).
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(11.19) S
NP VP
the mouse
\% NP
ate the cheese

While a syntactic representation is not necessarily relevant to a phonological one, any
parallels we can draw between the two components are potentially significant, since our
ultimate goal as linguists is to understand language. and the principles holding of one
component may well hold of another.

There are thus various sorts of evidence one can use 1o support a linguistic analysis.
Before drawing this section to a close. however, let us consider one further issue:
counterevidence. that is data which actually or apparently contradicts our analysis. Recall
the discussion of Dutch devoicing of final stops earlier in this chapter. There we rejected
an analysis which involved voicing stops before vowels on the basis of data showing
voiceless stops before vowels. Such data constitutes actual counterevidence, and prompted
us to choose a different analysis based on word-final devoicing. This analysis allowed us
to make the statement that in Dutch we never find a word that ends with a voiced stop.
Now consider the Dutch data in (11.20).

(11.20)  had ik [had 1k] ‘*had I’ heb je |heb ja] *have you’

The data in (11.20) look suspiciously like counterevidence, 1n other words precisely what
our rute in (L1.11b) claims we won't find. Recalling that the other rule we considered,
which voiced stops before schwa, fared even worse in terms of accounting for the data, one
might wonder whether the examples i (11.20) represent upparent counterevidence: that
1s, evidence that appeats to relute the proposed analysis but which on closer inspection can
be shown not to contradict it. One of the things we can observe about the data in (11.20).
as distinct from the data in (11.10), is that in (11.20) we are looking at phrases, while in
(11.10) the data consisted of isolated words. Note, too, that in both cases in (11.20) the
segment following the /d/ or /b/ in question is voiced, namely {1] or [j]. One might
therefore suspect that there is something else going on here, namely voicing assimilation
across word boundaries. In other words, due to the influence of the following voiced
segment the /d/ and /b/ in (11.20) are not devoicing. At this point we need to say that either
the Dutch devoicing rule is wrong and needs to be modified or replaced, or the rule is fine
but is being overridden by a process of voicing assimilation. What kind of evidence do we
need to decide between these two possibilities? We could look for further evidence that the
devoicing rule is incomect or we could look for further support that the voicing
assimilation analysis is correct. In fact, Dutch provides us with a very convincing piece of
evidence that the devoicing rule is correct and that it is overridden by voicing assimilation.
Consider the following phrase:
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(11.21) ik ben [1g ben] Tam’

This example 15 very inleresting for two reasons. In the first place, there 18 no reason Lo
suppose that the k in ik 15 underlyingly anything other than /&/. yet it surfaces here as [g].
This is rather convincing evidence that voicing assimilation is occurring, since in this
position even a segment that is otherwise always voiceless is voiced. There is one more
fact about this |[k| ~ [g] alternation that clinches the argument: as mentioned above (in
Section 11.4.1). the Dutch phonetic inventory does not include |g] except as a surface
allophone of /k/. The Dutch cognates of words of English and German that contain /g/ all
surface with [x] (or |y]): English ‘good’ |gud). "give’ |giv]. German gws [gu:t]. geben
{aeban]. Dutch goed [xut], geven [xevan|. The only time we find [g] in Dutch is when a
/k/ has become voiced, which means that the [g] in /& ben must result from voicing
assimilation. We can therefore be fairly confident that the [d] and [b] in (11.20) have also
been influenced by voicing assimilation. Either devoicing applied and they were
subsequenlly revoiced. or their voicing was maintained. perhaps with devoicing somehow
overridden by voicing assimilation. That, however, is a separate issue. What is important
here is that the evidence presented by the data in (11.20) is apparent counterevidence. and
does not affect the devoicing rule. It does, however. indicate that our statement should be
revised to read: ‘examining a full set of Dutch data we never find a word in isolation that
ends with a voiced stop”.

11.5 Conclusion

In this chapter we have gone beyond rules alone to consider derivarional analysis. After
looking at the aims of analysis. we examined a number of issues related Lo derivational
analysis, including extrinsic and intrinsic rule ordering. derivation, and the predictions
made by a particular analysis.

Apart from analysis itself we looked at various issues dealing with evaluating
competing analyses, from evaluating competing rules to evaluating competing derivations.
invoking notions of economy. plausibility and generality. Finally. we examined aspects of
evidence, including empirical, theoretical, corpus-internal. corpus-external. phonological
and non-phonological evidence, as well as counterevidence. both real and apparent.

Further reading

For a recent textbook treatment of derivational analysis see Gussenhoven and Jacobs
(2005). See also the other textbooks referred to earlier: Spencer (1996). Kenstowicz
(1994), Carr (1993), Durand (1990).
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Exercises

1 Non-rhotic English
Recall the discussion in Section 3.5.2 of the distribution of /r/ in English. We noted
there that all varieties of English have pre-vocalic 'r’, as in ‘raccoon’ or ‘carrot’, out
not ali have a rhotic in words like ‘bear’ or ‘cart’. Consider the nan-rhotic English
data below:

A. a. fa:‘far' b. f3: “fir’ c. 3 ‘err d. fis 'fear’
e. fe: fair’ f. far four
g. fa:m “farm’ h. k>:d ‘cord’ i. fast first’ j. ad ‘erred’
k. fias “fierce’ {. skeis 'scarce’ m. f>:z “fours’
n. fonawer ‘far away’ o. fausnpamn ‘fir and pine’
p. 3u1zhjurman ‘err is human' q. fiasavflatin 'fear of flying’
r. feoalisan “fair Alison’ s. fauerkaz ‘four acres’
t. faisad ‘far sighted’ u. faituic fir tree’
v. fiade® ‘fear death’ w. fedlerdi “fair lady’

x. fafeBaz ‘four feathers'

i. Given data of this sort, what are the two possible analyses of the [f] ~ o
alternation?

i. Argue for one of the analyses you mention in (). Include as much linguistic
evidence as you can in support of the analysis you choose.

iii. Is your analysis more easily stateable in linear terms or in terms of larger
phonoiogical structure? Explain and demonstrate.

Now consider the following:

B. a. &iar'dizs av 1t ‘the idea of it’
b. famai an glazs ‘china and glass’
¢. Oasalng:tal n 'ef ‘the sonata in F
d. 83 'fou av 'p3ife 'the Shah of Persia’
e. 83 b av 'mgland ‘the law of England’

iv. Explain how these further observations affect - or do not afiect - your analysis.
By way of canclusion. present a summary of your analysis, recapitulating why
anather account of the same data would not be as successful.

2 English past tense formation
in Section 11.2 we locked at an analysis of regular plural formation in English. Look
at the data in (a.—j.) below, and suggest ways the analysis in Section 11.2 could be
extended to cover English regular past tense formation. Make sure that your
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analysis can account for the ungrammaticality of the past tense and plural forms

in (k.—p.).

A a. wolkd ‘walked’
c. krist ‘creased’
e. Jobd ‘robbed’
g. tirzd ‘teased’
i.  wontid ‘wanted’
k. *fersid faced’
m. “kiuzrd ‘cruised’
0. “keetiz ‘cats’

n
P.

s~ag

hooupt

Anft

bagd
servd
stadrd
*skiztf1id
*tAadRId

‘leediz

3 Ganadian French (see Picard 1987; Dumas 1987)

‘hoped’
‘rushed’
‘bugged’
‘saved’
‘studded’
‘scratched’
‘judged’
‘lads’

Examine the high vowels in the following data. Is the alternation between tense
—[i, v, u] — and lax - [1, v, u] - vowels predictable? If so, what is the prediction?
If not, demonstrate why it is not predictable. Note: stress is always on the final

syllable.

a. plozib ‘plausible’

b. by ‘goal’

c. kri ‘ory’

d. tu ‘all’ (masculing)
e. sup ‘soup’

f.  marmn ‘marine’

g. trrf ‘truffie’

h. rvd ‘rude’

- =

m.
n.
o.

i

tut
vi
rut
VIt
I
lyn

ry
ply

‘all’ (feminine)
life’

‘route’
‘quickly’
‘walf’

‘moon’
‘strest’
‘rained’

. Now examine the following data. Does the previous observation hold? {Assume

that all high vowels pattern the sarme way.) If not, what modification must be

made?

a. vites ‘speed’

b, sinema ‘cinema’
c. afriké ‘African’
d. sivilite ‘civility’

Se ™o

sifle
afrik
sivil
supe

‘whistle’
'Africa’
‘civil’
‘dine’

Now examine t/t* and d/d? {t* and d are dental affricates). Are they phonemes or
allophones? If they are allophones, what conditions their distribution? If they are

phonemes, demonstrate the contrast.

a. aktsf ‘active’

b. di ‘say’

c. tu ‘all’ (masculine)
d. done ‘give’

ty
twe
deza
dvk

you
'you' (obj.)
‘already’
‘duke’
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e. admet ‘admit’ m. d’rsk ‘record’ (noun)
f.  total ‘total’ n. duot ‘doubt’

g. tut ‘all’ (feminine) 0. sortdi ‘exit’

h. tip ‘type’

Finally, there is a process of syncope (= vowel loss) in CF which allows certain
vowels to be deleted. Thus given the underlying forms in (p.-s.), the surface forms
are as shown:

‘difficult’/difisil/ — [d*fs1l}
‘typical’tipik/ — [°pik]

‘electricity’ /elektrisite/ — [elektriste]
‘discotheque’ /diskotek/ — [dskotek]

o~ oo

iv. Given these forms and your previous observations, what rules are involved and
what kind of rule interaction must be taking place? NB: The vowel deletion
process itself is very complex. You are not being asked to account for it here.

v. Are the rules ordered? Explain and demonstrate.




12 Constraining the model

We have seen throughout this book thal phonology is the study of the underlying
arganisation of (he seund system of human language. We have also seen that phonology is
not simply phonetics. Recall that phonetically [t]. [("] and [¢] are distinet sounds. yet, at
the same time, for American English these threec sounds are related to a single underlying
entity that can be symbolised as /1/. In arder (o make this argument. we need to assume a
certain degree of abstraction. In other words, we need to abstruct away trom the
differences between these sounds in the surface phonelics to their underlying similarities.
This altows us ro establish the underlying phoneme unmifying these swrface sounds and in
the process caprure the native speaker’s intuition that they are related.

Throughout the phonology chapters of this book we have dealt with this abstraction
in a particular way, namely, by linking abstract phonemic representations with concrete
phonetic representations by means ol phonological rules. As we will discuss below. this
is not the only way to deal with the relationship between underlying representation and
surface form. For the moment, however, the important point is that abstracting away
from the phonelic detail is what allows us to understand (he system underpinning the
phonology of language. Without this abstraction. we are left with no phonology. just
speech sounds with no systematic organisation and no greater relationship between thern
tban that implied by their phonetic makeup, e.g. the grouping of the sounds nto natural
classes. So phonology, as we understand it. rests on a degree of abstraction in order
both to umfy and to provide a syslematic organisation for the speech sounds of
language.

However. this abstraction must be counterbalanced both by the concrete facts of the
language and by considerations such as learnability. While abstraction allows the linguist
to understand and characterise the relationships between speech sounds. if our
phonelogical maodel is to be a reflection of native speakers’ knowledge of their
phonological system, it must be learnable. If an analysis or theory is 100 abstract, il may
not be learnable, since learning requires availuble evidence. In order to learn something a
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learner requires cvidence of what is to be learned, some indication that some relationship
exists between things, in this case between two or more speech sounds.

This is the essential tension in phonology and indeed in linguistics in general: the
abstractuess needed to provide insights into phonological relationships must be tempered
by learnability. If a set of relationships posited in an analysis cannot be inferred by the
learner from the data available, then the analysis is (oo abstract. This tension between the
abstract and the concrete touches on a number of important issues, including (1)
learnability. (2) synchrony and diachrony, and {3) plausibility.

12.1 Abstractness in analysis

As we have been discussing, abstractness allows us to capture insightful generalisations.
bul o much abstractness serves more to show the clevemess ol the linguist than the
organisation of language. Concreteness, on the other hand. brings the analysis closer to the
swrface details of the language. but may miss significant generalisations about less obvious
relationships between surtace elements.

12.1.1 Learnability

Bearing in mind that our theories of phonology are intended to be models of the
knowledge speakers have of their language. they must reflect the facl that languages are
learnable. Learnability 1s thus one of the measures of an appropriate theory. That is (o say,
the theory must be able to express the (unconscious) knowledge of the native speaker
concerning the relatedness of, for example, a set of speech sounds. Taking again the
example of [i]. [t"] and [£]. a native speaker of American English will say that these three
sounds are “the same’. despite their demonstrable phonetic differences. This is a piece of
evidence that the theoretical abstraction from [t]. [t"] and [r] to A/ is warranted: the
expression of [L], ("] and [r] as allophones of a single phoneme /1/ coincides with native-
speaker intuition about the ‘sameness’ of these sounds.

A mirror umage of this can be seen in German. A ljterate but linguistically naive speaker
of German will feel that the final [t] i [bat] ‘requested” and the one in [bal] *bath’™ are
different; although phonertically they are identical, the final [t] in [bat] requested’ is related
to /t/. while the final [t] in [bat] "bath’ is related to /d/. This feeling is remnforced by the
relationship of the [t] in [bat] “bath’ to the underlying /d/ in the related word ['badan] ‘to
bathe’. In both the American English and German cases the failure of the phonologist o
accept abstractness would result in a faijure to account for why [t]. [1"] and [r] are felt to be
‘the same’ in the one case and two instantiations of |1] are {elt to be ‘different’ in the other.

How wight these relationships be learned? For the speaker of American English there
are word pairs — such as “atom’ ['ram] ~ ‘atomic’ [a'"amik]. ‘metal’ [hmerat] -~
‘metallic’ [ma't"elik]. ‘matter’ ['maral] ~ ‘material’ [ma't"1ziat] and ‘metre’ |'miras] ~
‘metric” ['met"nk| - that lead the learuer to identify [t"] with [r]. The German speaker will
learn that the [t] of |bat] “requested’ corresponds to the [(] of ['bitan] “to request’. while
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the [t} in [bat] “bath’ corresponds to the [d) in ['badan] ‘to bathe’. Although unifying the
‘t-sounds’ in American English and associating [t] with two separate phonemes for
German requires the phonologist to propose an abstract analysis, this seems (0 capture
something about the intuitions of speakers of American English and speakers of German.
At the same time. it can be argued that there is evidence available to the learner which
coincides with the abstraction proposed by Lthe phonologist.

What if the phonologist pushes the analysis further in the direction of abstraction? It has
been proposed, for example, that words like ‘right’ and ‘righteous’ are represented
underlyingly as /rixt/ and /rixt-i-os/, in order to distinguish them from pairs like ‘rite’ and
‘ritual’. This latter pair exhibits an alternation in their root vowels while ‘right’ and
‘righteous’ have no such alternation. The analysis thar arrives at this conclusion is very
thorough, internally consistent and highly complex. Without considering whether the
analysis itself is in genera) correct or not. what are the impiications of it? First of all, the
analysis does have some historical support: the written *-gh-" did originally stand for the
voiceless velar [ricative [x] and the pronunciation of ‘right” has changed from Middle
English /rixt/ to Modern English [1a1t]. But does the native speaker know this? Can the
learner arrive at this? While we might argue that the American English speaker in some
sense ‘knows' that [(], [("] and [r] are somehow related (though of course the naive native
speaker won't think of it in those terms). what can we say of the relationship between an
(ar] diphthong and an underlying sequence of /ix/? Even with the best will in the world it
is hard (o see how positing /x/ — a phoneme that no longer has a surface form in most
varicties of English — mirrors whal native speakers might be said to know about Lhe
ltanguage they speak. Although this makes for a tidy, internally consistent analysis, it seems
to err on the side of being unleamabie.

For the sake of argument. let us assume that in this one case we wish to make an
exception and allow a very abstract synchronic analysis of the [a1] diphthong in English.
The problem that then arises is where to stop. Would we want, for inslance, to derive “foot”
and ‘pedal’ from a shared underlying form because we know that they are semantically
related and because historical relationships between /f/ and /p/ as well as /t/ and /d/ are well
documented? Once one exception is made how are other abstract analyses to be ruled out?
In suggesting that it is too abstract to derive [a1] from /ix/ synchronically — even if that
does mirror the historical development — we are constraining the possible degree of
abstractness of a particular analysis by invoking learnability. If a speaker cannot learn the
relationship between sounds or representations [rom the synchronic language itself, an
analysis positing such a relationship is more indicative of the complexity that the linguist
has introduced to the theory, and perhaps of the linguist’s knowledge of the history of the
language, than it is a model of the native speaker’s knowledge of the language.

12.1.2 Synchrony and diachrony

In linguistic analyses and models we need to separate synchrony and diachrony.
Synchrony refers to the state of a language at a particular moment in tume. Diachrony
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refers to the changes that occur in a language when comparing two different points in time.
As mentioned in the last section, there is historical. i.e. diachronic. evidence that English
once had a velar fricative [x] and the Middle English word ‘right’ [rixt] may well have had
an underlying representation /rixt/. And it may well be that the Joss of [x] from English led
the vowel to lengthen (a process known as compensatory lengthening) and snbsequently
to diphthongise (via the Great Vowel Shift). So, in fact, we mjght reasonably argue that
diachronicaliv English did change from /rixt/ through /ri:t/ to /rait/. Note though that this
is very different from saying that Modern English (1ait] derives synclironically from /rixt/.
Stating this relationship diachronically means that change has taken place over time,
presumably little by little, and we now have |1att]. just as we now have [lait] for "light’
instead of [lixt], [nart] for ‘knight’ instead of [knixt] and so on. To say on the other hand
that [lait] derives synchronically from /rixt/ means that the native learner either has to
know the history of the language (which infants typically do not). or has to arrive at an
underlying representation for which there is no evidence at all in the language the learner
is exposed to (which is a logical improbability). If we are modelling the knowledge native
speakers have of their language we can only rely on available evidence and what can be
inferred from available evidence; historical changes in a language are not typically
available evidence for most speakers of most languages.

12.1.3 Plausibility

The tightrope that the phonologist treads is therefore this: (o capture generalisations about
the system underlying the speech sounds of language, while at the same time making sure
that the analyses proposed are able to reflect the native speaker’s linguistic knowledge.

Plausibility is a measure of the fit belween an analysis and the likelihood (hat it reflects
a speaker’s knowtedge of language. An analysis cun be considered to be plausible (o the
extent that it models a learnable set of relationships between phonological objects such as
segiments, rules and contrasts. In Chapter 11 we suggested that deriving ‘went’ from *go’.
for example. was implausible. Despite the semantics linking the two words, there is no
other systematic linguistic connection between them, as they are morphologically
suppletive (see Section 9.2.4), phonetically and phonologically dissimilar, and historically
unrelated. Moreover, early learners tend to overgeneralise (compared with the adult
grammar), forming the past tense as ‘goed’ rather than "went'. So, while the linguist looks
for generalisations. they must be insighrful generalisations or, again, they risk merely
highlighting the cleverness of the linguist without telling us anything about natural
language.

12.2 Extrinsic and intrinsic rule ordering revisited

Along with abstractness, rule ordering is another area in which there is the risk of the
model becoming overly powerful. In Section 11.3 we discussed extrinsic and intrinsic role
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ordering. Recal) that intrinsically ordered rules are those which order themselves, in the
sense that the application of one rule creates the environment for the application of another
rule or rules. Extrinsic ordering. on the other hand, refers to the ordering of rules by the
linguist to arrive at a correct description of the data.

We saw examples of both of these in the last chapter. The [g]-formation and g-deletion
rules were intrinsically ordered: the assjmilation of the underlying nasal to the place of
articulation of the following velar stop provided the input for g-deletion. 1t was only after
the application of the [n]-tormation rule that g-deletion could apply. since the rule of g-
deletion specifies [g] in its environment of application. On the other hand, the 1-epenthesis
rule and the /Z/ voicing specificaticn rule do not interact in the same way. Neither rule
creates the environment for the application of the other. Since either one could apply
independently of the other, their ordering — 1-epenthesis before voicing specification —
must be stipulated by the linguist. It is only when they are ordered in this sequence by the
linguist that the correct result is obtained.

This raises a problem similar to that surrounding abstraction. Just as some abstraction
appears to be necessary to aflord insight into phonoclogy as un organising system. some
extrinsic ordering seems to tell us more than does the absence of ordering. In the plural
formation discussed in Chapter Il the absence of extrinsic ordering would allow two
possible derivations for a word like “leeches’, only one of which is correct (see Section
I'1.3). Extrinsically ordering the rules. on the other hand. forces the correct result.
However, unconstrained extrinsic ordering again runs the risk of telling us more about the
cleverness of the linguist than it does about the language being analysed. Below we discuss
some of the ways in which it has been suggested that the power of the grammar can be
restricted, and how abstractness and extrinsic ordering can be constrained.

12.3 Constraining the power of the phonological component

In the preceding scerions we have seen that there are a number of areas in which there is
a danger of cxcessive power lessening the overall plausibility and efficacy of the
phonological theory that we have been establishing. On the other hand. we have also seen
that notions like absiract underlying representations (URs) and rule ordering bring with
them descriptive and explanatory gains that a more ‘concrete’ model might be unable 10
express. How. then, might we constrain the model to minimise the deleterious aspects of
such power while maintaining those aspects we need? This is an area of considerable
controversy in current phonological theory, and we do not pretend to provide an answer
here. Rather, we will content ourselves with surveying some of the attempts that have been
made towards limiting the power of the model.

There are three obvious areas where we might wanr to try to make a start at curbing
excessive power: the URs themselves, the rules which affect them and the overall
organisation of the phonological component. The following sections deal with each of

these in turn.
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12.3.] Constraining underlying representations

In our discussion of feature geomelry and underspecification in Section 10.2 we have
already touched on one of the ways in which we might consirain the nature of URs. There,
we saw that some of the features are dependent on others, in that they cannot occur in a
tree unless the node on which they are dependent also occurs. This rules out certain
combinations that would be perfectly possible in a representation comprising an unordered
matrix. Under the proposals in Section 11).2, no segment can be simultaneously both
[+ strident] and |+ sonorant]. for example. If features aren’t grouped together, we cannot
formally rule such a combination out; feature geometry thus serves to reduce the number
of possible segment types by automatically ruling oul some of these we never find in
human languages,

The discussion in Section 10.2 intvoduces unother way in which URs can be
constrained. We saw there that some of the nodes in the feature (ree. such as [coronal] or
[dorsal], were unary (or monovalent) rather than binary. With unary features, rather than
referring to "+’ or = values of a feature. we can only refer to a feature when it 15 present
in the tree. No negative values ave avatlable, so the number of segment types that can be
postulated is correspondingly reduced; no segients defined by, for example, the absence
of the [coronal] node can be part of an underlying representation. This can be (and has
been) taken further, by suggesting that al/ features. not just the non-terminal nodes in the
tree. are unary. Under this proposal. we can only refer to seements as say underlyingly
[nasal] or underlyingly [round]: we cannol have segments underlyingly distinguished by
the absence of nasality or roundness, since specifications like (- nasal] and [~ round] are
impossible with monovalent features. Less radically, it has also been proposed that only
one value for any feature "+ or *-') is availabte underlyingly; URs in a language could
thus only involve segments specified for say [+ voice| but not segments specified [or
[- voice| {or for some other language underlyingly [- voice) but not [+ veice ). The other
value for the feature would then be filled in later (in the derivation) by default rules similar
to those discussed in Section 10.2. Either of these moves will serve ro reduce further the
number of possible underlying segment types. (The use of unary features also serves to
constrain the rules, as we shall see in the next section.)

Another way of constraining underlying forms is to say that they may not contain any
segment not found in the phonetic inventory of the language in question. The argument is
that 1t is difficult 1o see how learners mighi choose a UR containing a segment they have
never encountered in their language. This proposal would, for example, serve to rule out a
UR like /rixt/ for ‘right’ discussed in Section 12.1.1, since the segment [x] 1s not found in
English (for most varieties. al least). Given the non-surface occurrence of [x] in Engligh,
any putative UR containing it must always undergo some rule to remove or change it (this
is known as “absolute neutralisation’). If this is the case. then it is difficult 1o see why ithe
learner should hypothesise the presence of the segment in the first place. The presence of
non-occurring segments hke /x/ in a UR serves stmply as a way of marking the UR us
behaving exceptionally or differently in some way: in the present case, it serves to



200 Introducing Phonetics and Phonology

distinguish ‘right’ from ‘rite’, as these behave differently when a suffix is added (compare
the root vowels in "right’ and ‘righteous’ vs. those in ‘rite’ and ‘ritual’). That is. something
that looks phonological - /x/ — is being used in a non-phonological way — as a diacritic, or
marker — to distinguish one UR from another. To see this. note that any segment would do
here: there is no particular reason for it to be /x/ - /y/ or /n/ would have done just as well,
since all we have to do is make sure the two forms are different underlyingly — we're going
to get rid of the distinguishing segment later in any case. The reason /x/ rather than any
other segment was posited has to do with the history of English, as mentioned above. By
outlawing such non-phonological uses of underlying segments. the degree of abstractness
between UR and phonetic form (PF) is reduced. and thus the power of the grammar is
constrained.

12.3.2 Constraining the rules

We suggested above that the use of unary features was one way in which the operation of
phonological rules might be constrained. If we can only refer to one value for a feature
(i.e. the presence of a feature, and not its absence), then the number of things that can be
done in rules involving that feature is curtailed. So, if [nasal} is a unary feature, then a
rule can spread [nasal] onto other segments; in this sense, it is the equivalent of spreading
[+ nasal] in a binary system. A rule cannot, however, spread the absence of nasality, since
there will be no fealure to spread; this is very different to the situation with a binary
feature, since the [- nasal] value can be referred to in a rule just as straightforwardly as
the [+ nasal] specification. Given thar the spreading of nasality does appear to be a
common process crosslinguistically, whereas the spreading of non-nasality {orality?) does
not, the use of a unary feature [nasal] seems to be preferable. It constrains the power of
the model towards capluring all and (crucially) only all the phenomena found in
languages, since only one state of affairs (the one that actually occurs) is possible with a
unary feature while two states of affairs (onc found, one not) are characterisable with a
binary featuve.

Another way in which the operation of rules may be constrained mjrrors another of the
constraints on URs outlined above, Just as we suggested URs should not contain non-
surface occurring segments, so it has been proposed that the same restriction should apply
during the course of a derivation; no rule may have as its output a segment which cannot
occur o the surface. While this may seem obvious, a number of analyses which do exactly
this have been proposed. For example, it has been suggested that to account for the non-
alternation of the root vowel in words like "cube’ and ‘cubic’ (compare ‘metre’ and
“metric’ where the root vowels do vary). the underlying /u/ in ‘cube’ should be unrounded
to /w/ to prevent the rules responsible for the alternation from applying (since these rules
only apply to vowels which agree in backness and roundness). The /wy/ is then rounded
again back to /u/ once the alternation rules have attempted to apply but have failed to do
so because (heir environments were not met. This type of derivational manoeuvre 18
sometimes known as the *Duke of York Gambit’, after the nursery-rhyme (and historical)
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character who led his army up a hill to avoid a battle. and came back down once it was
over. As with the /x/ 1n ‘right’ discussed above, this analysis of “cube’ involves postulating
a segment — /w/ — which never occurs on the surface in English (and which must thus
always be removed or changed before reaching PF). Again, what we have here is
something that looks phonological being used in a non-phonological way, and banning
such moves restricts the range of operations rules can perform, thus constraining the
overall power of the grammar.

A further way of Jumiting the power of the phonological grammar is to restrict specific
types of outputs by means of constraints. We saw in Chapter 10 that the phonotactics of
English disallow a sequence of Jabial consonant followed by [w] in the onset of a syllable,
e.g. *pwell, *bwee, *wwoor, *fwite. This 15 a phonotactic constraint of English. Constraints
in derivational phonology are considered to be inviolable: violating such a constraint
results in an ungrammatical form, which 1s why the forms above are starred. An
ungrammatical form is either abandoned or repaired in accordance with the phonological
system of the language in question; note for instance the typical American English
pronunciation of the island of Puerto Rico as ['paita Litkou] from the Spanish [pwerto].
To avoid the onset sequence [pw...], which is ungrammatical in English, the word is
changed 10 a form that does not violate the phonotactics of English. Thus, another way of
restricting possible outputs ~ as distinct from restricting allowable segments at the
underlying level as discussed above — is through the use of constraints on allowable
surface forms.

We saw earlier that another area of concern with regard to rules was the possibility of
extrinsic ordering, which greatly increases the states of affairs a grammar can characterise.
A graminar without extrinsic ordering would be much more restricted. since fewer options
would be open to us. For instance, we would have to come up with some other way ol
dealing with Engish regular plural formation, since, as we saw in Section 11.3, the
1-epenthesis rule had to be ordered before the voicing assimilation rule to ensure the
correct surface forms for words like "leeches’. While it is difficult to do away entirely with
imposed ordering hke this, attempts have been made to limit the extent to which it can be
used. As an example of this. consider the variation in the sucface forms of the preposition
‘to’ or the definite article ‘the’ in English. The ‘citation forms' (i.e. the pronunciation in
isolation) of these words might be [tu:] and [8i:]. However, prepositions and articles in
English usually lack siress, and the normal pronunciation (i.e. when in combination with
other words) of these words involves a schwa rather than a full vowel, [ia] and [89]
respectively, as in ‘go [t2 3] pub’. We might thus propose a 1le of vowel reduction which
reduces a full vowe} 10 schwa, as in (12.1).

(12.1) [+syll] - a/ .
|- stress]

That is, a full vowel becomes schwa when it is unstressed. The specification [- stress]
indicates that the envirenment is to be found in lhe features of the segment undergoing the
rule; in this case this means that the vowel undergoing the rule must include the



202 introducing Phonetics and Phonology

specification |- stress]. This is a very general rule. applying in a wide variety of
environments. including word-internally — [13'geds] — and utterance- as well as word-
finally: "He really wants [t3]". (The facts of vowel reduction in English are considerably
more complex than this. but this outline will serve our purposes here.)

However, for many (though not all) varieties of English. under certain circumstances
these full vowels do not reduce as far as schwa; rather, they become shorter, lax versions
of the full vowel. So we get ‘to’ as [tu] and “the" as [81] in ‘[31] Englishman went [w0] a
pub’. This laxing takes place only when the next word begins with a vowel, a process
which can be characterised as in (12.2).

(12.2) + syll — [~ tense] / _ |+ syll)
— slress

How do these reduction rules interact? Note first that (12.2) must be extrinsically orderved
before (12.1); if this were not the case, and the ‘reduction to schwa’ (12.1) were applied
first, it would remove all potential inputs to the laxing rule. giving, e.z. *[ds end]. Note
further that even if we correctly order (12.2) before (12.1). if (12.2) applies, then (12.1)
must nol consequently be allowed to apply to (12.2)'s outpul. It (12.1) were allowed to
apply. then, since its environment is met by the jntermediate form “81°, the rule would
further reduce the new lax vowel to schwa, again resulting in *{da ¢nd]. The two rules
must thus be “disjunctively’ ordered. If two rules are disjunctively ordered, this means that
they are not both allowed to apply. even if their respective environments are met. the
application of one of the rules precludes the application of the other.

This state of affairs can be alleviated by appealing to a general principle which we can
impose on the phonological component as a whole, known as the elsewhere condition.
This condition states that if two rules can apply to the same input. then the more specific
rule applies before the more general one, and at the same time prevents the more general
rule from applying. If our phonology contains such a condition. we do not need o invoke
exirinsic, disjunctive ordering for our rules. The order of their application is a consequence
of the elsewhere condition since (12.2) is more specific than (12.1) and so precedes it.

The elsewhere condition also allows us to account for the idea that default rules, which
fill in missing values for underspecified features, occur late in the derivation. since by their
nature they are general rules, applying to any underspecified form irrespective of any other
conditions.

A further limit on the power of extrinsic ordering concerns the overail organisation of
the phonological component, to which we now turn.

12.3.3 The organisation of phonology: Lexical Phonology

We saw in Section 9.2 that we can distinguish between at least three kinds of phonological
alternation (and therefore between the rules that characterise the alternations). Some rules,
like voiceless stop aspiration or flapping. arc conditioned purely by phonetic environment;
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others. like regular plural formation. are conditioned by both phonetic environment and
morphological structure: and a third set. Jike velar softening, are conditioned by phonetic,
morphological and lexical considerations. Our discussion of derivations in Chapter 11
made no mention of these three subtypes of rule, however. The model outlined there treats
all phonological rules. whatever their conditioning factors may be, as equal; and given
extrinsic ordering, they can all potentially appear anywhere within a derivation. Work
within the model known as Lexical Phonology has suggested certain refinements Lo this
rather unstructured view of the phonological component, with the different rule types
operating in blocks at different points within the phonological derivation. Rules are said to
apply at different levels within the phonological component.

One bastc assumption in this model is that the phonological component is split inlo two
parts. One part of the phonology (i.e. some of the phonological rules) operates within the
lexicon itself (hence the name Lexical Phonology). 1.e. before the words are combined (by
the syntactic component of the grammar) into sentences. The other part (containing the
remaining rules) operates after the concatenation of words by the syntax. and is known as
the post-lexical phonology. So which rules belong jn which subpart of the phonology? In
essence, the more specific and idiosyncratic the conditioning environment of a rule is. the
earlier in the derivation it will appear; the more general the environment of the rule, the
later it applies. Note that this organisation mirrors the elsewhere condition discussed
above.

So what are the conscquences of this for our three rule types? Those involving lexical,
inorphological and phonelic conditioning factors clearly have the most specific
conditioning environments: they apply within the lexicon at the start of a denivation and
are often referred to as Level 1 rules. Those rules involving morphological and
phonetic/phonological conditionings also apply within the lexicon, but after the first block,
since thelr environments are less specific — they are not restricted to particular (sets of)
lexical items. These may be classed as Level 2 rules. Those rules involving only phonetic
factors apply at the end of the derivation. once the syntactic structure has been specified:
L.e. they are post-lexical rules, since they apply irrespective of the morphological or lexical
information. Lexical rules are less general and often have exceptions. whereas post-lexical
rules apply across the board. typically being exceptionless.

Organising the phonological component in this manner goes some way Lo eliminating
some aspects of extrinsic ordering. since the nature of the rule will determine its place in
the derivation. As an example. consider the derivation of a word like “wanted” in a variety
of English which deletes // after /n/ and before a vowel (a common process in many
varieties of English). The UR for this word might well be /wont+D/ (for British varieties)
or /want+D/ (for North American English). The /D/ represents the past tense suffix as a
coronal stop underspecified for voice - see Exercise 1 in Chapter [1. The surface form in
the varieties in question is [wonid] or [wanid]. showing post-nasal ‘t-deletion” and
‘T-epenthesis’ which here insets as [1] between two oral coronal stops. In a ‘flat” model of
phonology, with no distinction between rule types. we would need fto impose extrinsic
ordering on these two rules. The rule inserting the 1] would have to apply prior to the
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deletion of the root-final /t/, since it is the presence of /t/ that triggers epenthesis. [f the
order were reversed, ‘1-epenthesis’ would not apply, since the /t/ would have been deleted.
and an incorrect surface form. *[wond]. would be predicted. The two competing
derivations are given in (12.3).

(12.3) UR /wont + D/ UR /wont+ D/
1-epenthesis  /wont + D/ t-deletion  /won + D/
t-deletton  /won + 1D/ 1-epenthesis  /won + 1/
voice assim  /won + 1d/ voice assim  /wont + d/
PF  (wonid] PE  *{wond]

In a phonological model involving different levels of rule application this problem is
avoided, since the two rules we're interested in — ‘1-epenthesis” and ‘t-deletion” — are in
separate subcomponents. The “1-epenthesis’ rule crucially refers to morphological
information in its formulation. as it only applies across a word-internal morpheme
boundary (there is no epenthesis between the [t] and [d) in “want drink’, for example). So
the rule must be in the lexical subcomponent. The ‘t-deletion’ rule, on the other hand.
applies irrespective of the morphological structure: the final /t/ of ‘want’ is also lost in
‘want it’, for example, and the presence of a following vowel in this environment is a result
of a syntactic operation. Given this, ‘t-deletion” must be a post-lexical rule. and so
automatically applies after the lexical rule of “1-epenthesis’. We might, in fact. use a
similar argument with respect to voicing assimilation too, since it also does not refer to
imorphological structure. It too could thus be argued to be post-lexical and so automatically
to apply after ‘1-epenthesis’.

Having a more structured model of the phonology thus allows us to dispense with (at
least some instances of) extrinsic ordeying, and so gives us a further way of curbing the
overall power of the phonological component.

A further way of reducing the power of the model is by limiting specific operations 1o
particular parts of the phonology, for instance constraining what sorts of operations can
occur where. One such restriction on the Lexical Phonology modet is the constraint catled
structure preservation. Structure preservation states that only segments belonging to the
set of underlying phonemes of a language may be referred to by phonological rules at the
lexical level, i.c. in the lexicon. This means both that only phonemes (not allophones) may
be referred to by a phonological rule at the lexical level and that surface allophones cannol
be introduced at that level. In other words. segments that are not part of the phonemic
inventory, i.e. allophones, can only be introduced at the post-lexical level. Take as an
example the aspiration of voiceless stops in English. As we’ve seen. [t"] is an allophone of
phoneme /t/; but English has no phoneme */". As a consequence, the operation deriving
("] from A/ cannot occur in the lexicon, since this would fall foul of the structure
preservation constraint. This is because [t"] is not part of the phonemic inventory of
English and therefore cannot, according to structure preservation. result from the
application of a phonological rule in the lexicon. Consequently, the derivation of [t"] from

/t/ must occur post-lexically.
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12.4 Alternative to derivation: non-derivational phonology

In recent years non-derivational approaches to phonology have been developed 1o relate
abstract, underlying phonological structure to the form that actually surfaces without using
rules and derivations of the kind we have been working with. One of the attractions of this
kind of approach is that it could counter some of the problems we have seen with
derivational phonology since there will be no rules or derivations. Although not the only
non-derivational model of phonology, the most successtul theory, measured in terms of the
greatest number of phonologists working within that framework, is Optimality Theory or
OT. In the rest of this section we give a pecessacily brief overview of this model.

12.4.] Non-derivational, constraint-based Optimality Theory

The view of phonology presented in this textbook to this point has been derivational in
pature. That is, the phonetic surface forms of segments and words are derived from
abstract underlying representations of those segments and words through the application
of phonological rules. While the goal of phonology is to relate such abstract forms (o
concrete realisations, derivation is not the only way of expressing those relationships and
linking underlying representations with surface forms.

Optimality Theory (OT) dispenses with rules and proposes that the relationship between
an underlying form and its surface realisation is not derivational in nature. Instead of rules,
OT proposes that underlying forins are linked directly (o surface forms by means of a sel
of constraints. By relying on constraints instzad of rules, some of the problems we’ve seen
with rules, such as extrinsic ordering, can be avoided. In OT an underlying form is
manipulated in random ways by a function known as ‘Generator” (Gen). For instance, Gen
can add. delete or transpose segments. change features. etc. This results in a set of
‘candidate oulputs” — randomly generated outputs from a single underlying form. This
candidate set is then evaluated by the set of constraints contained in the function
‘Evalvator™ (Eval). The constraints evaluate the wellformedness of each candidate (for
instance how well the candidate conforms to expected syllable structure, phonotactics.
resemblance to the input. and other criteria) and dJelennine which candidate in the set is
the “most harmonic’, in other words which candidate fares best relative to the set of
constraints. It is the most harmonic candidare (hat should surface as the concrete
instantiation of the underlying representation in question. The diagram n (12.4) shows a
graphic representation of OT:

(12.4)

Candidate |
Candidate 2
— | GEN | — | Candidate3 | —» | EVAL | —
Candidate 4
Candidate n
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The input form is acted upon by Gen. The candidate set posited by Gen is then evaluated
by Eval. which yields an output form.

There are three things to note at this point about the constraints used in OT. First of all,
unlike the structural constraints we have seen in derivational phonology. the constraints in
Optimality Theory are violable. Simply not conforming to a particular constraint does not
by itself necessarily rule out a specific output candidate. A second characteristic of OT
constraints is that they are not of equal importance: they are ranked in a hierarchy, meaning
that some constraints are more important than others and that the violation of a particular
constraint may be more important than the violation of any other specific constraint.
Thirdly, the constraints of OT are assumed to be universal. All human languages share
the same set of phonological constraints; languages differ in how the constraints are
ranked.

The constraints themselves are of three basic types or families: markedness constraints,
faithfulness constraints and alignment constraints. Markedness constraints deal with
specific structural configurations, for instance NoCoDaA expresses the universal tendency
for languages to prefer syllables withoul codas. ONSET is the constraint expressing the
crosslinguistic tendency for languages to prefer syllables with onsets (see the discussion
of these tendencics in Chapter 6.1.5). The faithfulness constraints seek to ensure that
outputs are “faithful’ to mputs. in the sense that output segments match input segments: an
output is less faithful to an input if, compared with that input. it has had seginents deleted
or added. (Faithfulness constrainis are sometimes referred to as correspondence
constraints.) The third type. alignment constraints, are used (o ensure structural alignment
between different linguistic structures. for instance making sure that the right edge of a
stem coincides with the left edge of a suffix.

Turning now to the formalisms associated with OT, each underlying form is said to be
parsed into a number of candidate analyses (the ‘candidate outputs’ mentioned above) by
Gen. Each candidate is then evaluated in terms of wellformedness constraints — the
markedness, fajthfulness and alignment constraints. This is the task of Eval. to sort
through all the candidates posited by Gen to find the most harmonic, i.e. the surfacing
form. To represent the operation of Eval graphically, the most plausible candidates are
shown in a tableau (as in 12.5, below) which compares the evaluatibn of each candidate
against the relevant constraints. The constraints are arranged across the top of the tableau
in a hierarchy of decreasing importance from left to right. Selection of the most harmonic
candidate, indicated with a pointing finger (r=), rests on constraint violation relative to
the importance of the constraints that are violated.

Consider how this would work comparing final devoicing in German with the absence
of final devoicing in English. Similar to what we have seen with Dutch (cf. Section 11.4.1),
the voiced stops in German, /b, d, g/, surface as voiceless [p. t. k] when they appear at the
end of a word; in English the corresponding /b, d. g/ show up as [b, d, g, even word-
finally. In Optimality terms this can be seen as a case of input-output faithfulness being
more important (more highly ranked) in English than the phonetic tendency towards final
devoicing. Here we'll use the label IDENTI-O(voice) (o stand for the faithfulness constraint
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ensuring that outputs match inpurs: we'll use NoVoicepCona (o refer to the markedness
constraint governing the tendency towards final devoicing.

(2.3 Tableaun of German Bad [bat] ‘bath®

Input: fbad/ NoVoicepCoba TDENTI-O( voice)

bad #1

= bat *

In tableau (12.5) two of (the infnite sel of) candidates generated by Gen from the input
/had/ are evaluated by the constraints NoVoICEDCopa and IpEnTI-C(voice). Despite the
fact that the candidate (bad] is more faithful to the input. [bat| is selected as the optimal
candidate since NoVoICEDCoDna is more highly ranked than IDENTI-O(voice). The asterisk
indicates a violation of the constraint by the candidate shown; an exclamation mark
indicates a “fatal violation’. in other words a violation thal serves to distinguish between
rwo candidates by eliminating one. Shading in a cell indicates that thart cell is irrelevant to
any further evaluation of the candidates. In other words. because of the fata) violaton,
even if the shaded cell in {12.3) contained a further violation it would not figure in the
selection between the two candidates shown,

If we now compare a tableau of English hed, we see that the same constraints must be
ranked in the opposite order; IDENTI-O{voice) above NoValCEpCoDa. (Remember that
constraints are held 10 be universal. So even in the absence of evidence for final devoicing
i English, the constraint would still be part of the set of constraints.)

(12.6) Tableau ol English bed [bed]

Inpui: /bed/ IDENTI-O{ voice) NoVoicepCona
17 bed ®
bel ®|

With the order of the constraints reversed, we get the correct results for English. a
language in which the faithfulness of the output to the input is more important than {the
universal tendency towards) inal devoicing. (Bear in mijnd that these are only two of a
lurge number of constraints that would be involved in the evaluation of any candidates
generated by Gen.)

As we have already noted, constraints in OT are held to be universal. That is. Universal
Grammar (UG) makes available a set of constraints for all Janguages. The language
learner’s task is 1o rank those constraints with respect to ¢ach other in order (o produce the
most harmonic ouputs. i.e., the surface forms of the aduit language. Thus, Janzuages differ
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because of different rankings of the universally available constraints, as we just saw with
final devoicing in German and English. Language change over time as well as dialect
variation can resull from a different ranking of constraints compared with another
language variety.

To take another. rather more complex case, consider some data that we have discussed
before, namely English plural formation. (The following discussion is based on Russell
(1997).) Just as we did in Chapter |, let us assume the following underlying
representations of the words rats, crabs and leeches:

(12.7) f1Et + 7/ rars /kigb + 2/ crabs Miztf + 2/ leeches

Let us also assume that the following constraints are those most relevant to the question of
plura) formation. {There are, of course, many more constraints involved in the evaluation
of any candidate; in OT analyses, typically only the most relevant constraints are
considered in any specific tableau.)

(12.8) Constraints particularly relevant to English plural formation
*818-S1B: Two sibilants cannot be adjacent
VOICING: Two consonants in a cluster must agree in voicing
PL-AFTER-N: The plural marker is suffixed to the noun

LEFT-ANCHOR,,,..: The leftmost segment of the surface form of the plural
marker is the same as the leftmost segment of its underlying form.

*818-S18 is a markedness constraint which disallows a sequence of one sibilant segment
followed by another. What it does here is to ensure that if a noun stem ends in a sibilant
consonant (e.g. [s. z, [. 3, tf, dz]). the plural marker /z/ will not appear adjacent to it.

VOICING, a more general markedness constraint. ensures that two consonants in a cluster
share the same voicing. either both voiced or both voiceless.

PL-AFTER-N is an alignment constraint that operates on word stracture to ensure that a
suffix appears to the right of a stem. In this case it is specified that the left edge of the plural
marker /2/ is to align with the right edge of the noun stem. (Note thar this constraint is not
actually phonological, since its function is to enforce the alignment of a suffix with a noua
stem.)

The Jast of these four constraints, LEFT-ANCHOR ., iS @ positional faithfulness constraint
involving both phonology (since it refers to segments) and word structure. The effect of
this constraint is to require that the initial underlying segment of the plural marker directly
follows the final segment of the stem.

Putting all this informalion together we arrive at the following evaluations of the
candidates shown.
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(12.9) Tableau for rats

hat+ 2/ #*8§1p-SI0 | VOICING | PL-AFTER-N LEFT-ANCHOR 0
[1etz] b Za
eF [1zes)
jzaEt} 1
[iziiz] #1

{(12.10)  Tableau for crabs

fkizh +z/ | *Sm-Sip | VOICING | PL-AFTER-N LEFT-ANCHOR;
= [kiebz]
[karazbs] *1
jskizeb]| *1 il J
[krebiz] ¥

{12.11y  Tableau for leeches

Nist[+ 2/ | *Sip-S | VOICING | PL-AFTER-N LEFT-ANCHOR ;a1
[lizt 7] g T : : ~
fiztfs) *|
[zlizt [ *1 :

iw {lirt[1z] *

When considering the tableaux in (12.9), (12.10) and (12.11), there are several things (o
notice. First of all, given that all three tableaux represent English, the ranking of the
consiraints is the same in each case: the same constraints in the same order of importance
are evaluating a four-member candidale set produced by Gen on the basjs of the inputs
indicated. Secondly, note that although the optimal candidates in (12.9) and (12.19) incur
no violations {(of the constraints shown), the optimal candidate in (12.11) does. The reason
the optimal candidate in (12.11) is optimal is because the constraints violated by the other.
non-optimal candidates are more highly ranked.

One of the conceptual advantages of OT is the role of the violable constraint. In
previous phonological frameworks constraints were seen as a type of fiiter 10 rule out
specific ill-formed structures. However, there were often exceptions to constraints {which
is problematic if constraints are viewed as nviolable) and constraints were often taken to
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apply at different ievels, e.g. at the underlying level. at various intermediate levels or at the
surface. OT, on the other hand. assumes that all constraints are in principle violable and
that constraints apply exclusively to surface representations. One of the achievements of
OT is thus to regularise the notion of constraint and to suggest that all constraints are
universal.

There are. nonetheless. problems with OT, both concepiual and practical. to which we
now furn.

12.4.2 Problems with Optimality Theory

Despite the massive interest in OT since ils inception in 1993, there are a number of
problems with the model] that conlinue to be investigated in ongoing phonological
research,

One of the areas of concern with Optimality Theory is its power. One of the points we
have stressed in this book, particularly in Chapter 11 and in this chapter, is that a theory
that is too powerful ends up telling us nothing. A theory must therefore, in principle, be
restrictive; it must spell out very clearly the predictions it inakes and must make clear what
sort of data would count as evidence against a particular prediction. This is an area in
which OT has been notably lacking: it is an extremely powerful theory and a number of
jts claims are not open to falsifiability (see again Chapter {1). Forexample, the constraints
of OT are claimed to be universal, that is, the phonologies of all languages share the same
constraints, though the ranking of those constraints differs from language (o language. But
consider ¢ consiraint that is not operative in a particular language, e.g. final devoicing in
English. Withig OT, a constraint for which there is no evidence of its operation in a
particular language is said to be ranked so low in the constraint hierarchy that its effecis
cannot be seen. This, however, raises a serious question: if the effects of a constraint
cannot be seen, how do we know that it is ranked too low rather than simply being absent?
The answer is, we don’t.

Another issue of concern with OT is the writing of constraints. We have seen with rules
and rule writing that there is a set of conventions on proper rule writing, in other words,
there are formal guidelines governing how rules can be written and what counts as a
phonological rule. With Optimality Theory there is no set format for constraints, neither
for how they are written nor even for what structural elements they refer to. They may
refer to segments, to syllables, to other structural elements (coda, onset, foot, word). they
may refer to phonology or word formation (e.g. PL-AFTER-N seen above), some
combination of phonology and word {ormation (e.g. LEFT-ANCHOR,,): they may refer to
relationships between inputs and outputs (called Input-Output comespondence
constraints), or relationships between outputs (called Outpul-Output correspondence
constraints). Given the absence of agreed rules about constraint writing or even the objects
constraints may refer to, a powerful theory is made more powerful.

Although there are a number of outstanding issues surounding Optimality Theory, let
us consider only one final problem. We mentioned above (hat there are sometimes
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exceptions to the non-violable constraints found in denivational phonology and that these
exceptions have been viewed as problematic for derivarional theories. An analogous
problem also arises with OT in the form of candidates which should be identified as
optimal within a tableau (because these candidates are the actual occurring surface forms),
but which are not selected by the counstraints and constraint rankings Lhat appear to be
needed independently. Whilst this is an oulstanding problem. two approaches to this
particular problem have been proposed. One is to invoke a “sympathy candidate’. in other
words o bypass Eval and let the analyst select the correct candidate. This bears a siriking
similarity to the practice of extninsic ordering in derivational phonology. where the order
of application of rules is determined not by the properties of the rules themselves. but by
the phonologist. The other upproach proposed Lo deal with this problem is the
reintroduction of intermediate sieps in phonological analysis, so-called “siratal OT".
where an architecture similar to that of Lexical Phonology is adopted and distinct
constraint rankings are associated with different levels. However, this idea reintroduces
derivaiion into the model, something originally explicitly rejected in OT.

Optimality Theory is an important, influential current model of phonology intended, as
are most other models of phonology. to capture the relationship between underlying
structure and surface forms. Its non-derivational assumptions and reliance on constraints
rather than rules bring with them new ways of conceptualising phonological relationships.
There are, nonetheless, problems inherent in the moedel which will no doubt 1nspire
phonological research for some rime to come.

12.5 Conclusion

As we have seen throughoul the second part of this book, the aim of a generative model
of phonology is Lo characterise formally the knowledge native speakers have of their
Janguage. We wish (0 be able to characterise the relationships speakers recognise between
individual sounds — like [1], [(") and [?] — and between words as a whole — like [dpg].
[dogz]. We have suggested that within a derivational framework. this is best done in terms
of 2 model involving two levels — an underlying level and a surface level — with a «et of
rule statements which link these levels by specifying the relationship between a UR and
us various surface realisations. Without ehoosing between a derivational and a non-
derivational framework (both because the jury is still out and because the model continues
fo develop). we have also indicated how the underlying/surface relationship is approached
within OT. It may twmn oul. of course, that a model may emerge incorporating both
derivational rules and constraints.

In this book we have considered the nature of phonological structure, and seen that there
i¢ rather more to this than simiply a sequence of separate speech sounds: we need to be able
to refer both to elements smaller than speech sounds. such as features. and to elements of
phonological structure which are farger than individual speech sounds, such as the syllable
and the foat,

We have also seen that there is a danger that a model of phonology - whether
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derivational or non-derivational — may in fact be too powerful. Whilst it may be able to
characterise and describe the phonological phenomena we wish it to (those found in
human languages). it may well also be capable of characterising and describing a whole
range of phenomena we do not want (because they are not found in languages). Our last
chapter has been a brief survey of some ways in which the undoubted power of the
generative model might be limited, in terms of what is permissible as a UR, what 1s
permissible as a phonological rule, and how the rules may or may not interact with one
another. Finally. this chapter has also outlined the basics of a non-derivational, constraint-
based model of phonology.

Issues of power or. indeed, whether derivational or non-derivational phonology is
ultimately to be preferred, are by no means resolved in current phonological theory, but
having reached this far, you should at least be in a position to start considering more
detailed treatments of such controversies.

Further reading

For an overview of Lexical Phonology see Kaisse and Shaw (1985),

For accessible discussions of recent developroents in phonological theory. over and
above the textbooks referred to in previous chapters. see the collections of papers in
Goldsmith (1995) and Durand and Katamba (1993). For Optimality Theory see
Archangeli and Langedoen (1997). Kager (1999) and Dekkers. van der Leeuw and van de
Weijer (2000). For a critical assessment of OT, see McMahon (2000) and the papers in
McCarthy (2004). Kager (1999) also coniains a cogent discussion of Sympathy in OT. For
stratal OT, see Kiparsky (2002).
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INTRODUCING

P

Speakers of any language = be it Engllsh Hindi or Mohawk - already
‘know’ about phonetics and phonology. We use our language all the time
and we do so without typically making errors in pronunciation. But this

knowledge is not something we are conscious of as speakers of a |

language.

. This book examines some of the ways linguistics can express what native .

speakers know about the sound system of their language. Intended for

the absolute beginner, this text requires no previous background in either =

linguistics generally or phonetics and phonology in particular. It is an =

introduction to the speech sounds of human languages — phonetics — and

to the basic notions behind the organisation of the sound systems of |

human languages — phonology.

Starting off with a grounding in phonetics and phonological theory, this

“book provides a base from which more advanced treatment ofgbothr

topics may be approached. As such, it is aimed at students beglﬁ‘hlng

degrees in linguistics and/or English language. The text begins WIfh an .

, examlnatlon of the foundations of articulatory and acoustic phonetics,
and moves on to the basic principles of phonology, ending with an
- outline of some further issues within contemporary phonology. Varieties
of English, particularly Received Pronunciation and General American,
form the focus of consideration, but aspects of the phonetics and
- phonology of other languages are discussed as well.

~+ Links between the two subjects are highiighted throughout.

B .:[ncLudé‘S§<end of chapter exercises and further reading sections.
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