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1 Introduction 

In this study of emotion and addiction I set myself a 
methodological task and a theoretical one. On the one 
hand, I shall explore the relation between causal and 
conceptual analysis in the study of human behavior. 
What is the relation between the definition of emotion or 
addiction and the explanation of the same phenomenon? 
That is, to what extent do the emotions or the addictions 
form natural kinds? On the other hand, I shall discuss 
the relation between three explanatory approaches to 
behavior: neurobiology, culture, and choice, including 
the special case of rational choice. Intuitively, it seems 
clear that because of their peculiar physiological 
stren~ emotions and addictive cravings can short­
circuit choice or at least distort the rationality of choice. 
Yet like all preanalytical intuitions, this one needs to be 
carefully scrutinized. I also ask to what extent emotions 
and cravings are physiologically hardwired and to 
what extent they are cultural constructions. 

Emotions and the various states induced by addictive 
substances are special cases of what George Loewen­
stein has called visceral factors in behavior.1 This more 
general category also includes drives such as hunger, 
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thirst, and sexual desire; urges to urinate, defecate, or 
sleep; as well as organic disturbances such as pain, 
fatigue, vertigo, and nausea. In their extreme forms, 
these states go together with strong physiological 
changes that can interfere with the capacity for making 
choices, or at least rational choices. Negotiators, for 
instance, are advised to abstain from drinking coffee 
because its diuretic effects distract attention from the 
matter at hand. At the same time, they may crave coffee 
to resist drowsiness. 

These visceral states differ from emotions and addic­
. ti.on-related states in that they are less closely linked 
to cognition and culture. By and large, emotions are 
triggered by beliefs. Addictive cravings too can be trig­
gered by the belief that a drug is available and be extin­
guished by the belief that it is unavailable. Also, 
emotions and cravings are powerfully shaped by the 
fact that they are culturally defined as emotions and 
cravings. By contrast, the acute thirst of the person who 
has been in the desert for a long time without water, 
the need to urinate of a person who has gone for a long 
time without doing so, and the overwhelming drowsi­
ness of a person who has gone without sleep for several 
days are essentially independent of cognition and cul­
ture. 

More generally, we may distinguish three ways in 
which cognition may be involved in these visceral fac­
tors. First, a visceral state may be triggered by a belief. 
Second, once triggered, a visceral motivation can be fur­
ther shaped by the belief that it is that particular kind 
of motivation. To illustrate, a person may feel envy at 
the sight of a more successful friend and then shame 
once he recognizes that he is feeling envious. A heavy 
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drinker may change his self-image and his behavior 
once he begins to believe that he is an alcoholic. Third, 
the motivation may have an intentional object: it may 
be about something. Some visceral factors, such as pain 
or vertigo, have none of these cognitive aspects. Others, 
such as thirst and sexual desire, have intentional objects 
but are not triggered or shaped by beliefs. Cravings 
have intentional objects (they are cravings for drugs). 
They are also susceptible of being triggered and shaped 
by beliefs, although to a lesser degree than emotions. 
Emotions stand out among the visceral motivations 
because they typically, or at least frequently, involve 
cognition in all three ways. 

These are rough characterizations, which allow for 
nuances and exceptions. People are often turned on sex­
ually by the belief that their partner is turned on. A 
driver may be aware that he is about to fall asleep and 
fight against his drowsiness. Emotions such as fear can 
be triggered by perceptions as well as by cognitions. 
Yet I believe that in standard cases these various moti­
vational factors can be uncontroversially located on a 
continuum. At one extreme we have the noncognitive 
or purely visceral states of pain, drowsiness, etc. Next 
are the states that have intentional objects but are not 
otherwise shaped by cognition, such as hunger, thirst, 
and sexual desire. Further, there are cravings that have 
intentional objects and that can also involve cognitions 
in other ways. Then there are emotions, which often 
involve cognition in all three ways. At the other extreme 
of the continuum, there are motivational states that do 
not imply any arousal or viscerality at all, as in my calm 
decision to take an umbrella because I believe it will 
rain and I don't want to get wet. 
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The states at either extreme of the continuum have 
opposite implications for choice. Although the behav­
iors induced by drowsiness, fatigue, and pain are more 
complicated than sirriple reflex actions, they often have 
a similar involuntary quality. A car driver may fight 
off drowsiness and a mountain climber resist muscle 
fatigue, but not indefinitely. To fall asleep or to lose 
one's grip on the rope is not to do anything: it's merely 
an event, something that happens. At the other extreme, 
rational decision making undisturbed by arousal is the 
paradigm of free, voluntary choice. In between these 
extremes are the cases that interest me here, those in 
which behavior is affected by arousal as well as by 
choice. Among these cases, I exclude the physiological 
drives from my concern, mainly because they are cul­
turally invariant. I study emotion and addiction 
because they allow me to examine the triangular con­
trast of neurobiology, culture, and choice, rather than any 
simple dichotomy. 

Before I proceed, I should clarify two points that 
should be obvious but may not be. First, when I contrast 
neurobiology with culture and choice, I do not imply 
that the latter phenomena have no neurobiological sub­
strate. I take it for granted that all human behavior and 
all mental states have a neurobiological foundation; in 
fact, the denial of this view is not so much false as 
incomprehensible. I use "neurobiology'' simply as a 
shorthand for the neural mechanisms that generate the 
arousal as well as the euphoria or dysphoria that char­
acterize most emotions and cravings. Although beliefs 
too must rely on similar mechanisms, we know so little 
about the neurobiology of the complex beliefs that enter 
into cravings and emotions that it would be pointless 
to insist on their underlying substrate. 
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To illustrate, let me draw on a suggestion by Michael 
Liebowitz that "the chemistry of love" is like that of 
the amphetamines.2 We know a great deal about the 
neurophysiology of amphetamines and how they pro­
duce the characteristic effects of acute awareness, 
heightened energy, reduced need for sleep and food, 
feelings of euphoria, etc. These effects run a predictable 
course, lasting for several hours and then turning into 
depression. The symptoms are strikingly similar to 
those of love, in the sense of acute infatuation, or what 
Dorothy Tennov calls "limerence,"3 and it is entirely 
possible that love and amphetamines recruit some of 
the same neural circuits. Yet there is also a striking dif­
ference. The high from an amphetamine is produced by 
the intake of a chemical substance. The euphoria of love 
can be produced by a belief that the other person loves 
oneself and may turn into dysphoria when the belief is 
disconfirmed.4 The euphoria and dysphoria can arise 
virtually instantly, whereas the effects of an amphet­
amine are produced and wear off more gradually. 
Whereas the neural pathway by which the chemical 
substance produces its effects is now being elucidated, 
the chemistry of the belief that one's love is requited 
and the effect of that belief on the reward system in the 
brain are likely to be vastly more complicated. For the 
foreseeable future, and perhaps forever, we will only 
be able to describe that belief in terms of its content 
("She loves me"), and not in terms of its molecular sub­
strate. 

Second, any reference to "culture" is also a short­
hand. It is not intended to deny the principle of method­
ological individualism,. the denial of which, once again, 
is not so much false as incomprehensible. When I say 
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that a culture or a society "induces" specific concepts 
and beliefs, or that it "condemns" or "approves" cer­
tain practices, I mean only (i) that individuals in that 
culture share the concepts, beliefs, values, or norms, 
and know that they share them, and (ii) that individuals 
in some other cultures lack the concepts, beliefs, or 
norms in question. By assumption (ii), the concepts, 
beliefs, and norms shared by individuals must be due 
to their upbringing and socialization within a particular 
society, rather than to universal features of the human 
condition. Every culture must have the concept of a 
sunset, but not all cultures have the concept of guilt. In 
this sense, the concept of guilt is "socially constructed." 
As we shall see in section 4.2, however, this does not 
imply that the emotion of guilt is a social construction. 

The book is organized around parallel analyses of 
emotion and addiction, to bring out similarities as well 
as differences. In addition to their comparison, we may 
also consider how emotion and addiction may interact 
with one another. On the one hand, it has been claimed 
that one can become addicted to emotion. These include 
claims that it is possible to be addicted to the emotion 
of hybris or pridefulness, induced by the belief that one 
is superior to others;5 also that one can become addicted 
to love, either to love in general6 or to love for a specific 
person.7 I shall not pursue these suggestions, which 
seem too speculative or metaphorical to warrant further 
discussion. On the other hand, there is the more plausi­
ble idea, discussed in chapter 4 below, that emotion can 
have a causal role in addiction, because many addicts are 
prone to feelings of guilt and shame that may perpetu­
ate their addiction or, on the contrary, induce them to 
break it. 
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Both emotion and addiction are elusive categories. It 
is not easy to know which specific feelings or cravings 
to include under these headings. Is surprise an emo­
tion? Is compulsive gambling an addiction? Given an 
uncontroversial instance of emotion or addictioDt such 
as fear or alcoholism, one might define a given phenom­
enon as emotional or addictive if it is analogous in some 
respects to these core cases. But since everything is a 
little bit like everything else, analogy is a weak tool for 
analysis.8 

For scientific purposes, homology is a much more 
powerful instrument th.an analogy. On the basis of anal­
ogy, it is tempting to classify whales and sharks 
together as one group (animals th.at live in water} and 
birds and bats as another group (animals th.at fly). On 
the basis of homology, th.at is, a common causal history, 
whales and bats have much more in common th.an any 
other pair among these four animals (figure 1.1). 
Knowledge of the reproductive system or metabolism 
of whales enables us to formulate hypotheses for bats, 
and vice versa. By contrast, animals th.at are related only 
by analogy are unlikely to have much more in common 
th.an the features th.at define the analogy and other fea­
tures that flow causally from those features. 

The italicized expression points to a useful, if limited, 
role of analogy in scientific reasoning. H we want to 
explore the metabolism of sharks, th.ere is no reason to 
privilege hypotheses derived from the metabolism of 
whales. If, however, we want to examine the hydrody­
namic properties of one animal th.at lives in water, 
knowing the features of other aquatic animals is proba­
bly going to be useful. Even more obviously, if we want 
to understand how bats manage to stay in the air, know-
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Figure 1.1 
Homology is a much more powerful instrument than analogy. 

ing how birds do it is likely to be of help. In his classic 
study On Growth and Form, D' Aicy Wentworth Thomp­
son writes, for instance, "We know ... how in strict 
accord with theory ... the wing, whether of bird or 
insect, stands stiff along its 'leading edge,' like the mast 
before the sail; and how, conversely, it thins out exqui­
sitely fine along its rear or 'trailing edge,' where sharp 
discontinuity favours the formation of uplifting 
eddies."9 

The features underlying a homology owe their exis­
tence to a common causal history. The features underlying 
an analogy may have entirely different causal histories 
but nevertheless generate similar causal effects. I shall 
refer to the features that define an analogy as primary 
features, and to those that are causally implicated by the 
primary ones as secondary features. Thus the primary 
feature of the analogy between birds and bats is that 
they can maintain themselves in the air without relying 
on an initial impetus, being in that respect similar to 
airplanes but different from both flying fish and rock­
ets. The secondary features are those that follow from 
the aerodynamic constraints on any heavy body that is 
to maintain itself in the air. 
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Let me anticipate chapter 3 and use some examples 
from addiction to show the relevance of these concepts 
to the problem at hand. Students of addiction now agree 
that most chemical addictions are homologous, in the 
sense that their euphoric and dysphoric effects derive 
from very similar (but not identical) mechanisms in the 
dopaminergic reward systems of the brain. By contrast, 
chemical addictions and behavioral phenomena such 
as compulsive gambling or overeating may be no more 
than analogous, in the sense, say, of being characterized 
by strong urges to engage in activities with harmful 
long-term consequences. These urges constitute the pri­
mary features of these analogous phenomena. H the 
urge to drink and the urge to gamble rely on entirely 
different neural mechanisms, we cannot rely on one of 
these putative addictions to make predictions about the 
extent of withdrawal, tolerance, or sensitization that 
will be observed in the other. Yet if the urge induces 
self-destructive behavior, we can predict that it will 
come to be resisted. We can predict, moreover, that 
regardless of the origin of the urge, its coexistence with 
a strong desire to resist it will generate shame, denial, 
rationalization, the development of self-control strate­
gies, and other phenomena with clear behavioral impli­
cations. These consequences are secondary features of 
many addictions. 

These secondary features arise because human 
addicts are capable of being aware of their addiction, 
deploring it, and trying to overcome it. The animals 
used in experimental studies of addiction, notably rats 
and monkeys, do not have these cognitive and moral 
capacities. Because the neurophysiology of chemical 
addiction is essentially the same in humans and other 
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animals ("animals" for short), many of the behavioral 
patterns are quite similar, especially in the earlier stages 
of addiction. Cravings for cocaine, for instance, will 
induce similar extreme drug-seeking behavior in rats 
and humans.10 Yet in later stages of addiction, when 
the long-term adverse consequences begin to appear, 
hum.an addicts display quite different responses. It is 
often said, I believe correctly, that ambivalence is the 
hallmark of addiction in humans. Animals, by contrast, 
rarely show behavioral signs of ambivalence.11 

A similar contrast between human and animal 
behavior exists in the case of the emotions. Animals are 
incapable of holding the kind of complex beliefs that 
enter into many hum.an emotions. In particular, they 
are incapable (as far as we know) of holding beliefs 
about their own emotions. Whereas the behavioral 
expressions of the human emotions of anger, fear, or 
love can be strongly modulated by the agent's aware­
ness of them, in animals the link between emotion and 
behavior is not mediated by cognition. Hum.an beings 
can feel shame at being afraid, for instance, and try to 
hide their fear or present it as mere prudence. To my 
knowledge, no animals are capable of being ashamed 
of their fear. 

We see, therefore, how cognition, including moral 
beliefs, plays a dual role in the study of emotion and 
addiction. On the one hand, it serves to differentiate 
the specifically hum.an forms of these phenomena from 
those observed in animals. On the other hand, it helps 
us to understand why emotion and addiction may take 
different forms in different cultures, depending on their 
specific cognitive and moral tenets. Because of the 
importance of cognition, one must go beyond animal 
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studies to study the behavioral expressions of emotion 
and addiction. Because cognition varies across cultures, 
one cannot assume that these expressions in humans 
are universal and hardwired. Nor, however, should one 
assume that the expressions are endlessly malleable. 
Although culture may modulate and shape emotions 
and cravings, that very statement presupposes that 
there exist precultural or transcultural tendencies to be 
modified and shaped in the first place. 

The strategy of the rest of the book is as follows. Chap­
ters 2 and 3 study emotion and addiction according to 
a common scheme, which progresses from empirical 
survey through phenomenological description to causal 
analysis. First, I enumerate a number of feelings and 
cravings that are frequently subsumed under the head­
ings of emotion and addiction. This step in the proce­
dure is entirely preanalytical and serves only to give a 
rough idea of the range of phenomena to be discussed. 
Next, for each of the two classes of phenomena, I enu­
merate a number of observable features often used to 
characterize or define them. This step is conceptual or 
phenomenological. Ideally, it would offer necessary 
and sufficient conditions for something to be an emo­
tion or an addiction. Third, I try to summarize our 
knowledge about the causal mechanisms that generate 
emotions and addictive cravings. Once we have identi­
fied these mechanisms, we may go back and revise the 
set of phenomenological features that characterize emo­
tions and addiction, as well as the set of behaviors that 
fall under these headings. Thus phenomena that seem 
analogous at the phenomenological level may turn out 
to lack homology at the causal level, or vice versa. Until 
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we understand the causal mechanisms of emotion and 
addiction, we cannot know what emotions and addic­
tions are, nor can we know what emotions and addic­
tions there are. It turns out that we know much more 
about the neurophysiology of addiction than we do 
about emotion. On the basis of what is known about 
the causal mechanisms involved, it seems safe to say 
that the chemical addictions do form a natural kind. 
Whether the emotions do remains an unresolved issue. 

In chapters 4 and 5, I focus on culture and choice as 
determinants of emotional and addictive behavior. As 
noted earlier, culture is a specifically human phenome­
non-a fact that helps us both to distinguish between 
animal and human behavior and to compare the varie­
ties of emotion and addiction in different societies. 
Choice, by contrast, is not a uniquely human phenome­
non. Animals too are capable of weighing alternatives 
against one another and choosing between them on the 
basis of their consequences or rewards. Yet the fact that 
only humans are capable of making rational choices has 
important implications for emotions and addictive 
cravings. Even for humans, however, we can ask 
whether emotions and cravings might sometimes be so 
strong as to short-circuit rational choice, or even choice 
altogether. At their strongest, these urges seem to have 
an overpowering quality that leaves little room for com­
parison and choice. 



2 Emotion 

2.1 How Do We Know What We Know about 
Emotion? 

Let us begin with introspection. All nonpathological 
individuals have felt anger and shame, to name but two 
of the emotions, and most of us have experienced many 
other emotions as well. Introspective knowledge is both 
indispensable and insufficient. It would be difficult to 
understand why shame can be so overwhelmingly 
powerful as to drive people to suicide if we had not 
ourselves been in the grip of this emotion. A person 
who had never known shame might be tempted to 
explain a suicide by the material sanctions that are 
imposed on an ostracized person rather than by the sub­
jective feeling of pain and unworthiness that is induced 
by the sanctions. 

At the same time, introspection is not enough. For 
one thing, some individuals might never have experi­
enced a particular emotion. Montaigne, for instance, 
says, "About envy I can say virtually nothing: that pas­
sion which is portrayed as so powerful and violent has 
no hold on me."1 The manifest inadequacy of Hume's 
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treatment of the same emotion may also be due to lack 
of personal acquaintance with it. 2 For another, the emo­
tion might be so strong as to blot out cognitive analysis. 
Again I can cite Montaigne, who cites Petrarch to the 
effect that "He who can describe how his heart is ablaze 
is burning on a small pyre."3 We cannot observe our 
anger when we are in its grip, and there is no guarantee 
that our later memory serves us well either. In fact, very 
traumatic experiences may not leave any memory trace 
at all. 

To some extent we can overcome the limitations of 
introspection by supplementing it with observation of 
other people under everyday, noncontrolled circum­
stances. This source of insight also has its limitations, 
of course. For reasons that may or may not have to do 
with their own emotional makeup, some people are 
inept at interpreting the emotions of others. They make 
:n'l.i.stakes of underinterpretation as well as of overinter­
pretation, as when they ignore expressions of hostility 
in others or find signs of nonexistent affection. Yet some 
people seem to have unerring skill and insight in inter­
preting what others do and say in terms of their under­
lying emotions. Some novelists and playwrights, in 
particular, display a superb understanding of the 
human emotions. Although I have learned most from 
Jane Austen and Stendhal, many others could be cited.' 
The writings of the moralists, from Seneca and Plutarch 
to Montaigne and La Rochefoucauld, are another 
almost inexhaustible source of insights. At a more sys­
tematic level, a handful of philosophers, from Aristotle 
to Hume, have been able to distill from their experience 
some general propositions about the emotions. When 
all is said and done, these writers-playwrights and 
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novelists, moralists and philosophers-remain the 
most important sources for the study of human emo­
tions. 

Yet this is not to say that more scientific sources have 
nothing to contribute. A great deal of what we know 
about the emotions draws on history, social science, and 
natural science. The relevant contributions fall in two 
categories. On the one hand, historical and anthropo­
logical studies can enhance our knowledge of the varie­
ties of emotional behavior. On the other hand, 
psychological, biological, and neuroscientific studies 
aim at discovering the fine grain of emotional mecha­
nisms. Let me comment on each category of writings in 
turn. 

If emotions were universal-if the same emotions 
were found everywhere to the same extent and trig­
gered by the same situations-there would be no need 
to go beyond the modern Western societies that I (and 
most readers of this book) know best. Yet, as I argue in 
section 4.2 below, emotions are not universal in this 
sense. (They may or may not be universal in another 
sense, also considered in section 4.2.) From historical 
and anthropological studies we can learn that there is 
a great deal of variation in the range of emotions 
expressed and in the situations that elicit them. Even 
when these studies do not directly address the issue of 
the emotions, they can offer evidence of behavior that 
can be interpreted in terms of specific emotions and 
can illuminate those emotions in return. An example of 
what I have in mind is an outstanding study of feuding 
in nineteenth-century Corsica by Stephen Wilson. 
Being exclusively based on legal and administrative 
documents, the book does not contain any explicit state-
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ments about the emotional states of the various partici­
pants in the feud. Yet by their cumulative weight the 
facts that Wilson adduces allow us to form a view of 
the various emotions-anger, fear, hatred, envy­
involved in the feud. He writes, for instance, that in 1845 
one "Antono Santalucia ... shot Antono Quilichini, the 
sixth of the witnesses against his brother in the 1840 
trial to be killed," and that on another occasion "a 
notary from Novale was convicted of homicide on false 
testimony and subsequently died in prison. His brother 
became a bandit and over a period of years killed all 14 
prosecution witnesses."5 These are extremes of vindic­
tiveness that we do not know from our own societies. 
They tell us that the emotion in question is not garden­
variety anger, which, as Aristotle noted, tends to spend 
itself quicl<ly.6 

For the basic causal mechanisms involved in emo­
tion-how emotions are triggered and how they may 
trigger behavior-we must look to psychology and the 
various biological sciences. The relevant studies fall in 
four main categories. First, there is the experimental 
study of normal human subjects. This is the paradigm 
of most psychological research on the emotions. Typi­
cally, emotions serve as explananda rather than expla­
nantia: the dependent variable tends to be an emotion 
rather than another mental state or a behavior to be 
explained in terms of emotion. Also, the emotion is typi­
cally measured through self-reports rather than 
through any of the observable features associated with 
it (see below). The usual paradigm is to ask subjects to 
report what emotions they have felt or would feel in 
various situations, in order to correlate different emo­
tions with different situational antecedents. In some 
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studies, however, the dependent variable is behavioral. 
In experiments with the "llltimatum Game," for 
instance, subjects are given the opportunity of hurting 
another subject to retaliate for unfair treatment, even if 
the retaliation hurts them as well.7 The general finding 
is that if the treatment is sufficiently unfair, subjects do 
indeed take the opportunity to get even. Although the 
experiments are usually not designed with a view to 
decide which emotion is involved-envy, anger, or 
indignation-it should be possible to do so.8 

Many of these studies are subject to methodological 
problems that affect their usefulness. Self-reports are 
notoriously fragile. Even when the results of self-report 
studies are reliable (i.e., replicable), they may not be 
valid (i.e., they may not measure thatthey are supposed 
to measure). Studies that induce behavior through 
rewards or withholding of rewards may suffer from the 
problem that the sums involved are so small that the 
subjects behave differently from what they would do 
in real-life situations with higher stakes, either because 
they do not pay much attention or because they want 
to please the experimenter. Yet this problem may not 
be as acute as is often assumed. By using first-world 
research grants to study third-world subjects, Cameron 
has been able to show that subjects in the ultimatum 
game behave in the same ("irrational" or "emotional") 
way when the stakes are high enough to matter.9 The 
self-report problem is more serious, among other rea­
sons, because of a systematic tendency to underesti­
mate the subjective impact of past, future, or 
hypothetical visceral feelings.10 

Second, there is the study of human patients with 
brain lesions that induce cognitive, emotional, or 
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behavioral pathologies. In Descartes' Error, Antonio 
Damasio draws on work with these patients to argue 
against the age-old view that emotions are an obstacle 
to rational decision making. On his theory, emotions 
emerge instead as an essential precondition for ratio­
nality. In patients with prefrontal damage he observed 
both a certain emotional flatness and a tendency to pro­
crastinate over the most trivial decisions. He concludes 
that we owe our ability to make speedy decisions when 
time is of the essence to our reliance on" somatic mark­
ers" or, in the vernacular, "gut feelings." I return to his 
ideas in chapter 5 below. 

Third, there is the experimental study of animal 
behavior, mainly in rats and monkeys. Here the experi­
menter can not only manipulate environmental vari­
ables but also use surgical interventions to modify the 
physiology of the animal. By destroying some organs 
while preserving others, one can determine the specific 
physiological pathways involved in some of the main 
emotional reactions. The best-studied emotion is proba­
bly that of fear, which has been the object of path.break­
ing work by Joseph LeDoux, summarized in The 
Emotional Brain.11 I return to his findings and conjectures 
in sections 2.2 and 2.3 below, and then again in chapter 
4. For the time being, let me only note that the relevance 
of experimental studies of animals for the study of 
human emotions is severely limited. Many, perhaps 
most, human emotions are elicited by beliefs of a com­
plexity beyond what animals are thought to be capable 
of. 

Fourth, there is the observation of animals in the wild 
or under seminatural conditions, such as a zoo. Many 
will have seen the TV programs by Jane Goodall featur-
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ing the chimpanzee Frodo, who is shown first as con­
sumed with envy when his younger brother replaces 
him in the affections of his mother, then as dancing with 
joy when the brother dies, and finally dying of grief 
after his mother dies. Although I have no competence 
to judge the validity of this particular presentation, it 
seems plausible that studies of animals in their natural 
habitat can offer useful information about their emo­
tional lives. De Waal has demonstrated, for instance, 
guilt (or shame?) in subordinate macaques by giving 
them access to females and allowing them to copulate 
in the absence of the alpha male and then watching their 
more-than-usually submissive behavior when he 
returned.12 Yet in many cases it is not clear whether the 
relevant cognitive antecedents obtain. In animals other 
than humans, it may be difficult to decidewhetherwhat 
looks like an emotional reaction is triggered by a mental 
representation of the situation or is merely a learned 
response. The apparent guilt of a dog that has shredded 
newspapers inits owner's absence may simply be a con­
ditioned fear of punishment, since the same response 
is produced when the owner himself shreds the news­
papers and leaves them on the floor.13 

To summarize, let me distinguish the emotions along 
two dimensions: strong versus weak, and having com­
plex versus simple cognitive antecedents. In societies 
that have passed beyond the constant struggle for sur­
vival, the most important emotions are characterized 
by high arousal and valence (see below) and by com­
plex cognitive antecedents. Examples include anger 
produced by a belief that a rival has used immoral 
means to obtain a promotion one covets and joy pro­
duced by a belief that the person one loves reciprocates 
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the feeling. For technicaL financial, and ethical reasons, 
strong emotions cannot be produced in laboratory 
experiments on human beings. For reasons of develop­
mental complexity, emotions with complex cognitive 
antecedents cannot be produced in animals other than 
humans. Because of these limitations, I feel justified in 
asserting that most of what we know about strong and 
complex emotions is based on literature and philoso­
phy rather than on scientific studies. As will become 
clear, I do not by any means exclude controlled studies 
or systematic observations as sources of knowledge 
about the emotions, yet if we want to understand the 
emotions as the stuff of life-what keeps us awake at 
night and makes us hope beyond hope-they take sec­
ond place. 

2.2 What Emotions There Are 

Before trying to address this issue, it might seem neces­
sary to specify the context: what emotions are there in 
society x or in culture y? I postpone this issue until chap­
ter 4. Here I shall naively limit myself to the emotions 
that can be identified in modem Western societies. 
Whether they also exist elsewhere, or everywhere, and 
whether other cultures display emotions not found in 
ours are issues that I leave aside for the time being. 

Although language can serve as a useful first approx­
imation to the enumeration and classification of emo­
tions, it cannot be the final authority. In the first place, 
language cannot tell us whether words such as "sur­
prise" or "frustration'' are emotion terms or not. In the 
second place, language cannot tell us when two emo­
tion terms-"fury" and "rage," or "guilt" and "re-
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morse" -are synonyms and when they denote differ­
ent emotions. In the third place, language may have 
gaps. Although we differentiate among grief, regret, 
and disappointment, there is only a single term, 
"relief," for the corresponding positive emotions. 
Although Descartes used "indignation" to refer to A's 
emotion when he sees B slighting C, 14 ordinary lan­
guage does not restrict the word to this special case, for 
which no separate term exists. To resolve such issues, 
we need a more theoretical characterization of the emo­
tions. I discuss this issue in the following sections. For 
now I shall only offer a preanalytical survey of what 
seems uncontroversially to count as emotions, together 
with some comments on borderline cases. I shall charac­
terize these emotions as positive or negative, de­
pending on whether they are experienced as pleasur­
able or painful. 

An important group of emotions are what we may 
call the social emotions. They involve a positive or a nega­
tive evaluation of one's own or someone else's behavior 
or character. These three dichotomies yield eight emo­
tions altogether: 

• Shame: a negative emotion triggered by a belief about 
one's own character 
• Contempt and hatred: negative emotions triggered by 
beliefs about another's character. (Contempt is induced 
by the thought that another is inferior; hatred by the 
thought that he is evil.) 
• Guilt: a negative emotion triggered by a belief about 
one's own action 
• Anger: a negative emotion triggered by a belief about 
another's action 
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• Pridefulness: a positive emotion triggered by a belief 
about one's own character 
• Liking: a positive emotion triggered by a belief about 
another's character 
• Pride: a positive emotion triggered by a belief about 
one's own action 

• Admiration: a positive emotion triggered by a belief 
about another's action 

Second, there is a set of emotions generated by the 
thought that someone else deservedly or undeservedly 
possesses some good or bad.15 Following Aristotle's dis­
cussion in the Rhetoric, we may distinguish six cases: 

• Envy: a negative emotion caused by the deserved 
good of someone else 
• Indignation: a negative emotion caused by the unde­
served good of someone else 
• Sympathy: a positive emotion caused by the deserved 
good of someone else 
• Pity: a negative emotion caused by the undeserved 
misfortune of someone else 
• Malice: a positive emotion caused by the undeserved 
misfortune of someone else 
• Gloating: a positive emotion caused by the deserved 
misfortune of someone else 

Third, there are positive or negative emotions gener­
ated by the thought of good or bad things that have 
happened or will happen to oneself-joy and grief, 
with their several varieties and cognates. As many have 
observed, bad events in the past may also generate posi­
tive emotions in the present, and good events negative 
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emotions.16 Thus in the main collection of proverbial 
sayings from antiquity, the Sentences of Publilius Syrus, 
we find both "The remembrance of past perils is pleas­
ant'' and "Past happiness augments present misery." 

All the emotions discussed so far are indu~ by 
beliefs that are held in the mode of certainty. More accu­
rately, they are capable of being induced by beliefs held 
in that mode, although some of them may also occur 
with less-than-certain beliefs. There are also emo­
tions-hope, fear, love, and jealousy-that essentially 
involve beliefs held in the modes of probability or possi­
bility. These emotions are generated by the thought of 
good or bad things that may or may not happen in the 
future and of good or bad states of affairs that may or 
may not obtain in the present. By and large, these emo­
tions require that the event or state in question is seen 
as more than merely conceivable, that is, there must be 
a nonnegligible chance that it actually occurs or obtains. 
The thought of winning the big prize in the lottery may 
generate hope, but not that of receiving a large gift from 
an unknown millionaire. These emotions also seem to 
require that the event or state fall short of being thought 
to be certain. ff I know that am about to be executed, I 
will feel grief or despair rather than fear. According to 
Stendhal and Tennov, love withers away both when 
one is certain that it is reciprocated and when one is 
certain that it is not. According to La Rochefoucauld 
and Proust, jealousy may disappear the moment one 
knows that the person one loves is in love with some­
body else.17 

There are also emotions generated by counterfactual 
thoughts about what might have happened or what 
might have been done. These include negative emo-
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tions of regret and disappointment, together with the 
corresponding positive emotions that I subsumed 
under the heading of relief. These are not moral emo­
tions. In the case of disappointment, there was nothing 
one could have done; in the case of regret, there is noth­
ing one could and should have done. Although some 
people blame themselves for bad outcomes that they 
could have prevented even when they could not have 
known what to do at the time ("li I had only called him 
up, he would have left later and not been killed in the 
accident"), these are cases of (irrational) guilt, not 
regret. 

A related class of emotions are the wistful or ominous 
feelings triggered by subjunctive beliefs about events 
that might conceivably happen, although not with suf­
ficient probability to generate hope or fear. Many day­
dreams fall in this category. A seemingly related but 
subtly different set of emotions are those induced by 
works of art that tell some kind of story: novels, plays, 
and films. Although the issue is difficult and controver­
sial, 18 I believe that the emotion I experience when read­
ing about an experience that would have caused me to 
feel joy had it happened to me is joy. From introspec­
tion, it seems that the emotion I feel when a character 
in a TV play is making a fool of himself in public is very 
similar or even identical to the vicarious shame I feel 
when a friend is doing the same in a real-life situation. 
I cringe and want to stop watching or to leave. Emotions 
may also be induced by works of art that do not rest on 
any narrative; music, in particular, has the capacity to 
induce purified. emotions of joy, grief, triumph, and the 
like. Yet with one exception, there do not seem to be 
any emotions induced by works of art that we do not 
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also experience outside the world of art. The exception 
is the aesthetic emotions-wonder, awe, and the like­
that are induced by purely formal structures of works 
of art. 

Above I have listed some twenty-odd mental states 
which I have claimed are emotions. In some cases, the 
claim can hardly be contested. If love, anger, or fear are 
not emotions, what is? In other cases, there is room for 
disagreement. Some might claim that regret is not an 
emotion, only a wish that one had acted differently. 
Others might argue that hope need not be an emotion, 
only a belief that something may be the case and a desire 
that it be the case. And still others might think that what 
I have called aesthetic emotions is in fact purely intellec­
tual appreciation. Other borderline or controversial 
cases include surprise, boredom, interest, sexual desire, 
enjoyment, worry, and frustration. I shall now move 
from discussing what emotions there are to considering 
what emotions are, to see if that will help us resolve 
these disagreements. 

2.3 What Emotions Are: Phenomenological 
Analysis 

The emotions can be characterized by a number of fea­
tures that are immediately observable, prior to any sci­
entific analysis. Although we shall see that none of them 
are necessary features of all states that intuitively or 
preanalytically qualify as emotions, each plays an 
important part in emotional life. To make a simple anal­
ogy, it is not true that all furniture is heavy. Paper lan­
terns are furniture, and yet they weigh almost nothing. 
Yet for many practical purposes, heaviness is an 
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important property of furniture. Similarly, the fact that 
some emotions are triggered by perception rather than 
by cognition does not undermine the importance of 
cognition as an antecedent of emotion. Hence in this 
section I will take the question "What are emotions?" 
in the sense of "What are the characteristic properties 
of emotions?" rather than "What are necessary and suf­
ficient properties for a mental state to be an emotion?" 

First, however, I need to make a long-overdue dis­
tinction. The word "emotion" can be taken either in an 
occurrent or in a dispositional sense. Occurrent emo­
tions are actual episodes of experiencing anger, fear, 
joy, and the like. Emotional dispositions are propensit­
ies to have occurrent emotions, such as irascibility, 
faintheartedness, or what we call a "sunny disposi­
tion." Prejudices such as misogyny or anti-Semitism are 
also emotional dispositions. The disposition might be 
characterized in terms of the threshold for triggering 
the emotion (e.g., irritability), in terms of the strength of 
the emotion when triggered (e.g., irascibility), or both. 
Even irascible people are not angry all the time, and an 
angry person need not be irascible, so the two phenom­
ena are distinct. Usually, it will be clear from the context 
whether I am referring to occurrent emotions or to dis­
positions, but when necessary I shall make it explicit. 

Most of the time, most of the occurrent emotions enu­
merated in section 2.2 have the following properties:19 

• Unique qualitative "feel" 
• Sudden onset 
• Unbidden occurrence 
• Brief duration 
• Triggered by a cognitive state 
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• Directed toward an intentional object 
• Inducing physiological changes ("arousal") 
• Having physiological and physiognomic expressions 
• Inducing specific action tendencies 
• Accompanied by pleasure or pain ("valence") 

With the possible exception of the first, none of these 
features seem to be universal properties of what we 
pretheoretically identify as emotions. Below I shall in 
fact provide counterexamples for each of them. They 
cannot, therefore, be used to define emotion. One might, 
perhaps, take a purely pragmatic approach and say that 
something is an emotion if it possesses (say) six of the 
ten properties. Yet because there is no practical need to 
decide whether something is or is not an emotion, this 
procedure is pointless. 

Unique Qualitative "Feel" 

Introspectively, each emotion is experienced as having 
a special feel or quale, much as each color is perceived 
as having a unique qualitative aspect. We must ask, 
however, whether this feel is anything over and above 
the subjective perception of the other properties of an 
occurrent emotion. The best evidence that it is may 
come from the perception of music. Malcolm Budd 
argues, for instance, that "when you hear music as 
being expressive of emotion E-when you hear E in the 
music-you hear the music sounding like the way E 
feels."20 When I hear a sorrowful piece of music, what 
I experience is pure grief-not very intense grief 
(because there is no arousal and no action tendency), 
but unmistakably grief. The case of joy is a bit more 
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complex, since joyful music does tend to induce action 
and its characteristic expressions. Yet it strains belief to 
argue that the feeling of joy simply is the pleasurable 
perception of arousal, action tendency, etc. Also, when 
emotions are induced by direct brain stimulation or by 
chemical means subjects often describe their experience 
in terms that suggest the existence of emotional qualia. 21 

The question is opaque, however. Since it is at most a 
marginal one in the study of the emotions, I shaII not 
pursue it further. 

Sudden Onset 

According to Paul Ekman, "Quick onset is fundamental 
... to the adaptive value of emotions, mobilizing us to 
respond to important events with little time required 
for consideration or preparation."22 I return to the ques­
tion of adaptation in section 2.4 below. For the time 
being, I only want to make two remarks. First, it is 
indeed true that in many standard cases, emotional 
reactions are triggered almost instantaneously by cog­
nitive or perceptual cues. In the face of physical aggres­
sion or danger, the emotions of anger and fear, with the 
concomitant action tendencies of freezing, fleeing, or 
fighting, can arise in a split second. Second, however, 
there are so many exceptions thata sudden onset cannot 
be taken as a universal characteristic or defining feature 
of emotion. Anger and love, for instance, may creep up 
on us so gradually and imperceptibly that we do not 
notice what is happening. At the same time, these emo­
tions are often characterized by a "point of no return" 
beyond which self-control is of no avail.23 The reason 
that anger is so hard to control, according to Montaigne, 
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is that we lose control before we become aware of the 
emotion. "The infancies of all things are feeble and 
weak. We must keep our eyes open at their beginnings; 
you cannot find the danger then because it is so small; 
once it has grown, you cannot find the cure."24 In a sev­
enteenth-century novel Le Grand Cyrus, we find a simi­
lar observation about love: "Cleobuline loved him 
without thinking that she loved him, and she was under 
this illusion for so long that the affection could not be 
overcome when she finally became aware of it."25 The 
dynamics of anger and love, in other words, is subject 
to the dilemma in figure 2.1. 

Unbidden Occurrence 

A synonym for "emotion" is "passion," which is 
closely related to "passive." Although the origin of 
words can never provide an argument for a substantive 
conclusion, in this case etymology happens to fit the 
traditional view that emotions are passively undergone 
rather than actively chosen. Emotional reactions are 
events, not actions. In spite of various recent arguments 
to the contrary, I believe that the traditional view is 
roughly correct. I return to the issue at greater length 
in section 5.2 below. Here, I shall only observe that the 
property of being involuntary is not a universal or 
defining characteristic of the emotions. We may, for 
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instance, decide to get angry by thinking about an 
occurrence that has made us angry in the past, or to 
work up a grief by exploiting feedback from expres­
sions of the emotion to experience the emotion itself. 
Yet as these examples suggest, intentionally produced 
emotions are parasitic on involuntary ones. H certain 
beliefs did not spontaneously generate a specific emo­
tio~ one could not cause it to occur by calling them 
up, and if certain expressions did not spontaneously 
accompany a specific emotio~ one could not bring it 
about by simulating them. 

Brief Duration 

To cite Ekman again, "It is not only adaptive for emo­
tions to be capable of mobilising the organism very 
quickly (onset), but for the response changes so mobi­
lised not to last very long unless the emotion is evoked 
again."26 I shall once again postpone the issue of adapta­
tion. I believe that (as in the case of sudden onset) 
Ekman has identified a property that is a frequent but 
not universal property of emotion. It is indeed true, as 
noted above, that many emotions tend to run their 
course until they have" spent themselves." Yet it is also 
true that emotions can last for many years or indeed for 
a lifetime. Above, I noted the case of vindictiveness. In 
her story of romantic love (which she denotes by the 
neologism "limerence"), Dorothy Tennov found that 
the typical duration of an episode was from eighteen 
months to three years, with some episodes lasting only 
a few weeks and others a whole lifetime.27 The "preju­
dice emotions," contempt and hatred, can also be very 
durable. One might ask whether these "standing emo-
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tions" are occurrent emotions or simply stable emo­
tional dispositions. In the case of limerence and 
vindictiveness, at least, I believe they are capable of fill­
ing up most of the waking life of the person. In addition 
to innumerable literary descriptions of love, I can cite 
Milovan Djilas on revenge: 

This land was never one to reward virtue, but it was always 
strong in taking revenge and punishing evil. Revenge is its 
greatest delight and glory. Is it possible that the human heart 
can find peace and pleasure only in returning evil for evil? 
... Revenge is an overpowering and consuming fire. It flares 
upon and burns away every other thought and emotion. It 
alone remains, over and above everything else. . .. Ven­
geance ... was the glow in our eyes, the flame in our cheeks, 
the pounding in our temples, the word that had turned to 
stone in our throats on our hearing that blood had been shed . 
. . . Vengeance is not hatred, but the wildest and sweetest 
kind of drunkenness, both for those who must wreak ven­
geance and for those who wish to be avenged.28 

Triggered By a Cognitive State 

The relation between emotion and cognition is perhaps 
the central issue in the study of human emotion. As I 
indicated in section 2.2 above, emotions can be trig­
gered by a large variety of beliefs, relating to others or 
to oneself and relating to the past, present, or future; 
they can be held as certain, probable, or merely possi­
ble. In addition, emotion can shape cognition, for exam­
ple, by wishful thinking, and it can itself be the object 
of cognition, as when we finally notice that we have 
fallen in love. Because of the intimate relation between 
cognition and culture, I shall postpone much of what I 
have to say about these issues to section 4.2 below. Here 
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Figure 2.2 
Two separate pathways that mediate between sensory signals and 
fear reactions (from LeDoux 1996, p. 164). 

I shall only discuss some exceptions to the claim that 
emotions are invariably triggered by a prior cognitive 
assessment or appraisal. 

In his work on fear, Joseph LeDoux has shown that 
two separate pathways mediate between sensory sig­
nals and fear reactions. As indicated in figure 2.2, only 
ones of them goes through the part of the brain capable 
of making cognitive appraisals. 

The other pathway goes directly from the sensory 
apparatus to the amygdala, a part of the brain centrally 
involved in emotional reactions. The following passage 
from LeDoux summarizes some of the differences 
between the two pathways; 

Although the thalamic system cannot make fine distinctions, 
it has an important advantage over the cortical input path­
way to the amygdala. That advantage is time. In a rat it takes 
about twelve milliseconds for an acoustic stimulus to reach 
the amygdala through the thalam.ic pathway, and almost 
twice as long through the cortical pathway. The thalam.ic 
pathway ... cannot tell the amygdala exactly what is there, 
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but can provide a fast signal that something dangerous may 
be there. It is a quick and dirty processing system. 

Imagine walking through the woods. A crackling sound 
occurs. It goes straight to the amygdala through the thalamic 
pathway. The sound also goes from the thalamus to the cor­
tex, whichreco~es the sound to be a dry twig that snapped 
under the weight of your boot, or that of a rattlesnake shaking 
its tail. But by the time the cortex has figured this out, the 
amygdala is already starting to defend against the snake. The 
information received from the thalamus is unfiltered and 
biased toward evoking responses. The cortex's job is to pre­
vent the inappropriate response rather than to produce the 
appropriate one. Alternatively, suppose there is a slender 
curved shape on the path. The curvature and slenderness 
reach the amygdala from the thalamus, whereas only the cor­
tex distinguishes a coiled up snake from a curved stick. If it 
is a snake, the amygdala is ahead of the game. From the point 
of view of survival, it is better to respond to potentially dan­
gerous events as if they were in fact the real thing than to fail 
to respond. The cost of treating a stick as a snake is less, in 
the long run, than the cost of treating a snake as a stick.2'J 

In the present state of knowledge, it is hard to assess 
the importance of these ideas for the study of human 
emotions. As I noted toward the end of section 2.1 
above, in societies that have moved beyond the struggle 
for survival, major emotional experiences tend to have 
complex cognitive antecedents. Suppose that I become 
angry when I hear somebody utter a statement that 
makes me believe I have been unfairly treated. Barring 
special cases, it seems implausible that there exists a 
"low road" by which the auditory inputto the thalamus 
is capable of triggering anger prior to any cognitive pro­
cessing. 30 

Yet the "low road" may be indirectly important. Sup­
pose that I am standing on the subway platform and 
another person bumps into me. Before I am able to pro-
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cess the situation cognitively and decide whether the 
other acted intentionally, recklessly, negligently, or 
innocently, an angry reaction may be triggered by some 
"quick-and-dirty" pathway.31 Supposing that the other 
was in fact innocent (somebody else bumped into him 
and made him lose his balance), we may distinguish 
three cases: First, I recognize that my anger was unwar­
ranted and cease to feel or express anger in any way. I 
may even apologize for any anger I did express. Second, 
I recognize that my anger was unwarranted but sup­
press the awareness and invent another story that justi­
fies my anger. Third, the invention of a story may even 
preempt the recognition of the other's innocence. 
Whereas the second scenario is a case of self-deception, 
the third is one of wishful thinking. In either case, the 
reluctance to admit (to myself or to others) that I 
behaved angrily without justification causes me to 
invent a story that justifies my anger. Hence what I have 
called "complex cognitive antecedents" of an emotion 
may themselves be induced by a set of causes that 
include (1) an emotional reaction without any such 
antecedents and (2) a self image that would make me 
uncomfortable thinking that I was capable of reacting 
angrily without reason. In such cases, the relation 
between cognition and emotion is both backward and 
forward-the emotion induces the belief that justifies 
it-rather than, as in the standard case, merely forward. 

LeDoux has shown that the trigger of fear may be 
sensory or perceptual rather than cognitive. Similarly, 
the trigger of musical emotion is perceptual rather than 
cognitive. There are no propositional beliefs that have 
to be in place before we can experience a given piece of 
music as sad, joyful, or triumphant. More controver-
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sially, love may be triggered by perception of a face or 
a bodily form rather than by any beliefs about the per­
son in question. Stendhal, for instance, is commonly 
cited as saying that beliefs about the wonderful proper­
ties of the other person are the effect of love, through a 
process he called "crystallization," rather than its 
cause. Yet although he certainly did make statements 
to that effect, he also claimed that a necessary condition 
for love was the belief that the other person might love 
oneself.32 This relational belief triggers love, which in 
tum triggers nonrelational beliefs about the other. The 
issue is obviously not one that lends itself to easy resolu­
tion; I refer the reader to world literature, passim. 

Directed Toward an Intentional Object 

Emotions, like desires and beliefs, are intentional: they 
are about something. They differ in this respect from 
other visceral feelings, such as pain, drowsiness, nau­
sea, and vertigo. The analogy with desires and beliefs 
is often taken very far. Just as we say that a person 
desires that p be the case or believes that p is the case, 
where p is some proposition, so it is often asserted that 
the typical form of statements of emotion is that "X 
emotes that p."33 In certain cases, this analysis is accu­
rate enough. I may be ashamed that I have done some­
thing bad or angry that the world is so unfair. Yet I may 
also be angry at or with someone-the intentional object 
being a person rather than a state of affairs. And in the 
case of hatred or love, the emotion can only be stated 
with a personal object. Envy too is always directed at a 
person. There are several entries in the OED for "I am 
indignant that ... " (and for "I am indignant with ... ") 
but none for "I am envious that .... " 
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It is commonly asserted that moods such as free-float­
ing anxiety form an exception to the claim that all emo­
tions have intentional objects. Because I do not think we 
have a very good understanding of the relation between 
occurrent emotions, moods, and emotional disposi­
tions, I prefer to cite the more unambiguous counterex­
ample of musical emotions. As Malcolm Budd writes, 

In the case of the musical expression of emotion, the emotion 
you are moved by is ... both abstract and, as it were, disem­
bodied: the emotion is not about any definite state of affairs 
and it is not experienced by someone of definite characteris­
tics (age, race, sex, and so on). If the emotion is triumph, it 
will be triumph whose object is not specified, and it will be 
the triumphant feeling, not of a particular individual, but 
only of an indeterminate persona, defined only by the nature 
of the emotion. ... The emotion lacks both a definite object 
and a definite subject. 34 

Inducing Physiological Changes ("Arousal") 

The subjective intensity of the emotions derives largely 
from concomitant physiological arousal. (It also derives 
from their valence, further discussed below.) Familiar 
symptoms of emotional arousal include pounding of 
the heart, loosening of the bowels, lumps in the throat, 
nausea, and so on. 35 To some extent, specific emotions 
can be linked to specific dimensions of arousal. For the 
important special case of autonomic responses, Robert 
Levenson reports heart-rate acceleration during anger, 
fear, and sadness; heart-rate deceleration during dis­
gust; as well as vascular differences between fear and 
anger. He also adds, however, that even with more 
research "the final tally of distinctions is likely to be 
small."36 
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In some cases we may use the presence of arousal 
(and valence) to distinguish genuine emotions from 
superficially similar /1 quasiemotions." As Robert Gor­
don observes, the idea of fear lends itself both to a vis­
ceral and a nonvisceral interpretation. 37 The former is 
what I experience when faced with acute danger, the 
latter what I refer to when I say that I take my umbrella 
because I fear it might rain. Similarly, attitudes of regret 
and sympathy may or may not go together with pangs 
or warm feelings. Yet one should not conclude that 
arousal is a universal feature of the emotions. Nico 
Frijda argues that sometimes "there are no signs of 
autonomic arousal while subjects say they are, or feel, 
happy or anxious or angry. It is as well to take such 
subjects at their word, as long as their behavior does 
not contradict them."38 Another counterexample is pro­
vided by emotions generated by works of art. Although 
horror movies may generate arousal, the Goldberg Varia-
tions are less likely to do so. · 

Having Physiological and Physiognomic 
Expressions 

Emotions have characteristic expressions. They include 
bodily posture, voice pitch, flushing and blushing, smil­
ing and baring one's teeth, laughing and frowning, 
weeping and crying. Although, as Frijda says, /1 A thin 
line divides expression from true emotional actions,"39 

the distinction can usually be made. Also, although 
many expressions are very closely related to the physio­
logical responses I have just discussed, some are not. 
Expressions, by definition, are observable to others, 
whereas arousal often is not. Some expressions may 
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owe their existence to the fact that they communicate 
emotion to others, whereas in other cases this effect may 
be an accidental byproduct that may or may not be 
adaptive. In a fight, a person might want his adversary 
to think that he is angry, but not that he is afraid. It is 
in his interest, therefore, to simulate or suppress the 
relevant emotional expressions, that is, to fake signs of 
anger or hide signs of fear. Because these signs are to a 
considerable extent involuntary, perfect simulation or 
suppression may be difficult. Yet in social interaction 
what matters is the ability to fool others, whose capacity 
to detect imperfect simulation or suppression may itself 
be far from perfect. 40 

Although fear, anger, joy, and a few other emotions 
are reliably associated with characteristic facial expres­
sions, this does not seem to be the case for the more 
complex human emotions. As far as I know, there are no 
outwardly observable signs that allow us to distinguish 
guilt from shame, hope from joy, pride from pride­
fulness, malice from envy, or regret from disappoint­
ment. Noel Carroll observes, for instance, that to convey 
emotion in movies, showing the human face may not 
be sufficient. "In order to arrive at a more fine-grained 
and unambiguous characterization of the emotion, we 
depend on knowing the object or cause of the emotion 
in question." Hence in editing "that is devoted to con­
veying the emotional state of a character, we move from 
the glance to the target, in order to ascertain the particu­
lar emotion of the character."41 

Inducing Specific Action Tendencies 

Emotions tend to be associated with specific action 
tendencies. Guilt induces tendencies to make repairs, 
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to confess, or to punish oneself. The action tendency of 
shame is to disappear or to hide oneself, and in extreme 
cases to commit suicide. The action tendency of envy 
is to destroy the envied object or its possessor. Anger 
induces a tendency to harm the person who harms one. 
The action tendency of hatred is to make the object of 
the emotion disappear from the face of the earth. 
Although these are all dark or negative emotions, posi­
tive emotions also have associated with them typical 
action tendencies. One action tendency of love, for 
instance, is to seek out the company of the person who 
is the object of the emotion. The action tendency of sym­
pathy is to help those who have helped one. 

As these examples suggest, action tendencies can 
have several aims. Given a negative emotion, one often 
has a tendency to eliminate the conditions that pro­
duced it. The person who has cheated on his taxes and 
sends an anonymous check to the Internal Revenue Ser­
vice is trying to establish a state of affairs in which he 
no longer has reason to feel guilty, and the person who 
destroys the career of a rival is trying to establish a state 
in which there is nothing to trigger his envy. In other 
cases, one seeks the restoration of an equilibrium. The 
angry person who seeks revenge is trying not to undo 
the harm that was done to him but to create an equilib­
rium in which harm is matched by harm. The guilty 
person who reacts by punishing himself is trying not to 
undo the harm he did but to create an equilibrium in 
which suffering is matched by suffering. 

It is important to emphasize that these are action tend­
encies. Even though we may feel a brief destructive urge 
at the sight of the greater good of another, most people 
learn to shrug it off without further action. The urge 
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for revenge too is regularly suppressed in societies that 
teach the principle of turning the other cheek. The per­
son who is tempted to send a check to the IRS may 
decide, on reflection, that he would rather keep the 
money. As these examples suggest, the counterforces 
that keep action tendencies in check range from self­
interest to social norms. I return to this issue in section 
4.2. 

Not all emotions have action tendencies. Hume 
asserts, plausibly, that "pride and humility are pure 
emotions in the soul, unattended with any desire, and 
not immediately exciting us to action."42 Also, relief, 
regret, disappointment, sadness, grief, and most of the 
aesthetic emotions do not seem to suggest any specific 
actions. Although small children sometimes want to get 
on the stage to save the actor from an impending dan­
ger, most works of art do not induce any action tenden­
cies in readers, listeners, or viewers. In fact, it has been 
suggested that the aesthetic emotions have an excep­
tional purity that is due to their dissociation from 
action.43 

Accompanied By Pleasure or Pain ("Valence") 

Psychologists use the term "valence" to refer to the fact 
that emotions are experienced as pleasant or painful, 
desirable or undesirable, making for happiness or 
unhappiness. For many twentieth-century city dwell­
ers, this is the most important aspect of the emotions. 
Although they may have originated as part of the defen­
sive and offensive action systems of the organism and 
still exhibit that aspect under stressful circumstances, 
their hedonic aspect is more important in everyday liv-
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ing. The feeling of shame can be unbearably painful, as 
shown by the suicide of a Navy admiral who was about 
to be exposed as not entitled to some of the medals he 
was wearing, or by the suicides in 1997 of six 
Frenchmen who were caught in a crackdown on pedo­
philia. Conversely, the radiant love of Anne Elliott at 
the end of Persuasion is unsurpassable happiness. Some 
emotions are intensely worth striving or wishing for; 
others intensely worth avoiding. 

In the subjective experience of emotion, valence and 
arousal are usually fused. Analytically, however, they 
may to some extent be dissociated from each other, as 
shown by the "mixed emotions," such as nostalgia or 
the bittersweet emotion we may feel at the sight of a 
friend's success. If the pleasures from thinking about a 
good past experience offset the pain from realizing that 
it is over, or if the pleasures of sympathy offset the pains 
of envy, the experience may have neutral valence and 
yet be accompanied by arousal. Thus in an experiment 
involving interpersonal comparisons, Abraham Tesser 
was able to induce emotional experiences that were 
affectively neutral yet had positive arousal, as evi­
denced by subjects' enhanced ability to perform simple 
tasks and decreased ability to perform complex tasks.44 

As these findings demonstrate, nonzero (positive or 
negative) valence is not a universal feature of emotional 
experiences. Although introspection suggests that pure 
or elementary experiences are either painful or pleasur.;. 
able, I do not know about any hard evidence to that 
effect. 
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Summary 

From this survey I conclude that the features most 
robustly associated with the emotions are those of 
unbidden occurrence, cognitive antecedents, inten­
tional objects, arousal, action tendencies, and valence. 
(I ignore the elusive notion of a unique qualitative feel.) 
Although the features of sudden onset, brief duration, 
and characteristic expressions are also frequently 
observed, they seem to be less central in human emo­
tions than in animal emotions. Yet no single feature is 
universally observed. The most striking counterexam­
ples are the musical emotions, which do not seem to 
have any of the putative defining features apart from 
unbidden occurrence and valence. These two features, 
however, characterize all visceral feelings, and hence 
cannot capture what is specific to emotion. 

2.4 What Emotions Are: Causal Analysis 

These conclusions leave us with a confused picture. To 
make further progress, we could try to go beyond phe­
nomenology and look for the proximate or remote 
causes of emotional reactions. On the one hand, we 
could search for the neurophysiological pathways by 
which perception and cognition trigger occurrent emo­
tions. On the other hand, we could try to identify the 
evolutionary mechanisms that produced the various 
emotional dispositions. As far as I can judge, neither 
approach has yielded anything like a unified under­
standing of the emotions. 
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Proximate Causes 

Many neurophysiological studies of the emotions fall in 
the black-box category. There is by now much evidence 
that many aspects of the emotions that lend themselves 
to animal experiments-"rage, fear, separation dis­
tress, maternal nurturance, anticipatory eagerness, and 
various facets of sexuality"45-are under neurochemi­
cal control. To cite an example at random: "Glutamate 
and its analogues administered directly into the brain 
can precipitate aggressive rage, as well as fear 
responses and distress-induced vocalizations. How­
ever, it remains to be clearly demonstrated that these 
behavioral displays are accompanied by internally 
experienced affect. It remains possible that glutamate­
evoked behaviors reflect pseudoaffective motor dis­
plays organized at quite a low level of the neuraxis."46 

Yet these studies do not add up to a unified theory. For 
one thing, they do not address the specifically human 
emotions. For another, even for the emotions they do 
address, they do not offer anything like a common 
mechanism. Rather, they provide the building blocks 
out of which a mechanism (or mechanisms) may be 
made. 

We know from LeDoux's work on fear what such a 
mechanism could look like. The basic structure dis­
played in figure 2.2 can be expanded and refined to 
include finer differentiations and additional neuronal 
connections. Although still imperfectly specified, the 
neural machinery of fear seems to be charted well 
enough to allow us to assert that we understand the 
basic mechanisms involved. The amygdala serves as a 
hub or clearing central that regulates autonomic and 
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behavioral responses, as well as providing feedback to 
the cortex. 47 In the foreseeable future, the other emo­
tions comm.on to humans and animals-such as rage, 
distress, maternal feelings, and sexual feelings-will no 
doubt be charted in a similarly detailed way. We shall 
then be able to decide whether they rely on the same 
basic mechanism or whether entirely different systems 
are involved. LeDoux emphasizes, uThere may be 
many emotions that do not depend upon the amygdala 
and its connections."48 More generally, he notes, 

To the extent that emotional responses evolved, they evolved 
for different reasons, and it seems obvious to me that there 
must be different brain systems to take care of these different 
kinds of functions. Lumping all of these together under the 
unitary concept of emotional behavior provides us with a 
convenient way of organizing things-for distinguishing 
behaviors that we call emotional (for example, those involved 
with fighting, feeding, sex, and social bonding) from those 
that reflect cognitive functions (like reasoning, abstract think­
ing, problem solving, and concept formation). However, the 
use of a label, like "emotional behavior," should not neces­
sarily lead us to assume that all of the labeled functions are 
mediated by one system of the brain. Seeing and hearing are 
both sensory functions, but each has its own neural 
machinery.49 

Even if, however, all the emotions currently studied 
in laboratory experiments turn out to rely on the same 
neural machinery, we still would not understand the 
more complex human emotions. Moreover, I have seri­
ous doubts that these are amenable to controlled scien­
tific study, and not simply because of ethical and 
practical limitations. As I have asserted several times 
above and will discuss in more detail later, many 
human emotions depend on complex cognitive ante­
cedents. Moreover, these emotions are also capable of 
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shaping cognition in subtle ways, and thereby altering 
the emotions themselves. A scientific analysis of these 
interactions would require the ability to identify the 
neuronal basis of complex beliefs and the pathways by 
which they shape and are shaped by emotions. Suppose 
that I am engaged in a joint venture with another per­
son, who has just pulled off a risky enterprise that bene­
fits us both. Rather than rejoicing in the happy outcome, 
I react with anger because my envy of his cleverness 
lends salience to the thought that the outcome might 
have been disastrous. Given the fate of earlier attempts 
to legislate a priori what science can and cannot explain, 
it would be foolhardy to assert that a neurochemical 
analysis of these mental alchemies is impossible in prin­
ciple. Yet success, were it to come, lies so far into the 
future that the prospect can safely be ignored for now. 

It is possible, then, that the category of emotion may 
tum out to be no more useful for scientific purposes 
than the categories of animals that live in water or ani­
mals that have four legs. As I argued in chapter l, the 
latter categories are not entirely useless. Similarly, even 
if the various emotions are mediated by different neu­
ronal systems, they may have some common phenome­
nological properties that have convergent causal 
effects. I return to this question in section 4.2 below. Let 
me simply mention an example of what I have in mind. 
In some cultures or subcultures, there is a tendency to 
condemn "emotional" behaviors that involve losing 
control and doing what one might regret later. 
Although these behaviors can be triggered by many dif­
ferent emotions, with entirely different upstream 
causal histories, they have the common downstream 
effect of inducing disapproval and shame. 
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Remote Causes 

Even if we do not have a unified theory of how emotions 
come about, we might have a coherent idea about why 
they exist. We might, inotherwords, try to explain emo­
tional dispositions by their biological functions. For 
some aspects of some emotions, this approach is quite 
compelling. The action ten.den.des of anger and fear 
induce states of readiness that enable the organism to 
deal with dangers or challenges from the environment. 
Emotions of distress in young offspring and the corre­
lated parental emotions are clearly useful from the evo­
lutionary point of view, the former because of their 
characteristic expressions and the latter because of the 
actions they induce. Yet even in these very basic emo­
tions, it is not clear that all the associated properties 
provide an evolutionary benefit. The properties of sud­
den onset, unbidden occurrence, and brief duration are 
obviously useful. The various forms of arousal, by con­
trast, may actually detract from evolutionary fitness. 
Rather than enhancing efficient performance, they may 
~duce it. Frijda cites, for instance, "disturbances of 
motor co-ordination by trembling and speech difficul­
ties due to a dry mouth."50 Also, "anecdotes abound 
about being unable to move or think when confronted 
with danger, or about ineffectual fumbling with oxygen 
masks or escape hatches, or about the last match extin­
guished by the trembling of one's fingers."51 Similarly, 
it is not clear whether the valence of these emotions pro­
vides an evolutionary benefit. 

I need to say a few words about evolutionary expla­
nations more generally. Suppose we find that certain 
emotional dispositions are universally observed in 
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human beings, and perhaps also in specific classes of 
other animals. It is then tempting to infer that these 
dispositions exist because they provide reproductive 
benefits. Before giving in to the temptation, however, 
it is useful to keep in mind the following provisos. 

First, the dispositions may have been useful in the 
lower species where they first evolved and yet have 
lost their usefulness in the higher species that evolved 
subsequently. Thus the alleged ability of the emotions 
to enhance decision making may to some extent be an 
artifact of the emotions themselves. The emotions are 
useful, but only because they also undermine other 
ways of dealing with acute problems. 

Second, for a given species, the dispositions may 
have been useful when they were first established and 
yet have later lost their usefulness because of changes 
in the environment. Thus if we find human beings in 
the· grip of emotions that evolved million of years ago, 
we cannot assume that they remain useful in terms of 
reproductive fitness. For one thing, in many modem 
societies the link between ecological fitness (as mea­
sured, for instance, by life expectancy) and reproduc­
tive fitness has been severed. For another, emotions that 
did contribute to ecological fitness at earlier stages of 
humanity need no longer do so. Violent emotional 
behavior that may have enabled our remote ancestors 
to assert their dominance may today lead straight to 
prison. As Frijda notes, "Too much anger in a soccer 
player earns him a penalty rather than a goal."52 

Third, even when it first evolved, a given emotional 
disposition may have arisen as a part or byproduct of 
a larger complex. The fact of pleiotropy-a given geno­
typical constellation may have many phenotypical 
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expressions-should always be kept in mind. It could 
well be that a given emotional disposition, taken by 
itself, detracts from fitness and yet is maintained as part 
of an evolutionary package solution. As a purely specu­
lative example, regret and disappointment might fit this 
category. The proverbial wisdom "Don't cry over spilt 
milk" reflects the idea that these two emotions are 
sources of pointless suffering. Yet perhaps-once 
again, merely as an illustrative conjecture-regret and 
disappointment are indissociable from hope, which 
does have a useful motivating function. 

Fourth, less conjecturally, some of the properties of 
a given emotional disposition might by themselves 
detract from fitness and yet be maintained as part of a 
package solution. Although anger and fear are overall 
useful dispositions, the arousal they generate may 
detract from their instrumental efficiency, as we have 
seen. Some emotional expressions may also have a neg­
ative effect, as when visible fear encourages an aggres­
sor. These expressions may, of course, have benefits as 
well. When an aggressor perceives that I am afraid 
rather than angry, he may decide to refrain from attack. 
My claim is not that the negative effects of emotional 
expression are offset by the positive ones. Rather, it is 
that even if the negative effects dominate, they may be 
offset by the positive effects of other aspects of the emo­
tion, notably the associated action tendency. 

Finally, when assessing the impact of an emotional 
disposition on reproductive fitness, one has to take 
account of all effects of the disposition, indirect as well 
as direct. In the case of anger, for instance, it may be 
true that irascible people often get their way, 53 but that 
is only part of the story. Others will learn to recognize 
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them as irascible and walk around them rather than 
have any dealings with them. Sometimes one has no 
choice, but often one can find alternative and more rea­
sonable partners. Irascible people will find themselves 
shunned, which detracts from opportunities for mutu­
ally favorable interactions with others. They may gain 
more in each interaction.. but they will interact more 
rarely. They will not, moreover, be able to learn that 
their emotional disposition works against them, and 
hence will have no incentive to control themselves. 
They will get positive reinforcement from their encoun­
ters with others-they find that being angry works!­
but they cannot get feedback from the encounters they 
fail to have. I am not saying that the net effect of irasci­
bility is negative, only that one cannot show it to be 
positive simply by citing a positive impact in isolation 
from other effects. 

I believe that if these caveats were kept more firmly 
in mind, it would be easier to resist the temptation to 
seek evolutionary explanations for each and every 
aspect of each and every emotion. In particular, the 
more complex human emotions do not seem to lend 
themselves well to this kind of analysis. I do not doubt 
that any competent sociobiologist could, on short 
notice, come up with a "just-so story" about the repro­
ductive benefits of (say) malice, pride, hatred, or "lim­
erence." Yet whether the account relies on the signaling 
function of the emotions, on their ability to underwrite 
the credibility of threats and promises, or on their effi­
cacy in sustaining motivation over time, it would just be 
another story. Modeling always implies simplification. 
Just-so stories, which often simplify outrageously, can 
be valuable for the partial insights they provide. Yet 
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when the question is whether a phenomenon exists 
because of its net reproductive benefits or in spite of its 
net reproductive costs, telling a story to demonstrate 
that it has some benefits or costs is not likely to be useful. 

Summary 

In chapter l, I argued that emotions stand out among 
the states capable of affecting human behavior because 
they are both strongly visceral and strongly cognitive. 
For the less cognitive states, causal analysis has proved 
quite successful. As we shall see in the next chapter, 
we now have something like a unified theory of the 
proximate causes of addictive cravings. There are also 
well-developed causal theories of the (almost) entirely 
visceral states of pain, drowsiness, and the like. In the 
case of emotions, however, their strong cognitive com­
ponent is an obstacle to causal analysis. With regard to 
the search for proximate causes, emotions are prime 
examples of phenomena in which small changes can 
have large effects. A person in the grip of "limerence" 
who learns a minuscule fact about the object of his emo­
tion ("She did not go to the party even though she knew 
I might be there") may go from ecstasy to misery in 
a matter of seconds. Such phenomena are notoriously 
hard to study. With regard to the search for remote 
causes, the fact that human emotions are embedded in 
complex networks of social relations makes it very hard 
to study the net effect of this or that emotional disposi­
tion. Overall, causal analysis cannot supplement phe­
nomenology by providing a unified framework for the 
study of the emotions, at least for the time being. 



3 Addiction 

3.1 How Do We Know What We Know about 
Addiction? 

As in chapter 2, I begin with introspection. To under­
stand the key addictive phenomena of craving and 
relapse, some personal experience is useful. Very many 
know the temptations of food (on the assumption that 
compulsive eating counts as an addiction) or the lures 
of risk taking (if compulsive gambling counts as one). 
A large fraction of the population in contemporary 
Western societies have at some time smoked more than 
they wished they did. The number of individuals who 
have come close enough to "heavy drinking" or "prob­
lem drinking" to understand some of the phenomenol­
ogy of alcoholism is also substantial. Speaking for 
myself, I have found that my acquaintance with some 
of these (putative) addictions helps my thinking about 
them. The feeling of "letting go" that precedes and f acil­
itates relapse, for instance, is hard to describe to some­
one who has not experienced it. Conversely, I find it a 
handicap that because of my risk aversion in financial 
matters, I cannot get inside the mind of gamblers. 
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As in the case of emotions, we may supplement intro­
spection with fiction and the writings of the moralists. 
The effects of alcohol and more recently of heroin have 
been portrayed by many writers, among them William 
Burroughs. The phenomenology of compulsive gam­
bling has been conveyed by Dostoyevsky and Hamsun 
and, even more strikingly perhaps, by Pascal. Jn his 
analysis of divertissement, Pascal argues that gambling 
is one of the activities that people will take up to escape 
from their existential or metaphysical ennui: 

This man spends his life without weariness in playing every 
day for a small stake. Give him each morning the money he 
can win each day, on condition he does not play; you make 
him miserable. It will perhaps be said that he seeks the amuse­
ment of play and not the winnings. Make him, then, play for 
nothing; he will not become excited over it and will feel 
bored. It is, then, not the amusement alone that he seeks, a 
languid and passionless amusement will weary him. He 
must get excited over it and deceive himself by the fancy that 
he will be happy to win what he would not have as a gift on 
condition of not playing; and he must make himself an object 
of passion, and excite over it his desire, his anger, his fear, to 
obtain his imagined end, as children are frightened at the face 
they have blackened.1 

Yet these nonscientific sources do not have the same 
importance as they have for the study of emotion. 
Addictive phenomena lack the universality of emotion 
and do not loom large in general treatments of the 
human condition. Although we find a few remarks in 
Aristotle to the effect that drink may cause weakness of 
the will, they do not begin to compare with his very full 
treatment of emotions. Similarly, the place of addiction 
in world literature is tiny compared to that of emotion. 
The main sources of our knowledge about addiction are 
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focused and systematic studies, including animal and 
human experiments, clinical observations, studies of 
market behavior, policy analyses, as well as historical 
and anthropological data. 

By and large, animals do not get addicted in the wild, 
so we cannot draw on field studies. Even in the labora­
tory, it may take considerable ingenuity to get an ani­
mal hooked on an addictive substance. Unlike what is 
the case for emotions, evolution has not produced spe­
cialized circuitry for addictive cravings or addictive 
behaviors. Instead, addiction results when the reward 
system of the brain is hijacked by chemical substances 
that played no role in its evolution. Technically, this 
statement is not entirely accurat-e because of the role 
of endogenous or naturally produced opioids (notably 
endorphins) in some addictive processes.2 Yet even 
though these opioids produce tolerance and depen­
dence when administered in large doses, "this should 
not be int-erpreted to mean that we develop tolerance 
and dependence to our endogenous opioid peptides. 
They are sequest-ered and released as needed in very 
small quantities."3 

Animal experiments have produced a very fine. 
grained neurophysiological understanding of the 
mechanisms involved in chemical addiction. I summa­
rize some of the main results in section 3.4 below. 
Whenever it has been feasible to carry out similar exper­
iments on human beings, these findings have been con­
firmed, without exception. All the evidence suggests that 
the basic neurophysiological machinery of chemical 
addiction is the same in humans and other animals. Yet 
experiments with humans have also yielded informa­
tion not available from animals studies. Most obvi-
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ously, the interaction between addiction and cognition, 
discussed in section 4.3 below, can only be studied in 
subjects with the requisite cognitive capacities. More 
subtly, experiments with humans can produce knowl­
edge that also applies to other animals even if the setup 
requires the ability to comply with the verbal instruc­
tions of the experimenter. For instance, to support their 
"incentive-sensitization theory of addiction," Terry 
Robinson and Kent Berridge cite the finding that sub­
jects would self-administer /1 a low dose of morphine 
and not the placebo, but reported that neither the drug 
nor the placebo produced pleasure."4 Although their 
theory is intended also to cover animals other than 
humans, only humans are capable of reporting subjec­
tive feelings of pleasure. 

Oinical studies too are an important source of infor­
mation about addiction. By observing which treatments 
help addicts to quit and which don't, one may also gain 
insights into the nature of addiction itself. To cite only 
one example, the relative efficacy of nicotine patches 
and nicotine gum in smoking cessation can help us 
identify the relative importance of chemical rewards 
and psychological rewards from smoking. Gum, like 
cigarettes, can be taken ad libitum, to alleviate psycho­
logical tensions as well as chemical withdrawal symp­
toms. By contrast, because patches provide a passive 
and slow system of administration of nicotine to the 
body, they cannot help the individual to cope with a 
sudden crisis to which he is used to responding by 
reaching for a cigarette. Gum is in fact somewhat more 
effective than patches, which suggests that addiction 
to cigarettes has psychological as well as a chemical 
components.5 
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The successes and failures of prevention policies may 
also illuminate the nature of addiction. An example 
may be taken from a study that "examined the effects 
of an experimental Saturday dosing of liquor retail 
stores in Sweden. They found a decline in the number 
of arrests for drunkenness by about 10% and also a 
decline in the number of domestic disturbances, as well 
as in outdoor and indoor assaults. On the other hand, 
the evaluation did not demonstrate any effect on total 
consumption of alcohol."6 These findings are plausibly 
explained by assuming that a small subgroup of indi­
viduals decide on Friday not to drink on Saturday, 
change their minds on Saturday, but nevertheless 
abstain if the liquor store is dosed on Saturday. To 
anticipate later discussion, the change of mind might 
be a preference reversal induced by hyperbolic dis­
counting, a cue-dependence effect induced by the sight 
of other Saturday drinkers, or disinhibition caused by 
drinking beer (which was available on Saturdays). 
Whatever the reason, the theory of" rational addiction" 
proposed by Gary Becker (see section 5.3 below) does 
not predict any effect of this kind. H the impact of 
shorter opening hours on drinking were mediated only 
by the higher transaction costs of purchasing liquor, as 
implied by his theory, it would show up in the behavior 
of all consumers, not only in problem drinkers. 

Market observations can also provide useful infor­
mation, notably about legal drugs. According to one 
view of addiction, the addict' s need for a drug is so 
overpowering that he will do anything to get hold of it. 
H this idea were correct, the demand for the drug 
should be very price-inelastic. As a matter of fact, how­
ever, consumers are quite sensitive to price changes. I 
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return to the issue of demand-elasticity or, more gener­
ally, reward-sensitivity, in section 5.3 below. 

A final source of information is provided by historical 
and anthropological studies. These too can provide 
counterexamples to theories of addiction that might 
seem plausible if attention were restricted to modem 
Western societies. Consider, for instance, the idea that 
certain genetically vulnerable individuals are very 
likely to become alcoholics if they are exposed to alco­
hol, which implies that any population in which the use 
of alcohol is common must contain a subpopulation of 
alcoholics. As we shall see in section 4.3 below, these 
propositions do not stand up to cross-cultural evidence. 
Historical and anthropological studies can also identify 
differences between the behavior of (what we would 
call) addicts in societies that lack a concept of addiction 
and addicts' behavior in societies in which such behav­
ior is conceptualized as addictive. 

3.2 What Addictions There Are 

If we ask what counts as addiction at the preanalytical 
level, we first run into the problem that the English 
word 11 addiction" does not have exact equivalences in 
all languages. French or Norwegian, for instance, use 
terms such as "dependence," "toxicomania," "intox­
icating substances," or even "habit formation." Some 
of these terms prejudge theoretical issues that cannot 
be decided on the basis of terminology. It should be an 
open question, for instance, whether addiction is 
always addiction to a substance or whether there also 
exist addictions to specific behaviors (e.g., gambling). 
Moreover, within the class of substances it should be 
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an open question whether addiction can develop only 
to those that are in some sense toxic or whether there 
can also be addiction to nontoxic substances (e.g., over­
eating). Another issue that should not be prejudged on 
tenninological grounds is whether to draw a distinction 
between an addiction and a bad habit. 

We may distinguish between two extreme views 
regarding the substances or behaviors that have the 
potential for becoming addictive. At one extreme, in 
The Meaning of Addiction Stanton Peele argues that 
"addiction may occur with any potent experience."1 He 
criticizes, therefore, what he views as" a peculiar anom­
aly in twentieth-century pharmacology: the search for 
a nonaddictive analgesic .... Having pain, anxiety, or 
other negative emotional states relieved through a loss 
of consciousness or a heightened threshold of sensation 
is a primary component of addictive experiences; for 
this reason, all effective pain relievers will inevitably be 
addictive for some people."8 At another extreme, 
Avram Goldstein, in his work Addiction, limits himself 
to seven categories of drugs:9 

• Nicotine 
• Alcohol and related drugs {barbiturates and benzodi­
azepines such as Valium) 
• Opiates (opium, morphine, codeine, heroin) 
• Psychostimulants (cocaine, amphetamine) 
• Cannabis (marijuana, hashish, THC) 
• Caffeine 

• The hallucinogens (mescalin, LSD, ecstasy, PCP, etc.) 

In between these two approaches is Jim Orford's 
Excessive Appetites, which includes not only addiction 
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to these chemical substances but also overeating, com­
pulsive gambling, and extreme sexual behaviors. Vari­
ous other writers have cited risk taking, work 
("workaholics"), TV watching, reading, video games, 
pyromania, shoplifting, spending money ("credit-card 
mania"), surfing on the Internet, and emotional experi­
ences as potential objects of addiction or dependence. 

These (putative) addictions can be classified in a 
number of ways. Although the basic distinction 
between chemical and behavioral addictions is useful, 1° 

it is neither exclusive nor exhaustive. The nonexclusive­
ness is shown by the fact that drug users can be addicted 
to the mere act of consuming and injecting a drug, inde­
pendently of its pharmacological effects. The nonex­
haustiveness is shown by the addictionlike aspects of 
food consumption11 and by the possible addictiveness 
of emotional experiences. We may also distinguish 
between the potentially addictive consumptions or 
behaviors that are observed at nonzero levels in all indi­
viduals and those that many, perhaps most, members 
of the population never adopt at all. The former include 
eating, risk taking, and emotional experiences; the latter 
all the chemical addictions and many behavioral ones. 
The distinction is important for relapse-prevention 
strategies: it is feasible to adopt a policy of zero smoking 
but not one of zero eating. 

3.3 What Addictions Are: Phenomenological 
Analysis 

On the widest definition of addictions, according to 
which one can become addicted to" any potent experi­
ence," they may not have much in common. Suppose, 
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however, that we choose an extensional definition of 
intermediate inclusiveness, such as the one proposed 
by Orford. We can then enumerate a number of proper­
ties that are common to many addictions: 

• Euphoria and pleasure 

• Dysphoria and withdrawal 

• Craving 
• Tolerance 

• Cue dependence 

• Belief dependence 

• Objective harm 

• Crowding out 

• Mood alterations 

• Desire to quit 

• Inability to quit 
• Denial 

• Struggle for self-control 

• Relapse 

Except for craving and the craving-related phenom­
ena of cue dependence and relapse, none of these features 
are universal properties of what we pretheoretically 
identify as addiction. They cannot, therefore, be used to 
define addiction. Craving, moreover, obtains so widely 
that any definition that rested on this feature alone 
would be overinclusive. For purposes of diagnosis and 
treatment, one could use a pragmatic approach and 
define something as an addiction if it possesses (say) 
eight of the thirteen properties.12 For more theoretical 
purposes, this procedure is obviously pointless. 
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Euphoria and Pleasure 

Drugs and addictive behaviors have the capacity to 
induce pleasurable and even euphoric subjective states, 
which provide a ·motivation for engaging in the 
addictive behavior. Some drugs induce pleasurable 
stimulation, others pleasurable relaxation. Stimulation 
ranges from the extremes of euphoria produced by 
crack or intravenous cocaine to the mild elation from 
coffee. Drinking and smoking allow us to relax, 
unwind, forget our worries and, in the case of alcohol, 
see the world in a generally rosy perspective. 

Many writers argue that providing pleasure (or 
11 enhancing brain reward") is a universal feature of 
addictive experiences.13 Yet if we accept the distinction 
between "wanting" and "liking" proposed by Terry 
Robinson and Kent Berridge, organisms sometimes 
seek out addictive drugs even if they provide no plea­
sure (or relief from discomfort). There is, they argue, 
a separate neuronal system that mediates craving for 
drugs. "Although this neuronal system usually func­
tions in concert with neuronal systems that mediate 
pleasure ('liking'), in the addict the normal link 
between these systems is disrupted and pathological 
levels of 'wanting' become dissociated from 'liking' ."14 

I return to the issue in section 3.4 below. 

Dysphoria and Withdrawal 

Whereas the use of drugs may induce euphoria, absti­
nence after prolonged use may produce discomfort and 
dysphoria. In addition to the outwardly visible physio­
logical effects (tremors, sweating, and the like), the psy-
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chological anhedonia can be devastating. There is no 
doubt that symptoms of abstinence are a very common 
feature in addiction. If they are defined sufficiently 
broadly, they may even characterize all addictions. Yet 
on the broader definitions, abstinence symptoms are 
also observed for many substances or behaviors that 
one would not normally think of as addictive. For the 
present purposes, I shall use the terms "preaddictive," 
"addictive," and "postaddictive" to refer to the states 
prior to consumption of an addictive drug (or engage­
ment in an addictive behavior), during consumption, 
and after consumption. If one defines withdrawal 
symptoms by the property that the postaddictive state 
is worse than the addictive one, we would have to say 
that aspirin produces abstinence symptoms. If, how­
ever, we define them more narrowly by the property 
that the postaddictive state is worse than the pread­
dictive one, this counterintuitive consequence does not 
follow. But on this narrower definition, some of the 
chemical drugs usually classified as addictive do not 
have withdrawal symptoms either. Some of the halluci­
nogens, in particular, do not induce physiological or 
psychological withdrawal symptoms. 

The last statement must be qualified, however. Look­
ing back at a good LSD experience and knowing that 
the substance is currently unavailable, one may feel the 
pain that is often associated with unfulfilled longings. 
Yet this experience is just a special case of the mecha­
nism cited in chapter 2: "Past happiness augments 
present misery." Sometimes, it is worse to have loved 
and lost than never to have loved at all, in the sense that 
the state succeeding love may be worse than the one 
that preceded it, yet we do not think of the aftermath 
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of love as inducing abstinence symptoms. ff we use a 
narrow definition of withdrawal that excludes both the 
reduction of well-being below the addictive state and 
the memory-induced reduction of well-being below the 
preaddictive state, there are prima fade addictive phe­
nomena that do not produce withdrawal symptoms. 
And if we do not want-and I don't think we should 
want-to say that the cessation of aspirin intake and 
of love induces withdrawal, we should in fact use the 
narrow definition. 

Craving 

All addictive behaviors seem to go together with some 
form of craving. The idea of craving-the most 
important explanatory concept in the study of addic­
tion-is complex. ff viewed hedonically, it includes the 
"pull" of euphoria as well as the "push" from dyspho­
ria. Robinson and Berridge argue, however, that crav­
ing may be dissociated from hedonic experiences. In 
their view, craving is based on the incentive salience of 
stimuli rather than on their actual or anticipated 
hedonic properties. "Stimuli that are attributed with 
incentive salience become attractive and demand atten­
tion. Like the sight of food to a starving person, they 
cannot be ignored. This does not necessarily make them 
'liked'; the sight of food may be irresistibly attractive to 
the starving person, but if out of reach may torment 
rather than please. But the food is still very much 
'wanted' ."15 

Robinson and Berridge' s view is intended to supple­
ment rather than to replace the traditional view, 
according to which craving is due to hedonic pull or 
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push. Although they define craving in nonhedonic 
terms, they do not dispute that positive and negative 
hedonic factors play a role in drug-seeking behavior.16 

The relative importance of these factors varies. For a 
given drug there may be "considerable variation both 
among patients and within the same patient over 
time."17 There is also variation across different drugs: 
"The meaning attributed to the word craving differs 
between cocaine abusers and opiate and alcohol abus­
ers. O'Brien,, Childress and McLellan surveyed cocaine­
dependent individuals and found that they tended to 
label as craving the positive (high-like) qualities of the 
cocaine intoxication experience. In contrast, opiate-and­
alcohol dependent subjects were more likely to refer to 
the negative, withdrawal-associated features of these 
respective substances."18 The horribly anhedonic state of 
cocaine withdrawal does not induce any desire for the 
drug at all. The craving for cocaine, in fact, is often highest 
immediately after drug administration,, when the drug is 
producing euphoria rather than dysphoria. 

Independently of whether craving is an urge to 
achieve euphoria or to avoid dysphoria, the experience 
of craving itself-before the urge is satisfied-can be 
either pleasant or unpleasant.19 When you come home 
after a long day at work, the desire for a cigarette or a 
drink is pleasurable because you know it is about to be 
fulfilled. Even if the reason I crave a cigarette is that I am 
atedge because I have been prevented from smoking all 
day, merely knowing that a cigarette is about to be 
made available will reduce the dysphoria. If for some 
reason the craving is not satisfied, it becomes dys­
phoric. 20 If I believe that the craving is and will remain 
unsatisfied, it may then subside. 
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Cravings can also be induced by what we may call 
the secondary rewards from addiction. To explain this idea, 
let me recall my own experience as a former heavy 
smoker who quit almost 30 years ago when my con­
sumptionreached 40 cigarettes a day. Even today I viv­
idly remember what it was like to organize my whole 
life around smoking. When things went well, I reached 
for a cigarette. When things went badly, I did the same. 
I smoked before breakfast, after a meal, when I had a 
drink, before doing something difficult, and after doing 
something difficult. I always had an excuse for smok­
ing. Smoking became a ritual that served to highlight 
salient aspects of experience and to impose structure on 
what would otherwise have been a confusing morass 
of events. Smoking provided the commas, semicolons, 
question marks, exclamation marks, and full stops of 
experience. It helped me to achieve a feeling of mastery, 
a feeling that I was in charge of events rather than sub­
mitting to them.21 This craving for cigarettes amounts 
to a desire for order and control, not for nicotine. 

Drinking too is sustained in part by the secondary 
rewards it offers. Having a drink can serve the same 
organizing functions as taking a cigarette. Also, 
through what Claude Steele and Robert Josephs call 
"alcohol myopia" -the tendency of alcohol to induce 
a focus on more salient cues at the expense of cues that 
are more difficult to retrieve-drinking may provide 
the secondary reward of higher self-esteem. When we drink, 
we may temporarily lose access to the background 
knowledge that normally inhibits overvaluation of the 
self. They cite a study in which the experimenters 

had subjects rate the personal importance of 35 trait dimen­
sions and their "real" and "ideal" standing on each dimen-
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sion both before and after they were made intoxicated or had 
consumed a placebo drink .... They found that getting drunk 
significantly inflated the self, but only on traits that were both 
important to subjects and for which, before drinking, they had 
acknowledged that their "real" self was considerable worse than 
their "ideal" self. ... Placebo drinks caused no change on any 
traits .... Alcohol may bring [an aspiring person] so close to 
his ideal state ... as to make the drug powerfully reinforcing 
psychologically, and if he continues to seek this reinforce­
ment, even physiologically addictive. 22 

As the last remarks indicate, what I call secondary 
rewards need not be secondary in a chronological or 
causal sense. They are secondary only in that they 
involve cognitive components that we would not 
observe in animal addiction. 

Tolerance 

Tolerance is the phenomenon that, as time passes, the 
agent needs more of a given substance (or activity) to 
obtai.'"l. the same subjective experience or, equivalently, 
that a given dose has a reduced effect. Tolerance can 
also obtain for nonhedonic effects of drugs, notably for 
their lethality. The regular heroin dose of a heavy user 
would be lethal to the novice or to the previously heavy 
user who has abstained for some time. Acute tolerance 
may develop within a given episode of consumption, 
whereas chronic tolerance is a result of prolonged use. 
Whereas acute hedonic tolerance is well documented, 
the existence and magnitude of long-term hedonic tol­
erance is more controversial.23 

With regard to the behavioral addictions, the ques­
tion of tolerance is not well understood. Although there 
is an observed tendency for heavy gamblers to raise the 
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stakes, the odds, or both, it is not clear that this tendency 
reflects tolerance with regard to the thrills of gambling. 
The escalation might also be due to the need to make 
larger and riskier gambles in order to repay old debts. 
But suppose that it is true that the nature of the" action" 
in gambling has "an uncanny similarity to 'tolerance' 
among alcohol, barbiturate, and narcotics addicts. Once 
the 'high' of a five-hundred-dollar event has been 
reached, the two-dollar bet no longer achieves the 
desired effect."24 We still cannot conclude that there is 
tolerance. The escalation might originally be caused by 
the need to repay debts and then sustained by a contrast 
effect. Before you've experienced the best, you're happy 
with the second best, but once you've been exposed to 
the best, perhaps by accident, there is little thrill to be 
got from the second best. Although the contrast effect 
and the phenomenon oftolerance are superficially simi­
lar, the underlying causal mechanisms are quite dif­
ferent. 

Cue Dependence 

Craving, withdrawal, and tolerance are produced not 
only by consumption of drugs. They may also be pro­
duced by exposure to a setting in which drugs have 
been consumed.25 Even after years of abstinence, an 
environmental cue traditionally associated with con­
sumption may trigger a number of drug-related 
responses. 26 Some cue-dependent effects mimic the 
effects produced by the drug, notably by inducing 
euphoria. Other cue-dependent effects work in the 
opposite direction of the normal drug effect.21 Addicts 
can develop instant withdrawal symptoms upon re-
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turning to a setting in which they have used drugs in 
the past. Tolerance too may be cue-dependent. Thus 
"an organism is at risk for overdose when the drug is 
administered in an environment that, forthat organism, 
has not previously been extensively paired with the 
drug."28 

Relapse is frequently due to cue conditioning, 
whether it takes the form of a conditioned craving for 
the drug or of a need to be relieved of conditioned with­
drawal symptoms. Thus Avram Goldstein cites 

a convincing story from a colleague who had been a nicotine 
addict but hadn't smoked for years. He had abstained from 
cigarettes in a varlet}' of situations where he had smoked in 
the past, and thus he had desensitized himself to a variety of 
conditioned associations-cigarettes at parties, cigarettes at 
morning coffee, cigarettes at the desk, and so on. One day he 
went to the beach and was suddenly overwhelmed by an 
intense craving to smoke. He found this beyond nnderstand­
ing nntil he realized that smoking on the beach had been an 
important pattern at one time in his life, and that he had not 
had the opportnnity to eliminate that particular conditioned 
association. 29 

Belief Dependence 

Whereas cue-dependent craving is triggered by a sen­
sory signal, craving may also be triggered by the belief 
that a drug is available, even if neither the drug itself 
nor cues signaling its presence are actually given to the 
senses. In the same place Goldstein remarks, "Contrary 
to what most people might think, craving is not pro­
voked by the absence of the drug to which a person was 
addicted, but by its presence-that is, by its availability. 
This is illustrated by the nicotine addict who goes skiing 
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for a whole day, leaving cigarettes behind. No thought 
is given to cigarettes-they are simply unavailable. 
Then back at the lodge, where nicotine is available 
again, intense craving strikes, and the addict lights up." 
Whereas the beachgoer' s craving was triggered by 
(visual, auditory, or olfactory) perceptions, that of the 
skier was triggered by a belief that nicotine was avail­
able. Conversely, as noted above, his belief that ciga­
rettes were unavailable while he was out skiing was 
sufficient to reduce his craving-a phenomenon that 
has a general similarity to the "sour grapes" mecha­
nism.30 Note that belief dependence cannot arise in ani­
mals incapable of forming beliefs of the requisite 
complexity. 

Objective Harm 

Addiction can ravage lives and communities. This is 
perhaps the most striking aspect of the phenomenon 
and is the main reason why it has become such an 
important policy issue. In the United States between 
three and four hundred thousand people die prema­
turely from smoking-related diseases each year. As for 
alcohol, it "has become the nation's most costly health 
problem .... When the cost of lost production, crime 
and accidents due to alcohol are totaled and added to 
the cost of treating alcohol addiction ... , the bill comes 
to over $117 billion a year."31 There may be between 1 
and 4 million compulsive gamblers in the United States, 
with the total sums involved ranging up to $90 billion 
a year.32 In contemporary Western societies, the need 
for money to feed a heroin or cocaine habit is responsi­
ble for numerous crimes. The enormous profits to be 
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made by selling these drugs, combined with the legal 
prohibition of the most profitable ones, trigger large 
amounts of violence, which in turn cause political pres­
sures for severe sentencing of drug crimes. Drugs con­
tribute powerfully to innercity subcultures of poverty. 33 

Yet objective harm cannot serve as a defining character­
istic of addiction. Coffee addiction, for instance, is 
essentially harmless. 34 

Crowding Out 

Many drugs have a tendency to crowd out all other 
activities. This may be a constant feature of the addict' s 
life, or occur mainly within individual episodes or 
binges. The life of the alcoholic or heroin addict 
revolves around getting the next drink or the next fix: 
little else matters. Similarly, for the compulsive gam­
bler, all social and professional activities are subordi­
nated to gambling and raising money for gambling. As 
noted, the urgency in the gambler's case may be due to 
the need for large winnings to pay back his debts, as 
well as to a need for the thrill of gambling itself. 
Bingeing occurs mainly with crack addiction, food 
disorders, and gambling. Although crowding out is 
sometimes used to define addiction, 35 smoking and 
caffeine addiction are compelling counterexamples. 
When crowding out does occur, the neglect of other 
considerations is still a matter of degree. In section 
5.3 below I discuss whether the craving for drugs can 
become so dominant that all other concerns are com­
pletely bracketed. 
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Mood Alteration 

Apart from the euphoric psychological effects that con­
stitute one main reason for craving them, drugs have 
other mood effects that can affect the behavior of the 
addict. The phenomenon may be a short-term (within­
episode) effect or a long-term effect. Nicotine and caf­
feine may enhance short-term mental alertness. Alcohol 
has clear short-term disinhibitory effects, making peo­
ple do things they would not do when sober. Among 
the findings that Steele and Josephs use to support their 
theory of alcohol myopia is a striking laboratory exam­
ple in which the researchers 

recruited male subjects for a pain-perception/ reaction-time 
experiment and after allowing them to ingest either alcohol 
or placebo drinks, they gave each subject a noxious tone 
(through earphones) that subjects believed was delivered by 
another "partner'' subject. The actual subject was to stop the 
tone by giving the partner an electrical shock as fast as possi­
ble. The intensity and duration of this retaliation measured 
subjects' aggression. The partner, of course, was not a real 
person but a computer that in the critical condition, matched 
the subjects' s i;hock with a second noxious tone of equal 
intensity and duration-an "eye for an eye." Oearly, the 
smart thing to do in this condition was to give one's partner 
only a mild shock, and then one would get only a mild one 
in return. But to be smart, one has to be mindful of the tone 
contingency. In a nutshell, the sober subjects played it smart, 
giving very little shock in this eye-for-an-eye condition, 
whereas the intoxicated subjects plunged ahead, giving 
nearly three times as much shock. Presumably, the myopia 
experiences by the intoxicated subjects allowed them access 
to the provoking stimuli, because of their immediacy and 
salience, but blurred their appreciation of the delayed inhib­
iting contingencies, allowing them to be more aggressive 
thari their sober cohorts by a factor of 7 standard deviations.36 
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Another effect of alcohol myopia is that resolutions 
to stop drinking after a few drinks may dissolve in alco­
hol. Through the same mechanism, alcohol may trigger 
relapse in smokers who are trying to quit.37 Some hallu­
cinogens induce near-psychotic states ("bad trips"). It 
has been argued that" cocaine may be more of a mood 
enhancer than a mood elevator," making an initially 
bad mood worse and a good one better.38 Long-term 
effects of cocaine use include personality changes, irri­
tability, anxiety, and paranoia.39 Gamblers in the final 
stage of desperation "are never relaxed, but [show] 
restlessness, irritability, paranoia, hypersensitivity."4.-0 
Oaims that chronic marijuana use induces durable per­
sonality changes, notably by undermining general 
motivation, seem unsupported.41 

Desire to Quit 

When addicts come to believe that they are harming 
themselves by the addictive behavior, they may decide 
that, all things considered, they would be better off 
were they not addicted. The desire may take a strong 
or weak form. In the weak form, the addict wishes he 
had never started. In the strong form, he wishes to stop. 
The weak desire does not imply the strong one, for two 
reasons. First, because of withdrawal effects there are 
usually high transition costs of going from the addicted 
state to the nonaddicted state. Second, by the time the 
addict comes to wish he had never started on the 
addictive path, his life may be so destroyed that it can 
never become as good as it was before he got hooked. 
At this stage, his best option may be to remain addicted. 
The addict may not even form a weak desire to quit 
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if he fails to recognize that he is harming himself, or 
recognizes the harm but believes it is justified by the 
benefits. 

Inability to Quit 

As a feature characterizing addiction, the desire to quit 
is important only in conjunction with the inability to 
quit. The inability has an important time dimension in 
that it may be either a "within episode" phenomenon 
or a "between episode" phenomenon. Jellinek draws a 
distinction between "gamma alcoholism," character­
ized by "loss of control," and "delta alcoholism," char­
acterized by "inability to abstain." With the latter, 
"There is no ability to 'go on the water wagon' for even 
a day without the manifestation of withdrawal symp­
toms; the ability to control the amount of intake on any 
given occasion, however, remains intact."42 Similar dis­
tinctions apply to overeating, cocaine addiction, and 
gambling, but not to smoking or opiates. There are few 
out-of-control "binge smokers." 

The phrase "inability to quit'' is deceptively simple.c 
Orthodox Jews regularly resist withdrawal in order to 
give up smoking during the Sabbath.44 Alcoholics" can" 
stop drinking when they are on disulfiram, which 
makes them ill if they take a drink. It is not clear, how­
ever, that this effect is a matter of being sensitive to 
incentives, so that a strong craving is offset by strong 
penalties. Rather, the craving itself seems to subside when 
satisfying it would incur sanctions. Many heavy smok­
ers do not find it particularly difficult to abide by airline 
regulations against smoking yet avidly reach for a ciga­
rette once they are out of the plane. As we saw, cravings 
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may also subside when the drug is thought to be 
unavailable. Cravings are not only cue-dependent and 
belief-dependent, but also "cost-dependent." 

Denial 

Many addicts deny that they have a problem or, if they 
admit it, deny that they can do anything about it. Here 
are some of the stock phrases of addictive thinking:45 

• I am only a social drinker. 
• I can quit any time I want to. 
• I don't seem to have gained that much weight. 
• Just one cigarette can't make a difference. 
• I'll make up my losses in the next race. 
• I'll quit tomorrow. 
• It wouldn't be polite to my hosts if I refused to have 
dessert~ 

• Air pollution is more dangerous than smoking. 

Addicts often confuse cause and effect, saying, for 
instance, that they drink because of a marital problem 
when it is actually the other way around.46 Although 
alcoholics and gamblers may be especially prone to 
deceive others in order to get to the next drink or the 
next gamble or to explain away what they have done, 
they also tend to deceive themselves. More generally, 
the addict can respond to his predicament in one of 
three ways: by escaping from his awareness of it, by 
denying it, and by trying to quit. The alcoholic, for 
instance, may drown his guilt in alcohol, affirm that he 
is only a social drinker, or join the Alcoholics Anony-
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mous. The first two responses obey the pleasure princi­
ple, the last the reality principle. 

Struggle for Self-control 

Many addicts have two strong desires: the desire to con­
sume and the desire to stop consuming. In the struggle 
for self-control, now the one, now the other desire 
seems to be gaining the upper hand. The most effective 
strategies for self-control seem to be private rules47 and 
strategies of precommitment.48 Whichever technique is 
used, we observe a qualitative change in addictive 
behavior from the moment when self-control becomes 
important. A person who eats too much may be over­
weight and not too worried about it. From the moment 
he forms the desire to be slim and goes on a diet, his 
temporal weight profile changes from a steady if slow 
upward trend to one that has a steady downward trend 
(anorexia), exhibits short-term fluctuations (binge 
eating), or shows long-term fluctuations (weight lost 
through dieting that is then regained). The transition 
from being a heavy drinker to a self-acknowledged 
problem drinker triggers similar changes. At the same 
time, a number of deceptive and self-deceptive mecha­
nisms come into play. Ambivalence is a hallmark of seri­
ous addiction in humans. 

Relapse 

Even when the battle for self-control seems to be won, 
there may be a reversal of fortune. Relapse rates are 
high for all the major addictions. Typically, relapse fol­
lows weeks or months after the beginning of abstinence, 
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but much longer periods are also observed. A person 
may succeed ingiving up cigarettes and stay away from 
them for twenty years, only to relapse in a crisis. Typi­
cally, consumption in these cases escalates much more 
rapidly than when the person began to consume in the 
first place; hence relapse should not be characterized as 
readdiction. As mentioned earlier, cue dependence has 
a major role inielapse, butitis not the only factor. Stress 
is also known to trigger relapse, in animals as well as 
in humans. 

Summary 

As mentioned earlier, craving and craving-related phe­
nomena constitute the common phenomenological core 
of the addictions. Yet a definition of addiction solely in 
terms of craving would be too wide to be useful. I might 
have a craving for butter, for instance, give it up because 
of the associated risk of heart disease, and relapse when 
a waiter places a jar of butter and a loaf of bread before 
me. Yet this syndrome does not warrant a claim that I 
am addicted to butter. By adding withdrawal symptoms 
to the common core of the addictions, the counterintu­
itive implication that butter is addictive would, be 
avoided. Yet since (1) some of the putative addictive 
drugs do not produce withdrawal symptoms, (2) "ani­
mals will avidly self-administer a variety of drugs into 
brain regions that do not produce withdrawal symp­
toms,"49 and (3) withdrawal is poorly documented for 
behavioral addictions such as compulsive gambling, 50 

this improved definition will not do either. And 
although ambivalence may be a core feature of serious 
addiction in humans, it is not present in all human 
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addictions (very few coffee drinkers show ambiva­
lence) and is largely absent from animal addiction. 

3.4 What Addictions Are: Causal Analysis 

Although there is still much that is unknown about the 
chemical addictions at the physiological level, they do 
seem to form a reasonably homogeneous category. 
Unlike the emotions, the chemical addictions are a natu­
ral kind. As little is known about the physiology of the 
behavioral addictions, they will be ignored in the fol­
lowing. 

Hedonic effects and other effects of drugs of abuse on 
the body arise in four ways. First, there are the primary 
effects, which arise prior to any learning or habituation. 
Second, there are the feedback effects, which arise to com­
pensate for the primary effects. Third, there are the feed­
forward effects, which arise to preempt the primary 
effects or the feedback effects. Fourth, there are long­
term habituation or sensitization effects. Many phenome­
nological aspects of addiction arise through a combina­
tion of these physiological mechanisms. Others are due 
to psychological mechanisms that are common to 
chemical and behavioral addictions, and are further 
discussed in section 4.3 below. 

Primary Effects 

It is useful to distinguish between the hedonic effects of 
drugs and "nonhedonic" effects. (The term nonhedonic 
implies not that these effects have no hedonic aspect 
but only that they do not arise through the brain-reward 
system that generates the hedonic effects.) Whereas the 



Addiction 77 

hedonic effects of the different addictive drugs all seem 
to arise in pretty much the same fashion, the nonhe­
donic effects of different drugs emerge through mecha­
nisms that often have little in common with each other. 

The primary hedonic effect of a drug is pleasure or 
euphoria. Until recently, it has been widely accepted 
that all the major chemical drugs produce euphoria in 
the same way, by increasing the amount of the neuro­
transmitter dopamine in the synaptic clefts in a special­
ized part of the brain. With some drugs, the increase 
occurs because the drug causes more dopamine to be 
released, with others because it prevents it from being 
reabsorbed. Recently some scholars have argued that 
dopamine mainly serves to focus the attention of the 
organism to impending reward rather than to produce 
the experience of the reward itself.51 According to Rob­
inson and Berridge, for instance, dopamine is involved 
in "wanting'' rather than in "liking." As this view 
seems not to have replaced the conventional wisdom, I 
have found it more prudent, as a nonspecialist, to go 
with the traditional view. 

Primary nonhedonic effects vary widely across 
drugs. With heroin, there is an analgesic (pain-reduc­
ing) effect, an effect on the digestive system inducing 
constipation, and an effect on the respiratory system 
that can lead to death from overdose. With alcohol, 
there is a sedative effect on the central nervous system, 
a disinhibitory effect, an effect on the gastrointestinal 
tract that may lead to cirrhosis of the liver, and an effect 
on motor performance. With nicotine, there is an alert­
ness effect and an effect on the vomiting center. With 
cocaine, there is a stimulant effect on the central ner­
vous system, an anesthetic effect on the mucous mem-



78 Chapter 3 

branes of eyes, nose, and throat, and a negative effect on 
concentration and judgment. Many of the nonhedonic 
effects may be regarded as costs that addicts are willing 
to pay to get the hedonic benefit. In some cases, they 
are not aware of these effects, or only become aware of 
them when it is too late. Some of them, like the alertness 
effect of nicotine, can be seen as a side bonus that may 
(or may not) contribute to the reinforcing effect of the 
drug.s2 

Feedback Effects 

Many drug effects are subject to homeostatic mecha­
nisms by which the body adjusts its functions to reduce 
or eliminate the deviation from equilibrium. The consti­
pating and analgesic effects of heroine, for instance, are 
attenuated over time, as is the sleep-inducing effect of 
barbiturates. Initial hedonic effects also tend to become 
weaker after repeated use. Robinson and Berridge sug­
gest, however, that apparent hedonic tolerance may to 
some extent be an artifact of tolerance to nonhedonic 
effects: "Why then do addicts typically escalate their 
dose? A possible alternative explanation to tolerance of 
euphoria is that addicts increase dose to achieve the 
more intense (and more desirable) subjective effects 
produced by larger doses. They are able to do his only 
because tolerance develops to the aversive' side effects' 
of drugs."53 Yet they also assert that there is probably 
some nonspurious tolerance to the hedonic effects. 

It is misleading to think of the feedback as a simple 
attenuation of the original effect, on the model of habit­
uation to loud noise. Rather, feedback occurs by estab­
lishing a new and oppositely directed process that 
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partly or wholly eliminates the effect of the original 
drug action. Although the secondary process cannot be 
observed directly as long the drug is consumed, it is 
unmasked and directly observable upon cessation. 
Once the addict stops consuming the drug, the primary 
effect will disappear, but the opposing effect may con­
tinue for a while. A heroin user, for instance, will suffer 
diap-hea and hyperalgesia (extreme sensitivity to pain) 
during withdrawal. A barbiturate user who began 
using barbiturates to sleep and is now in withdrawal 
·will experience more severe sleep problems than those 
for which the drug was originally taken. Similarly, 
hedonic drug effects are weakened by homeostatic 
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mechanisms that reduce the amount of dopamine in the 
synaptic cleft. When the drug is taken away and these 
mechanisms remain in place, severe dysphoria can fol­
low. Following Avram Goldstein, 54 we may think of this 
as the seesaw model of dependence (see figure 3.1). 

Feedforward Effects 

By mechanisms of classical conditioning, the organism 
can learn to anticipate the effects of drug consumption 
and in fact produce the effects before consumption 
takes place. lhrough such "feedforward effects," the 
organism responds "not to disturbances, but to stimuli 
that have been associated with disturbances in the 
past."5.5 Cue dependence, for instance, is a form of feedf­
orward effect. Yet if we ask exactly how the cue depen­
dence triggers craving and in many cases relapse, a 
puzzling ambiguity emerges. There are, in fact, two 
kinds of feedforward effects.56 On the one hand, there 
are drug-opposite conditioned responses, such as condi­
tioned withdrawal and conditioned tolerance. For 
instance, "when [an} opioid was given without warn­
ing by an infusion (unsignaled), the subjects showed a 
significantly greater physiological response to the drug 
than when the same dose was 'expected' (self­
injected)."57 When the drug is self-injected, the drug­
opposite effect is subtracted from the primary effect to 
produce tolerance. On the other hand, there are druglike 
conditioned responses, such as conditioned euphoria 
(the "needle freak" phenomenon) and drug placebo 
effects. When this mechanism operates, the druglike 
effect is added to the primary effect to produce (one form 
of) sensitization. 
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Although the existence of oppositely directed cue 
reactions is not in doubt, there is no full consensus 
about the conditions under which the one or the other 
occurs.58 Yet for the purpose of explaining behavior, the 
question is not necessarily a crucial one. Exposure to 
the usual circumstances and paraphernalia of drug tak­
ing can trigger craving and relapse either through condi­
tioned withdrawal or through conditioned euphoria. 
On the one hand,'' animal and human data suggest that 
stimulants such as amphetamine and cocaine are more 
likely to produce drug-like conditioned responses 
while opioids in human subjects produce more promi­
nent drug-opposite responses."59 On the other hand, 
there is the finding (mentioned earlier) that cocaine­
dependent individuals tend to label as craving the 
positive qualities of the cocaine intoxication, whereas 
opiate-and-alcohol dependent subjects were more 
likely to refer to the negative features of these respective 
substances. These two findings together suggest that 
exposure to drug-related cues may trigger cravings 
regardless of the precise mediating mechanism. In 
cocaine addicts, cues trigger euphoria and hence crav­
ing. In heroin addicts, cues trigger dysphoria and hence 
craving. 

Sensitization 

There is increasing evidence that prolonged drug use 
has irreversible effects on the brain that leave ex-addicts 
highly vulnerable to relapse. Although within-episode 
consumption usually shows tolerance to drugs, across­
episode consumption may display sensitization, so that 
smaller doses are needed to produce a given effect. This 
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mechanism is well documented with respect to behav­
ioral effects of various drugs, for example, the ability of 
amphetamine or morphine to induce locomotor hyper­
activity or stereotyped behavior.60 Moreover, there is 
evidence of sensitization to the reinforcing effects of 
drugs. 61 According to one line of argument, repeated 
exposure to drugs has two separate effects on the dopa­
mine system in the brain.62 On the one hand, it induces a 
durable reduction of the level of dopamine production 
during drug-free states. Former addicts may be subject 
to a permanent state of low-level dysphoria, being in 
that respect similar to individuals who are born with a 
"reward-deficiency syndrome."63 On the other hand, 
chronic drug administration increases the amount of 
dopamine that a given dose of the drug will release into 
the synaptic deft. 

Summary 

It. would be inaccurate to say that all chemical addic­
tions are generated and maintained by identical causal 
mechanisms. The nonhedonic effects that play an 
important role for many aspects of addiction involve 
very different brain processes. The hedonic effects, 
although more homogeneous in their origin, arise in 
different parts of the brain reward system. Yet these 
observations should not be allowed to overshadow the 
essentially uniform nature of the chemical addictions. 
They arise because of the ability of drugs to affect the 
operation of neurotransmitters in the dopaminergic 
system, increasing the amount of dopamine in the syn­
aptic deft. By mechanisms that remain controversial, 
dopamine induces the craving that is the central feature 
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of drug-taking behavior. If sustained over time, the 
same behavior induces neuroadaptation, notably with­
drawal symptoms (anhedonia). These effects may also 
be produced prior to actual drug consumption, as a 
result of conditioned learning. Once we step back from 
the myriad of differences in detail, there is an impres­
sive similarity across the handful of addictive drugs. 
The most compelling proof of basic uniformity of drug 
action is perhaps cross-priming: 

Thus, priming doses of morphine reinstate cocaine self­
administration and priming doses of amphetamine or the 
dopamine antagonist bromocriptine reinstate heroin-trained 
responding. In this reviewer's opinion, such cross-priming 
of drugs between drugs of different classes speaks power­
fully to the existence of common neurobiological and common 
neuropharmacological substrates for the actions of abusable 
substances with the dopamine reward circuitry of the brain.64 



4 Culture, Emotion, 
and Addiction 

4.1 The Concept of Culture 

With an important qualification to be stated below, l 
shall understand culture as any pattern of behavior, 
norms, values, beliefs, and concepts that is more than 
individual but less than universal. Culture is the realm 
of the particular. Although anthropologists often use 
the term in a more restrictive sense, to denote specific 
practices (e.g., rituals), beliefs systems (e.g., myths), or 
values (e.g., taboos), this is not the only way in which 
it is used. The frequent references to ''business culture,'' 
"youth culture," "political culture," and so on, suggest 
that culture can be seen as a characteristic pattern of 
any group whatsoever. This, at any rate, is howl shall 
use the term here. 

Coordination Equilibria 

As a first approximation, culture includes all patterns 
of human behavior that are constant (or frequent) within 
a certain human group but are not found (or are found 
less frequently) in other groups. In the context of the 



86 Chapter4 

present work, for instance, wemaytalkabout''cultures 
of envy" or "cultures of drinking." In some groups, 
destructive behavior induced by envy is common. As a 
corollary, behavior motivated by the desire to avoid 
triggering the envy of others also becomes frequent. In 
other groups these behaviors occur less frequently. In 
Nordic countries, a main pattern of drinking behavior 
is heavy consumption of hard liquor on weekends. In 
Latin countries, this pattern is much less frequent. 
Instead, we often find a pattern of daily consumption 
of wine that is rarely observed in Nordic countries. 
Although the incidence of cirrhosis of the liver might 
be the same in both patterns, the former typically gener­
ates more violence. 

This characterization of culture is obviously incom­
plete. It contains no reference to the nonns, values, and 
beliefs that are usually thought of as an integral part of 
culture and that can play an essential role in sustaining 
the behaviors that differentiate one human group from 
another. Before 1 proceed to discuss these aspects of 
culture, let me note that differences in nonns, values, 
and beliefs are not a necessary concomitant of behav­
ioral differences. Language provides a striking example. 
H two groups exhibit different linguistic behaviors (i.e., 
speak different languages), there is no reason why their 
practice should be sustained by beliefs about the superi­
ority of their own language and the inferiority of the 
other. Although some group members may indeed 
entertain beliefs of this kind, this is not in general what 
makes them stick to their own language. Rather, they 
do so because a language is a coordination equilibrium. H 
1 want to be understood by other members of my group, 
1' d better speak the language we all use rather than a 
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foreign one. A useful contrast is provided by linguistic 
differences within the larger group. If speakers of 
English differ in their syntax and pronunciation, it is 
not only because of a need to make themselves under­
stood. In some cases and to some extent, the differences 
are due to social norms that stigmatize other variants 
of the language as inferior. 

This distinction between social norms and coordina­
tion equilibria goes back at least to Max Weber.1 In the­
ory, it is clear enough. Behavior guided by social norms 
is sustained by the desire to avoid the disapproval of 
others. Behavior that conforms to a coordination equi­
librium is sustained by self-interest, since "the person 
who does not adapt himself to it is subjected to both 
petty and major inconveniences and annoyances as 
long as the majority of the people he comes in contact 
with continue to uphold the custom and conform to it.''2 

A pure example of the latter case is not easy to find, 
however. The standard example of driving on the right 
side of the road is somewhat imperfect, since those who 
unilaterally drive on the left not only run the risk of an 
accident, but also expose themselves to the disapproval 
of other drivers. The reason-which holds quite gener­
ally for coordination equilibria-is that each actor not 
only wants to drive on the right as long as others do, 
but also wants others to drive on the right as long as he 
does. If one actor deviates, he may not only risk harm 
to himself but also risk harming others, who will react 
with disapproval. In some cases, thou~ the harm that 
the deviation imposes on others may be so small or hard 
to notice that the actor only incurs practical inconve­
nience to himself without any disapproval. 
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Social Norms 

In some cases, then, social nonns are backup systems 
for coordination equilibria. They add fear of disap­
proval to self-interest as a motivation for choosing the 
equilibrium behavior. In other cases, social nonns stand 
by themselves as the only motivation for behavior. It 
has been widely argued that they can help group mem­
bers overcome problems of collective action and, more­
over, that their presence can be explained by this effect.3 

Rather than reinforcing self-interest, these norms are 
said to counteract self-interest and to induce behavior 
that is desirable for the group as a whole. Alleged exam­
ples include nonns of vengeance as a means of popula­
tion control, norms against rate busting among workers 
as a means of preventing the firm from exploiting them, 
norms against spitting in the streets as a means of con­
taining contagious diseases, and nonns against dis­
playing one's wealth as a means of ensuring social 
cohesion. As I have argued elsewhere,• these function­
alist arguments are often dubious. The beneficial conse­
quences of the nonns are not always convincingly 
demonstrated, and the feedback mechanism by which 
the consequences sustain the nonns is rarely specified. 
I do not want to say that there are no such nonns, only 
that there is little hard evidence to support the function­
alist claims. 

In addition to norms that reinforce self-interest and 
those that promote group interest at the expense of self­
interest, there are nonns that serve the interest of one 
subgroup at the expense of another. Nonns of equality, 
for instance, serve the interest of those who are badly off 
at the expense of those who are well off. In hierarchical 
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societies, norms of deference serve the upper tiers of 
the social system at the expense of the lower ones. I 
assume that norms are held by those whom they harm 
as well as by those whom they benefit. Hence, in my 
terminology, the statement "Children should be seen 
and not heard" does not express a social norm unless 
it is one to which children also subscribe.5 When adults 
enforce this principle merely through their power to 
punish children, we are dealing with a very different 
phenomenon from what we observe when members of 
a subordinate class police each other to ensure the 
proper deference to their superiors. In the latter case, 
but not in the former, emotions also come into play (see 
section 4.2). 

Finally, there are many norms that make little utilitar­
ian sense from an individual, group, or subgroup per­
spective. Norms of language, dress, etiquette, and the 
like, fall in this category. Norms against sticking one's 
neck out do not benefit anyone in any material sense, 
nor do various norms limiting the use of money (e.g., 
the norm against paying a person to get his place in a 
bus queue). Codes of honor, norms of vengeance, and 
similar phenomena also fail to bring about any benefits 
to those who subscribe to them. An obvious objection 
to these claims is that since those who deviate from the 
norm risk being punished or ostracized by other mem­
bers of the group, abiding by it provides the straightfor­
ward benefit of not being penalized. Yet because this 
benefit is conceptually tied to the existence of the 
norms, the objection does not allow us to assimilate this 
set of norms to cases in which the benefits are indepen­
dently valuable. 
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Values 

A culture is also characterized by a specific set of values. 
Although norms and values are normative concepts 
and are often closely linked to each other, they also dif­
fer in important ways. Values, as I understand them 
here, are matters of individual preference and commit­
ments. 6 To the extent that they are part of a culture, they 
are shared with others rather than being idiosyncratic. 
This does not imply, however, that their observance is 
regulated by the disapproval of others. Many people 
abide by moral and religious values because of a per­
sonal commitment, not because they are afraid of what 
others would say if they didn't. Although they may 
have learned these values from their parents and may 
well stick to them partly because they ask themselves 
"What would my parents have thought if they saw me 
now?" the actual presence of their parents (or of other 
people more generally) is not required. At the other end 
of the spectrum of values are individual preferences in 
matters of taste, leisure, and consumption. Those who 
grow up with a given style of cooking or a given range 
of sports activities typically learn to enjoy them, and to 
engage in them because they enjoy them, without any 
pressure from others. 

In other words, I am stipulating a distinction between 
imitation and learning on the hand and sanctioning by 
disapproval on the other as two culture-sustaining 
mechanisms. The former applies to values, the latter to 
social norms. In practice, the distinction is often 
blurred. Deviation from values may well trigger disap­
proval. Yet the fact that others may in fact disapprove 
of deviations doesn't imply that their disapproval is 
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what keeps deviations from occurring. One might just 
as well argue that because a ball rolling down a path 
between two walls would be prevented by the walls from 
leaving the path were it to deviate from its course, those 
walls actually do keep it on the path. As in the case of 
coordination equilibria discussed above, social norms 
may constitute a backup system that provides a reason 
for sticking to the relevant behavior when the usual 
motivation, for some reason, fails to do its work. In fact, 
some behaviors may have multiple supports. If my self­
interest is not sufficient to make me obey the rules of 
traffic, moral respect for the law may help me do it. And 
if that isn't sufficient either, my fear of social disap­
proval may clinch the matter. 

Beliefs 

Human groups may also differ because they have dif­
ferent systems of beliefs. I do not have in mind norm­
related beliefs, such as beliefs about the willingness of 
other people to sanction deviations from a social norm. 
These beliefs, although factual, I classify as part of the 
normative aspect of culture. Nor do I refer to beliefs 
about the likelihood that other people will conform to 
a specific coordination equilibrium.7 Rather, I have in 
mind beliefs about causality, notably those from which 
one can infer ends-means relations. Two groups might 
have the same values, norms, and coordination equilib­
ria and yet show different behavioral patterns because 
of different beliefs about which means are likely to be 
efficient to realize specific (shared) ends. Conversely, 
different values or norms might generate the same 
behavior if the normative differences are offset by cog­
nitive differences. 
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As an illustration of these relations among values, 
beliefs, and behavior, consider the debates over uni­
cameralism versus bicameralism in the French Assem­
blee Constituante of 1789.8 Very broadly speaking, the 
assembly contained three groups. The reactionary right 
wanted to set the clock back to absolute monarchy, the 
moderate center wanted a constitutional monarchy 
with strong checks on parliament, and the left wanted a 
constitutional monarchy with fewer and weaker checks 
on parliament. On the issue of bicameralism, the posi­
tions were as shown in table 4.1. 

For an example closer to the topics of this book, con­
sider contemporary attitudes toward smoking, more 
specifically, other people's smoking. For some, the only 
reason that can justify a ban on smoking in public is 
that the practice imposes physical harm on others. For 
others, one may legitimately ban public smoking to 
help smokers who are trying to quit, the idea being that 
the sight of others who smoke will trigger cue-depen­
dent relapse. The two groups arrive at the same conclu­
sion, but from different normative and factual 
premises. The first group holds the normative premise 
that one may legitimately prevent people from impos­
ing physical harm on others and the factual premise 
that passive smoking is a serious health risk. The second 
group holds the normative premise that one may legiti­
mately impose sacrifices on some individuals in order 
to help others to overcome their weakness of will and 
the factual premise that the sight of others smoking may 
trigger relapse. The more general /1 antismoking cul­
ture" characteristic of some segments of Western socie­
ties also owes much, of course, to social norms against 
smoking as a self-destructive behavior. 
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Table 4.1 
Positions on bicameralism in the French Assemblee Constituante 
of 1789 

Value 
priority Belief Behavior 

Reactionaries To Bicameralism Vote for 
destabilize will stabilize unicameralism. 
the regime. the regime. 

Moderates To stabilize Bicameralism Vote for 
the regime. will stabilize bicamerali!ll:m. 

the regime. 

Radicals To stabilize Bicameralism Vote for 
the regime. will unicameralism. 

destabilize 
the regime. 

Concepts 

A final aspect of culture is the stock of concepts avail­
able to the members of a group. This is not a separate 
component of culture but rather is implicit in many of 
the components discussed above. For a phenomenon 
to be the object of a belief, a social norm, or a value 
assessment, the concept of that phenomenon must first 
exist. Conversely, a group that lacks a certain concept 
does not allow its members to entertain cognitive or 
normative attitudes toward the corresponding phe­
nomenon. A society that lacks our concept of chance, 
for instance, does not allow for certain kinds of excuses 
and explanations. For the ancient Greeks, there was no 
such thing as an "innocent accident"; military com­
manders were held responsible for defeats that we 
would ascribe to the vagaries of the weather.9 In seven­
teenth-century England, "any fortunate coincidence 
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could be recognized as a 'providence' and any lucky 
escape might be seen as a 'deliverance': the casual visi­
tor who arrived at the moment when some unhappy 
man was about to commit suicide; the horse which 
stumbled when its rider was on the way to make an 
unsatisfactory marriage; the sudden death which over­
took some persecutor of God's people-such was the 
stuff of the anecdotes which the pious collected and 
recorded in their journals."10 

Just as beliefs presuppose concepts, a concept may 
presuppose or embody a belief. When we talk about 
"the disease concept of madness," for instance, we pre­
suppose a set of beliefs about a physiological basis for 
the disorder, its involuntary nature, the lack of respon­
sibility for one's behavior, and so on. Initially, the dis­
ease concept of madness was an extension of the 
concept of disease to include mental as well as somatic 
disturbances. There was a concept of disease, a concept 
of madness, and a belief that the former is instantiated 
in the latter. Over time, the belief was gradually incor­
porated into the concept of madness itself. Although 
belief formation and concept formation are closely 
linked, at any given point in time one can distinguish 
between features of a phenomenon that belong to it by 
definition and features believed merely to characterize 
it. Cultural change can thus occur both by the emer­
gence of novel beliefs about the relation between preex­
isting concepts and by changes in the concepts 
themselves. 

A concept can also affect the reality it is supposed to 
capture. The widespread diffusion of psychoanalytic 
concepts such as "unconscious wish," "resistance," 
and "repression" has shaped people's thinking about 
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themselves and about others. After Freud, it is less 
imperative to argue with opponents, since one has the 
option of dismissing their views as an expression of 
resistance to one's own. The explicit conceptualization 
of a phenomenon may also cause there to be more 
instances of it. Thus the element of truth in the" stigma 
theory of madness" is that when deviant behavior is 
conceptualized as mental illness, individuals who 
might otherwise have led functioning if perturbed lives 
are subjected to private ostracism and bureaucratic 
interference that transform what may have been no 
more than eccentricity into grounds for treatment and 
perhaps institutionalization. Although the core mental 
disorders exist independently of how we describe 
them, marginal cases can be affected by mere conceptu­
alization. 

Culture as Shared 

1 now come to the "important qualification" that 1 men­
tioned in the first sentence of section 4.1. It is that the 
mere fact of members of a group behaving in the same 
way, or having the same norms, values, and beliefs, 
does not by itself constitute a pattern of culture. In addi­
tion to these shared characteristics, 1 shall require, as 
Charles Taylor says in a different context, that "the 
sharing itself be shared."11 1 shall require, that is, that 
the members of the group are aware of the fact that 
others hold similar norms, values, and beliefs, or that 
they can be expected to behave in a similar 'manner. 
Whether or not one also makes it part of the definition 
that each member is aware that others are aware of this 
fact, etc., these higher-order beliefs can usually be 
assumed to obtain. 
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As Timur Kuran has shown, common knowledge of 
common norms, values, and beliefs cannot be taken for 
granted.12 Under a variety of circumstances, people 
may have an incentive to keep their real norms, values 
and beliefs to themselves, and instead express norms, 
values, and beliefs that they do not hold. In some cases, 
these expressions are not taken seriously. In a "culture 
of hypocrisy" such as China during the Cultural Revo­
lution or the former Soviet Union, everybody knows 
that nobody is sincere when they praise the regime or 
condemn its critics. In other cases, though, people may 
be led into error by taking what others say at face value. 
Writing about prerevolutionary France, Tocqueville 
asserts, 

What with the loquacity of the opponents of Christianity and 
the silence of those who were still believers, there ensued a 
state of affairs that has often since been seen in France, not 
only as regards religion but also in quite different spheres 
of hum.an behavior. Those who retained their belief in the 
Doctrines of the Church became afraid of being alone in their 
allegiance and, dreading isolation more than error, professed 
to share the sentiments of the majority. So what was still the 
opinion of only a part of the nation came to be regarded as 
the will of all and for this reason seemed irresistible even to 
those who had given it this false appearance.13 

In the light of this and similar examples, we might ask 
whether the concept of culture sketched above ought to 
be revised. Instead of requiring both commonly held 
norms, values, and beliefs and the knowledge that they 
are shared, we might require merely the belief that they 
are shared, whether or not this actually is the case. The 
latter and weaker definition has the advantage of 
including important pathological cases, or "quasi cul-
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tures." It also fragilizes the concept, by allowing a cul­
ture to evaporate more or less instantly if someone 
points out that the emperor has no clothes on. This fea­
ture of the weak definition may be an advantage or a 
disadvantage, depending on the purpose of the analy­
sis. Below I usually adopt the stronger definition. 

Summary 

I have proposed a conception of culture in terms of sev­
eral interrelated components: coordination equilibria, 
shared social norms, shared values, shared beliefs, and 
shared concepts. The first of these is directly defined in 
terms of behavior. The others are also capable of induc­
ing specific forms of behavior and owe much of their 
importance to this fact. I have not addressed the ques­
tion of how cultures emerge and disappear, not because 
I think it unimportant, but because I find it too difficult. 
To my knowledge, the social sciences have not pro­
posed any robust answer to this question. Functionalist 
claims to the effect that coordination equilibria or social 
norms arise when and because they would be socially 
useful tend to be speculative and unsupported by evi­
dence. Cairns by Marx and Tocqueville to the effect 
that various religious beliefs can be explained by the 
fact that they "reflect'' the underlying social order are 
equally conjectural.1

' Although the history of science 
has established some general propositions about belief 
formation and concept formation, by the nature of the 
case it cannot enable us to predict new knowledge. 
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4.2 Culture and Emotion 

The emotions are very closely linked to some of the 
aspects of culture that I have outlined. I shall mainly 
emphasize three aspects. (1) Emotions provide the main 
support of social norms. Although the emotions that 
sustain social norms seem to be universal, the behavior 
targeted by these norms varies from one group to 
another. (2) Not all cultures recognize or conceptualize 
the same emotions. Even if the emotions themselves are 
universal (as I conjecture), it does not follow that they 
are universally recognized. (3) When an emotion does 
belong to the conceptual repertoire of a culture, it can 
also become the target of prescriptive or proscriptive 
social norms, leading to either more or less frequent 
occurrences of the emotion than one would otherwise 
have observed. 

Emotions as Supports of Social Norms 

A social norm, as I shall use the concept here, has four 
features. First, it is a noninstrumental injunction to act 
or to refrain from acting. Norms target actions for their 
own sake, not because of their consequences. The norm 
11 always wear black in strong sunshine," as do people 
in Mediterranean countries to maintain circulation of 
air between the clothes and the body, is an instrumental 
one. By contrast, the norm /1 always wear black at funer­
als" is noninstrumental. For reasons stated above, I do 
not count the avoidance of sanctions as a benefit that 
can be instrumentally promoted by following the norm. 

Second, for a norm to be social, it has to be shared 
with other members of the relevant group, known to be 
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shared, and so on. There exist noninstrumental norms 
that are purely private. A person living in a society that 
lacks norms of vengeance may nevertheless adopt the 
rule of getting even with anyone who has insulted or 
offended him, not in order to build a reputation that 
may be useful in future encounters but simply as a mat­
ter of personal principle. He may, for instance, follow 
the rule of not tipping taxi drivers whom he suspects 
of having taken a needlessly circuitous route. We can 
imagine most people adopting this rule, and yet it 
would not be a social norm unless it was known to be 
adopted by most people. 

Third, social norms guide behavior by the sanctions 
imposed on those who violate them. Although many 
writers have argued that social norms amount only to 
a system of material sanctions, 15 I believe their view is 
misguided. For one thing, it is hard to see what motiva­
tion other people could have for sanctioning norm vio­
lators. Although failures to sanction may themselves be 
subject to sanctioning, this mechanism becomes 
increasingly implausible as we move away from the 
original norm violation.16 For another, sanctions do not 
work by imposing material losses on their targets. 
When I refuse to deal with a person who has violated 
a social norm, he may suffer a financial loss. Far more 
important, however, he will see the sanction as a vehicle 
for the emotions of contempt or disgust, and suffer 
shame as a result. The material aspect of the sanction 
that matters is how much it costs the sanctioner to penalize 
the target, not how much it costs the target to be penal­
ized. The more it costs me to refuse to deal with you, 
the stronger you will feel the contempt behind my 
refusal and the more acute will be your shame. 
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Fourth, social norms are thus also sustained by the 
emotion of shame, triggered by contempt as expressed 
through other people's sanctioning behavior. As we 
saw in section 2.3, contempt and shame have the same 
cognitive antecedent, namely the belief that the person 
toward whom the contempt is directed is a bad person. 
Although the immediate action tendency of shame is to 
hide or to disappear, or even to kill oneself, the emotion 
also affects behavior indirectly by inducing the individ­
ual to avoid situations that might trigger it. 

It is almost impossible to exaggerate the painfulness 
of being exposed to the contempt of others. A. 0. 
Lovejoy quotes Voltaire as saying, "To be an object of 
contempt to those with whom one lives is a thing that 
none has ever been, or ever will be, able to endure," 
Adam Smith as asserting, "Compared with the con­
tempt of mankind, all other evils are easily supported," 
and John Adams to the effect that "The desire of esteem 
is as real a want of nature as hunger; and the neglect 
and contempt of the world as severe a pain as gout and 
stone."17 In nineteenth-century Corsica, contempt for 
the person who failed to abide by the norms of ven­
geance was expressed by the rimbecco, "a deliberate 
reminder of the unfulfilled revenge. It could take the 
form of a song, a remark, a gesture or a look, and could 
be delivered by relatives, neighbours or strangers, men 
or women. It was a direct accusation of cowardice and 
dereliction."18 

The life of the individual who is exposed every day to the 
rimbecco is hell .... "Whoever hesitates to revenge himself," 
said Gregorovius in 1854, "is the target of the whisperings of 
his relatives and the insults of strangers, who reproach him 
publicly for his cowardice." ... "In Corsica, the man who has 
not avenged his father, an assassinated relative or a deceived 



Culture, Emotion, and Addiction 101 

daughter can no longer appear in public. Nobody speaks to him; 
he has to remain silent. If he raises his voice to emit an opin­
ion, people will say to him: avenge yourself first, and then 
you can state your point of view." The rimbecco can occur at 
any moment and under any guise. It does not even need to 
express itself in words: an ironical smile, a contemptuous 
turning away of the head, a certain condescending look­
there are a thousand small insults which at all times of the 
day remind the unhappy victim of how much he has fallen 
in the esteem of his compatriots.19 

When contempt is expressed so publicly and so dra­
matically, nobody can fail to know the fate that awaits 
them if they violate the norm. Anticipated shame can 
then be a very effective regulator of behavior. In groups 
where contempt is less institutionalized, people may 
not be able to fully anticipate the strength of the shame 
they will incur. 

To my knowledge, social norms and the emotions of 
contempt and shame that sustain them exist in all 
human groups. By contrast, the actions prescribed or 
proscribed by the norms vary enormously across 
groups. Thus norms of vengeance may be contrasted 
with the norm of turning the other cheek, and norms 
against marrying early with norms against marrying 
late. Sexual behavior proscribed within one group may 
be fully accepted in another. The norm against incest, 
although virtually universal, differs dramatically in 
scope across groups. In one group of workers, contempt 
may be directed against those who work too little; in 
another, against those who work too much; and in some 
groups the two norms may coexist. 

Such examples could be multiplied indefinitely. 
What they show is not that the emotions themselves are 
subject to cultural variation but that certain (invariant) 
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emotions sustain the norms that sustain variations in 
behavior. In addition, variation in behavior can be sus­
tained by differences in values. These, however, are not 
in tum sustained by emotions. Although the violation 
of a moral or religious value tends to trigger anger in 
observers and guilt in the subject, the reason that people 
stick to their values is not that they anticipate these reac­
tions. Nor are subjective values-preferences and 
tastes-supported by emotions. 

Emotions as the Object of Cognition 

To address the question of cultural variation in the emo­
tions themselves, I need to consider two aspects of the 
relation between emotion and cognition that I have 
neglected so far. In section 2.3, I argued that (1) complex 
human emotions are caused by cognition. In addition, 
(2) emotion may be the object of cognition, and (3) cog­
nition may be the effect of emotion. It will turn out that 
in many important cases, all three relations obtain 
simultaneously and interact with each other. 

As noted in section 2.3, an individual may be in the 
grip of an emotion and not be aware of it. We have all 
heard, and many of us uttered, the angry utterance "I 
am not angry!" Similarly, a person may be in love and 
not be aware of it; be envious of another's achievement 
and not be aware of it; and so on. Other people may 
have no difficulty in detecting the emotion, but the per­
son concerned remains unaware of it. In some cases the 
unawareness may be motivated or self-deceptive.20 We 
may contrast, for instance, Mme. de Renal' s genuine 
lack of awareness of her love for Julien Sorel in Le rouge 
et le noir with the self-deceptive unawareness of the 
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Princesse de Cleves when, in the novel of the same 
name, she refuses to acknowledge her love for the Due 
de Nemours. 

In many cases, the individual concerned is capable 
of becoming aware of the emotion. (When unawareness 
is motivated, the individual must in fact already recog­
nize the emotion at some level, in order to suppress it.) 
Once the emotion becomes the object of cognition, the 
latter may in tum trigger new emotions, or metaemo­
tions. A person who consciously acknowledges love for 
an illicit partner may come to feel guilt or shame for 
the emotion. The relation between emotions and social 
norms is in fact a two-way street. Emotions regulate 
social norms but can also be the target of norms. I return 
to this issue below. 

In other cases, the individual is prevented by idiosyn­
cratic character traits from becoming aware of what he 
feels. Thus Michael Lewis reports, "I had a patient 
named John who received the news that a very dear 
aunt had died. At first, he reported experiencing great 
sadness at the loss. But then his sadness seemed to dissi­
pate. Several weeks later, he felt agitated and experi­
enced some trouble eating and sleeping. When I asked 
John how he felt, he replied that he felt tired. When I 
asked him whether he was depressed, he said that he 
did not feel depressed."21 Lewis suggests two mecha­
nisms that might explain why John did not acknowl­
edge the fact that he was depressed: self-deception (see 
above) and socialization. The latter is spelled out as fol­
lows. "As a child, John may have exhibited certain 
behaviors in situations of loss. When he did, his parents 
informed him that these behaviors meant that he was 
tired, not sad. In other words, past experience may be 
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capable of shaping people's self-awareness about an 
emotion, even to the extent of producing an awareness 
that is idiosyncratic in relation to the actual emotional 
state."22 

In still other cases, the obstacle to awareness is cul­
tural rather than personal. Thus Robert Levy argues 
that in Tahiti the misperception of depression as mere 
fatigue is the rule rather than an idiosyncratic excep­
tion. When a Tahitian," feeling strange after being sepa­
rated from his vahine, interprets his feelings as illness 
and in so doing accepts a pervasive cultural pattern of 
playing down feelings of loss, it is evident that in some 
way and at some level he must know that he has suf­
fered a significant loss. That is why his separation from 
his vahine made him feel sick or strange in the first place. 
That is, one 'feels' considerably more than cultural 
forms may make consciously accessible."23 In this case 
an observer might be able to identify many of the char­
acteristic signs of emotion: unbidden occurrence, sud­
den onset, cognitive antecedent, arousal, valence, 
action tendency, and physiological expressions. A fea­
ture conspicuously lacking is the presence of an inten­
tional object. Feelings of fatigue are not the kind of 
mental state that can have an intentional object. 

The emotion of depression does not belong to the 
conceptual repertoire of the Tahitians. Similarly, Ber­
nard Williams has argued that the emotion of guilt did 
not belong to the repertoire of the ancient Greeks; Patri­
cia Spacks that the emotion of boredom, conceptualized 
as an involuntary mental state rather than as a repre­
hensible sin, did not exist until fairly recently; and C. S. 
Lewis that the emotion of romantic love did not arise 
until the European Middle Ages.24 Williams and Spacks 
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also make the point (overlooked by Lewis) that the 
mental states themselves and their attendant expres­
sions can exist even if there is no concept that captures 
them. They make the further crucial observation that 
when the emotion is conceptualized, it is also changed. 25 

When a person has the conceptual wherewithal to say 
to himself, "God, I'm bored!" the state of boredom will 
typically become more acute and efforts to alleviate it 
more intense. 

These examples show that an emotion may exist at 
the behavioral and physiological level even when it is 
not conceptualized as such. In these cases we may say 
that the emotion exists as a protoemotion. When the emo­
tion is conceptualized, we may say that it exists as a 
proper emotion. It is tempting to say that all the emotions 
that I enumerated in section 2.2 exist in all human 
groups, either as protoemotions or as proper emotions. 
One might even try to defend the stronger thesis that 
any emotion that exists as a proper emotion in some 
group will be found in all groups, either as a protoemo­
tion or as a proper emotion. In that case, cultural varia­
tion would exist only at the level of conceptualization, 
not in the emotions themselves. Because of my lack of 
competence in the field of the anthropology of the emo­
tions, I remain agnostic with respect to either thesis. 
Although some claims that certain emotions are non­
universal may rest on a confusion between the existence 
of an emotion and its presence in conceptualized form, 
I am in no position to assert that this fallacy underlies 
all claims of this kind. 
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Emotions as the Object of Social Norms 

When an emotion exists as a proper emotion, that is, as 
part of the conscious cultural repertoire of a group, the 
awareness can affect how the emotion is experienced 
as well as its role in social interaction. This effect may 
come about in several ways. (1) The concept may 
embody beliefs about the nature of the phenomenon. 
Once a state is conceptualized as depression, the person 
may think of it as long-lasting and unamenable to inter­
vention, and may sink more deeply into the state. (2) 
The concept may change expectations about other peo­
ple. Once a person can label his emotional state as love, 
he does not simply want to be with the other person: 
he wants to be loved in return. (3) A proper emotion 
can become subject to social norms, which may change 
how it is experienced. Arlie Hochschild gives the exam­
ple of a feminist mother who feels guilty about leaving 
her child in day care and feels ashamed of her guilt. (4) 
An emotional state may also be viewed as violating a 
moral value. In a contrasting example from Hochschild, 
a traditionalist mother may think she feels too little guilt 
about leaving her child in day care and may in fact feel 
guilty about her lack of guilt.26 In each of the last two 
cases the mothers would have to possess the concept of 
guilt, since otherwise the presence or absence of that 
emotion could not trigger the metaemotions of shame 
or guilt. 

Yet these last cases also present a puzzle: how can 
emotion (or the lack of emotion) be subject to social 
norms or moral values? From the premises (i) that guilt 
attaches to voluntary action and (ii) that the emotions 
are involuntary, it follows that emotions should not 
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trigger guilt. But they do. From the premises (iii) that 
shame is induced by the disapproving stare of others 
and (iv) that the emotions are unobservable, it follows 
that emotions should not trigger shame. But they do. 
One solution to these puzzles is to assume that the agent 
irrationally denies (ii) or (iv).27 Another is to assume 
that the agent accepts (ii) and (iv) but irrationally feels 
guilt or shame nonetheless. Whatever the correct 
answer or answers to the puzzles, there is no doubt 
that emotional reactions or lack of reaction may trigger 
shame or guilt. Some people feel guilty for not grieving 
when a close relative dies, for not being happy on the 
day of their wedding, or for being in love with the 
wrong person (the Princesse de Oeves). Others feel 
ashamed of being afraid, of being envious, or of being 
in love with the wrong person (Mathilde de la Mole in 
Le rouge et le noir). 

A less paradoxical phenomenon is that social norms 
can be directed at the expression of occurrent emotions. 
Although these expressions are largely involuntary, 
they can to some extent be suppressed or faked. More­
over, imperfect suppression or faking may be all that 
the social norm requires. For one thing, most people are 
not very good at noticing what an expert may perceive 
as telltale signs of suppression or faking.28 For another, 
the norm may simply require a stylized performance of 
an emotion rather than one that has to be perceived as 
genuine. The grave look that is appropriate at funerals 
is not intended to communicate any specific mental 
state. Paid mourners are not paid to feel genuine grief 
(although they may well come to do so as a result of 
feedback from expression to the emotion itself). 

Another, less paradoxical phenomenon is that people 
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may have emotional reactions triggered by beliefs 
about their emotional dispositions.29 A person may be 
depressed by his inability to love, ashamed at his irasci­
bility, angry at his tendency to feel irrational guilt, and 
so on. Cases of this kind seem to be less puzzling than 
those that involve guilt or shame for occurrent emo­
tions. According to a long-standing tradition in philoso­
phy and psychotherapy, emotional dispositions, like 
other character traits, are under the control of the will. 
Once the disposition is acquired, its being triggered on 
a particular occasion may be involuntary, but its acqui­
sition in the first place was not. Aristotle, for instance, 
asserts a two-stage theory of this kind: "To the unjust 
and to the self-indulgent man it was open at the begin­
ning not to become men of this kind, and so they are 
such voluntarily; but now that they have become so it 
is not possible for them not to be so" (Nichomachean 
Ethics 1114a, 20). To the extent that the acquisition of a 
disposition was voluntary, it is not irrational to blame 
oneself for having it. Whether that extent is substantial 
or minimal is another issue, which I postpone until sec­
tion 5.2. Here I shall only note that if dispositions are 
under the control of the will of the agent and subject to 
social norms, we would expect them to be subject to 
cultural variation. 

Emotions As the Cause of Cognition 

I shall now add a final link in the chain of mechanisms 
that may produce cultural variation in occurrent emo­
tions. It turns on the capacity of emotion to modify and 
distort cognition. Figure 4.1 offers an example that in 
fact involves all three relations between emotion and 
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cognition. I assume here that the emotion of envy 
belongs to the repertoire of the group in question, that 
social norms or moral values stigmatize feelings of 
envy, and that on a given occasion the individual is 
aware that he is feeling envious. It follows that the indi­
vidual will feel a metaemotion of shame or guilt. Let 
me focus on the emotion of shame, which is generally 
agreed to be more intensely unpleasant and have 
stronger motivational power than that of guilt.30 The 
experience of envy and shame of envy may trigger vari­
ous types of reactions. The individual might simply 
shrug his mental shoulders, think about something else, 
and forget the experience. Alternatively, he might 
defuse the emotion by the cognitive strategy of focusing 
on features that make the situation of the envied person 
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less enviable. Looking at a rival, a woman might tell 
herself, ''Yes, she is beautiful now, but think how miser­
able she will be when she loses her bloom." Finally, 
the envious person might use a more virulent cognitive 
strategy: rewriting the script to persuade oneself that 
the envied person obtained his possession in an illegiti­
mate way and perhaps at the expense of the envious 
person. The man who fails to get a promotion he hoped 
for may tell himself that his rival got it through obsequi­
ous behavior and malicious talk. This new way of look­
ing at the situation triggers the intoxicating feeling of 
righteous indignation, which can be indulged in freely 
without any tinge of shame. The new emotion may also 
induce behavior, such as attempts to redress the injus­
tice or to punish the undeserving rival. 

The ability of emotion to shape cognition is, of course, 
a very general phenomenon. In the more specific mech­
anism described in figure 4.1, an emotionally modified 
cognition is capable of modifying emotion. Whether the 
mechanism is triggered depends both on the strength 
of the original emotion and on the strength of the meta­
emotion. In the case of envy, the frequency and inten­
sity with which it occurs may vary across groups. Small 
towns and villages seem to be breeding grounds for 
envy, whereas it may occur less frequently in groups 
characterized by greater anonymity and social mobil­
ity. Although envy is usually an object of disapproval, 
the condemnation can be stronger in some groups than 
in others. Contemporary Western societies are proba­
bly at one extreme on this scale. One rarely justifies 
aggressive behavior by saying "He's getting too big for 
his shoes" or "Who does he take himself for?" A more 
elaborate story is usually needed. In other societies the 
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story can be very thin indeed. Hence we would expect 
a great deal of envy whenever the conditions for the 
emotion to arise are present without there being strong 
norms against it. Conversely, envy would be rare either 
when it is repressed by strong norms or when the condi­
tions that favor it are absent. 

Justifying the Emotions 

A comparison between the ancient Greeks and modem 
Western societies may provide further insight into the 
relation between emotions and the norms condemning 
them. Among the ancient Greeks, the term of praise 
kalos was used to denote beauty as well as other forms of 
excellence; conversely, its antonym aishkros could mean 
"shameful" as well as "ugly."31 For them, "wealth and 
the achievements made possible by wealth [were] kalos, 
while poverty and the limitations which it imposes 
[were] aishkros. This is one reason why aishkros was 
sometimes applied to behavior which was not the fault 
of the agent."32 Joshua Ober cites a reference to a law 
"that forbade anyone to reproach any Athenian, male 
or female, with working in the agora,"33 which presup­
poses both a tendency to disapprove of such work and 
a tendency to disapprove of the disapproval. In our 
society, the latter is sufficient to neutralize the former, 
either because the latter is very strong or because the 
former is very weak. Among the Greeks, the relative 
strength of the two tendencies was such that a law was 
needed. 

For us as well as for the Greeks, observable achieve­
ments and appearances are grounds for approval and 
pride. There is a difference, however, in the extent to 
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which failure to meet standards of achievement and 
appearance provide grounds for blame and shame. In 
our society we do not blame people for what is outside 
their control. When we express disapproval of, and 
induce shame in, the obese and the unemployed, it is 
usually when and because we believe they could have 
been otherwise had they wanted to and tried hard 
enough. On the other hand, we do not express disap­
proval of the disfigured or the hardworking street ven­
dor. The Greeks were more consistent. In their society 
the irrational contempt for the ugly or those born poor 
was matched by an equally irrational admiration of the 
beautiful or those born rich. This difference between 
the Greeks and ourselves arises because they felt little 
shame in inducing shame in others under circumstances 
in which we would be strongly censored for doing so.34 

In this case too we may ask about the direction of 
causation between emotion and cognition. H citizens of 
modem societies believe that the obese or the unem­
ployed have only themselves to blame for their condi­
tion, the belief may derive from our need to justify our 
contempt for them rather than from impartial consider­
ation of the evidence. H we do not similarly blame the 
disfigured for their fate, one reason may be that it is 
harder to come up with a plausible story to justify a 
negative emotional reaction. H and when the concept 
of obesity becomes subsumed under that of involuntary 
disease, here too the lack of a plausible story may pre­
vent us from giving in to our spontaneous emotional 
reactions. 

This example suggests a second way in which con­
cept formation can affect emotion. Earlier I argued that 
metaemotions exist only with respect to proper emo-
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tions, and not with respect to protoemotions. Here I 
have argued that lack of an appropriate conceptual cat­
egory may prevent the metaemotion from triggering 
cognitive rewriting. We may again use envy to illustrate 
the mechanism. In addition to the transmutation of 
envy into righteous indignation illustrated in figure 4.1, 
we sometimes observe the transmutation of envy into 
bittern.ess, an emotion based on the belief that one's lack 
of fortune is undeserved.35 Although the emotion of bit­
terness is less welcome than that of indignation (which 
is based on the belief that the other's fortune is unde­
served), it is subjectively more acceptable than that of 
envy. Yet the transmutation of envy into bitterness 
depends on the ability to come up with a credible 
excuse. In our society, one can plausibly tell oneself and 
others a story that excuses the lack of fortune with a 
physical disability, but one cannot use a lazy disposi­
tion as an excuse.36 If and when genes for laziness are 
identified, we might also modify our concept of laziness 
and our notion of when the emotion of bitterness is 
appropriate. For all sorts of reasons, that's unlikely to 
happen, yet the thought experiment may still be useful. 

Summary 

I have tried to isolate some strands in the dense network 
of relations between emotion and culture. The most 
important involve the dual relation between emotions 
and social norms. On the one hand, the emotions of 
shame and contempt sustain the social norms that pre­
scribe and proscribe behavior within a specific group. 
On the other hand, occurrent emotions, emotional 
expressions, and emotional dispositions are themselves 
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subject to social norms. Another important strand 
involves relations between emotion and cognition. An 
emotion cannot be the target of a social norm unless 
it is part of the conceptual repertoire of the group in 
question. Also, causal beliefs may constrain our ability 
to justify our emotions. I have not addressed the ques­
tion of whether emotions are universal, not because I 
think_ it is unimportant, but because I do not know the 
answer. I have argued, however, that even if the con­
cept of a given emotion is not found in a given group, 
we cannot infer that the members do not experience it, 
any more than the lack of the concept of agency in a soci­
ety would allow us to infer that its members do not act. 

4.3 Culture and Addiction 

Emotions are universal, at least in the minimal sense 
that all human beings are subject to some emotions. 
Addiction, by contrast, is not a universal phenomenon. 
Although Norman Zinberg states, /1 All known societies 
(with the possible exception of earlier Eskimo cultures) 
have used intoxicants for recreational purposes,"37 this 
is not a claim about the near-universal nature of addic­
tion. Substances with an addictive potential can be and 
often are consumed nonaddictively. In some societies, 
nonaddictive use appears in fact to be the main or even 
the only form of consumption. In their classic study 
Drunken Comportment {1969), Craig MacAndrew and 
Robert Edgerton showed that in many societies, alcohol 
use has been regulated so that people could get drunk 
occasionally without turning into drunkards. 

In still other societies, consumption is what we would 
call addictive, although members of the society in ques-



Culture, Emotion, and Addiction 115 

tion do not think of it in that way. These societies exhibit 
what we may call-on an analogy with emotion-pro­
toaddiction. Only in a few societies do we find proper 
addiction, that is, both the fact and the concept of addic­
tion. Also, in societies that exhibit (what we call) addic­
tion, the substances that sustain it differ greatly. The 
explanation of these variations lies in geography as well 
as in culture. People can get addicted to nicotine, canna­
bis, cocaine, or opium only if the relevant plants are 
available. Although alcoholic beverages can be made 
under a large variety of natural conditions, spontane­
ous fermentation of sugar-containing products cannot 
occur everywhere. In the modem world, these geo­
graphical factors have obviously lost much of their 
importance. 

In the following, I shall focus on the variation in 
addictive behavior-initiation, acceleration, mainte­
nance, and relapse-that can be explained in the terms 
outlined in section 4.1 above: coordination equilibria, 
social norms, values, and cognition (beliefs and concept 
formation). My aim is not to produce a theory of addic­
tion in its relation to culture but only to point out some 
mechanisms that can help explaining cross-cultural 
variations in consumption that are not explicable in 
terms of geography. I assume throughout that the phys­
iology of addiction is the same in all groups. Although 
there are inborn racial variations in the rate at which 
different addictive substances are metabolized, they 
seem to play a relatively marginal role in explaining 
addiction.38 In any case, even if such differences exist, 
they cannot explain variations over time within a given 
population. 39 
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Coordination Equilibria 

Many forms of addictive substances are consumed in 
social isolation, especially at advanced stages. The soli­
tary drinker and the heroin-addicted doctor hide their 
addiction from the world and have no desire to con­
sume in the company of others. But many acts of con­
sumption also occur in public. They take place in the 
presence of other consumers and are causally linked to 
others' consumption. The causal link can go in either 
direction. On the one hand, addicts may seek out fellow 
addicts to persuade themselves that their behavior is 
entirely normal. The alcoholic may "rationalize the 
need by assertions that he or she drinks no more than 
his or her friends. Accordingly, alcoholics tend to spend 
their time with other drinkers."40 On the other hand, 
people who might otherwise not have consumed may 
be induced to do so by the presence of fellow con­
sumers. 

There are in fact several mechanisms by which one 
person's consumption of an addictive drug may in­
crease the likelihood of another's consumption. The 
sight of another person smoking may trigger the desire 
for a cigarette (cue-dependent craving). As noted 
above, this effect is sometimes cited as an argument for 
a ban on smoking in public. In a different mechanism, 
modeled by Karl 0. Moene, the presence of other con­
sumers enters directly into the utility function. 
Although the model seems especially plausible for alco­
hol consumption, it may illuminate the use of other 
addictive substances as well. Let D indicate consump­
tiol\ and let N indicate abstention. 
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The pleasure of consumption is represented by an individual 
utility function, v = v(x, y), where x indicates the person's 
own choice and y what the others choose. The temptation to 
drink or to take drugs is assumed to be social in character. 
Thus when the others drink the person prefers to drink as 
well, and when the others do not drink the person also prefers 
to abstain. Formally, 

v(D, D) ;> v(N, D), (a.1) 

v(N, N).> v(D, N), (a.2) 

which simply state that the individual does not like to deviate 
from what the others do. In addition, within a group of simi­
lar individuals a deviant behavior is assumed to impose a 
negative extemality on the others. All else being equal, drink­
ers would rather interact with another drinker than with a 
non-drinker; and persons who like not to drink would rather 
like to interact with other non-drinkers than with drinkers. 
Stated formally, this can be expressed as 
v(D, D) > v(D, N), . (a.3) 

v(N, N) > v(N, D). (a.4) 

The preferences indicated by (a.1 )-(a.4) are conformist in two 
ways. On the one hand (a.1) and (a.2) state that people like 
to imitate what others do. On the other hand, (a.3) and (a.4) 
state that people would like others to imitate their behavior. 41 

Moene shows that if potential drug consumers have 
conformist preferences of this kind, accidents of history 
can determine whether a society ends up in a high-use 
equilibrium or a low-use equilibrium. Beliefs and social 
norms are irrelevant for the outcome. Although con­
formism can also result from social pressure, Moene' s 
model does not rely on sanctions imposed on deviants. 
As I argued in section 4.1, however, the two varieties 
of conformism are likely to coexist. A person who, by 
not drinking, makes others feel bad may easily become 
the target of their scorn. Thus a. person who ventures 
into a bar is exposed to a triple pressure. If he has drunk 
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heavily in the past, drink may be triggered by watching 
others drink (cue dependence). In addition, his behav­
ior may be shaped by his desire to do what others do 
(preference-induced conformism) and by others taunt­
ing him to drink (norm-induced conformism). Thus 
even when a high-use coordination equilibrium emerges 
by the kind of conformism Moene describes, it may be 
sustained by several other mechanisms. 

For all these reasons, it is often recommended that 
people who want to stop drinking or smoking avoid 
places where these activities go on.42 As Moene shows, 
however, staying away from others will have costs, 
especially if a high fraction of the population engages 
in the activity. Some would-be quitters may be moti­
vated to bear the costs, others may not. One can easily 
imagine cases in which no single individual is willing 
to bear the costs in isolation, yet coordinated behavior 
by all would-be quitters would reduce the costs suffi­
ciently for all of them to be willing to bear them. Here 
the government may come to their assistance. "Polls over 
the past twenty years have consistently shown majority 
support among smokers for [restrictions on public smok­
ing]. Many smokers view limitations on smoking as a 
way to help them quit, or at least reduce their consump­
tion, and many also understand the need to control 
tobacco smoke pollution for the sake of others."43 

Social Norms 

Social norms explain a great deal of cross-cultural varia­
tion in the consumption of addictive substances, as is 
especially well brought out by considering variations in 
the use of alcohol. 44 In the following, I focus on alcohol, 
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although I shall occasionally touch on other substances 
and behaviors as well. 

In almost all known societies throughout history, 
people have used beer, wine, or liquor for nutritional, 
medical, ritual, and recreational purposes-or just to 
get drunk. Moreover, the use of these beverages is 
embedded in a very dense network of social norms and 
sanctions. There is enormous variety in drinking behav­
ior and drinking norms across cultures, at least with 
regard to moderate drinking. Alcoholics, by contrast, 
seem to be similar everywhere. "With the development 
of drunkenness and alcoholism in subpopulations, we 
observe the increase of psychic degradation and asocial 
behavior, and the loss of originality of alcohol customs 
and alcohol culture."45 

For simplicity, we may distinguish three levels of 
alcohol consumption: none (abstinence), moderate, and 
heavy. On any given occasion, heavy drinking may 
have undesirable consequences of various kinds, such 
as traffic accidents caused by drunk driving or violent 
behavior due to the disinhibiting effects of alcohol. Sus­
tained heavy drinking over time has a different range 
of undesirable consequences. Whereas some of the 
medical harms caused by regular heavy use take a long 
time to develop and may well go unnoticed altogether 
(see below}, others emerge more rapidly and are clearly 
visible. A person may drink so heavily that he is unable 
to keep his job, or his family life may go to pieces 
because of his heavy drinking. 

If social norms were invariably utilitarian (section 
4.1 ), we might expect them to be directed against heavy 
drinking that is perceived to have harmful short-term 
or long-term consequences for the drinking individual 
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or for others. There are indeed many norms of this kind. 
Some of them enjoin total abstinence. To my knowl­
edge, these norms are always linked to religion.46 Islam 
and certain Protestant sects, for instance, have absolute 
bans on alcohol. Secular norms, by contrast, often enjoin 
drinking in moderation. The Italian norm "Never drink 
between meals" has the dual effect of limiting total con­
sumption and of reducing the rate of absorption of alco­
hol into the body, thus buffering the short-term effect 
on the body. In Iceland, there are norms against drink­
ing in the presence of the children and against drinking 
on fishing trips. Again, the norms have a dual function. 
In addition to reducing total consumption, they prevent 
undesirable effects on children, and they prevent work 
accidents. 

Scandinavian countries more generally are governed 
by the following principles: "Drinking and working are 
kept strictly separate; drinking is still not integrated 
with everyday meals; and the main normative division 
tends to be one between non-drinking situations and 
situations where not only drinking but intoxication as 
well is culturally accepted."47 In these countries, there 
are also strong norms against drunken driving. Many 
countries condemn solitary drinking in private. 
According to Dwight Heath, "The solitary drinker, so 
dominant an image in relation to alcohol in the United 
States, is virtually unknown in other countries."48 Other 
countries condemn solitary drinking in public. Thus in 
Poland, "a woman who drinks alone in public may be 
regarded as a prostitute."49 

Further norms regulate consumption of alcohol by 
providing narrow definitions of socially appropriate 
occasions for heavy drinking. MacAndrew and Edger-
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ton give many examples to show how alcohol con­
sumption and its effects may be regulated and limited 
by social norms: 

In each of these societies the state of drunkenness is a state 
of societally sanctioned freedom from the otherwise enforce­
able demands that person comply with the conventional pro­
prieties. For a while-but just for a while-the rules (or, more 
accurately, some of the rules) are set aside, and the drunkard 
finds hiinself, if not beyond good and evil, at least partially 
removed from the accountability nexus in which he normally 
takes a part. In a word, drunkenness in these societies takes 
on the flavor of" time out'' from many of the otherwise imper­
ative demands of everyday life.50 

In some societies, there are norms that condemn 
heavy drinking on any occasion. Among Jews, espe­
cially in the Diaspora, drunkenness is often seen as a 

· feature of Gentiles. Similarly, "Spaniards hold a cul­
tural prejudice against intoxication, drunkenness being 
a sort of ethnic boundary attributed to outsiders. In fact, 
Spaniards derived a sense of superiority over northern 
Europeans and over the natives they ruled in their colo­
nies because of their 'civilized' attitude toward drink­
ing. In colonial Mexico, ... local Spanish officials saw 
excessive drinking as a custom that supported their 
view of Mexicans as 'perpetual minors,' incapable of 
conforming to Spanish standards of moderation."51 In 
Italy there is also a strong opprobrium attached to being 
drunk in public. The reason lies not so much in the 
harmful consequences of heavy drinking as in the fact 
that it reveals a deplorable lack of self-control. In tradi­
tional Catholic societies, excessive drinking and exces­
sive eating were both condemned as manifesting lack 
of self-control (the sin of gluttony).52 



122 Chapter 4 

Alcohol-related norms are not, however, always util­
itarian. There are norms that condemn abstinence, as 
well as norms that enjoin people to drink heavily. 
Among the Mapuche Indians of Chile, drinking alone 
is criticized, and so is abstinence; such behavior is seen 
as showing lack of trust. Traditional French culture con­
demns both the teetotaler and the drunkard. In Italy, 
distrust of abstainers is expressed in a proverb, "May 
God protect me from those who do not drink." In the 
American colonial period, abstainers were often sus­
pect (but drinking problems were infrequent). In youth 
subcultures of many countries, abstainers are subject to 
heavy pressure and ridiculing. Conversely, there are 
also many societies in which heavy drinking is socially 
prescribed. In Mexico and Nigeria, the macho qualities 
shown in the ability to drink heavily are much admired. 
In prerevolutionary Russia, excessive drinking was 
obligatory in the subculture of young officers. Among 
the Polish gentry, /1 drinking was a manifestation of an 
idle lifestyle and wealth. Heavy drinking seemed to be 
not only a right but almost a duty of a nobleman. A 
host used to urge his guests to drink heavily and felt 
offended if they refused .... Traces of these customs 
can be found in popular songs and sayings. Even today, 
Poles sing while drinking: 'And who will not drink to 
the bottom of the glass should be beaten with two 
sticks.' ... In the 1700s, special wine cups without a foot 
were invented, to force a guest to drink a full cup in one 
gulp."5.3 

When abstinence is condemned or when heavy 
drinking is socially mandatory, would-be abstainers 
may have to resort to subterfuge. In Sweden, /1 A com­
mon question is 'Do you want sherry, or are you driv-
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keep it within bounds. Since behavior is more easily 
learned and imitated than norms, one might expect 
excessive drinking when a drinking and a nondrinking 
culture meet. The excessive drinking by natives in Colo­
nial Mexico (see above), may be due to this fact. The 
same mechanism applies to Israeli Arabs: "Islam pro­
hibits alcohol consumption; the Jewish religion does 
not, but advocates moderation and warns against intox­
ication. These differences may explain why the inci­
dence of daily drinking is higher among Arab men than 
Jewish men. The Arab who consumers alcoholic bever­
ages separates himself from his religion and culture, 
and loses his social-religious support .... He does not 
know how to drink and knows little about the nature of alco­
hol. These factors can contribute to his excessive drink­
ing."58 The mechanism may also operate across 
generations. Thus according to a 1984 survey in Poland, 
"in 40% of the families, parents did not talk about alco­
hol; in only 20% were positive norms concerning drink­
ing presented .... In such a situation, most youngsters 
experiment with alcohol on their own .... The adult 
pattern is sometimes imitated at the behavioral level 
but lacks the complete normative context. The lack of 
parental impact on socialization about alcohol leaves 
the children open to the influence of popular culture, 
which often emphasizes 'wet' patterns."59 

A final comment on alcohol-related norms concerns 
their possibly counterproductive effects. Parental 
injunctions against drinking may have the opposite 
effect of the intended one, for one or several of the fol­
lowing four reasons. First, of course, young people very 
generally tend to oppose their parents. In Sri Lanka, for 
instance, "for young men, abstinence carries the impli-
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cation of being unwilling or unable to break away from 
parental authority."61> Second, the norms often convey 
the message that drinking is part of the adult world 
to which the adolescent desperately wants to belong. 
Third, people may form a desire to possess something 
simply because they are told they cannot have it ("for­
bidden fruit") or conversely, block their desire for it 
because they are told to consume it. Jack Brehm has 
investigated this phenomenon under the heading of 
"reactance."61 Fourth, deliberate attempts to induce 
shame in others often induce anger and protest behav­
ior rather than shame and avoidance behavior.62 Shame 
is the correlate of spontaneous expressions of contempt, 
not of deliberate shaming behavior. 

These are cases in which norms against drug taking 
induce drug taking in nonusers. Anti.drug norms and 
values can also sustain the behavior at more advanced 
stages. Many who are subject to chemical or behavioral 
addictions incur strong feelings of shame (due to the 
perceived violation of a social norm) or guilt (due to a 
perceived violation of a moral norm). The need to blot 
out the awareness that one is making a mess of one's life 
can then be an important factor sustaining the behavior. 
The mechanism plays a role in sustaining not only alco­
holism, 63 but also overeating, 64 compulsive shopping, 6.5 

and compulsive gambling, 66 but not, it seems, in main­
taining smoking behavior or heroin and cocaine abuse. 
Yet a similar mechanism has been identified as 
important in nicotine relapse. In the face of guilt induced 
by abstinence violation, "the individual is likely to 
resort to an old and familiar coping response­
smoking."67 
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Cognition 

The role of beliefs and concept formation in addiction 
is very important. Many of the social norms cited above, 
for instance, are intertwined with various beliefs about 
the effects of consumption. Again, alcohol will be my 
primary example, although I shall also refer to other 
addictive substances. 

The modem concept of alcohol, which includes beer, 
cider, wine, and liquor, has not existed in all societies. 
Even in societies where all these beverages were con­
sumed, they are not necessarily conceptualized 
together as" alcohol." "For over 30 percent of Poles, an 
abstainer is a person who may consume beer or wine 
but does not drink vodka.''68 In French, ''l'alcool refers 
to a chemical substance contained in liquids obtained 
by fermentation, including good wine, that may cause 
intoxication. Les alcools refers exclusively to the product 
of distillation, perceived as more chemical, more 
'industrial', and less 'natural'."69 More generally, for 
people in the Mediterranean countries, wine has tradi­
tionally been a nutrient with "intoxicating side 
effects."70 

The use of alcoholic beverages may be linked to vari­
ous beliefs about their effects. "In Nigeria, as in most 
African countries, alcohol is considered food, a neces­
sary nutrient richin vitamins, a stimulant, a disinfectant 
necessary to the body to fight against cold, fear, weari­
ness and intrusive microbes .... Alcohol is justifiedly 
considered a nutrient because Nigerian palm wine is 
reported to contain 145 milligrams of ascorbic acid and 
100 grams of vitamin C per serving."71 In Italy too "wine 
is seen as nourishment. In the past, the nutritional 
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aspects were particularly relevant in the alimentation 
of the lower classes, whose poor diet needed precisely 
those extra calories thatwine could provide."72 Alcohol 
has also been used for its superior hygienic properties. 
In the English Middle Ages, "alcoholic drinks were 
often safer to consume than water or milk, given the 
sanitary conditions of the time."73 In contemporary 
rural Mexico, "good drinking water is less easily acces­
sible than alcohol."74 One may always ask, however, 
whether the nutritional aspects of alcohol identified by 
modem observers are perceived by the consumers. 
Alcohol might simply have "nutritional side effects" 
while being consumed for its intoxicating properties. 

Alcohol use and alcoholism can be iatrogenic when 
beer, wine, or liquor are taken or prescribed for their 
(alleged) medicinal properties. ''The amount of wine 
used for therapeutic purposes in the hospitals of pre­
revolutionary Russia exceeded its consumption per 
capita in the healthy population. The problems of alco­
hol therapy were most dramatic in pediatric practice; 
it often was the doctor who gave children their first 
wine."75 In Nigeria, "there is a general belief that alco­
hol can relieve stomach problems .... Specifically, it is 
generally believed that Guinness stout ... can cure dys­
entery."76 In France, well into the 1900s it was actually 
thought wine could be used to cure alcoholism.71 In 
French "medical lore from the 1500s to the 1700s, get­
ting drunk was treated as a means of purging the 
body."78 

As these examples show, many beliefs about the ben­
efits of alcohol are false or dubious. People have also 
formed various false beliefs about the harmful proper­
ties of alcohol and other substances. The great 
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"absinthe scare'' provides an example.79 There is no sci­
entific basis for believing that this drink, which remains 
forbidden in all European countries except Great Brit­
ain, has any damaging long-term effects over and above 
those caused by its ethanol content. According to Jean­
Charles Sournia, /1 one blamed the absinthe so that one 
would not have to blame alcohol."80 There are several 
other cases in which the perception of long-term dam­
age has been overstated, even wildly exaggerated. 
Zinberg notes, /1 Although many controlled users feel 
that heroin can be used moderately, they regard it as 
more rapidly addicting than is warranted by the phar­
macology of the drug. This attitude, of course, is under­
standable in view of the prevailing myths about 
heroin's power as well as the exposure of controlled 
users to addicts who have succumbed to the drug."81 

For further examples, consider the Victorian writer 
who described the long-term effects of coffee as follows: 
"The sufferer is tremulous and loses his self-command; 
he is subject to fits of agitation and depression. He has 
a haggard appearance. As with other such agents, a 
renewed dose of the poison gives temporary relief, but 
at the cost of future misery." He describes the effects of 
tea in equally dramatic terms: "An hour or two after 
breakfast at which tea has been taken a grievous sinking 
feeling may seize upon the sufferer so that to speak is 
an effort. The speech may become weak and vague. By 
miseries such as these, the best years of life may be 
spoilt."82 Many beliefs about short-term harms are 
equally unfounded. Thus MacAndrew and Edgerton 
document, on the one hand, that many modem writers 
argue that heavy drinking always causes disinhibition 
and loss of control, and on the other, that in many socie-
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ties people do in fact drink heavily without any such 
consequences. 83 

Conversely, harmful drugs may be seen as harm.less. 
Whereas the misperception of short-term harm is 
unlikely, long-term damage may well go unnoticed. In 
some cases, it may essentially be unnoticeable. Asking 
why the skilled clinicians of antiquity failed to notice 
the organic lesions caused by alcohol, Sournia answers 
that the failure was "linked to the average life span of 
people at the time, probably about forty years. Cirrhosis 
of the liver, lesions of the pancreas and alcohol-induced 
cancers take several decades of intoxication before they 
manifest themselves, and even though some persons 
may be affected at a younger age the number of clinical 
cases was probably too small to attract the attention 
of doctors."84 In other cases, the causal link is finally 
uncovered, but only with some delay. Thus the rapid 
increase in lung cancers between 1920 and 1950 was 
initially imputed to pollution rather than to the true 
culprit, smoking.85 These examples concern only 
organic damage. There is much less uncertainty or igno­
rance attached to the often disastrous long-term effect 
of alcohol, heroin abuse, or compulsive gambling on 
the addict' s financial and social situation. The addict 
himself may deny or deceive himself about these 
effects, but observers are unlikely to do so. 

A particularly important set of beliefs is the idea that 
a given substance is addictive. Once a behavioral pat­
tern is conceptualized as an addiction.. with the con­
comitant causal beliefs, it may change dramatically. An 
especially important belief is that addiction is, if not 
irresistible, at least very hard to resist, almost 
amounting to compulsive desire. (For the accuracy of 
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this belief, see section 5.3 below.) Hence to the causal 
beliefs about the effects of drug taking on the addict' s 
body and socioeconomic status, we must add causal 
beliefs about the effect of addiction on his will, more 
specifically, on his ability to quit. Two opposite beliefs 
about this effect may have the same impact on behavior. 
Some addicts use their (usually self-deceptive) belief 
that they can quit at any time as an excuse for not quit­
ting. Others use their (equally self-deceptive) belief that 
they are unable to quit as an excuse for not quitting. 
The belief that one is addicted may reinforce the addic­
tion by the mechanism of dissonance reduction. Often 
this mechanism will lead addicts either to deny that 
they are addicted or to deny that addiction is harmful. 86 

While removing any motivation to change, these out­
comes of dissonance reduction do not actually entrench 
the habit. In a third scenario, however, 

counter-attitudinal behaviour (e.g., continued smoking in 
spite of acknowledgement of dangers to health) is not neces­
sarily dissonance-arousing for individuals who see their 
behaviour as beyond their voluntary control (e.g., who say 
"I can't help myself"), or who selectively reduce their self­
esteem (e.g., who say "I haven't the will-power"). In terms 
of this interpretation, "dissonant" smokers are not in a state 
of unresolved dissonance, once they label themselves as 
addicted. It may well be, then, that many smokers are moti­
vated to see themselves as addicts .... As more smokers come 
to acknowledge the health risks of smoking, it is to be 
expected that they will become non-smokers or, more proba­
bly, that they will seek extra justification for their continued 
behaviour. To label smoking as an addiction provides such 
a justification, and hence, in our view, this is not a theme 

· that should be incorporated in health education aimed at the 
established smoker.87 
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The concept of addiction, with the concomitant belief 
that the craving for the drug is nearly irresistible, is 
relatively modem. Before 1800, what we would call 
alcoholism was often perceived as a form of excessive 
behavior or gluttony.88 It was a vice, not a condition. In 
reality, of course, heavy drinkers were addicted. They 
went to great lengths to find the next drink, looked for 
a drink the first thing in the morning, died from cirrho­
sis of the liver, and so on. They just didn't know they 
were addicted, any more than a young Tahitian whose 
girlfriend has left him knows that he is depressed. 
According to Harry Levine, the man responsible for the 
"discovery of addiction" was Benjamin Rush 
(1746-1813). "Rush's contribution to a new model of 
habitual drunkenness was fourfold: First, he identified 
the causal agent-spirituous liquors; second, he clearly 
described the drunkard's condition as loss of control 
over drinking behavior-as compulsive activity; third, 
he declared the condition to be a disease; and fourth, 
he prescribed total abstinence as the only way to cure 
the drunkard."89 Levine adds, 

I do not mean to imply that some new style of drinking 
emerged which had not existed before and which was then 
labeled addiction. Colonial society could show as great a vari­
ety of styles of habitual drunkenness as the 19th century. 
Further, some alcoholism experts have read descriptions of 
drunkards as far back as ancient Greece and concluded that 
the drinking pattern they identify with alcoholism existed 
then. What was new in the 19th century was the legitimacy 
of a particular way of interpreting the experience and behav­
ior of drunkards. In colonial society there may have been 
isolated individuals who felt "overwhelmed" by their 
desires for drink, but there was no socially legitimate vocabu­
lary for organizing the experience and for talking about it; it 
remained an inchoate and extremely private experience. In 
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the 19th century the drunkard's experience was so familiar 
it became stereotyped.90 

Prior to 1800, there existed what we may call protoal­
coholism easily recognized by modern observers but not 
conceptualized as such by those who were subject to it 
and those around them. As in the analogous case of the 
emotions, when the phenomenon was conceptualized, 
it was also transformed. The idea that an alcohol addict 
can be cured only by total abstinence, for instance, 
entails a modification of the temporal pattern of drink­
ing, with periods of abstinence alternating with 
bingeing. Once the would-be-reformed alcoholic has 
had one drink, the belief that it will inevitably bring 
about total relapse becomes self-fulfilling. Conversely, 
of course, that very same belief may also prevent him 
from taking the first drink. The belief can change behav­
ior for the better or for the worse.91 

More generally, attempts to quit an addiction presup­
poses the concept of addiction. As we shall see in sec­
tion 5.3, addicts deploy a number of complicated 
strategies to remain abstinent or, sometimes, to con­
sume in moderate amounts. They know, or believe, that 
they cannot simply decide to quit and then implement 
their decision. One might think that this belief is due to 
experience. Many addicts try the naive strategy of "just 
quitting" before they learn that more sophisticated 
techniques are needed. In my opinio~ however, the 
belief is simply part of modern culture. What an addict 
learns in his failed attempts to quit is that he is what his 
culture labels an addict. To be addicted is to be unable 
to "just quit." 

Other people too treat the modern alcoholic or nico­
tine addict differently from how they treated the drunk-
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ardor inveterate smoker of earlier times. The argument 
referred to above-that people should be prevented 
from smoking in public to remove cues from smokers 
who want to quit-presupposes that nicotine addiction 
is a disease of the will. More important, the modem 
concept of addiction may give rise to iatrogenic forms of 
the condition, as suggested by the following passages: 

It has generally been assumed by alcoholism treatment 
personnel in most industrialized countries that the disease­
labeling process and the alcoholic's concomitant acceptance 
of the "sick" role would facilitate treatment and potentiate 
the chances of rehabilitation. Some writers ... , however, 
question the utility of indiscrlininate application of the dis­
ease label, not only because it may not be appropriate for all 
varieties of alcohol-related problems, but also because it may 
influence the very behavior it attempts to describe. This could 
come about ... by altering the cognitive expectancies held by 
alcoholics and by those in their immediate social environ­
ment, such that the drink.er no longer is seen as responsible 
for his or her behavior. In this view, loss of control over drink­
ing may result more from lea.med expectations than from 
physical predispositions, and chronic alcoholism more from 
a dependency role than from physiological dependence. 

Another source of influence on alcoholics is the treatment 
process itself, since a major goal of treatment, especially in 
the U.S., is to convince the alcoholic of the validity of the 
disease concept, and to remove the personal stigma associ­
ated with the negative stereotype of the alcoholic.92 

Summary 

The interaction of social norms and causal beliefs about 
addictive substances explains a great deal of the varia­
tion in drug use across societies. Some of the norms 
are presumably directly induced by the beliefs. Norms 
against consuming in excess or on inappropriate occa-



134 Chapter 4 

sions tend to target behavior believed to have adverse 
consequences. Other norms are more puzzling. Rather 
than steering the individual away from excess, they 
drive him away from abstention and may even direct 
him toward excess. 

There is a core of truth in the idea that addiction is 
"all in the mind." To some extent, it doesn't matter 
whether a substance or behavioral pattern is actually 
addictive, as long as people believe it is. Also, many 
effects of addictive drugs are heavily shaped by expec­
tations. In a typical tw~by-two design, where subjects 
are either given the real drug (alcohol or nicotine) or a 
placebo, and are told either that they are given the real 
drug or given the placebo, some effects of the drug are 
more pronounced when they are given a placebo and 
told it's the drug than when they receive the drug and 
are told it's a placebo. 

Yet these effects do not imply that culture is all­
powerful in shaping addiction. Addiction is in the body 
as well as in the mind. The power of expectations to 
shape consumption experience is probably less than 
what was once believed. Many effects of" alcohol myo­
pia" are not produced with placebos.93 Smokers who 
are given cigarettes with lower nicotine content adjust 
their consumption upward after a while.94 Social or 
moral norms may stop an addict from going on a binge 
of drinking, gambling, or crack using, but once a binge 
has begun, they are less effective in preventing him 
from going on until he collapses. Even though a pr~ 
toaddiction may change dramatically once it is trans­
formed into proper addiction,, it can also have a 
powerful influence on behavior at the preconceptual­
ized stage. 



5 Choice, Emotion, 
and Addiction 

5.1 The Concept of Choke 

I shall discuss three levels of intentional action. First, 
there is" action without choice" -deliberate action that 
is insensitive to changes in the reward structure. Next, 
there is action based on "minimal choice" -deliberate 
action that can be modified by changes in the reward 
structure. Finally, there is the more complex idea of 
"rational choice" -deliberate action that stands in the 
right kind of relation to the desires, beliefs, and infor­
mation sets of the agent. Although I shall argue that the 
concept of action without choice is a coherent one, it 
may be difficult to decide whether and when it is 
instantiated. By contrast, the concepts of minimal and 
rational choice are frequently instantiated. 

Action without Choice 

Ability to choose implies, minimally, sensitivity to 
expected rewards and punishments ("reward sensitiv­
ity" for short). Suppose that an agent has two feasible 
options, a and b, and does a. For that action to be the 
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result of a choice, there must exist some modification 
of the rewards associated with a, b, or both that would 
have caused b to be performed. Thus if the agent does 
a even when he has information that would allow him 
to infer that the outcome will be disastrous compared 
to the consequences of b, we might question whether 
the action is the result of a choice. Imagine a person in 
a lifeboat whose horrible thirst causes him to drink sea 
water. Although he does not know that the sea water 
will cause him to die much more quickly than if he had 
abstained, we may stipulate that even if he had been 
in a position to know, he would have been unable to 
abstain. In that case, we might want to say that his 
desire was "irresistible" and that he "had no choice." 

Note that when the castaway drinks, it is unambigu­
ously a voluntary action-a deliberate bodily move­
ment for the purpose of obtaining some goal. It is 
neither a piece of reflex behavior nor a mere event, as 
when a person falls asleep while driving. It is also more 
than what we might call a quasi action, as when a per­
son finally gives in to an urge to urinate. Although a 
quasi action is preceded by some kind of mental assent, 
it is not an action in the sense defined above. The deci­
sion not to resist an urge of the body is not a movement 
of the body. (The urinating might also be a mere event if 
the person resisted until the very end.) Yet even though 
drinking the sea water is an action, it is at least arguable 
that it is the result not of a choice but of an "irresistible 
desire" to drink. 

Gary Watson has recently discussed the claim that 
desires can be "irresistible," "compulsive," or "over­
powering." He begins with an example of interpersonal 
compulsion: the bouncer who compels me to leave the 
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room by literally picking me up and tossing me into the 
alley. He then goes on to ask, "Could I have a relation 
to (some of} my own desires that is sufficiently parallel 
to my relation to the bouncer's intentions to warrant 
non-metaphorical talk of compulsion?"1 By and large, 
his answer is negative. Before I proceed to discuss his 
argument, I shall mention an objection he makes to the 
use of reward sensitivity as a criterion for choice. To 
combine my example and one of his examples, suppose 
that the only access to the sea water is through a pack 
of rats, to which the castaway has a phobic aversion. In 
that case, he might abstain from choosing the disastrous 
option. As Watson observes, the scenario "shows that 
no test of compulsion in terms of susceptibility to deter­
rent incentives will work without somehow ensuring 
that the motivation in the counterfactual scenario is not 
compulsive."2 He does not discuss, however, how one 
might ensure the condition of noncompulsiveness. 
Below I suggest a test that will at least yield sufficient 
conditions. 

Watson first observes that in paradigmatic cases of 
external compulsion, the agent is unable to resist a force 
or pressure even if he does his utmost to do so. Yet 
being unable to resist a strong desire is not analogous 
to being unable to resist the force of a boulder or that 
of a bursting bladder: 

Unlike external obstacles (or internal pressures), motiva­
tional obstacles work in part not by defeating one's best 
efforts, but by leading one not to try. One's behavior is in 
an important sense voluntary. That is the crucial difference 
between the mass of the boulder and the motivational" force" 
of a desire. The mass of the boulder can overpower me by 
bypassing my will, whereas desire cannot. Being overpow­
ered by the hunk of stone means that full unambivalent use 
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of one's powers is insufficient to resist its force. Being 
defeated by a desire means that one's capacities to resist are 
not unambivalently deployed.3 

He concludes that the apparently irresistible desires 
of addicts are best described by saying that they "have 
great difficulty in bringing reason effectively to bear on 
their choices in a certain region of deliberation, at least 
under some circumstances. This point places the 
emphasis on the corruption of practical reason rather 
than on the power of addictive desire. We are not so 
much overpowered by brute force as seduced."4 I might 
add, following the discu.ssion of addiction and cogni­
tive dissonance in section 4.3 above, that the seduction 
operates in part through the belief that the desire is 
overpowering, so that any resistance will be fruitless. 

I return to the case of addiction later in this chapter. 
Here I want to ask whether Watson's argument refutes 
the idea of an irresistible desire or, more precisely, the 
idea that some voluntary actions are reward-insensi­
tive. I do not think it does {and it may not be intended 
to do so). The'' corruption of practical reas6n'' to which 
he refers may in fact have the effect of disabling the 
agent from paying attention to alternative actions and 
to long-term consequences of the action favored by the 
putative compulsive desire. The only thought in his 
mind is that an urgent discomfort will be relieved by 
taking a certain action, for example, by drinking sea 
water. If the effect of a desire or a craving is to make 
some options and consequences disappear from the 
cognitive horizon of the agent, there is a real sense in 
which he "has no choice.'' The agent is like a horse with 
blinkers, unable to detect, and hence to react to, dangers 
coming from outside his narrow field of attention. 
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I believe that this is a coherent conceptual account of 
nonchoice-based voluntary action. Whether and when 
it is instantiated is another matter. Later I discuss 
whether emotions or addictive cravings have the capac­
ity to blot out awareness of options and consequences 
in this way. Although I have never been desperately 
thirsty, I imagine that the condition could well have this 
effect. Other forms of acute pain may induce a similar 
shrinking of the cognitive field. 

One might, however, propose an alternative account 
in terms of a temporarily enhanced rate of time discounting. 
On this analysis, the agent would have full cognitive 
awareness of alternatives and consequences but simply 
attach less weight to them in his decisions. Rather than 
being totally insensitive to rewards, he would only be 
less sensitive to temporally distant rewards. If the bad 
consequences of the favored action were sufficiently 
magnified or moved forward in time, he would resist 
the desire to perform it. 

In many cases, the analysis in terms of time dis­
counting is certainly on target. I do not see how, in the 
present state of research,. one could determine whether 
it is always adequate. For any apparently reward-insen­
sitive action one could always argue that if the bad con­
sequences were moved forwards in time so as to occur 
very shortly after the desired consequences, it would 
not be performed. To refute any counterexample to the 
time-discounting account, its defenders could always 
assert that the consequences simply have not been 
moved sufficiently close to the action. The issue could 
probably only be decided by neurophysiological evi­
dence, which will not be forthcoming soon. To identify 
the neurophysiological substrate of complex beliefs 
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about the consequences of behavior seems far beyond 
anything we can envisage today. Hence I propose that 
we characterize behavior as reward-insensitive if cur­
rent experimental techniques cannot show the contrary. 

Minimal Choice 

As Watson argues, the fact that an action is sensitive to 
rewards does not in itself prove that it is the result of a 
deliberate choice among alternatives on the basis of 
their expected consequences. If the compulsive thirst of 
the castaway is conquered by an even stronger compul­
sive fear of rats, it would be misleading to say that he 
chooses not to drink. Yet there are, of course, many stan­
dard cases in which reward sensitivity takes the form 
of deliberate choice. That choice need not, however, be 
rational. There are cases of "minimal choice," defined 
as reward-sensitive choice, that are not instances of ratio­
nal choice. 

To clarify this statement, I will try to provide explicit 
definitions of reward-sensitive choice and of rational 
choice. Consider first the idea of reward-sensitive 
choice. Suppose as above that the agent is faced with 
two feasible options, a and b, and does a. Imagine, more­
over, a series of thought experiments in which the agent 
is faced with options a and b11 a and b21 a and b31 ••• , 

where bi is b augmented with i dollars. If there exists an 
n such that for all i < n the agent does a rather than b;; 
whereas for all i > n the agent does b1 rather than a, the 
initial action was due to a reward-sensitive choice; if 
there is no such n, it was not. This test presupposes, 
controversially, that there is a trade-off between money 
and all other goods. If the utility of money has an upper 
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bound or if some other good is viewed as lexicographi­
cally superior to money, this will not be the case. The 
test yields sufficient conditions, but they are not neces­
sary. I believe that similar problems would arise for any 
attempt to define the idea of reward-sensitive choice in 
purely behavioral terms. Although we know intuitively 
what it means to choose on the basis of expected 
rewards, there are so many different kinds of rewards 
that can motivate an agent that no single test will work 
for all of them. Once we know what motivates an agent, 
we can design a test, but in that case we would not need 
it. 

Rational Choice 

The proposition that an action is based on rational choice 
is even more difficult to establish on the basis on direct 
behavioral criteria. As will be explained in a moment, 
for an action to be rational it has to stand in specific 
relations to the desires, beliefs, and information sets of 
the agent. To impute these mental states to him, we 
must rely on behavioral evidence, including verbal 
behavior. Yet to take the step from behavior to mental 
states, we must also assume that the agent is by and 
large rational.5 Without that assumption,. we would be 
at a total loss. When we know, for instance, that an agent 
is in possession of certain bits of information, we auto­
matically inferthat he holds the belief that they warrant, 
but only because we assume, in an equally automatic 
way, that he is rational. Assuming that he holds the 
belief, we can then proceed to assess a particular piece 
of behavior as rational or irrational. Alternatively, we 
may assume that the behavior was rational, impute to 
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him the beliefs that would make it rational, and then 
assess those beliefs as rational or irrational in light of his 
information.6 The choice between these two procedures 
depends (among other things) on their outcomes. If the 
first procedure makes his behavior appear grossly irra­
tional and the second makes his beliefs appear mildly 
irrational, we prefer the latter.7 Oearly, these are mat­
ters of interpretation that cannot be reduced to a 
mechanical test. 

The basic model of rational choice is set out in figure 
5.1. Here the arrows have both a causal interpretation 
and a normative one. A rational action, for instance, is 
one that is both caused by the desires and beliefs of 
the agents and optimal in the light of these desires and 
beliefs. The blocked arrow, about which more later, 
indicates a causal link that is proscribed on normative 
grounds. 

The model involves three distinct levels of opti­
mality. First, for an action to be rational, it has to be the 
best means of satisfying the desires of the agent, given 
his beliefs. In itself, this is a very weak requirement. If 
I want to kill a person and I believe that the best way 
of doing so is to make a doll representing him and stiCk 
a pin through it, then according to this weak definition 
I act rationally if I make the doll and pierce it with a 
pin. We would hardly be satisfied with this conclusion, 
however, not because my homicidal desire is irrational 
(it may be immoral, but that is another matter), but 
because my belief is transparently ill-founded. 

Second, therefore, we need to stipulate that the 
beliefs themselves are rational, in the sense of being 
grounded in the information available to the agent 
These may be beliefs about factual matters or about gen-
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Figure 5.1 
Basic model of rational choice. 

eral lawlike connections. In particular, they will include 
beliefs about the opportunities available to the agent. In 
fact, rational-choice theory is often stated in terms of 
desires and opportunities rather than desires and 
beliefs. In that "reduced" version.. the theory says that 
a rational agent chooses the most-preferred element in 
his opportunity set. Sometimes this formulation is ade­
quate enough. For some purposes, rational-choice the­
ory can be summarized by saying that people do as well 
as they can. In general, however, we need to take account 
of the fact that the full set of objective opportunities 
available to the agent may not be known to him. Today, 
for instance, governments do not really know whether 
it is possible to develop commercially viable fusion 
power. Or, to take a more mundane example, a motorist 
arriving in an unknown city without a map will not 
know the full set of paths that will take him through it. 
Applied to this situation, the theory says that people do 
as well as they believe they can. 

In such cases, the agent must use whatever informa­
tion he has to form some belief or subjective estimate 
of the alternatives. The fact that it is subjective does not 
in itself detract from its rationality. On the contrary, the 
concept of rationality is subjective through and through.8 To 
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be rational does not mean that one is invariably success­
ful in realizing one's aims; it means only that one has 
no reason, after the fact, to think that one should have 
acted differently. Nor does a rational belief have to be 
true; it must only be well grounded in the available 
information. Beliefs are rational if they are formed by 
procedures that (are believed to) produce more true 
beliefs in the long run than any alternative procedure, 
but on any particular occasion the belief thus formed 
may not correspond to the facts. Beliefs are irrational 
when they are shaped by distorting influences of vari­
ous kinds. Some of these.are more in the nature of mis­
takes, as when people fail to observe simple principles 
of statistical inference. Others, however, belong to the 
category of motivated irrationality, as when the adding­
up errors made by a salesman systematically (although 
nonintentionally) work out to his favor. 

However, a belief is not made rational simply by 
being well grounded in the available information. If the 
motorist is in a hurry, he should perhaps buy a map to 
acquire more information about the feasible paths. At 
the third level of optimality, therefore, the agent should 
acquire an optimal amount of information, or more 
accurately, invest an optimal amount of time, energy, 
and money in gathering such information. Clearly, it 
will often be irrational not to invest any time in collect­
ing information. If one is buying a house or a car, one 
should compare several options and investigate each of 
them in some depth. Equally clearly, there are occasions 
when there is a danger of gathering too much informa­
tion. If a doctor makes too many tests before deciding 
on treatment, the patient may die under his hands. A 
general who insists on accurate information about the 
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enemy's movement before attacking can easily be taken 
by surprise. In between these extremes, there exists an 
optimal level of search, a "golden mean." Whether one 
can know where this optimum is located is another mat­
ter, which I shall not discuss here.9 

At any given time, an individual will have certain 
beliefs about the costs and value of acquiring new infor­
mation. What he does must be assessed in the light of 
those beliefs, not in the light of what an external 
observer might deem optimal. The eye cannot see far­
ther than its horizon. We can, therefore, give a third and 
final statement of rational-choice theory: the principle 
that people make the most out of what they have, including 
their beliefs and their preferences. The radically subjec­
tive implications of this idea are discussed below. 

As shown in figure 5.1, there are several factors that 
determine the amount of information that a rational 
agent will gather. The agent's beliefs about the expected 
costs and expected value of gathering the information 
will obviously matter. His desires, that is, how 
important the decision is to him, will also enter into the 
calculus. Indirectly, therefore, the desires of the agents 
will enter into the process of belief formation. The 
blocked arrow from desires to beliefs in figure 5.1 is 
intended to indicate that a direct influence, as in wishful 
thinking, is inadmissible. Although Hume said, "Rea­
son is, and ought only to be the slave of the passions,"16 

he did not mean that passion should be allowed to set 
itself up as an arbitrary tyrant. Even a slave needs some 
independence to serve his master well; beliefs born of 
passion serve passion badly .11 

Let me make two remarks to underline the subjective 
nature of rationality. To anticipate section 5.3 below, 
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consider first drug addiction. One reason that addiction 
can be rational in Gary Becker's model of addiction is 
the low weight that addicts place on future gratifica­
tions compared to present ones. That weight-ex­
pressed in the rate of time discounting-is not itself 
subject to rational assessment. A time preference is just 
another preference. Some like chocolate ice cream, 
whereas others have a taste for vanilla: this is just a 
brute fact, and it would be absurd to say that one prefer­
ence is more rational than the other. Similarly, it is just 
a brute fact that some like the present, whereas others 
have a taste for the future. If a person discounts the 
future very heavily, consuming an addictive substance 
may, for that person, be a form of rational behavior. 

The argument may seem counterintuitive. I believe, 
however, that if we want to explain behavior on the 
bare assumption that people make the most out of what 
they have, the idea is exactly right. If some individuals 
have the bad luck to be born with genes, or be exposed 
to external influences, that make them discount the 
future heavily, behavior with long-term self-destruc­
tive consequences may, for them, be their best option. 
We cannot expect them to take steps to reduce their rate 
of time discounting, because to want to be motivated 
by long-term concerns ipso facto is to be motivated by 
long-term concems.12 To be sure, addicts have no reason 
to discount the future heavily. The date at which a good 
becomes available does not in itself constitute a reason 
for wanting or preferring it. If we disregard such facts 
as that we know that but not when we shall die and 
that we will enjoy things less when we grow old, any 
year is as good as any other. Yet the lack of reasons for 
discounting the future does not detract from the explan­
atory power of discounting.13 
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A different issue is whether changes in the rate of dis­
counting may be viewed as irrational. If, under the 
influence of some visceral factor {pain, emotion, crav­
ings, thirst), the agent pays reduced attention to the 
long-term consequences of present choice, this effect 
may come about in two ways. On the one hand, these 
consequences might simply not be present on his cogni­
tive horizon; on the other, they might be present but 
devalued in comparison with short-term rewards. On 
virtually any account of rationality, the former phe­
nomenon would be an instance of irrationality. It seems 
somewhat arbitrary, then, to refrain from using the 
same label for the latter. For some writers, in fact, dis­
counting means that distant prospects lose some of the 
cognitive vividness by virtue of which they can moti­
vate behavior in the present.14 These are subtle matters, 
and our vocabulary for dealing with them is inade­
quate. I am inclined to say, nevertheless, that any viscer­
ally induced and behaviorally manifested disregard for 
the future is a sign of irrationality, regardless of the 
exact mechanism by which the effect is produced. 

Consider next belief formation. Gerry Mackie argues, 

Women who practice infibulation [a form of female genital 
mutilation] are caught in a belief trap. The Bambara of Mali 
believe that the clitoris will kill a man if it comes in contact 
with the penis during intercourse. In Nigeria, some groups 
believe that if a baby's head touches the clitoris during deliv­
ery, the baby will die. I call these self-enforcing beliefs: a belief 
that cannot be revised, because the believed costs of testing the 
belief are too high.15 · 

If a person has the bad luck of growing up in a society 
in which these second-order beliefs about the cost of 
testing first-order beliefs are widely held, he will not be 
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able to escape the belief trap. Although behavior based 
on these beliefs may look strange to an outside 
observer, it is perfectly rational. 

The idea of a belief trap can be generalized to cover 
situations in which agents lack beliefs about the 
expected costs and benefits of gathering information 
relevant to their first-order beliefs and beliefs about the 
expected costs and benefits of gathering information 
relevant to their second-order beliefs, etc. A person 
arriving in a foreign country with mistaken precon­
ceived notions about how it works might be prevented 
by these very notions from finding out how it really 
works. 

Clearly, minimal choice need not be rational. In fact, 
minimal choice is consistent with irrationality at each 
of the three levels of optimization shown in figure 5.1. 
A person may be sensitive to the expected rewards from 
action even if the expectations are formed in an irratio­
nal manner or based on suboptimal investment in infor­
mation. Moreover, reward sensitivity is consistent with 
failure to choose the best means to realize one's desires, 
given one's beliefs. Suppose that a person is tempted to 
embezzle money from his firm, although he believes 
that all things considered, it is more prudent to abstain. 
We may imagine that he sticks to his decision until, one 
day, he finds himself in a position to embezzle a very 
large amount. He continues to believe that all things 
considered, he should not do it, but the temptation is 
now so strong that it overrides his all-things-considered 
judgment. By construction, he is both reward-sensitive 
and akratic: he conforms to the canons of minimal 
choice, but not to those of rational choice. 
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Summary 

Bodily movements can be classified along a spectrum. 
At one extreme are the reflex behaviors that do not 
involve cognition at all. At the other extreme we find 
actions produced by deliberate rational choice that sat­
isfies the three optimality conditions that I stated above. 
Whereas most will admit that there is at least one inter­
mediate category, I have argued that there may be two 
distinct such categories. Ooser to the first end of the 
spectrum we find behavior that is intentional but 
reward-insensitive. AlthQugh hard evidence for such 
behavior may be difficult to find, I do not believe the 
possibility can be excluded. Closer to the other end we 
find behavior that is reward-sensitive but not rational. 
This case is much less controversial. In the intermediate 
cases, visceral states such as pain, thirst, emotions, and 
addictive cravings can play an important role. 

5.2 Choice and Emotion 

The relation between choice and emotion is threefold. 
First, can we choose our emotions? Second, how do 
emotions affect the rationality of choice? Third, when 
emotion and interest pull us in different reactions, how 
do they interact to produce choice? 

Choosing Emotions 

As I said in section 3.3 above, I believe that the occur­
rence of emotions is basically unbidden. Not only do we 
not choose (minimally or rationally) to have emotions; 
emotions are not even actions. There are, to be sure, 
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writers who have argued the opposite. Both Jean-Paul 
Sartre and Roy Schafer claim, hom different premises 
and probably with different meanings in mind, that 
emotions are chosen.16 Richard Solomon has even 
argued that emotions are rationally chosen. "Every emo­
tion is a subjective strategy for the maximization of per­
sonal dignity and seH-esteem."17 For instance, anger 
promotes self-esteem because it is always tinged with 
sell-righteousness, except when it is directed against 
oneself, as in guilt.18 The latter emotion contributes to 
self-esteem because "the ability to admit and atone for 
our mistakes is ... essential to wisdom and personal 
dignity." And so on, down a list of some thirty-odd 
emotions. Elsewhere I offer a range of arguments against 
these views, 19 and I shall not repeat them here. In my 
opinion, there is no doubt that common sense has got it 
right: emotions are involuntarily undergone rather than 
consciously chosen, events rather than actions. 

That being said, there are a number of marginal and 
indirect senses in which emotions are under the control 
of the will. These techniques all presuppose that we are 
dealing with proper emotions rather than with proto­
emotions section {4.2). This statement may not be rigor­
ously true. When an emotion is misdiagnosed {as when 
depression is mistaken for fatigue) rather than unac­
knowledged (as when an angry person is unaware of 
being in any kind of special state), the agent might be 
motivated and able to affect it. Yet the practical impor­
tance of this qualification is limited. At least in the cases 
that I have come across, attempts to control an emotion 
presuppose awareness of the emotion as such. 

First, rather than choosing directly to have (or not to 
have) certain emotions, one may choose situations in 
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which they will predictably be produced (or predict­
ably not be produced). One of Solomon's examples 
actually points in this direction. He offers the vignette 
of'' a woman [who] continues to patronize a shop which 
she knows has cheated her [because] her small losses 
are more than compensated for by the self-righteous 
satisfaction of her continuing indignation."20 Rather 
than supporting his theoretical argument, however, the 
story directly undermines it. It suggests that the woman 
chooses to get into a certain situation because it predict­
ably-that is, independently of her will-generates the 
gratifying emotion of indignation. 

The negative version of this strategy-avoiding cer­
tain situations to avoid the emotions they would pro­
duce-is common and effective. The positive version, 
however, has its limits. Unlike hedonic experiences, 
such as those provided by good food, or aesthetic expe­
riences, such as those provided by a beautiful sunset, 
most emotional experiences are greatly magnified if 
they take us by surprise. But one cannot plan for sur­
prise, any more than one can tickle oneself into laugh­
ing. As an illustration, consider sports-generated 
satisfaction. In 1994 Norway organized the Winter 
Olympics, where Norwegian participants won a large 
number of gold medals. In an ex post assessment of the 
value of this event for the Norwegian population, the 
sheer emotional exuberance generated by the Norwe­
gian winners would be a major item on the income side 
of the balance sheet. It seems plausible that these emo­
tional gains by themselves were large enough to justify 
the huge construction expenses. Yet because this expe­
rience could not have been planned, the expenses may 
not have been justified ex ante. The point is not that 
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nobody could count on the Norwegians being so suc­
cessful. It is that if their victories had been predictable, 
they would have generated much less excitement. If the 
actual emotional satisfaction from Norwegian success 
in the games was a decreasing function ftp) of the 
ex ante probability p of Norwegian success, the expected 
emotional satisfaction p x ft:p) may have been too small to 
justify the investment, for the actual p or even for any p. 

Secom:L we can also create emotions without any 
external stimulus. Within limits, it is possible to stimu­
late emotions deliberately by remembering (or imagin­
ing) situations in which they arose (or would arise) 
spontaneously. Arlie Hochschild tells, for instance, 
how one air stewardess handles angry passengers by 
seeking to feel compassion rather than anger: "I pre­
tend something traumatic has happened in their lives. 
Once I had an irate that was complaining about me, 
cursing at me, threatening to get my name and report 
me to the company. I later found out that his son had 
just died. Now when I meet an irate I think of that 
man."21 Yet as Hochschild also observes, this technique 
is parasitic on genuine emotion: "To remember experi­
ences emotively, he or she must first experience them 
in that way too."22 By exploiting the feedback from emo­
tional expressions to the emotions themselves, we can 
elicit an emotion by performing the verbal and nonver­
bal behaviors that normally express it. 23 As Montaigne 
noted, professional orators and professional mourners 
may end up experiencing the emotions they are paid to 
express. 24 Yet these cases too are parasitic on normal or 
spontaneous occurrences. 

Third, one may be able to control the emotion. Often, 
it is possible to block an emotion at the outset. Even 
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when a pang of envy at the sight of another's greater 
possession or success arises spontaneously in the mind, 
we may nip it in the bud by thinking about something 
else or mentally shrugging our shoulders. Also, we may 
choose to suppress the physiological expression of the 
emotion, to prevent an amplifying feedback to the emo­
tion itself. Although the emotion arises independently 
in the mind, its further course can be subject to choice. 
Yet in an important class of cases, conscious control 
may not be feasible if awareness of the emotion comes 
later than the "point of no return" (section 2.3). As we 
shall see, when an emotion is not under the control of 
choice, it may also be an obstacle to (minimal or ratio­
nal} choice. 

Fourth, even if one cannot choose to have {or not to 
have) an occurrent emotion, one could try to develop 
(or curb) a disposition for that emotion to occur. This 
strategy has been recommended by a number of writ­
ers, ranging from Stoic and Buddhist philosophers to 
modem psychotherapists. In the past, its main purpose 
was to curb dispositions to be afraid, angry, and the 
like. In its modem versions, there is also the positive 
purpose of developing emotional dispositions whose 
absence is deplored. Some people complain of being 
unable to love or to grieve and seek professional help 
to overcome their problem. 

For strategies of character planning to be rational ex 
ante, three conditions must be fulfilled. First, there must 
exist an efficient and reliable technology of emotional 
planning. Second, the course of external events should 
be reasonably predictable. Occurrent emotions are 
jointly caused by emotional dispositions and events 
that are outside the agent's control, and if the latter can-
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not be foreseen, there may not be much point in modi­
fying the former. A stoic attitude may be useful if one 
goes bankrupt but might otherwise be a killjoy. And 
third, the cost of using the technology should not 
exceed the benefits. In the case of psychotherapy, there 
is no need to discuss the satisfaction of the second and 
third conditions, as the first is manifestly not satisfied. 
An important study by Robyn Dawes shows that with 
the exception of some forms of behavioral therapy, psy­
chotherapy essentially does not offer any benefits over 
and above those that would be provided by talking with 
any warm and interested person. 25 

The Impact of Emotion on Choice 

Following the analyses in sections 2.4 and 5.1, we may 
ask whether and when emotion (1) induces behavior 
that is instinctual rather than intentional, (2) leaves 
intentionality intact but undermines reward sensitivity 
(action without choice), (3) leaves reward sensitivity 
intact but undermines rationality (minimal but not 
rational choice), or (4) leaves rationality intact. Going 
beyond those analyses, we may ask (5) whether emo­
tions could actually enhance rationality. 

I first ask, then, whether emotionally shaped behav­
ior is always voluntary or intentional, that is, consti­
tutes action rather than instinctual or reflex behavior. 
The findings of LeDoux cited in section 2.4 above show 
that this is not invariably the case. Some emotions are 
(a) triggered by perception rather than cognition and 
(b) trigger behavior by "automatic pilot'' rather than 
by "willful control."26 Although it remains to be seen 
whether these two features are found in other emotions 
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besides fear, it is plausible that anger, distress, and sex­
ual arousal (if that counts as an emotion) generate 
behavior in similar nonintentional ways. It seems rea­
sonable to assume that (b) will not obtain in the absence 
of (a). If the thinking part of the brain is part of the 
mechanism that triggers the emotion, it would seem 
plausible that it is also involved in the mechanism by 
which the emotion triggers behavior. But this is guess­
work, and I might be wrong. 

Next I ask whether emotion can induce intentional 
action that is reward-insensitive. Once again, fear pro-­
vides an example. A person running away from an 
approaching lion may be so consumed with fear that 
he does not notice or call to mind that he is heading 
toward a cliff, which represents an even greater cer­
tainty of death. In terminology that differs from mine 
but is easily translated into it, Nico Frijda suggests viv­
idly how fear may generate what I have called "action 
without choice," that is, behavior that is intentional but 
not guided by consequences: 

Action tendencies [of emotions] can be said to differ from 
intentions ... in that the desired, to-be-achieved, to-be-main­
tained, or to-be-regained situation is not a true goal. It is not 
an anticipated future state to be achieved, but one that should 
obtain now . ... Action tendency generated by an event that 
blocks freedom of action aims at removing the obstacle rather 
than regaining freedom. Panicky flight is directed, not 
toward a place of safety, but away from the place of danger. 
Desire pushes away from the state of not-yet-possessing, 
rather than toward that of possessing; it aims at crossing tlle 
distance to the object, rather than being guided by the pros­
pect of the achieved embrace, at least in a naive subject. Inten­
tion, by contrast, does strive toward regained freedom, a 
place of safety, or the prospect of possessing. Action tenden­
cies are pushed by the feelings of pain, current pleasure or 



156 Chapter 5 

desire, and the control precedence they impose; intentions 
are pulled by goal anticipations without such imposed con­
trol precedence.27 

Anger offers similar examples. The dynamic illus­
trated below in figure 5.2 may prevent the agent from 
controlling his emotion, and once he is in full flight of 
anger, he may not be able to control his behavior, even 
in the face of likely adverse consequences. In war, for 
instance, anger can enable soldiers to face certain or 
highly likely death. Montaigne comments, "Aristotle 
says that choler sometimes serves virtue and valour as 
a weapon. That is most likely; nevertheless those who 
deny it have an amusing reply: it must be some new­
fangled weapon; for we wield the other weapons: that 
one wields us; it is not our hand that guides it: it guides 
our hand; it gets a hold on us: not we on it."28 Below, 
I suggest that shame has the capacity for blotting out 
concerns with future outcomes. Sexual arousal too may 
induce behavior oblivious to all other concerns, short 
perhaps of the interest in short-term physical survival. 
Unlike fear, anger, and shame, it is unlikely to be fu.lly 
reward-insensitive. 

Third, we may inquire into the capacity of emotions 
to undermine rationality while leaving reward sensitiv­
ity intact. In my discussion of the interaction between 
emotion and interest below, I sketch a semiformal 
account of this phenomenon in terms of catastrophe 
theory. No formalism is needed, however, to see that it 
is quite common. As . Frijda notes, emotions affect 
"probability and credibility estimates" concerning 
events outside one's control and also" cause some mea­
sure of belief in the efficacy of actions one would not 
believe in under other conditions."19 Although Frijda 
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does not mention that emotions may also subvert the 
process of information acquisition, the fact that passion 
can make us jump to conclusions is too obvious to need 
stressing. What should be stressed, however, is that this 
occurs not only in the face of threatening events, when 
the expected opportunity costs of gathering informa­
tion are so high that delays would be irrational. Any 
strong emotion creates a tendency to act immediately, 
even if nothing would be lost and something might be 
gained by pausing to find out more about the situation. 
The urge of a guilty person to seek relief by making 
atonement may be so strong that he does not take the 
time to find out what form of atonement might be in 
the victim's best interest. A person in love may marry 
in haste, being too impatient to find out whether the 
love object might have some unknown and perhaps less 
than wonderful qualities. 

Yet even a man whose love for a woman wrongly 
leads him to interpret her behavior as a sign that the 
feeling is requited or to believe that he can make her 
love him by parading before her window may hesitate 
to act on his feelings if he has a rival who is known to 
have beaten up other suitors. He may be irrational, but 
he is also reward-sensitive. The emotion distorts his 
cognition, but not the point of blotting out all consider­
ation of consequences. In an alternative perspective, 
one might argue that emotion raises the rate of time 
discounting, but not to the point where future conse­
quences of present action are totally ignored. 

Fourth, emotion may leave the capacity for rational 
decision making entirely intact. This is trivially true for 
very mild emotions, but it can be true for strong emo­
tions too. Aristotle argued that hatred, for instance, as 
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distinct from anger, was consistent with rationality. 
"The angry are more impetuous in making an attack, 
for they do not follow rational principle. And men are 
very apt to give way to their passions when they are 
insulted. . . . Hatred is more reasonable, for anger is 
accompanied by pain, which is an impediment to rea­
son, whereas hatred is painless."30 Although the last 
claim is implausible, the contrast is broadly valid. The 
greatest act of hatred in history was the Holocaust, 
which was carried out in a very efficient and rational 
manner. Some forms of anger too are compatible with 
deliberate, calculating behavior, as reflected in the say­
ing that revenge is a dish that is best when eaten cold. 
A person who is passionately in love may remain per­
fectly lucid about his prospects and in full control of 
his behavior, as illustrated by (most aspects of) Julien 
Sorel' s behavior toward Mathilde de la Mole in Le Rouge 
et le noir. There is no universal law of human nature 
expressing an inverse relation between passion and rea­
son, though there may well be a negative statistical cor­
relation. 

Throughout the 25 centuries in which these issues 
have been discussed, it has in fact been assumed that 
emotion tends to detract from rational thought and 
rational choice. Until very recently, nobody, to my 
knowledge, has argued that emotion could actually 
improve the rationality of thinking and of decisions. In 
the last few decades, however, several arguments to 
that effect have been put forward. The commonly cited 
idea of a bell-shaped relation between arousal-includ­
ing emotional arousal-and task performance seems to 
have limited support. 31 Findings about a positive rela­
tion between pleasurable emotions and performance 
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maybe more robust,32 although perhaps limited by the 
somewhat trivial nature of many experiments (good 
emotions are induced by giving subjects a pack of 
candy). 

A number of recent writers have also argued that 
emotions are indispensable for rational decision mak­
ing, since they enable individuals to make up their 
mind in situations that are too complex to be handled 
by rational analysis of options and their consequences. 33 

For one thing, emotions enable us to avoid procrastina­
tion-to make some decision when that is what matters 
rather than making the optimal decision. For another, 
in some cases the emotions can actually help us make 
the best decision. I have stated my arguments against 
these views elsewhere, 34 and I shall only summarize 
them briefly here. The idea that emotions or "gut feel­
ings'' are superior to rational choice rests on a caricature 
of the latter idea. Also, the evidence adduced for a causal 
link between emotions and good decision making in 
fact only supports the claim of a correlation between flat 
emotions and bad decision making in patients with 
brain lesions, which thus leaves open the possibility 
that both might be caused by the organic damage. Over­
all, therefore, I conclude that the thesis of emotions as 
enhancers of rationality remains unproven. It may tum 
out to be true, but more evidence is needed. 

Emotion and Interest 

An issue that partially overlaps the preceding one con­
cerns how emotions interact with other motivations to 
generate behavior. Among the latter, I shall consider 
only material self-interest ("interest'' for short), al-
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though similar problems arise for the relation between 
emotions and impartial motivations. For instance, a 
wealthy liberal might prefer on impartial grounds to 
send his children to a public school, but his emotional 
attachment to the children might induce a preference 
for a better-quality private education. 

Among economists, the most common way of model­
ing the interaction between emotions and interests is to 
view the former as psychic costs or benefits that enter 
into the utility function on a par with satisfactions 
derived from material rewards.35 To explore this idea, 
assume that a person is. tempted to steal a book from 
the library. If he feels guilty about doing it, he may 
abstain. If he steals the book and then feels guilt, he may 
return the book to the library. If guilt is modeled as a 
cost, both abstention from stealing and return of the 
book would be explained by a simple cost-benefit anal­
ysis. This approach has the great advantage that it 
allows us to account for the undeniable existence of a 
trade-off between moral emotions and self-interest. The 
world is not made up of two exclusive and exhaustive 
categories: those who would steal a book whenever 
there was no risk of detection and those who would 
never do so. Many people would go ahead and steal 
the book if but only if its value to them was sufficiently 
high and/ or its value to others sufficiently small. To 
model such behavior, we could talk as if guilt and inter­
est add up to an inclusive utility, with the marginal 
disutility from guilt being an increasing function of 
(say) the number of people on the waiting list for the 
book and the marginal utility from interest being a 
decreasing function of (say) the time the agent expects 
to use the book. 
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Whether or not this model of the interaction between 
emotion and interest is predictively adequate, I submit 
that it is basically flawed. If guilt were nothing but an 
anticipated or experienced cost, an agent whose guilt 
deters him from stealing or retaining the book should 
be willing to buy a guilt-erasing pill if it were suffi­
ciently cheap. I submit that no person capable of being 
deterred by guilt would buy the pill. In fact, he would feel 
guilty about buying it. For him, taking the pill in order 
to escape guilt and be able to steal the book would be 
as morally bad as just stealing it. He would not see any 
moral relevance between stealing the book in a two­
step operation {taking the pill to steal the book) and 
stealing it in a one-step operation. There is a strict anal­
ogy between this argument and a point that I have made 
elsewhere, namely that a person who discounts the 
future very highly would not be motivated to buy a 
pill that would reduce his rate of time discounting.36 

To want to be motivated by remote consequences of 
present behavior is to be motivated by remote conse­
quences of present behavior. Similarly, to want to be 
immoral is to be immoral. A person willing to take the 
guilt-erasing pill does not need it. 

We thus need a model that can account for the trade­
off between guilt and interest and yet does not imply 
that a reluctant agent would buy the guilt-erasing pill. 
I conjecture that the model would involve some kind of 
nonintentional psychic causality rather than deliberate 
choice. To illustrate what I have in mind, I shall sketch 
a model drawn from catastrophe theory along the lines 
of a model of the relation between personal opinion and 
conformism proposed by Abraham Tesser and John 
Achee.31 In a catastrophe model, the surface describing 
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the behavior of a dependent variable as a function of 
two independent variables folds in on itself in a cusp. 
Within a certain range, a given constellation of the inde­
pendent variables is thus consistent with several values 
of the dependent variable. 

Suppose that the agent is initially unwilling to steal 
the book but that as its value to him increases, he finally 
decides to do so.38 Suppose conversely that the agent 
has stolen the book, but that as its value to others 
increases, he finally returns it to the library. In the first 
case, suppose that its value to others is 10 and that he 
decides to steal it just when its value to him reaches 15. 
In the second case, suppose that its initial value to him 
is 15 and the initial value to others is 6. On the cost­
benefit model, he would return it when its value to oth­
ers reaches 10. On the catastrophe model, he might not 
do so until its value to others reached 15. The reason 
for this asymmetry is found in the mechanism of disso­
nance reduction.39 An individual who is subject to sev­
eral motivations that point in different directions will 
feel an unpleasant feeling of tension. When, on balance, 
he favors one action, he will try to reduce the tension by 
looking for cognitions that support it; when he favors 
another, he will look for cognitions that stack the bal­
ance of arguments in favor of that action.40 Thus the 
timing of the switch in behavior will be path-depen­
dent. 

Dissonance theory is more realistic than the cost-ben­
efit model in that it views individuals as making hard 
choices on the basis of reasons rather than on the basis 
of introspections about how they feel. The person who 
has stolen the book but feels guilty about it may try to 
alleviate his guilt by coming up with additional reasons 
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that justify his behavior rather than by accepting a guilt­
erasing pill. It is a fundamental feature of human beings 
that they have an image of themselves as acting for a 
reason. Guilt, in this perspective, acts not as a cost but as 
a psychic force that induces the individual to rationalize 
his behavior. Beyond a certain point, when the argu­
ments on the other side become too strong and the ratio­
nalization breaks down, a switch in behavior occurs. 
Although we may well say that the switch occurs when 
the guilt becomes unbearable, we should add that the 
point at which it becomes unbearable is itself influ­
enced, and in fact delayed, by the guilt. This dual role of 
emotions in decision making is an important phenom­
enon. 

As indicated, the" tension" in this example would be 
guilt if the person on balance preferred to steal the book, 
and perhaps regret if he preferred to abstain from steal­
ing it. As psychologists have not considered emotions 
as sources of cognitive dissonance and of dissonance 
reduction, the argument involves an extension of disso­
nanee theory as usually stated. Yet there seems to be no 
reason why emotions could not be sources of disso­
nance. Although it is descriptively accurate that disso­
nance theory places the "emphasis on the individual's 
concept of what he is rather than his concept of what he 
should be,"41 this limitation on the scope of the theory 
seems arbitrary. 

An analysis of shame suggests another alternative to 
the simple cost-benefit model. Empirically, we know 
that people can take extreme actions when targeted for 
social ostracism. The recent case of the American Navy 
Admiral who killed himself when it was shown that he 
was not entitled to decorations he was wearing is one 
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example.42 The six Frenchmen who killed themselves 
in 1997 after they had been caught in a crackdown on 
pedophilia is another. The question is whether the 
shame entered into their decision merely as a cost or in 
some other way. 

On the cost-benefit model, the suicide would be 
explained by stipulating that the present pain from 
shame is greater than the discounted present value of 
the next-best option, such as moving to another location 
and assuming a new name. It is hard to refute this 
account, as the disutility of shame can always be stipu­
lated to be arbitrarily high. Yet observation and intro­
spection suggest that this is not all there is to the story. 
Intense feelings of shame tend to blot out, or at least 
seriously impair, any consideration of the future. In 
extreme cases, the person suffering from intense shame 
may not think beyond the present moment at all. All he 
wants is immediate release. This would be a case of 
reward insensitivity. In less extreme cases, the person 
is able to think about the future but attaches less impor­
tance to it than he would under normal circumstances, 
either because he cannot fully imagine that the shame 
will fade away43 or because he suffers a temporary 
heightening of his rate of time discounting. The shame 
enters both as a cost in the present and as a causal force 
affecting the assessment of future benefits. This is 
another instance of the dual role of emotion in decision 
making. 

Summary 

Although emotions themselves cannot be chosen, one 
can affect them indirectly by seeking out or avoiding 
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the conditions under which they occur, by giving in 
to or resisting their characteristic expressions, and by 
cultivating dispositions to have them. A yet more 
central connection lies in the impact of emotion on 
choice. The emotions have two features-arousal and 
valence-by virtue of which they can affect the condi­
tions for choice in general and for rational choice in 
particular. The feeling of urgency bestowed by many 
emotions-even when there is no need to act swiftly­
can interfere with rational acquisition of information. 
In extreme cases, the action tendency associated with 
the emotion may blot out considerations of other 
options and of long-term consequences. Emotions can 
also sustain wishful thinking and, more mysteriously, 
counterwishful thinking of the kind displayed by 
Othello. When emotions coexist with other motiva­
tions, they often play a dual role in generating behavior. 
The role of emotions cannot be reduced to that of shap­
ing the reward parameters for rational choice; they also 
affect the ability to make rational choices within those 
parameters. 1his dual role of the emotions-shaping 
choices as well as rewards-has analogues in pain, 
addictive cravings, and other visceral factors. As in 
these other cases, the claim is not thatthe emotions fully 
determine choice or that there is no trade-off between 
emotional rewards and other rewards. Rather, it is that 
the trade-off itself is modified by one of the rewards 
that are traded off against the others. 

5.3 Choice and Addiction 

The relation between addiction and choice has several 
aspects. First, we may ask whether addiction affects the 
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capacity for making choices or, more specifically, for 
making rational choices. Next, we may ask whether 
addiction could result from choice or, more specifically, 
from rational choice. Third, we may ask about the role 
of choice in overcoming addiction. 

The impact of addiction on minimal choice 

It is often claimed that addicts have an overwhelming, 
overpowering, or irresistible urge to consume, in other 
words, that they are reward-insensitive. Benjamin Rush 
offered a dramatic illustration: "When strongly urged, 
by one of his friends, to leave off drinking [a habitual 
drunkard] said, 'Were a keg of rum in one comer of a 
room, and were a cannon constantly discharging balls 
between me and it, I could not refrain from passing 
before that cannon, in order to get at the rum' ."44 Need­
less to say, nobody has actually carried out an experi­
ment to see whether an alcoholic would literally risk 
his life to get to the next drink. As noted in section 4.3 
above, the belief in the irresistibility of drugs may be a 
convenient excuse rather than an accurate causal diag­
nosis. Although one cannot exclude that some alcohol­
ics may on occasion experience such craving that they 
are literally oblivious to everything else, the literature 
on alcoholism does not suggest this to be a common 
event. In "one of the more realistic studies, alcoholics 
were given free 'priming' drinks and then offered 
incentives for not drinking further. Larger priming 
drinks were more likely to lead to a binge. However, for 
every priming dose there was an incentive that would 
promote self-control.''45 

A more plausible case may be made for the reward 
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insensitivity of cocaine addicts. Frank Gawin writes, 
"Cocaine addicts report that virtually all thoughts are 
focused on cocaine during binges; nourishment, sleep, 
money, loved ones, responsibility and survival lose all 
significance."46 In a vivid example offered by Eliot 
Gardner and James David, Jeannette, an inner-city 
woman, has been invited to a crack party: 

Jeannette goes to the party and begins to smoke the crack. At 
first she attempts to pace her drug use, using more beer than 
crack. But the intense pleasure of each crack "hit'' inhalation 
overwhelms her. Within a short time her cocaine use 
increases dramatically, and takes on an insistent and frantic 
quality; she grabs for the crack pipe out of tum, and pleads 
for extra "hits" of the crack cocaine smoke .... She is totally 
focused on obtaining the desired drug. Her money and trade 
goods exhausted, she begins to perform sex acts for money. 
By the time the crack is exhausted and the party over, she has 
performed multiple sex acts on total strangers, in full view 
of other participants, for as little as a single "hir' of crack.47 

The clinical picture of cocaine addiction involves, 
among other things, lack of interest in food and often 
heavy weight loss. In this sense, cocaine does, as Gawin 
says, take precedence over survival. Yet the lack of 
interest in eating only shows indifference to long-term 
negative consequences of present behavior. It does not 
show that the agent is insensitive to other short-term 
costs, such as the risk of death from cannon balls being 
discharged across the room. The idea of total reward 
insensitivity is an extremely demanding one. As noted 
in section 5.1 above, it may be hard (and ethically inde­
fensible) to carry out the experiments that would allow 
us to determine whether there exists a cost c, to be 
incurred with probability p within time interval t, that 
would deter the agent from giving in to the putative 
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irresistible desire. To any negative finding one may 
always counter that reward sensitivity could be demon­
strated for higher c, higher p, or lower t. 

In economic analysis, the issue of reward sensitivity 
is often stated as a question of price elasticity. The 
demand for a good is said to be totally inelastic if the 
same amount is bought regardless of price (on the 
assumption that the total cost is within the consumer's 
budget). If a price increase causes less of the good to be 
bought (under the same assumption), the demand is 
said to be elastic. Thus a diabetic's demand for insulin 
might be totally inelastic, whereas normal consumer 
demand for chocolate is highly elastic. The question is 
whether addictive drugs are more like insulin or more 
like chocolate. Although this question is hard to answer 
in the case of illegal drugs, the data on legal drugs show 
considerable price elasticity. In the case of alcohol, 
which is mainly consumed by nonaddicts, this finding 
might be compatible with the demand of heavy drink­
ers and alcoholics being inelastic. This interpretation 
is refuted, however, by the fact that the incidence of 
cirrhosis of the liver (a good indicator of alcoholism) 
falls when liquor taxes go up.48 In the case of nicotine, 
which is mainly consumed by addicts, the data are more 
unambiguous. By and large, for every one percent 
increase in the price of cigarettes, consumption falls by 
one half percent.49 

The elasticity findings do not speak directly to the 
issue of "irresistible" desires. For one thing, the budget 
assumption may not always be fulfilled. "Due to the 
food shortage during the First World War, the price of 
Danish aquavit was raised more than 10 times over, 
while the price of beer was doubled. These drastic mea-
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sures reduced per capita consumption of alcohol by 
three quarters, from 6.7 to 1.6 litres, within 2 years."50 

This effect may have been due in part to the inability of 
heavy drinkers to finance their habit. For another, we 
may want to distinguish within-episode from between­
episode behavior. An alcoholic or a crack addict in the 
middle of a binge may be less reward-sensitive than the 
same person when he is recovering from the binge and 
thinking about his future. The between-episode behav­
ior of "Jeannette" was much more controlled than her 
within-episode behavior (described above). This is not 
to say that between-episode cravings are not intense, 
whether they are triggered by memory of the drug 
euphoria or by sudden exposure to cues associated with 
drug taking, only that they are more reward-sensitive 
than those that arise under the direct influence of the 
drug. 

The Impact of Addiction On Rational Choice 

Concerning the impact of addiction on minimal choice, 
my conclusion is agnostic. Whereas I do believe that 
emotions have the capacity for short-circuiting all con­
cern for consequences and alternatives, I am not sure 
that addictive cravings do. What seems abundantly 
dear, however, is that these cravings can undermine 
the agent's capacity for making rational choices. Drug­
induced irrationality can arise at all three levels in fig­
ure 5.1. In this diagram, desires serve as the unmoved 
mover, which is not itself subject to rationality assess­
ments. More controversially, one could also argue that 
addiction may induce irrationality by affecting the 
desires themselves. 
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Addiction has often been viewed as the paradigm of 
weakness of will, acting against one's own better judg­
ment at the time of acting. As Donald Davidson has 
argued, a person can have a choice between x and y, 
have reasons for doing either, believe that the reasons 
for doing x are stronger, and yet do y.51 A person who 
wants to quit drinking may nevertheless find himself 
accepting a drink when offered one at a party, knowing 
as he does so that he is acting against his own better judg­
ment. The phrases I have italicized point to the need to 
distinguish drug-induced weakness of will from sev­
eral other phenomena. 

First, there is preference reversal due to hyperbolic 
discounting of the future. This mechanism is illustrated 
in figure 5.2. At time 1 the agent has a choice between 
a small reward that will be made available at time 2 and 
a larger reward that will be made available at time 3. 
The curves show how these future rewards are (hyper­
bolically) discounted to present value at earlier times. 
Before t*, when the present-value curve of the larger 
reward (curve Il) is above that of the smaller reward 
(curve I), the agent intends to choose the larger reward. 
After t*, however, the present value of the smaller 
reward dominates. At time 2, he therefore chooses the 
smaller reward. According to George Ainslie, much of 
the ambivalence typically observed in addiction is due to 
this mechanism. 52 With the exponential discounting that 
is assumed in most economic models, such preference 
reversal can never occur: if an option is preferred at one 
time, it is preferred at all other times. 

Whether hyperbolic discounting and the consequent 
preference reversal are instances of irrationality re­
mains debatable. On the one hand, consistency is often 
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Figure S.2 
Preference reversal due to hyperbolic discounting of the future. 

seen as a hallmark of rationality. On the other hand, if 
hyperbolic discounting is a hardwired feature of the 
organism, the principle" 'Ought' implies 'can' /1 sug­
gests that it would be pointless to characterize it as irra­
tional. The same comment applies to another source of 
preference reversal: cue dependence. A person may be 
finnly resolved to quit drinking until the sight and 
smell of a glass of whiskey induces a strong craving 
that enhances the value of a drink, quite independently 
of discounting. Given that craving, taking the drink 
may be quite rational; nor can the craving itself, being 
"unbidden," be said to be irrational. 
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In either variety, preference reversal is conceptually 
distinct from weakness of will, defined along David­
sonian lines as acting against your (all-things-consid­
ered) preference. A problem with Davidson's view is 
the difficulty of finding reliable evidence that the agent 
really thought that, all things considered, he should not 
take the drink. It is easy enough to find independent 
evidence that the person, before going to the party, 
wanted to abstain from drinking. He may have told his 
wife, for instance, "Stop me if I ask for a drink." After 
the party too, he may regret his behavior as contrary to 
his real interest and take steps to ensure that it doesn't 
happen again. But how can we know that he holds this 
all-things-considered judgment at the very moment 
that he is accepting the drink? By assumption, there is 
no observable behavior that can support this interpreta­
tion. How can we exclude the possibility of a preference 
reversal due to hyperbolic discounting? The agent 
might retain an accurate appreciation of the conse­
quences of his behavior yet weigh them differently 
from how he did before. 

The Davidsonian idea of weakness of will must also 
be distinguished from the case in which the agent does 
not retain an accurate appreciation of the consequences 
of his behavior. This corresponds to Aristotle's concep­
tion of weakness of will (or one of his conceptions), 
which admits "the possibility of having knowledge in 
a sense and yet not having it, as in the instance of a man 
asleep, mad, or drunk. But now this is just the condition 
of men under the influence of passions; for outbursts of 
anger and sexual appetites and some other such pas­
sions, it is evident, actually alter our bodily condition, 
and in some men even produce fits of madness. It is 
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plain, then, that incontinent people must be said to be 
in a similar condition to these.'153 In a variant on this 
idea, we might assume that beliefs are distorted through 
drug-induced wishful thinking, rather than (as Aris­
totle seems to think) merely clouded by drug-induced 
arousal. Unlike the latter case, the former would be a 
case of what David Pears calls motivated belief forma­
tion.54 The resolution of the alcoholic to quit may break 
down if he is motivated to come up with a belief that 
justifies his drinking. 

In the last few paragraphs I have sketched five ways 
of conceptualizing the ambivalence characteristic of 
many addicts: · 

• As preference reversal due to hyperbolic discounting 
• As preference reversal due to cue-dependent crav­
ings 
• As Davidsonian weakness of will 
• As Aristotelian weakness of will 
• As Pearsian weakness of will 

Although some of these mechanisms may not involve 
irrationality in a direct way, they all have an indirect 
link. An addict who wants to quit and then fails, for one 
of these reasons, may do so simply because he does not 
understand the causal forces that derail his resolution. 
After the fifth or the fiftieth attempt to quit, this lack of 
understanding itself becomes irrational. What began as 
simple ignorance turns into denials, excuses, and ratio­
nalizations. The failure to learn from past failures may be 
motivated by the desire to continue as an addict. 

I now consider this issue-irrational belief formation 
in addicts-more generally, mainly with references to 
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smoking and gambling. For addictive behavior to be 
rational, it must be based on rational beliefs about the 
consequences of engaging in it. If the beliefs are irratio­
nal, the distortion may or may not be due to the 
addictive behavior. On the one hand, some people may 
self-select into an addictive career because they have 
irrationally low estimates of the risks of smoking or, in 
the case of gambling, irrationally high estimates about 
the gains to be made. In these cases, there is no particu­
lar reason to expect the irrationality to be a motivated 
one. The biased estimates could well be due to one of 
the many "cold" mistakes in belief formation identified 
by Amos Tversky, Daniel Kahneman, and others.55 On 
the other hand, the irrational belief might be induced 
by the desire to persist in the addictive behavior. Know­
ing the risks of smoking or gambling, a person might 
intend to engage in these activities at a moderate level, 
yet when he becomes hooked, his craving may induce 
a downward reassessment of the dangers involved 
(denial). To decide between these two hypotheses, one 
would have to observe the beliefs of smokers and gam­
blers before and after they became addicted. To my 
knowledge, there are no studies of this kind. 

In the case of smoking, Kip Viscusi presents data on 
risk perception and finds that all categories of individu­
als have exaggerated beliefs about the risk of getting 
lung cancer from smoking but that the beliefs held by 
people who themselves smoke are closer to the correct 
values. He notes that if $mokers have lower estimates, 
the cause may be either "the self-selection of people 
with low risk assessments into smoking" or" cognitive 
dissonance."56 The former explanation fits well into a 
rational-choice model of addiction: people who smoke 
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do so because they have, on average, a better under­
standing of the risks of smoking. The latter explanation 
relies on the motivated mechanism of dissonance 
reduction: because I smoke, smoking can't be so dan­
gerous. 57 On this hypothesis, there would be two biases 
working in opposite directions. Smokers as well as non­
smokers are subject to misleading information about 
the dangers of smoking that induce exaggerated per­
ceptions. At the same time, smokers are subject to a self­
serving bias that induces them to discount the risks. 
Although the latter bias does not fully cancel the for­
mer, it does make the beliefs of smokers more nearly 
accurate than those of nonsmokers. It does not, how­
ever, make the beliefs more rational. From the point of 
view of rationality, being subject to two opposite biases 
is worse than being subject to only one of them. 

Viscusi deals only with the perception that individu­
als have of the average risk of smoking, not with the 
perceived risk to them. In a study that addresses the 
latter question, F. P. McKenna finds evidence of self­
serving bias in risk assessments by smokers and non­
smokers.58 Individual smokers believe they are less 
likely than the average smoker to suffer health prob­
lems associated with smoking, such as lung cancer or 
heart disease. Individual nonsmokers have a similar 
belief with respect to average nonsmokers, although in 
their case the self-serving discrepancy is smaller. 
Whether these biases shape the beliefs that determine 
the initial decision to smoke or affect the beliefs once 
the decision has been made, they are clearly at odds 
with the idea of a rational smoker.59 

In the case of gambling, consider first games of pure 
chance. Nongamblers and occasional gamblers can 
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hardly fail to know that the expected monetary gains 
from casino gambling are negative. Most people are 
capable of grasping the commonsense idea that casinos 
could not make money, and hence would not exist, if 
gamblers consistently won. For the occasional gambler, 
the expected monetary loss is the price he pays for the 
thrill of gambling. Compulsive gamblers, however, 
seem to believe that they can beat the odds. Once again, 
we cannot tell for suxe whether the irrational beliefs are 
the cause or the effect of the desire to gamble. Gamblers 
may be naturally superstitious or may become so to 
rationalize their behavior. Whatever the souxce of their 
irrationality, there is no question that gamblers are 
excessively optimistic. In fact, the "gambler's fallacy" 
is the very paradigm of erroneous statistical reasoning. 
This fallacy and its converse can be explained in terms 
of two heuristics of decision making: 

When in a game there is a 50% chance of winning, people 
expect that a small number of rounds will also reflect this 
even chance. This is only possible when runs of gains and 
losses are short: a run of six losses would upset the local 
representativeness. This mechanism may explain the well­
known gamblers fallacy: the expectation that the probability 
of winning increases with the length of an ongoing run of 
losses. The representativeness heuristic predicts that players 
will increase their bet after a run of losses, and decrease it 
after a run of gains. This is indeed what about half the players 
at blackjack tables do .... But the other half show the reverse 
behaviour: they increase their bets after winning, and 
decrease them after losing, which is predicted by the availabil­
ity heuristic. After a run of losses, losing becomes the better 
available outcome, which may cause an overestimation of 
the probability of losing.60 

Another important mechanism is the "psychology of 
the near win." When the outcome of the gamble is in 
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some sense /1 close" to that on which the gambler had 
put his money, this is perceived as a confirmation of his 
beliefs. W. A. Wagenaar offers a graphic example: 

[An] example of confirmation bias is the roulette player who 
suddenly places a large single bet on number 24, completely 
out of his routine betting pattern. His reason was that 12 is 
always followed by a 24. After he lost his bet I enquired what 
had gone wrong. He said: '1t aJrn.ost worked." The number 
that did come out was 15, which is adjacent to 24 on the num­
ber wheel. Probably he would have considered other out­
comes like 5, 10, and 33 also confirmations, because they are 
nearby on the wheel. Also he could have taken the outcomes 
22, 23, 25 and 26 as confirmations because their numerical 
value is close. Or the numbers 20, 21, 26 and Xl, because they 
are adjacent on the tableau. Thus 13 out of 37 passible out­
comes could be taken as confirmations of a rule that has no 
predictive value whatsoever. We can add to this number all 
the occasions on which 24 or another confirmatory number 
occurred, not immediately, but in the second round.~1 

Consider next games with an element of skill, such 
as betting on horses or point spreads. Here too we find 
a difference between occasional gamblers and regular 
ones. Thus "60 per cent of high-frequency [off-course 
betters] rated their bet selection as more than 50 per 
cent skill. The majority of less frequent betters rated 
their selection as 'all luck' or less than 25 per cent 
skill."62 In addition to the self-selection explanation and 
the induced-bias explanation for this difference, there 
is also the possibility that regular gamblers are actually 
more skillful. Yet with the exception of professional 
gamblers, for whom the basic rule is to stick to plans 
made ahead of time, horse-race bettors tend to lose con­
trol when they get caught up in the excitement at the 
track. There is evidence not only that "as frequency of 
betting increases so does the belief that one's selection 
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involves more skill" but also that "the observed behav­
iour actually becomes less skillful, with escalating 
stakes, hurried bet-selection and last minute changes in 
selection.''63 Alcohol has a similar dual effect of enhanc­
ing confidence in one's skill, for example, driving skill, 
while reducing actual skillfulness. 

If the confirmation bias can operate in gambles of 
pure chance, it is obviously even more likely to be 
observed in gambles that involve a mix of chance and 
skill. At the roulette table, the concept of a near win is 
pure superstition. In games with handicapping, the 
idea of a near win has some evidential value, although 
less than what many gamblers believe. At the race track, 
choosing for a winner a horse that comes in second is 
seen both by the gambler himself and by others as proof 
that he was on to something.64 When betting on profes­
sional football games, the "tendency to accept wins at 
face value but to transform losses into 'near wins' can 
produce overly optimistic assessments of one's gam­
bling skill and the chances of future success.''65 

Consider next the rationality of addicts with respect 
to the issue of information. Do drug addicts invest opti­
mally in information about what the drug is doing to 
their body? Do gamblers invest optimally in informa­
tion that might improve their bets? I am unaware of any 
systematic discussion of these issues. Casual observa­
tion suggests, however, that drug addicts invest too lit­
tle and gamblers too much in information. Concerning 
the latter claim, the very existence of the Monte Carlo 
Revue Scientifique, which logs successive outcomes at 
roulette, is proof that gamblers are willing to spend 
money gathering worthless information.66 In games of 
pure chance, any investment in information is by defi-
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nition excessive. Concerning the former claim, regular 
medical appoinbnents to check on the status of one's 
liver or lungs are certainly not part of the behavioral 
pattern of heavy drinkers or smokers. Since th.ere is 
wide publicity given to the health dangers posed by 
drugs, the suboptimal level of invesbnent in informa­
tion cannot be explained by assuming th.at the addicts 
are unaware that consumption might be dangerous. It 
seems reasonable to assume-although it has not been 
demonstrated-th.at they do not want to have the infor­
mation, because they are afraid it might be bad news. 

Up to th.is point I have kept to what I believe to be 
the standard model of rational choice, th.at shown in 
figure 5.1. I now want to make the nonstandard move 
of asking whether addiction could induce irrational 
desires, more specifically, irrational time preferences. 
Earlier I argued that a given rate of time discounting 
cannot in itself be seen as rational or irrational. I also 
suggested, however, that behavior induced by a 
momentary heightening of th.at rate is sufficiently siini­
lar to other forms of behavior that we would unambigu­
ously characterize as irrational so as to merit the same 
label. With respect to addiction, Gary Becker writes, "A 
habit may be raised into an addiction by exposure to 
the habit itself. Certain habits, like drug use and heavy 
drinking, may reduce the attention to future conse­
quences-th.ere is no reason to assume discount rates 
on the future are just given and fixed."61 In Becker's 
mind, th.is effect does not detract from the rationality 
of the addict. In my view, it does. 
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Choosing to Become an Addict 

The question of whether addicts are irrational (dis­
cussed above) must be sharply distinguished from the 
question of whether it is irrational to become an addict. 
The latter issue can be broken down in three questions: 

• Could it be rational to do x when (unbeknownst to 
the agent) x may or will induce addiction? 
• Could it be rational to do x when the agent knows 
that x will induce addiction? 
• Could it be rational to do x when the agent knows 
that x may induce addiction? 

The first question corresponds to the "primrose path" 
theory of addiction proposed by Richard Hermstein 
and Drazen Prelec, the second to the model of rational 
addiction developed by Gary Becker and Kevin Mur­
phy, and the third to the idea, discussed by Athanasios 
Orphanides and David Zervos, that people may get 
addicted as the result of a calculated gamble. 68 Before 
discussing the models, I want to make two general 
remarks that apply to all of them. 

First, we may note that in each case a positive answer 
to a given question is compatible with the idea that 
addicts behave irrationally. For the primrose-path the­
ory, there is nothing irrational in embarking on a path 
that will lead to irrationality if the agent could not ratio­
nally anticipate that oqtcome. For the rational-addic­
tion theory and the calculated-gamble theory, the 
suboptimalities induced by the irrational behavior of 
addicts could simply enter into the costs of addiction, 
on a par with physical or financial costs. On the rational­
addiction theory, these costs would be incurred with 
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certainty; on the calculated-gamble theory, they would 
be incurred only if the individual turns out to be an 
"addictive type." 

Second, none of the models has anything to say about 
relapse. Hermstein and Prelec's model explicitly pre­
supposes a naive user, but you can be naive only once. 
Becker and Murphy's model can deal with relapse in 
the same way as it deals with the decision to start con­
suming in the first place, namely as a response to a life 
crisis or trauma (divorce or military service). Yet this 
approach suffers from the flaw of equating relapse and 
readdiction (see section 3.3). Orphanides and Zervos's 
model, like Hermstein and Prelec's model, is simply 
inconsistent with relapse. If a person decides to start 
consuming, turns out to be an addictive type, and then 
manages to quit, one cannot explain relapse by stipulat­
ing that the person embarks on a new calculated 
gamble. 

Herrnstein and Prelec view addictive behavior as a 
consequence of "intemalities," that is, the tendency of 
consumption choices at one point in time to affect the 
welfare derived from consumption choices at a later 
point in time.69 If this impact is negative and the con­
sumer ignores it, he can be trapped into making a sub­
optimal choice.70 A cigarette smoker, for instance, may 
not notice that by smoking a cigarette at 9: 15 A.M., he 
reduces the pleasure he gets from smoking a cigarette 
at 9:30 A.M. At any given point, smoking may dominate 
nonsmoking in the smoker's mind even though he 
would derive greater total benefits from smoking by 
pacing himself. By the time he discovers that he is 
behaving suboptimally, it may be too late to cut down. 
Given the costs of withdrawal, smoking may then be 
his best option. 
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In Herrnstein' s terminology, the smoker is meliorat­
ing rather than maximizing. To the extent that maximiz­
ing is seen as a hallmark of rationality, his addiction is 
irrational. Yet to the extent that the tendency to melio­
rate is a hardwired feature of the organism, the claim 
that it is irrational may seem unwarranted: here too 
"ought'' implies "can." I incline, nevertheless, to view 
it as irrational. The smoker has available to him all the 
information he needs to form the correct belief about 
the intemalities. And in fact, many people do form the 
belief after a while. Failure to do so is a form of belief 
irrationality. Yet much hinges on the clause "after a 
while." If the smoker gets addicted so fast that he does 
not have the time to develop the information he would 
need to understand the intemality mechanism, he is 
subject to bad luck rather than to irrationality. This 
being said, in view of the current amount of publicity 
about the effects of drug use, it is unlikely that a begin­
ning smoker would have no idea about the danger of 
addiction. The primrose path is a model of a naive 
addict who simply may not exist any more-or of a 
self-deceiving addict who is motivated to ignore the 
lessons from experience. 

Becker and Murphy propose a theory that is at the 
opposite extreme from the primrose-path theory. On 
the rational-addiction theory, the beginning user is 
fully aware of the negative consequences of addiction. 
Moreover, he knows with certainty the level at which 
his consumption will eventually stabilize. Yet although 
the user does not suffer any cognitive deficiency, he is 
subject to what one might call a motivational deficiency, 
namely a positive rate of time discounting. Very simply 
put and with many technical details omitted, Becker 



Choice, Emotion, and Addiction 183 

and Murphy view addiction as a form of rational self­
medication in which (the discounted value of) the 
future cost of addiction counts for less than the current 
pleasure from consumption. As mentioned above, the 
medication is a response to some traumatic event, in 
the light of which the short-term alleviation of misery 
provided by the drug more than offsets the (dis­
counted) misery expected to follow as the result of drug 
taking. Although the model is formally consistent and 
may in some cases yield an accurate explanation of why 
people start taking drugs, the full-information assump­
tion is too unrealistic to ~e the theory of any interest 
outside special cases. 

An intermediate case between full information and 
no information is that of the calculated gamble. The 
potential consumer knows that he might become an 
addict but also that he might be able to consume the 
drug recreationally with no serious negative effects. (As 
mentioned above, we may include a reduced capacity 
to make rational decisions among these effects.) In this 
case we may ask, first, what a rational person should 
do to find out whether he is a "vulnerable" type or an 
"immune" type and, second, whether people actually 
behave in this way before they begin to consume poten­
tially addictive drugs. As little is known about the sec­
ond issue, I shall have to rely on casual observation. 

To find about one's type, one should first gather 
information about the proportion of people who try a 
certain drug and then go on to get hooked. Among 
those who experiment with intravenous cocaine, for 
instance, one third don't like it the first time, one third 
try it again without developing any problems, and one 
third try it again and go on to ruin their lives through 
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lost jobs, lost families, legal troubles, lost savings, and 
so on.71 Next one might try to get more personalized 
information about oneself, by consulting doctors, seek­
ing information about genetic predispositions, and so 
on. Finally one might try to experiment with the drug 
to decide whether one is vulnerable. I now consider this 
case in more detail. 

In the model proposed by Orphanides and Zervos, 
individuals start out with initial beliefs about how 
likely they are to be vulnerable. These beliefs may be 
partly formed by information of the kinds just men­
tioned but also by government warnings, advertising, 
interaction with peers, etc. From these beliefs, some 
individuals may decide to abstain altogether from the 
drug. Others may decide that it is worth the risk to find 
out whether they are vulnerable or safe. Even though 
they know that they might turn out to be vulnerable and 
become addicted, the expected utility of experimenting 
exceeds that of abstaining. Because the negative side 
effects of addiction occur stochastically {a crucial 
assumption in the model), a vulnerable individual 
might suffer the bad luck of not discovering his type 
until it is too late, that is, until a point when his optimal 
path is continued consumption as an addict. Other vul­
nerable types might experience the side effects earlier, 
and thus be able to quit. In addition to these never­
users, addicted users, and ex-users, there are some who 
succeed in becoming controlled casual users. 

In Orphanides and Zervos' s model, people never 
choose to become addicted, as they do in Becker and 
Murphy's model. Instead, individuals who aim at con­
trolled use take the risk of becoming addicted. Their 
model thus captures the involuntary aspect of addic-
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tion that is central in real-life cases. In other respects, 
the model is less satisfactory. The idea that addiction is 
the result of a calculated gamble has no direct confir­
mation in any empirical studies of addiction known to 
me.72 Among the numerous paths to addiction, calcu­
lated gambles must be one of the rarest. To the extent 
that this mechanism operates, I believe that different 
degrees of risk aversion are as important as different 
initial beliefs about one's type. Also, the model gives 
too much importance to experimentation as a source of 
belief updating and too little importance to other 
sources of information. If people are as rational as the 
model makes them out to be, they would invest very 
heavily in general and specific information about the 
dangers of addiction before deciding whether to experi­
ment. These are, after all, activities that could destroy 
their lives. As a matter of fact, however, people do not 
seem to gather extensive medical information before 
embarking on an addictive career.73 

The model also assumes an unrealistic degree of 
accuracy in people's beliefs about the harms of addic­
tion. This is a question not of assessing the likelihood 
of this or that harmful effect being produced but of 
assessing how bad addiction will feel if it occurs. As 
argued by Loewenstein, people tend systematically to 
underestimate the impact of future visceral experi­
ences.74 Also, "people's risk behaviors are ... imperfect 
indicators of the risks that they believe themselves to 
be taking. For example, investors may not realize that 
they are boarding an emotional rollercoaster when they 
assign half of their pension to an equity fund. Nor is 
there any guarantee that the impact of acknowledged 
consequences will be perceived accurately."75 Similarly, 
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incipient addicts may not be able anticipate the subjective 
impact of correctly anticipated objective consequences. 

Addiction and Self-Control 

The simplest recipe for quitting-"Just do it!" -is often 
simplistic. In the short run, withdrawal symptoms and 
the tendency to hyperbolic discounting may be enough 
to break down the resolve to quit. In the long run, 

a series of virtually unsurmountable neurobiological hurdles 
are erected in the path of drug addicts wishing to stay absti­
nent-(1) by virtue of their prior chronic drug use, the plea­
sure I reward circuits of their brains have been forever 
changed so that they now possess heightened vulnerability 
to addicted drugs; (2) this heightened vulnerability includes 
a heightened cross-vulnerability to other drugs which acti­
vate the pleasure/reward circuits of the brain, even drugs 
to which the addict may never have been exposed; (3) this 
heightened vulnerability can be triggered not only by drugs, 
but by stressors and environmental cues previously associ­
ated with drug-taking.76 

In addition, memories of drug euphoria can -Tigger 
cravings and relapse in both the short run and tne long 
run. For many addicts, quitting is an obstacle course 
that is simply too difficult to tackle by sheer strength of 
will. Instead, addicts use indirect strategies of various 
kinds to resist temptation. Elsewhere, I have referred 
to these procedures as "imperfect rationality."71 

In general, these indirect strategies can be either cog­
nitive or behavioral. The former fall in one of two sub­
categories: bunching and sophisticated choice. The 
latter takes the form of precommitment, i.e., of manipu­
lating the environment so as to make it more difficult, 
costly, or even impossible to consume the addictive 
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substance. In the case of addiction, bunching and pre­
commitment appear to be more promising than sophis­
tication, which may actually be counterproductive. 

First consider bunching. As George Ainslie has 
shown, a person who is subject to hyperbolic dis­
counting may bootstrap himself out of addiction by 
viewing each relapse as a predictor of future relapses. 78 

In this perspective, the choice is not between, say, drink­
ing today and not drinking today, but between drink­
ing today and on all later occasions and not drinking 
either today or on any later occasion. The addict forms 
a "private rule" that protects him against temptation. 
Whether or not one views this bunching strategy as 
relying on rational beliefs or rather on a form of magical 
thinking, 79 there is no doubt that it can be an effective 
way of overcoming temptation. In the case of addiction, 
it is perhaps more plausible as a strategy of relapse pre­
vention than as a strategy of quitting. For a person who 
is still in the grip of his addiction, the craving for the 
drug may be so strong that the short-term reward domi­
nates at all times, a situation that corresponds to an 
upward shift of curve I in figure 5.2 above. Also, Ole­
J0rgen Skog has shown that if the number of future 
periods bunched together is small enough, an addict 
may form a resolution to quit only to find that it dis­
solves when the moment of choice approaches, which 
thus reproduces the problem of time inconsistency that 
motivated the bunching in the first place.80 

Next consider sophisticated choice. In this cognitive 
strategy, those who are subject to hyperbolic dis­
counting may try to make the best out of the situation 
by anticipating their future discounting. Yet in the case 
of addiction, this sophisticated strategy may actually 
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make things worse. As Ted O'Donoghue and Matthew 
Rabin observe, "Knowing about future self-control 
problems can lead you to give in to them today, because 
you realize you will give in to them tomorrow.'181 The 
idea is confirmed by clinical evidence from treating 
addicts, which suggests that they have often fatalistic 
attitudes: "Since I know I'm going to relapse sooner or 
later, I might as well begin today."82 

Finally consider precommitment strategies. Whereas 
bunching and sophisticated choice are responses to 
hyperbolic discounting, precommitment behavior is a 
response to the whole range of obstacles that face the 
addict who is trying to quit, and thus takes a corres­
pondingly large variety of forms. 83 

First, the addict may place himself in a situation in 
which the addictive substance is physically unavail­
able. In some cases, it may be possible to make the 
addictive substance physically unavailable, at least for 
a while. This strategy may be combined with the impo­
sition or utilization of delays. If I know I shall want to 
drink in the evening but that liquor stores will be closed, 
not keeping liquor in the house will carry me over the 
dangerous period until next morning, when the stores 
are open but I know I shall not want to drink. 

Second, the addict may enlist other people as agents 
to protect him against himself. The first instance of this 
strategy I have come across is in a sworn and witnessed 
statement made by one James Chalmers of New Jersey 
in 1795: "Whereas, the subscriber, through the perni­
cious habit of drinking, has greatly hurt himself in 
purse and person, and rendered himself odious to all 
his acquaintances and finds that there is no possibility 
of breaking off from the said practice but through the 
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impossibility to find liquor, he therefore begs and prays 
that no person will sell him for money, or on trust, any 
sort of spirituous liquor.''84 

Third, he may overcome problems of hyperbolic dis­
counting by creating a delay between the time of mak­
ing the decision to consume and the time at which the 
substance becomes available. In terms of figure 5.2 
above, any delay greater than the interval between time 
1 and t* will be sufficient to ensure that by the time 
he is in a position to choose, he will make the "right" 
choice. 

Fourth, the agent may overcome temptation by im­
posing costs on himself, i.e., by inducing a downward 
shift of curve I in figure 5.2. Thomas Schelling provides 
a vivid example: 

In a cocaine addiction center in Denver, patients are offered 
an opportunity to submit to extortion. They may write a self. 
incriminating letter, preferably a letter confessing their drug 
addiction, deposit the letter with the clinic, and submit to a 
randomized schedule of laboratory tests. If the laboratory 
finds evidence of cocaine use, the clinic sends the letter to the 
addressee. An example is a physician who addresses a letter 
to the State Board of Medical Examiners confessing that he 
has administered cocaine to himself in violation of the laws 
of Colorado and requests that his license to practice be 
revoked.85 

Fifth, the addict may act to modify his preferences, 
by hypnosis, aversion therapy, and cue-extinction tech­
niques. A survey of the use of hypnosis to curb smok­
ing, obesity, substance abuse, and alcoholism found 
very modest success rates.86 Aversion therapy, using 
classical conditioning principles to get the addict to 
associate the drug with nausea or electrical shocks, also 
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has had quite limited success.87 Whereas aversion ther­
apy aims at establishing a negative conditioned response 
to drugs, cue extinction aims at eliminating positive 
responses. The addict has to be brought or to bring him­
self into the environments or situations traditionally 
associated with consumption and then to be prevented 
or to prevent himself from consuming. As the connec­
tion is broken, the cue-dependent cravings will fade 
after a while. 88 As shown by Goldstein's story about the 
smoker who had forgotten that smoking was associated 
with going to the beach (section 2.3), the process must 
be systematic and cover all the situations habitually 
associated with the drug. 

Finally, an alternative to cue extinction is cue avoid­
ance, in which one manipulates the environment rather 
than the addict' s reactions to it. As noted in note 42 
to chapter 4, it has been claimed both that Alcoholics 
Anonymous adopts the strategy of cue extinction and 
that it uses the strategy of cue avoidance. As these strat­
egies are mutually exclusive, both claims cannot be 
right. 

Summary 

The relation between addiction and choice is intimate 
and complex. Addiction arises as the result of voluntary 
choices; once established, it undermines the capacity to 
choose or at least to make rational choices; and it can 
be overcome only by· (imperfectly) rational choice. 
Addictive cravings themselves are not the object of 
choice. Whether (like some emotions) they arise sud­
denly in the mind from perception or cognition or (like 
other emotions) are constant preoccupations that domi-



Choice, Emotion, and Addiction 191 

nate all other concerns, cravings are involuntary. On 
some occasions, they may even be irresistible. More fre­
quently, cravings compete with other motivations and 
rewards. In George Ainslie's phrase, they operate in 
the same marketplace. They can thus be overcome by 
setting up appropriate incentive systems. Alterna­
tively, the addict can try to short-circuit the problem 
by avoiding the circumstances in which cravings are 
triggered or by making sure he has no means of satis­
fying them. 



6 Conclusion 

Many emotions and addictions involve "strong feel­
ings," characterized by physical arousal and negative 
or positive affect. They share these features with other 
states of the organism, such as pain or sexual arousal. 
As George Loewenstein has argued, these visceral 
states have many similar effects on cognition and 
behavior. httense pain, intense shame, intense sexual 
arousal, and intense craving for cocaine have in com­
mon a capacity to derail the agent from his normal 
mode of functioning and to induce behaviors that go 
against what extern.al observers and the agent himself, 
before and after the visceral experience, would deem 
to be in his best interest. 

Some visceral states are essentially independent of, 
and impermeable to, external or internal influences. 
Nobody, to my knowledge, has attempted to argue that 
pain is a "social construction." George Ainslie's claim 
that pain is chosen because of the short-term reward it 
offers to the agent is intrinsically implausible and {what 
is more important) not supported by any direct evi­
dence. The need to relieve a full bladder is similarly 
independent of culture and choice. Although these vis-
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ceral disturbances can affect cognition and behavior, 
their origin is entirely physical. This statement does not 
imply that their impact on cognition and behavior is 
mind-independent. The fact that some people refuse to 
talk under severe torture shows that the need to relieve 
intense pain need not be irresistible. The driver who 
feels an overwhelming drowsiness coming over him 
may be able to stay awake by pinching himself in the 
arm, thus using one visceral factor to counteract 
another. Visceral factors do not affect the capacity for 
purposive behavior in the manner of Alzheimer's dis­
ease, which acts on the. core of the mind, not merely 
on its periphery. These are metaphors, but the contrast 
should be clear. 

This subset of visceral factors must be distinguished 
from those shaped in part by culture and choice, namely 
emotions and the states induced by addictive sub­
stances. By and large (but see section 2.3 for exceptions), 
all emotions involve physiological arousal and either 
positive or negative valence. Addictive substances also 
modify the physiological state of the organism in a 
number of ways, by what I called their"primary nonhe­
donic effects" (section 3.4). In addition, there is a 
hedonic impact, which is positive during consumption 
and negative during abstinence. The hedonic and non­
hedonic effects jointly influence the state of craving, 
which is the central explanatory variable in the behav­
ioral study of addiction and its consequences. Although 
the states of euphoria or dysphoria associated with con­
sumption or abstinence are not themselves intentional, 
they can induce a craving for the euphoria-inducing or 
dysphoria-alleviating substance. 
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Euphoric or dysphoric states associated with emo­
tion are, by and large, triggered by beliefs. Euphoric or 
dysphoric states associated with addiction are, by and 
large, triggered by the injection of a chemical substance 
and by its disappearance from the body. Although 
extremely different in origin, the phenomenology of the 
states can be quite similar. As I mentioned in chapter 1, 
the subjective effects of amphetamine and of love are 
quite similar-not only the hedonic aspects but nonhe­
donic aspects as well, such as reduced need for sleep or 
food. The difference is that the person who is in love 
can only think about one thing, whereas amphetamines 
can enhance concentration on any activity. Sartre wrote 
Critique de la raison dialectique under its influence, and 
many students have taken it to write their term essays. 

Beliefs can also have a role in the etiology of addictive 
states. Most obviously, beliefs matter for craving. A 
patient who has received morphine in the hospital and 
feels the typical withdrawal symptoms upon release 
will not crave the drug if he is unaware that his suffer­
ing is caused by drug abstinence and can be relieved 
by drug use.1 Beliefs can also matter for the state of 
dysphoria that generates a craving. Although I am 
unaware of systematic studies on the subject, casual 
observation and introspection suggest that when the 
agent believes that a substance is unavailable, or that 
its use will be subject to immediate sanctioning, the 
craving subsides. In addition to Goldstein's skier exam­
ple, cited in section 3.3, one may cite the fact that some 
heavy smokers have little difficulty going without ciga­
rettes on transatlantic flights if smoking is forbidden, 
yet they feel intense craving once they approach an area 
where they can smoke.2 
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Whatever the importance of belief-dependent crav­
ings, cue dependence is a very central and well-docu­
mented mechanism. By the mechanism of conditioned 
learning, addicts may experience euphoria, dysphoria, 
and craving at the mere sight or smell of an environ­
ment associated with their consumption. An ex-addict 
can relapse simply by watching a TV program about 
addiction.3 The same mechanism-sensory cues 
invested with significance through associative learn­
ing-can also trigger emotion. As LeDoux has shown, 
conditioned stimuli may even trigger emotions such as 
fear when there is no conscious memory of the original 
event that established the association. In fact, very trau­
matic events may have the dual effect of creating strong 
emotional or implicit memories that can recreate the 
emotion under the appropriate circumstances and of 
preventing the formation of conscious or explicit mem­
ories.4 If this hypothesis is verified, Freud will have 
been proved wrong: lack of memory about traumatic 
events cannot be due to repression if the memory has 
not been formed in the first place. 

The causal origin of the link between perception and 
emotion may be found in evolution rather than in asso­
ciative learning. A snakelike shape on one's path may 
trigger an emotion of fear and a behavioral response of 
freezing because this is what evolution has pro­
grammed to happen. Cue-dependent cravings, by con­
trast, can only arise through learning. Although the 
mechanism of associative learning is a result of natural 
selection and associative learning may induce cue­
dependent cravings, it is unimaginable that natural 
selection could induce craving at the sight or smell of 
alcohol in a person who had never tasted it. Cravings, 
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unlike emotions, are artificial phenomena. For one 
thing, animal addiction does not occur spontaneously 
in the wild, and in some hum.an groups, addiction does 
not exist. For another, evolution has not produced a 
specialized neurophysiological machinery for respond­
ing to addictive substances. Instead, addiction occurs 
when and because a chemical substance happens to fit 
into a brain reward system that evolved to ensure that 
the organism is motivated to satisfy basic needs of food, 
drink, and sex. 

From a conceptual point of view, it is important to 
emphasize that emotions can be triggered by percep­
tions in which no cognitive content (in the form of prop­
ositional beliefs) is involved. In addition to fear and 
perhaps a few other very basic emotions, the aesthetic 
emotions also illustrate this idea. This having been said, 
the more complex emotions are mostly triggered by 
beliefs rather than by perception. With cravings, it is 
the other way around: whereas cue dependence is a 
massively important mechanism, belief dependence is 
probably marginal. This discussion is summarized in 
table 6.1, with the most prominent cases starred. 

This typology presupposes that the emotion or crav­
ing is initially absent and then suddenly triggered by 
some external event. In the terminology of section 2.3 
above, such states are characterized by" sudden onset," 
"unbidden occurrence," and "brief duration." Yet 
strong feelings are not necessarily transient. As we also 
saw in section 2.3, emotions such as love or wrath (the 
emotional desire for revenge) can persist for years or 
decades unless or until they are satisfied. An emotion 
can serve as the organizing principle of a life. Some 
addicts too are in a more or less constant state of crav-
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Table 6.1 
Belief dependence and cue dependence in emotions versus cravings 

Trigger Emotions triggered 

Cognition Complex emotions" 

Perception Fear, aesthetic 
emotions 

" = central case 

Cravings triggered 

Belief-dependent 
cravings 
Cue-dependent 
cravings" 

ing. The life of the alcoholic, the heroin addict, or the 
compulsive gambler is organized around getting to the 
next drink, the next fix, or a source of gambling funds. 
Citing Herbert Fingarette and Francis Seeburger, Gary 
Watson refers to this form of addiction as ''existential 
dependence."5 

Beliefs enter, more or less prominently, among the 
causes of emotions and cravings. Conversely, strong 
feelings can affect cognition, by clouding or distorting 
it. The clouding effect may occur simply because it is 
hard to think rationally under the influence of visceral 
feelings, which may distract from the long trains of 
thought often required. Very intense feelings also have 
the capacity for inducing a disregard of alternatives to 
the option they favor and of its long-term conse­
quences. The urge to strike back in anger or the craving 
for cocaine may be so strong that other considerations 
simply do not present themselves to the mind of the 
agent, or do so in a way that reduces their motivational 
power. The philosophically controversial question of 
whether the clouding effect can be so strong as to make 
the desire literally irresistible is not very important in 
practice. It is uncontroversial that emotions and crav-
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ings can induce an agent to disregard alternatives and 
consequences much more than he would under other 
circumstances. 

With regard to the emotions, various writers argue 
that the shrinking of the cognitive horizon is actually 
beneficial, and may have been selected for by natural 
evolution. The need to respond to danger may be so 
urgent that careful and time-consuming consideration 
of alternatives and consequences might defeat its pur­
pose. This argument fails on a number of counts. First, 
saying that "in responding first with its most-likely-to­
succeed behavior, the brairt buys time ... is not to say 
that the brain responds automatically for the purpose 
of buying time. The automatic responses came first, in 
the evolutionary sense, and cannot exist for the purpose 
of serving responses that came later."6 Second, emo­
tions that arise in situations where buying time is ines­
sential may also cloud belief formation-shame is an 
example. Third, the fact that addictive cravings as well 
as other visceral feelings such as pain can have the same 
effect suggests that emotional truncation of cognition 
can be explained more parsimoniously by its proximate 
causes than by its evolutionary origins. 

The distorting effect occurs when the belief is harn­
essed to the desire. Smokers welcome theories that jus­
tify their behavior by asserting that the craving to 
smoke is irresistible. The relapsing ex-alcoholic is moti­
vated to believe in the theory of Alcoholics Anonymous 
according to which the first drink inevitably turns into 
a binge. Emotions too motivate the agent to seek out 
justifications for the behaviors they induce. As Seneca 
said, "Reason wishes the decision that it gives to be just; 
anger wishes to have the decision which it has given 
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seem the just decision."7 Love, according to Stendhal's 
theory of crystallization, manages to find all sorts of 
wonderful qualities in the object of love to justify a feel­
ing that originally had no other root than the belief that 
the other person might love oneself. By virtue of the 
high levels of arousal and valence they induce, emo­
tions and cravings are among the most powerful 
sources of denial, self-deception, and rationalization in 
human life. 

Addicts get their ideas about the nature of addiction 
and relapse from their environment. In addition to 
causal beliefs, the environment also provides them with 
norms and values. Such beliefs, norms, and values dif­
fer across and within societies. In addition to the exam­
ples discussed in section 4.3, one can use eating 
disorders to illustrate this idea. 

The ordinary overweight person in the stylized rep­
resentation of figure 6.1 will often be found in cultures 
and subcultures less concerned with body weight and 
slimness than is the case among professionals in con­
temporary Western societies. For many people in the 
past, for instance, the prospect of gaining weight as they 
grew older was seen as normal and (at least for men) 
even desirable. As values change and as people acquire 
ever-more complex causal beliefs about the relation 
among food intake, weight, and health, new patterns of 
weight change emerge. In addition to the serious eating 
disturbances of anorexia nervosa and bulimia, there are 
numerous off-on dieters whose weight pattern some­
what resembles that of bulimics. Charting drinking pat­
terns before and after the "discovery of alcoholism" 
would probably yield qualitatively similar results. As 
in the case of eating disorders, the key explanatory vari-
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Figure 6.1 
Eating disorders. 
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able is the emergence of ambivalence, caused by the con­
flict between the craving to consume and the social dis­
approval of consumption. 

In the case of emotions, causal beliefs do not matter 
very much. Although there is evidence that both 
occurrent episodes of anger' and chronic irascibility' 
increase the risk of coronary heart disease, this evidence 
has not yet hardened into popular beliefs that might 
induce people to try to control their emotions. If those 
beliefs did emerge, they might have to confront evi­
dence to the effect that repressing emotions may also 
have bad health effects, by causing hypertension10 and 
worsening the prognosis for cancer patients.11 By and 
large, beliefs of this kind are not an integral part of our 
attitudes toward the emotions, as beliefs about the bad­
health consequences of smoking are part of our attitude 
toward cigarette addiction. 
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By contrast, occurrent emotions as well as emotional 
dispositions are very much the subject of normative 
assessments. Again, there is much cultural variation. A 
society that does not explicitly label and conceptualize 
a given emotion cannot harbor positive or negative atti­
tudes toward it either. Also, even if the emotion is 
acknowledged as such, normative attitudes toward it 
may vary a great deal. What we would view as the over­
bearing and intolerable pride of Renaissance kings or 
princes was accepted as their due at the time. Whereas 
we tend to condemn an unbridled passion for revenge, 
other societies have condemned those who did not feel 
it on the appropriate occasions. In one society, people 
may feel and show contempt for disfigured or obese 
individuals, whereas in another that attitude itself 
would be met with contempt. 

Cultural variations in attitudes toward emotions and 
cravings may have their source in the different valua­
tions of self-control. According to one set of norms, peo­
ple approve most highly of those who are able to control 
their urges and cravings but nevertheless disapprove 
less of those who do not try to control themselves than 
of those who try and fail. In other norm systems, the 
second-ranked group might instead be at the top or at 
the bottom of the value hierarchy. As I am unaware of 
any systematic studies of the subject, these remarks are 
speculative and nonspecific. What seems clear is that 
in the phenomenology of addiction and emotion, self­
control as a source of esteem and self-esteem have an 
important place. For some alcoholics, the most painful 
cause of shame and guilt is that by drinking they are 
doing harm to themselves and their families. For others, 
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it is that they are showing themselves to be incapable of 
carrying out their decision to quit. Irascible individuals 
might also be viewed-by themselves and others-in 
either perspective. I conjecture that comparative stud­
ies would show these attitudes to vary systematically 
across societies, not merely idiosyncratically across 
individuals. 

Yet in all societies it is probably recognized that some 
emotions and cravings can be so self-destructive in their 
consequences that self-control to keep them in check is 
to be valued. While subject to emotions and cravings, 
as well as to social norms and values directed toward 
these feelings, people are also capable of thinking and 
acting rationally. Although this capacity can be sub­
verted by the feelings, it can also be used to resist them. 
The hardest thing is to resist a strong feeling at the 
moment it arises. In the case of anger (see figure 2.1 
above), one may not be aware of the emotion until it is 
too late. In the middle of a cocaine binge, prior resolu­
tions of self-control no longer have the power to moti­
vate, and costs of the behavior are largely ignored. 

An alternative to "instant self-control" is to adopt 
one of several indirect strategies. On the one hand, the 
agent can take as given the tendency or disposition to 
feel cravings or emotions in a given environment and 
try to adjust strategically to the latter, either by avoiding 
situations that might trigger the desire or by removing 
the means of satisfying it. Some addicts learn to avoid 
environments associated with their earlier drug taking, 
whereas others give or throw away the key that would 
give them access to the drug they want to avoid. Ulysses 
could have put wax in his own ears so that he would 
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not hear the song of the Sirens, but chose instead to tie 
himself to the mast so that he was physically unable to 
give in to the emotion it produced. 

On the other hand, the agent may try to modify the 
disposition itself, so that he can move freely among 
dangers and temptations without giving them a second 
thought. An addict may rid himself of cue-dependent 
cravings by a process of systematic desensitization, 
exposing himself to the cues without subsequent con­
sumption until the association has been broken. The 
person who wants to rid himself of a tendency to feel 
irrational guilt can engage in meditation or therapy for 
that purpose. 

Because of the artificial and limited nature of addic­
tion, these self-control strategies are more likely to suc­
ceed in the case of cravings than in the case of emotions. 
Short of shying away from all contact with other people, 
it would be impossible for an irascible person to avoid 
all occasions for anger or to prevent himself from acting 
on his anger on all occasions he might feel it. By con­
trast, the set of environments and cues associated with 
drug tal<lng is often small enough to make complete 
avoidance possible. 

To the extent that emotional dispositions are estab­
lished by associative learning, as with conditioned fear 
reactions or phobias, it is also possible to unlearn them 
by desensitization. Yet the subset of emotions of which 
this is true is relatively small. Most emotional disposi­
tions cannot be eliminated by producing the occasions 
on which they tend to occur and then refraining from 
acting on them. To my knowledge, nothing suggests, 
for instance, that one could become less irascible by 
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suppressing the behavioral manifestations of anger. By 
contrast, because associative learning is central in the 
etiology of cravings, desensitization is a more promis­
ing strategy of self-control in this case. 

fu this chapter, and in the book as a whole, I have tried 
to bring out similarities as well as differences between 
emotion and addiction. Both phenomena arise in the 
intersection of neurobiology, culture, and choice. 
Although both have a firm basis in neuropsychological 
mechanisms, they are also malleable to some extent by 
the choices of the agent and by the beliefs, norms, and 
values of his environment. At the same time, the arousal 
and hedonic valence that characterize strong emotions 
and cravings are also capable of undermining cogni­
tion, choice, and rationality. 

These common features must be seen against the 
background of two important differences. Emotions are 
natural and universal. Without asserting that there are 
some emotions that are found in all societies, I can safely 
say that all societies feature some emotions. Addiction 
is artificial and nonuniversal, an accident of the interac­
tion between the brain reward machinery that evolved 
for other purposes and certain chemical substances. At 
the same time, emotions are much more belief-depen­
dent than addictive cravings and drug-induced states. 
Because social life is embedded in an extraordinarily 
dense network of beliefs, emotions are central to all 
human activities. fu comparison, the role of cognition 
and even perception in addiction is sharply limited. 

Yet some mysteries remain. Why are love and 
amphetamine, so different in their causes, so similar in 
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their effects? How do guilt and shame from drug use 
interact with the dysphoria induced by withdrawal? 
Why do we sometimes have the impression that a per­
son is addicted to the emotion of righteous indignation, 
seeking out all occasions that will produce it? Beneath 
the differences, there may be further similarities that 
we do not yet understand. 
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above. The addicts' prediction about what they will do is based not 
on an anticipation of what it will be rational for them to do in the 
last period of their planning horizon but on the idea that since most 
addicts seem to relapse, they too are likely to do so. 

83. I discuss precommitlnent strategies more fully in Bister (1999). 
Since chap. 1, sec. 7, of that work deals extensively with precommit­
ment and addiction, my discussion here has been kept to a min­
imum. 
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84. Oted after Orford (1985), p. 19; my italics. 

85. Schelling (1992), p. 167. 

86. Brown and Fromm (1987), chap. 4. 

87. Miller and Hester (1980), pp. 31-42; Lichtenstein and Brown 
(1980), pp. 189-192. 

88. Weiss, Mirin, and Bartel (1994), p. 149; Callahan (1980), pp. 
158-159; Miller and Hester (1980), pp. 90-91; Miller (1980), pp. 
276-277. 

Chapter 6 

1. Orford (1985), p. 195. 

2. 'I1tls is also true of the more purely visceral urge to urinate, which 
may subside when there is no conventionally accepted way of 
relieving it and then intensify very rapidly when the agent knows 
that there will soon be an occasion to do so. 

3. Goldstein (1994), pp. 220-221. 

4. LeDoux (1996), pp. 203, 243. 

5. Watson (1998). 

6. LeDoux (1996), p. 175. 

7. On Anger, I.xviii. 

8. Mittleman et al. (1995). 

9. Kawachi et al. (1996). 

10. Frijda (1986), p. 129. 

11. See Barraclough (1994), pp. 94-100, and Dubovsky (1997), pp. 
333-337, for surveys of the literature. 
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