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Introduction

Barry Stroud

Allan Gibbard delivered the 2006 Tanner Lectures on Human Va-

lues at the University of California, Berkeley. Michael Bratman,

John Broome, and Frances Kamm responded to the lectures as given

and contributed energetically to three sessions of lively discussion.

The lectures have been revised and expanded for publication, and

the responses accordingly redeployed, and Allan Gibbard has re-

plied in detail to his commentators. This book is the product of this

fruitful philosophical interchange.

The lectures are directed first toward better understanding of

the kind of thinking we all engage in when we deliberate and assess

alternatives and decide what to do and then do it. It is Allan Gib-

bard’s hope that the proper understanding of those ways of thinking

can actually help us answer questions of what we ought to do or

what is right or wrong in everyday social and political life. He is

optimistic because part of his goal in answering the first question

is to explain how a system of values best serves us or what makes

morality of value to us in the world as we find it. He thinks moral or

evaluative payoff is to be expected from the right kind of account

of the nature of human practical reasoning.

Human beings are inevitably faced with questions of what to do

and how to behave with one another. The fundamental idea from

which Gibbard starts is that we cannot answer such practical ques-

tions solely by appeal to anything that could be found to be so in the

natural world we all live in. We ask what we ought to do, but we ask

it in a world that simply is the way it is; it is the world described by

the natural sciences. To think that answers to such questions can be



discovered by awareness or ‘‘intuition’’ of truths about what is to be

done or what is best raises the question of how there can be such

truths and how we are able to discover them. They could not be

truths of the natural world as described by science. Gibbard has a

different explanation of our having the practical convictions we all

have.

Although answers to our practical questions cannot be found in

the natural world, it is part of the natural world that human beings

ask and answer such questions and act accordingly. So any study of

how they do that, and of what kind of thinking it takes to settle the

practical questions they face, will be a study of something that is

part of nature. It is the particular kind of answer Gibbard wants to

give to these factual questions about human beings that he thinks

can make certain answers to human practical questions about what

to do or what we ought to do more plausible than certain others.

It might seem obvious that when we reach a conclusion about

what we ought to do in a particular situation, we have then come to

think or believe that we ought to do such-and-such. Accepting that

conclusion, we might also realize that if that is what we ought to do,

then there is something else we ought to do first, and so conclude

that we ought to do that other thing first. The obvious validity of

such reasoning seems best accounted for by the fact that if the two

premises we accept are true, it must be true that we ought to do that

other thing first. Gibbard rejects the primacy of this kind of account

of the validity, but without rejecting the obviously sound reasoning

it is meant to explain. He holds that ‘ought’ judgments are beliefs

that can be true or false, but that an explanation is needed of how

that can be so.

His basic idea, which is the main focus of the first part of this

book, is that in believing that we ought to do a certain thing, we

are really expressing our plans or our planning attitudes toward a

certain course of action. The same is true of assessing the actions of

others; it amounts to adopting a plan. Even to determine whether

Caesar ought to have crossed the Rubicon when he did is to adopt
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a contingency plan for what to do if one is Caesar at the Rubicon

then. All questions of what we or anyone else ought to do are

planning questions; arriving at a conclusion about what ought to be

done is really a matter of adopting a plan.

All three commentators challenge this identification, for differ-

ent but related reasons. The objections would go to the heart of

Gibbard’s account of practical thought. Michael Bratman observes

that the practical attitude we express in actually acting in a certain

way cannot be the same as having adopted a plan to act in that way,

since it is possible when the time comes to act contrary to what one

even sincerely and resolutely plans to do. Gibbard sees in this

objection the phenomenon sometimes called ‘‘weakness of will’’:

doing something while remaining convinced at the very moment

of action that one ought not to do it. Without denying the familiar

facts of human action or inaction usually thought to illustrate it,

Gibbard eventually wonders, with Plato’s Socrates, whether there

really is such a thing.

Frances Kamm defends the idea that there is something to be

known or at least believed in practical reflection. Although she

relies on ‘‘intuitive’’ judgments about particular cases in her own

work in moral philosophy, she concedes that awareness or ‘‘intui-

tions’’ of what ought to be done are fallible and often need inde-

pendent reasons and argument to support them. But she contends

that in considering such reasons and assessing their force, even

their force in favor of adopting a plan to act in certain ways, we

evaluate considerations that hold or not independently of any plan

we have adopted to rely on them. Gibbard does not exactly disagree,

but for him finding certain reasons to be genuine and worth relying

on is nothing more than coming to adopt a plan to trust them or

rely on them.

John Broome objects that the attitudes of planning that Gibbard

says are expressed in what look like beliefs about what ought to be

done could never be identified or discovered in an agent without

thinking of the person as already believing that such-and-such is

Introduction � 5



best or ought to be done. The beliefs Gibbard sees as secondary

or derivative from more basic planning attitudes must be taken as

primary in recognizing the presence of the very attitudes said to be

primary. Gibbard resists this idea on what for him is the funda-

mental ground from which he starts: that if such alleged ‘ought’

beliefs are not seen as planning attitudes along the lines he sug-

gests, there can be no explanation of what they amount to, since

there are no conditions in the world under which they would be

true.

In the second and third lectures, Gibbard goes on to develop some

of the consequences of the idea that the adoption of planning atti-

tudes is what lies at the center of practical life. Planning is some-

thing that can be done alone. But people must also plan how to live

together and, ideally, they must plan together how to live together.

This kind of social coordination requires that one person’s thoughts

about what ought to be done must be taken into account in another

person’s thinking about what ought to be done. But each person

seeks goals or goods that can apparently be understood and sought

for independently of considerations of morality or of their contri-

bution to general social harmony: happiness, accomplishment,

human attachments, for instance. Gibbard thinks any planning one

could enter into with others must offer the prospect to the planning

agent of goods such as these. This would be what morality can be

seen to be good for—how morality can serve mankind rather than

having to be served by it.

The main question to which Gibbard’s last two lectures are de-

voted is whether and how people’s different aims or different

conceptions of what is good can be acknowledged and accommo-

dated within this kind of communal planning. It might seem that

our living and acting together should not require that we all have a

common set of goals or a single conception of the good. Any at-

tempt to insist on such a single scheme or to impose it on all pro-

spective agents could give some people reason not to plan to live that

way. But Gibbard thinks planning that allows for such potential
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diversity of goods will prove to be unstable, even ‘‘incoherent’’; it

leaves room for the pursuit of goals that might conflict. He seeks a

way of planning together that excludes this possibility but that each

person could still see to be to his or her own good. To accept such a

plan would be a way of honoring the idea of living with others

in ways that one could justify to them, and so living together with

others on terms of equal respect.

These apparently more ‘contractual’ considerations that must be

present in any ideal plan for living together might seem incom-

patible with utilitarian forms of assessment that would evaluate

outcomes only in terms of some overall good. But Gibbard argues

that the kind of plan he sees as satisfying these ‘contractual’ re-

quirements best is one the implementation of which would maxi-

mize the prospects of the total good of all participants. This is

something he finds to be supported by two theorems in decision

theory. John Broome questions Gibbard’s use of the theorems he

relies on. Can he really get from the theorems the results he wants?

And does he really need the theorems in question to get the results

he seeks? Gibbard’s detailed response qualifies the original claim

and more fully explains how he thinks it is to be defended.

This takes Gibbard in his replies into a detailed discussion of

several different but closely related forms of contractual social

theory. The question is whether and how their requirements can or

cannot be accounted for on broadly utilitarian grounds. Frances

Kamm raises many questions about the extent to which the version

Gibbard proposes can respect basically ‘contractual’ requirements

while assuring benefits to the participants that can be appreciated

in fully nonmoral terms. The question whether a morality can be

supported on extra-moral grounds is not definitively settled in

these pages.

Gibbard’s reply is in effect his defence of a plan that would be

utilitarian in containing a common scale of goals or goods for all to

pursue in which each person who accepts that scale and seeks those

goals would advance the overall good as much as possible. Gibbard

Introduction � 7



does not venture a suggestion as to what that scale of goals for all to

pursue in common might be; it is a question of what is to count in

a social contract that everyone can find reason to agree to. But he

argues that on the general scheme he envisages, there must be such

a thing as a person’s good, since for anyone to accept a plan that

would maximize the total good of everyone in this way would be to

accept as the person’s good whatever can be seen to play the rele-

vant role in the plan the person accepts and lives by. What a per-

son’s good ‘‘really is’’ thereby also turns out to be a ‘‘planning

question.’’

Both in the lectures and in his detailed replies to the challenging

objections raised here, Allan Gibbard greatly extends his explana-

tion and defence of the provocative position he has developed in

recent decades. His contributions continue to reveal more and more

of the sources, and of the power, of his distinctive approach to some

of the most difficult problems of moral philosophy.

8 � Barry Stroud



Reconciling Our Aims

Allan Gibbard



This page intentionally left blank 



I. Insight, Consistency,

and Plans for Living

Jonathan Haidt, the social psychologist, entitles a fascinating article

‘‘The Emotional Dog and Its Rational Tail.’’ His topic is moral

judgment, and the emotional dog is what he calls ‘‘intuition.’’

Mostly, he argues, we don’t arrive at our moral conclusions by rea-

soning. We jump to them with emotional judgments, with ‘‘affec-

tively valenced intuitions,’’ as he puts it. We will often be firmly

convinced that our moral judgments rest on sound reasoning, and

that unless others are driven by bias, they will appreciate the force

of our arguments. He calls this the ‘‘wag-the-other-dog’s tail’’ il-

lusion. In fact, though, in our moral reasoning, we are not so much

like intuitive scientists following the considerations where they

lead, but like intuitive lawyers, reasoning to preordained conclu-

sions. Reasoning is effective on occasion, he concedes, with ‘‘ade-

quate time and processing capacity, a motivation to be accurate, no a

priori judgment to defend and justify, and when no relatedness or

coherence motivations are triggered’’ (822). Mostly, though, what

reasoning does is to construct ‘‘justifications of intuitive judgments,

causing the illusion of objective reasoning’’ (822).1

All this chimes in with Hume’s dictum, ‘‘Reason is, and ought

only to be, the slave of the passions.’’ Haidt himself isn’t talking

about how moral judgment ought to work; he is offering a psy-

chological account of how moral judgment does work. Now even

philosophers who stress reasoning have often thought that reason-

ingmust rest ultimately on intuition. Intuitions give us the starting

points of reasoning, and they tell us what follows immediately from



what. Reasoning thus strings together a series of intuitions. Haidt’s

thesis isn’t just that intuition is crucial to moral judgment, but that

it isn’t this stringing together that mostly drives moral judgment.

Reasoning he defines as going by conscious steps, so that it ‘‘is

intentional, effortful, and controllable and that the reasoner is

aware that it is going on’’ (818). What’s powerful in moral judg-

ment, Haidt argues, will be the single, emotionally valenced intu-

ition that reaches its conclusion all by itself. Moral judgment

doesn’t have to be this way, for all Hume’s dictum tells us, but that,

Haidt argues, is the way moral judgments mostly are.

We can ask whether what Haidt means by ‘‘intuition’’ is what

philosophers have traditionallymeant. The paradigm of intuition in

the philosophical tradition has often been the geometric intuition

by which we know the axioms of geometry. These are emotionally

cool, whereas the intuitions that drive most moral judgment, ac-

cording to Haidt, have emotions attached. It’s an important ques-

tion whether the intuitions that ground morality are always tied in

with emotion, but that’s not a question I’ll be addressing. Later on

I’ll distinguish senses of the term ‘intuition,’ but I won’t restrict the

term either to ‘‘hot’’ or to ‘‘cool’’ states of mind.

Now, we philosophers aren’t expert psychologists. It’s how we

ought to reason that we are specially charged with assessing. Often

we do reason, even on moral questions, and I’ll assume that some-

times we should. The philosopher’s job in particular is to reason,

and if we ought never to reason on morals, then we moral philo-

sophers may need to find another line of work. In this lecture,

though, I won’t engage in moral reasoning; that is for the next two

lectures. My questions in this lecture will be about moral reason-

ing. What is its subject matter? I’ll ask. How ought we to reason?

If reasoning strings together intuitions, why trust its intuitive

starting points? I’ll talk about these broad questions in this lecture,

and then in the next two scrutinize a particular piece of moral

reasoning, one that purports to get remarkably strong moral con-

clusions from plain and clear intuitions.

12 � Allan Gibbard



Moral intuitions are puzzling.We seem tohavemoral knowledge;

indeed some moral truths seem so utterly clear as to be pointless to

state. It’s wrong to torture people for fun. Other moral questions

are agonizing to ponder. Are there any conceivable circumstances in

which we would be morally justified in torturing someone? If we

have moral knowledge at all, it seems this knowledge must rest in

the end on powers to intuit moral truths. G. E. Moore a hundred

years ago elaborated arguments that moral claims aren’t claims that

could be brought within the purview of natural science. Two people

could agree on all the facts of empirical science and still disagree

morally. They could disagree, say, on whether, as Henry Sidgwick

thought, pleasure is the only thing worth wanting for its own sake.

The fault of the one who is wrong needn’t rest on ignorance of the

facts of nature, or failure to grasp the concepts involved, or any

failure of logic.2 Natural facts and conceptual truths aren’t enough

to entail answers to moral questions. If we are to have any moral

knowledge at all, then, the gap must somehow be filled. What else

could it be filled by but a power of intuition, a power to apprehend

some basic moral truths, though not by the senses?3

Not all philosophers agree that morality lies outside the scope of

empirical science, but I’ll be offering a picture on which it does,

and proceed on the assumption that the picture is right. Moreover,

I would argue that even claims about rationality in science aren’t

entirely within the subject matter of science. Science itself rests on

intuitions about the justification of empirical conclusions. If that’s

right, then it may not only be morality that raises puzzles about

intuition.

In the case of morality in particular, a chief puzzle is, it is hard to

see how beings like us could have powers of moral intuition. We

are parts of the natural world. Crucial aspects of any moral truth,

though, don’t lie in the natural world.When we look at ourselves as

parts of the natural world—as Haidt does—we won’t find a re-

sponsiveness to anything non-natural. We won’t even find the

purported facts we claim to intuit.

Insight, Consistency, and Plans for Living � 13



I’ll begin what I have to say by sketching a view of ourselves as

a part of nature. Moral right and wrong form no part of this view.

It is part of the view, though, that we would ask ourselves moral

questions and come to conclusions about them. How things stand

morally is not a part of the natural world, but our study of these

matters is. (Later I’ll be qualifying this, but for now let’s stick with

it.) Beings who think and reason about what to do, I say, answer

questions of ought, at least implicitly, when they settle on what to

do. Beings with our own psychic makeup make specifically moral

claims. I’ll speculate how these activities look within a value-free

scientific picture. After that, I’ll turn to the plight of the beings like

us who figure in the picture, beings who think about what to do

and think about right and wrong. Our answers to the questions we

address will rest on intuitions—but, I’ll be asking, if intuitions are

the sorts of states that figure in Haidt’s picture, why place any stock

in them?4

Nature, Oughts, and Plans

Begin, then, with us as living organisms who are part of the world

of living organisms. The upshot of natural selection is that genes

become amazingly good at, as it were, working together to use us to

make more copies of themselves. How, a great puzzle runs, have

metaphorically selfish genes come tomake people who are, literally,

not entirely selfish? The answer can only be a long and contro-

versial story, and I won’t address this particular story in these

lectures. Rather, I’ll ask about the place of oughts in the story, in

this world of iss.

The story proceeds in terms of the metaphorical interests of the

genes, the things that promoted their multiplying as the human

genotype was formed, and on the other hand, the literal aims, be-

liefs, and feelings of humans and proto-humans. Genes proliferate

in part by forming recipes for organisms that keep track of the

14 � Allan Gibbard



world around them, very much including the social world.5 Know-

ledge guides action. But it guides action in ways that proliferate

genes only if the actors have the right aims, the right propensities

to use their knowledge to guide action. Knowing where a lion is

doesn’t promote one’s genes’ reproduction if one’s reaction is to try

to pet it.

The beings in this biological picture of us, then, face questions of

how things are, but those aren’t the primary questions they face.

The primary questions are ones of what to do, what to aim for and

how. Most organisms of course can’t be interpreted, in any full-

bodied sense, as addressing these questions and accepting or re-

jecting answers to them. Dogs chase squirrels and bark at intruders,

and much of the time, we, like the dog, just act out of habit or

emotion.We, though, of an intricately social species with language,

differ from other animals in two important ways. First, our social

emotions are especially refined and elaborate. A substantial amount

of the human neo-cortex seems to function in the workings of

emotions, and emotions include impulses to action. Many of our

feelings are intensely social, as with guilt and resentment, with

shame and disdain. Second, we are beings with language, and we

make judgments that we express with language.

Here, then, are two pieces of speculation about our species. First,

we are adapted to specific kinds of emotional reactions to social

situations. These reactions include moral emotions of resentment

or outrage and of guilt, guided by judgments of fairness. Emotions

bring characteristic tendencies to action, so that resentment, for

instance, tends toward punitive action. Emotions thus affect re-

production through the actions they prompt, and so natural selec-

tion will shape the psychic mechanisms of emotion. Human

emotional proclivities evolved the way they did because of this.

With humans also, though, I speculate, there evolved a kind of

language-infused governance of emotions. We discuss together

and have linguistically encoded thoughts that work to control our

feelings. On feeling a flash of resentment that you took a piece of

Insight, Consistency, and Plans for Living � 15



cake that I had hoped to have, I can reason that you were as much

within your rights to take it as I would have been, and so there is no

cause for resentment. At this thought, my resentment may subside.

If it doesn’t and I complain, expressing my resentment, the rest of

you may set me straight. If my resentment doesn’t subside, the

actions it prompts may, in my social circumstances, work in the

long run to hurt my reproductive prospects. Hence come selection

pressures for a genetic propensity to control emotions in certain

sorts of social circumstances.

My resentment is unwarranted, I judge, when you finish the

cake. How does a concept like warrant work? For purposes of de-

lineating how reasoning with such concepts can go, I suggest we

think of judgments of warrant as something like plans. I plan, as it

were, under what circumstances to resent people for things they do.

This talk of plans for feelings sounds artificial, I admit, but when we

judge that resentment would be unwarranted in my situation, the

judgment acts much as would a plan, for my situation, not to resent

you. Literal plans are carried out by choice, to be sure, and we can’t

choose what to feel. Feelings, though, do respond somewhat to

judgments of warrant, as they might in the example. It’s thus

somewhat as if we planned what to feel, even though choice doesn’t

figure in the guidance of emotion in the way that plans for action

get realized by guiding choice.6

Questions of moral right and wrong, on this picture, will be

questions of what to do, but with a particular kind of emotional

flavor. What is it to think an act morally wrong, as opposed to just

silly or imprudent? Roughly, I propose, it is to think that the act

warrants resentment on the part of others and guilt on the part of

the person who did it. Specifically moral questions, if this is right,

are questions of what moral sentiments to have toward things. At

their narrowest, they are questions of what to resent people for

doing and what to feel guilty for doing. To guilt and resentment

here, as Howard Nye has urged on me, we need to add a prospective

feeling of guilt-tinged aversion toward acts we might contemplate

16 � Allan Gibbard



doing.7 This emotion is negatively valenced toward the act, and so

to plan guilt-tinged aversion toward an act is to plan to be against

one’s doing it, in a way that has a particular emotional flavor.

(Whether planning this aversion must always go with planning, all

things considered, not to do the act is an important question that

I won’t try to answer here.)

I am contrasting, then, oughts in general and moral oughts.

Narrowly moral questions of right and wrong I’m treating as at

base questions of what moral sentiments we ought to have and act

from. Questions in the broader class of oughts in general we call

normative questions. These include questions of what a person

ought to do all things considered. They include epistemological

questions of what we ought to believe. And they include questions

of how we ought to feel about things. These, I am saying, are all, in

a broad, extended sense, planning questions; they are questions of

what to do, to think, and to feel. Moral questions are planning

questions of a particular kind, questions of how to feel about things,

where the feelings in question are the moral sentiments.

Explaining Oughts

A dictum that we draw fromHume is that you can’t derive an ought

purely from an is, and G. E. Moore argued that oughts don’t form

a part of the natural world that empirical science can study. The

picture I have sketched has the upshot that Moore was right. The

scientific picture tells us why organisms like us would have ques-

tions whose answers can’t be made a part of science. The point is

that not only do we think about how things are, but we also act and

feel. Our actions and feelings figure in a biological account, along

with the goings-on in the head that lead to actions and to feelings

about things. Questions of what to do and why, and questions of

how to feel about things and why, won’t figure in the picture. Yet

the picture shows us addressing those questions.
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Suppose I settle on helping aman in need even though I won’t get

any advantage from it. I think I ought to help him, and that it would

be wrong not to do so, and so I help him. My coming to these

conclusions must be part of any full and adequate naturalistic, bi-

ological story of me. The story, though, won’t contain any fact that

I’ve got my conclusions right or not. It doesn’t contain a fact

that I ought to help or that it’s okay not to. It doesn’t contain a fact

that it would be wrong not to help or that it wouldn’t be. Questions

of what I ought to do and what it would be wrong to do or not to do

aren’t questions amenable to science. They are, I have been saying,

questions of whether to help and of how to feel about not helping.

A scientific picture, then, has us asking questions that don’t have

scientific answers. The picture shows too why these questions aren’t

luxuries, but must be central questions for us. And from the sci-

entific picture comes an account of what these questions are: They

are questions of what to do and how to feel about things people do

or might do. If these are the questions, we don’t need to worry that

they concern queer goings-on that form no part of the fabric of the

universe, as John Mackie puts it.8 They are intelligible questions,

and they are questions of first importance.

I have been contrasting questions of empirical science and

questions of what to do and how to feel. I should note, though, that

this may not get matters quite right. Perhaps the two-way split

I have made really ought to be a three-way split. First, as I’ve been

saying, there’s the empirical picture of us as special parts of the

natural world, shaped as a species, as it were, by natural selection,

and shaped as individuals in society by complex social dynamics, a

complex human ecology. The empirical sciences of psychology,

sociology, anthropology, and the like all contribute to this. Next,

though, there’s a part I haven’t singled out: interpretation. We

understand some of these natural goings-on as beliefs, assertions,

plans, and the like with which we can agree or disagree. The ought

part then comes third in the list, as we seek answers to the questions

we can be interpreted as asking. So we have three areas of inquiry:
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psycho-social science, interpretation, and normative inquiry.When

I speak of a person as thinking that she ought to help, and when

I say that this amounts to deciding to help, I’m interpreting cer-

tain goings-on in her as the having of these thoughts.

As a first approximation, then, I’m saying, ought thoughts are

like plans. Thinking what I ought to do amounts to thinking what to

do. But this dictum needs refining. Thinking what to do can go in

two stages: In the first stage, I form my valences or preferences. In

the second stage, if there’s more than one thing I equally and most

prefer from among my alternatives, I pick one—not out of pre-

ference, but out of the necessity to choose if I’m not to be like

Buridan’s ass. My strictly normative thinking is a matter of the first

stage. We could call this part concluding what’s ‘‘okay’’ to do and

what isn’t. When it’s okay to do something and not okay not to,

then I ought to do it. Thinking what I ought to do, then, is not

all of thinking what to do. Rather, it’s the part that matters, the

valenced stage.

This ties in with a worry about the right direction of explanation.

It may well be objected that I have the proper direction of expla-

nation reversed. I started out explaining ought beliefs as plans. But

this, even if it is right, doesn’t explain normative belief in general.

It doesn’t explain belief in ties for what it would be best to do, the

belief that more than one alternative would be okay. The belief that

something is rationally okay to do, then, has to be explained in

some other way—and once we have this explanation, it’s easy to

explain the concept ought. That a person ought to do a thing just

means that it’s okay to do it and not okay not to do it. Since we can’t

explain an okay in terms of plans, perhaps we are forced to become

normative realists. We start by establishing that being okay to do is

a property we can know some acts to have, and then go on from

there to explain the concept ought and what plans consist in. That is

the objection: I have tried to explain the concept ought in terms

of plans, but the explanation, it turns out, can only run in the other

direction. I answer that we can explain both concepts, okay and
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ought, in terms of something we do on the way to planning:

forming valences. The explanation is oblique: I don’t offer straight

definitions of the terms ‘okay’ and ‘ought’ in terms of planning.

Rather, I say what believing an act to be okay consists in. To believe

it okay is to rule out preferring any alternative. It is thus to rule out

a kind of valence. Normative judgments, we can say, consist in

valences and restrictions on valences.

This, I’m claiming, explains the philosophically puzzling notions

of what one ought to do and what it’s okay to do. It explains the ‘‘to

be doneness’’ that JohnMackie thought to be no part of the fabric of

the universe. It explains how G. E. Moore and other non-naturalists

could argue so convincingly that ethical thought deals with non-

natural properties. Many philosophers think that the right direc-

tion of explanation is the opposite. An answer to the question of

how to live, they would say, just is a belief as to what we ought to

do and what it’s at least okay to do. Now of course anyone who

says this has the burden of explaining what ‘ought’ and ‘okay’

mean. If they can’t, or if their answer involves strange and in-

credible things like non-natural properties, I then say that my

direction of explanation is better. I start my explanation with some-

thing intelligible, with decision and the valences and restrictions

that get a person to the final stage where, if need be, he goes from

indifference to picking something.

Intuitions

Return now to the subject I started out with, to moral intuition.

I am treating moral inquiry as inquiry into how to live and how

to feel, how to engage people and their actions emotionally.

Often, though, moral inquiry is conducted by consulting moral

‘‘intuitions’’—and indeed Sidgwick, Ross, and others have argued

that moral reasoning couldn’t get off the ground without moral

intuitions. This alleged power of moral intuitionMackie attacked as
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incredible, as a purported mode of knowledge that is unlike any

other we know.9 How could we be in any position to intuit moral

truths, or normative truths in general? No answer is apparent in the

biological picture I sketched. Non-natural facts are absent from

the picture, and so are any powers to get at non-natural truths by

intuition. Interpreting the natural goings-on as thoughts and judg-

ments doesn’t change this. If moral knowledge must depend on in-

tuition, we seem driven to moral skepticism.

Intuitions would give knowledge, perhaps, if we had a kind of

inner eye that peers into the non-natural layout of moral facts—but

that’s not a picture to take seriously. Another stance we can take

toward intuition is not to worry: We rely on intuition, after all, for

mathematical knowledge, and so why should morality be more

constrained in the ways we can know it? Now the question of how

we have mathematical knowledge is difficult. Still, at least for

arithmetic and geometry, mathematics is part and parcel of em-

pirical knowledge, the knowledge we get by counting, measuring,

and the like. Our abilities to get numbers right are aspects of our

abilities to get right such empirical matters as the number of peb-

bles in a basket. If our abilities to get morality right were like this,

there wouldn’t be the same puzzle about them. There would be

difficult philosophical explaining to do, as with our knowledge of

arithmetic and geometry, but there would be no sheer mystery as to

why evolved beings like us would have powers of veridical insight

in the realm of morality.

Another possibility would be that intuitions matter because

the moral question just is what our moral convictions would be

in reflective equilibrium, when we had given adequate heed to

everything that would affect our considered moral beliefs. Moral

intuitions would matter, then, as the starting points for reaching

reflective equilibrium. I’m claiming, though, that moral claims

aren’t claims in interpreted psychology. The question of what we

would think if such-and-such conditions obtained is mostly an

empirical one, along with the further question of how to interpret
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the state we would then be in. I have been saying that the moral

question isn’t what we would think in such-and-such conditions,

but what to do and how to feel about things we do or might do.

These questions aren’t answered by interpreted psychology alone.

Now it might seem that I have escaped the problem of relying on

intuitions. If normative thoughts are plans, or valenced restrictions

on plans, then to come to normative conclusions, we just have to

plan. This, however, doesn’t free us from intuitions. As we plan,

we’ll weigh considerations for and against actions. Take even a case

of non-moral planning, thinking whether to go to the store. In favor

I might weigh the consideration that there I can get cigarettes. I can

go on to evaluate whether to weigh that consideration in favor.

I settle what to weigh into my decision and how, and form a string

of considerations that support other considerations. At some point,

though, the string comes to an end. Perhaps I weigh the fact that

I’d enjoy smoking in favor of smoking, on no further ground. And

perhaps I weigh the chance that I’d suffer if I smoked against a plan

to smoke. Weighing enjoyment in favor and suffering against, on

no further ground, amounts to having an intuition about why to do

things. Intuitions, then, apply to planning, and not just to thinking

how things stand. If I keep challenging my thoughts about what

to do and why, I end up grounding my planning in intuition.

I accept, then, that normative thinking rests on intuition. This

seems to raise the same question again: Why think we can intuit

why to do things? Like questions go for thinking how to feel and

why: why think we can intuit why and why not to feel certain ways

about things? But thinking of ought judgments as plans leads to an

answer. I intuit, we said, that the chance that I’d suffer if I did a

thing is reason not to do it. But to say that I have this intuition is

just another way of saying that I confidently weigh the chance of

suffering against doing a thing, and on no further ground even if

I ask myself why.

To say this is to use the term ‘intuition’ in an empirical, non-

normative sense, as Haidt does—as a certain kind of state of mind
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that is open to empirical study. We could instead use the term,

though, in a normative sense: An intuition, we could say, is a state

of mind of accepting something, not on the basis of further rea-

soning even upon challenge, that we ought to place some trust in.

To think something an intuition in this sense is to plan to rely on it.

I’ll call intuitions in the non-normative sense in which they figure

in psychology ‘‘de facto’’ intuitions. These are judgments made

confidently, on no further grounds, with no felt need for further

grounds even upon challenge. Intuitions in the normative sense

I’ll call intuitions ‘‘de jure.’’ These are de facto intuitions to rely on.

It’s a normative claim, then, that de facto intuitions are genuine

intuitions—and one we need, I have been claiming, for coherent

planning.

Ideal Conditions

I have been stressing the distinction between non-normative psy-

chological questions of how we do form moral judgments and

normative questions of how we ought to. What we will plan under

what conditions is a psychological question, whereas normative

questions are planning questions of what to do. The two are closely

tied to each other, though. We can ask the planning question of

when to trust our own planning. We can ask under what conditions

to trust our planning most. That amounts to asking what conditions

are ideal for planning. Ideal conditions, we might conclude, involve

such things as full information vividly taken in and contemplated,

and an alert, engaged, and dispassionate frame of mind. If we come

to a precise view about what those conditions are, we can then ask

the psychological question of what, in those conditions, we would

plan.

I face a moral dilemma, suppose—I’ll give as an example a simple

and far-fetched dilemma that I’ll talk more about tomorrow. A

father stands on the bank of a river where two canoes have capsized

Insight, Consistency, and Plans for Living � 23



with children in them. His own daughter was in the far canoe, and

he can rescue her. Alternatively, though, he could rescue two

children of strangers who are nearer to him. He can’t do both; what

ought he to do?

This first is an ought question; now we can ask another kind of

question: How would we answer this first question in ideal condi-

tions for judgment? If we get an answer to the second, psychological

question, we’ll come to an answer to the first. Suppose I conclude,

‘‘Under ideal conditions for judgment, I’d judge that he ought to

rescue his daughter, even though that means rescuing only one

child when he could have rescued two.’’ Relying on myself as I’d

judge in ideal conditions, I can now say, ‘‘He ought to rescue his

daughter instead of the other two children.’’

It’s not that the moral conclusion is entailed by a finding in

interpreted psychology. Rather, what’s going on is this: When we

call conditions for judgment ‘‘ideal,’’ we mean that judgments in

those conditions are ones to trust. To accept this is to plan to trust

such judgments. So I accept the claim, imagine,

In ideal conditions, I would judge that the man ought to rescue

his daughter.

Equivalently, I accept this:

The judgment that he ought to rescue his daughter is one to

trust.

To accept this is to plan to trust this judgment, the judgment that

the man ought to rescue his daughter. To trust the judgment means

being disposed to emulate it in one’s own judgment. So following

through on the plan, I make the judgment,

The man ought to rescue his daughter.

If, then, we could settle under what conditions to trust our nor-

mative judgments, then we could come to normative conclusions

on the basis of interpreted empirical findings. From the empirical
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finding that in those conditions for contemplation I’d judge theman

ought to rescue his daughter, I could reason to judging that he

ought to rescue his daughter and voice my state of mind by saying

that he ought to rescue his daughter. This isn’t deriving an ought

from a psychological is alone, for there’s an intervening normative

premise. The premise amounts to this: that what I’d find wrong in

those particular conditions is wrong—that what I would then think

ought to be done ought to be done.

Possibly, then, we could find a systematic way to move from

psychological findings to moral conclusions. In many kinds of cases,

after all, a transition from is to ought is entirely obvious and un-

controversial. If you’re driving late to work and a child will be killed

unless you stop, then you ought to stop. How to weigh a child’s life

against arriving promptly at work is something we’ve settled be-

yond need for further review. If the conditions under which to trust

one’s normative judgments were similarly unproblematic, then the

problematic parts of ethics would be reduced to questions of in-

terpreted psychology. The move from is to ought still wouldn’t be

one of entailment, but it might be systematic and trustworthy. We

aren’t at that point yet, though—and if we did get there, it would

still be important to distinguish ought questions from psychological

questions, to keep track of what we had achieved and what our basis

was for accepting the ought conclusions we accepted.

Coherence and Inconsistency

Plans, I claimed, require intuitions, but I need to make this claim

more precisely. At a moment, I can find it clear that the fact that I’d

enjoy something weighs in favor of doing it. I can then rely on this

as a premise without relying on the further psychological premise

that I find this obvious. No thoughts about intuition enter into my

thinking, and I haven’t skipped over any steps that would be needed

to make my thinking explicit and fully cogent. Over time, though,
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I can plan what to do only if, at least implicitly, I do place some stock

in my earlier conclusions without rethinking them. I trust my

earlier conclusions, and I can’t be justified in doing this unless the

fact that I earlier found something obvious on no further ground is

at least some reason to accept it. Planning requires thinking that the

is of interpreted psychology—that I implicitly accept an ought, and

would accept it explicitly if challenged, on no further ground—

supports accepting the ought. I must not only have de facto intui-

tions, but I must trust them; I must treat them as intuitions de jure.

I don’t mean, though, that de facto intuitions are to be trusted

entirely. Seeming intuitions can clash, and indeed seeming intui-

tions about what to do can clash severely. The trust to put in them

can only be defeasible. Even if moral claims didn’t mean what I say

they do, and even if the visual model held good for intuitions of

moral right and wrong, we’d have to test intuitions against each

other and revise them in light of conflicts. Philosophical work on

normative ethics, much of it, consists in engaging in this refinement

of intuitions—but there’s no end of controversy as to where the

weight of corrected intuition falls.

I have been suggesting that we might get further by conceiving

of our questions as ones of what to do and how to feel about things

and why. This won’t end our dependence on intuitions, but we

can see if the intuitions we now rely on are more tractable. Much of

what I’ll be doing in the next lecture will go over ground familiar

to moral philosophers, and we’ll have to hope that the resulting

treatment makes contact with ordinary moral thought, or there

would be little reason to trust it. A lot of what I’ll be saying in the

next two lectures stems from decision theory and from argu-

ments that decision theorists have made. We can think of decision

theory as a systematic development of intuitions about what to do

and why.

Decision theorists in the classical Bayesian tradition work to

formulate what it means to be consistent in one’s policies for action,
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and then derive surprisingly strong results from the conditions they

lay down. This tradition stems from the work of, among others,

L. J. Savage, who rediscovered a way of thinking that had been

developed by F. P. Ramsey toward the end of his short life.10 If a

way of making choices satisfies the Savage conditions (or conditions

in a like vein), as it turns out, then it is as if one were maximizing

an expectation of value. It is as if, that is to say, one had numerical

degrees of credence and numerical evaluations of the possible out-

comes, and acted to maximize expected value as reckoned in terms

of these evaluations and degrees of credence. (The term ‘expected

value’ doesn’t here mean what it would mean in ordinary En-

glish; one acts as if to maximize an expectation in the mathematical

sense, summing up one’s evaluations of the possible outcomes each

weighted by one’s degree of credence that it would be the out-

come.) Bentham the hedonist was right at least formally, it seems

to follow: If one’s policies for action are consistent, one acts, in the

face of uncertainty, to advance the good on some scale of evalua-

tion. The scale may not gauge pleasure, but there will be some such

scale or other.

The conditions that classical decision theorists put forth as in-

nocuous and compelling, though, combine in ways that clash with

strong intuitions. They are for that reason controversial; critics look

to show that not all the classical conditions are genuinely demands

of reason. In the lectures to come I rely heavily on the findings of

classical decision theory, and so although I won’t scrutinize the

controversies in any depth, I’ll glance at one famous example, due

to Richard Zeckhauser.11

You are forced to play Russian roulette, but you can buy your

way out.What is themost youwould be willing to pay, the question

is, to remove the bullet, reducing your chance of shooting yourself

from one in six to zero. Or that’s the first question; once you answer

it, we ask a more complex one. You are instead, it turns out, forced

to play a worse version of Russian roulette, with four bullets in the
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six chambers. What’s the most you would pay, the question now is,

to remove one of the four bullets. In particular, is it more or less

than before?

Most people answer less. But you should pay more, goes an ar-

gument from orthodox decision theory. This problem is equivalent,

after all, to a two-stage problem, as follows: In the first stage, you

are forced to play with three bullets and no chance to buy your-

self out. In the second stage, if you survive, you are forced to play

with two bullets, but you can pay to remove both. The amount to

pay in the second case, then, is anything you would pay to remove

both of two bullets if they were the only two bullets—surely more

than to remove one sole bullet.

This case and others like it have been staples of debate on the

foundations of decision theory, and ways out of this conflict of

intuitions have been proposed. The first thing to note, though, is

that the intuitions in conflict are strong. Is removing two bullets

worth more than removing one, if in each case you thereby empty

the pistol? Surely. Does anything matter, in these choices, but the

chance of surviving and how poor you will be if you do? Not much;

those seem the predominant considerations. It doesn’t matter, then,

whether you must play the four-bullet game or the two-stage

game, since they involve choice among the same chances of death.

Does it matter if you choose at the start of the two-stage game what

to pay if you survive the first stage, or decide once it turns out you

have survived the first stage? Clearly not. Orthodox decision theory

goes against intuition for this case, but any alternative to orthodoxy

will violate one of the strong intuitions I just voiced. The con-

straints in classical decision theory that do the real work are all

exemplified in the argument I just gave, and so at least for cases like

this one, if the argument is good, then classical decision theory is

pretty well vindicated.

I myself am convinced that what we gain in intuitiveness when

we depart from the orthodox views in decision theory in cases

like this is less than what we lose. That would be a long argument,
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though, and I can’t expect you to accept this conclusion on my say-

so. What I hope you are convinced of is that some of our strong

intuitions will have to go whatever we hypothetically decide to do

in the Zeckhauser case. In the lectures that follow, I’ll proceed as if

the conclusions of orthodox decision theory are right—but you

should note that part of the argument remains to be discharged,

and it is controversial among the experts whether it can be.12

I’ll be assuming without further argument, then, that the con-

straints of decision theory are ones of consistency in action, or

something close to it. Whether they are full-fledged matters of

consistency is a tricky question, and so I’ll use the word coherence.

Why, though, does coherence in plans for actionmatter—especially

when they are plans for wild contingencies that we will never face,

like being forced to play any of several versions of Russian roulette?

With questions of fact, the problem with inconsistency is that

when a set of beliefs is inconsistent, at least one of the beliefs is

false. I’m suggesting that we think of ought questions, in the first

instance, as planning questions. Answers to them may in the end

count as true or false, but we don’t start our treatment with talk

of truth and falsehood and help ourselves to these notions in our

initial theorizing. With incoherent plans, I accept, the oughts we

accept in having those plans can’t all be true, but that isn’t at the

root of what’s wrong. So, indeed, what is wrong with incoherent

plans?

As a first approximation, I can say, incoherent plans can’t all be

carried out. If I plan to be here today and also plan to be on top of

Mt. Kenya, believing that I can’t be both places on the same day, my

beliefs and plans are inconsistent. Either, then, my belief that I can’t

be in both places is false, or one of my plans I won’t carry out no

matter what choices I make. Some of the plans I’ll be talking about

tomorrow, though, are wild contingency plans that I’ll never be in a

position to carry out anyway. I might talk about such wild plans as

for what to prefer for the contingency of being Brutus on the Ides of

March. And some of the states of mind that can be coherent or not
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with others won’t be simple plans but constraints on plans and

beliefs—that, for instance, I plan to pay more, if forced to play

Russian roulette, to empty the pistol of two bullets than of one.

The problem with inconsistent plans is that there is no way they

can be realized in a complete contingency plan for living. For each

full contingency plan onemight have, something in the set will rule

it out. Or more completely, we’d have to talk about inconsistent

beliefs, plans, and constraints. If a set of these is inconsistent,

there’s no combination of a full contingency plan for living and a

full way that world might be that fits. And judgments get their

content from what they are consistent with and what not.

Preview

Today I have contrasted biological thinking about us and the nor-

mative thinking that the biological picture has us engaging in. A

rich enough biological picture, I think, explains why a highly social,

linguistic species like ours would engage in normative thinking and

discussion, and in moral thinking and discussion in particular. I also

talked about intuitions. We couldn’t coherently proceed with nor-

mative thinking without giving some trust to some of our de facto

intuitions, treating them as intuitions de jure. (Indeed I would claim

that this applies to thinking of all kinds—but I haven’t gone into

that in this lecture.) At the same time, some of our strong intuitions

are inconsistent with each other, and so our trust in de facto intu-

itions, to be coherent, must be guarded.

In the lectures that follow, I’ll take this very high-level norma-

tive thinking about intuitions and reasoning and turn to morality.

Our lives are social, and a large part of thinking what to do and how

to feel is thinking how to live with other people. We address these

questions partly each by ourselves and partly together in discus-

sion. I’ll be keeping my eye on moral thinking as thinking how to

live with each other and on the question of how to regard our moral
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intuitions. The moral argument that I pursue and scrutinize is one

that may be very powerful, but that raises difficult questions. This

is an argument that owes themost to Berkeley’s late JohnHarsanyi.

It leads to conclusions that clash with strong moral intuitions, and

I’ll be trying to think through the force of these intuitions. In the

two lectures that follow, then, instead of just describing moral

thinking as thinking how to live with each other, I’ll engage in

moral thinking in a reflective and highly theoretical way.

Notes

1. Haidt, ‘‘The Emotional Dog and Its Rational Tail’’ (2001).
2. Moore, Principia Ethica (1903). The argument of Moore’s

that I find powerful is the one on p. 11 that I call his ‘‘What’s at
issue?’’ argument.

3. Sidgwick, Methods of Ethics (1907), pp. 338–42, argues that
ethics requires at least one intuition.

4. The picture I develop is given in my booksWise Choices, Apt
Feelings (1990) and Thinking How to Live (2003). For a discussion
centered on intuition, see my ‘‘Knowing What to Do’’ (2002), and
for second thoughts on the theory of moral concepts in Wise
Choices, see my ‘‘Moral Feelings’’ (2006).

5. My talk of ‘‘recipes’’ is drawn fromMarcus, ‘‘Birth of theMind’’
(2004), a treatment of how genetic recipes lead to phenotypes.

6. In ‘‘Reply’’ (2006) I address objections to this talk of ‘‘plans’’
as part of a symposium with Simon Blackburn and Neil Sinclair,
Michael Bratman, Jamie Dreier, and T. M. Scanlon.

7. Personal communications and unpublished papers.
8. Mackie, Ethics (1977).
9. Mackie, Ethics (1977). On the necessity for intuitions, see

Sidgwick, Methods of Ethics (1907), and Ross, The Right and the
Good (1930), esp. pp. 39–41.

10. Classic developments of decision-theoretic arguments are
Ramsey, ‘‘Truth and Probability’’ (1931), and Savage, Foundations
of Probability (1957). Hammond, ‘‘Consequentialist Foundations’’
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(1988), develops a framework in terms of sequential decisions,
and this offers, I think, the clearest case that departing from the
strictures of classical decision theory is incoherent. Unfortunately,
Hammond’s argument is couched in fearsome mathematical ap-
paratus.

11. The example is presented in Kahneman and Tversky, ‘‘Pro-
spect Theory’’ (1979), p. 283. It is a version of the famous ‘‘Allais
paradox’’ for classical decision theory.

12. For critiques of classical decision theory with references, see,
for instance, Sen, ‘‘Rationality and Uncertainty’’ (1985), and
McClennen, Rationality and Dynamic Choice (Cambridge Uni-
versity Press, 1990).
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II. Living Together: Economic

and Moral Argument

We are beings who think about how to live. We live each with

others, and we think how to live with each other. Sometimes we

think about such things each by ourselves, and sometimes we

think and discuss together. These are truisms, but I argued in the

first lecture that the truisms are rich in consequences. They explain,

if I am right, the philosophically puzzling area of thought we call

‘‘normative,’’ thought that somehow involves oughts.

I want to ask in this lecture and the next whether such a self-

understanding could have any bearing on questions of right and

wrong, of good and bad. In the first lecture I talked about moral

concepts without using them. I did metaethics, not normative

ethics, not the work of thinking through what is right and what is

wrong and why. My metaethics leaves room for any coherent an-

swer whatever to normative questions of what’s right and what’s

wrong to do—and a wide range of possible answers are coherent.

I want, though, to explore whether the metaethical picture I sket-

ched contributes at all to making some answers to normative

questions more plausible than others. In doing so, I’ll have to pass

lightly over controversies familiar in the literature of ethical the-

ory, giving quick and insufficient arguments on issues that have

been extensively and subtly debated.



A Social Contract and the Strains

of Commitment

My late colleague William Frankena finished his short book Ethics

with the dictum, ‘‘Morality is made for man, not man for mora-

lity.’’1 His saying is widely quoted. He told me that he regretted

ever saying this, but I don’t see that he had anything to regret. If

morality should matter to us, if we should adhere tomoral demands

even at great sacrifice, then morality shouldn’t be arbitrary. Con-

cern for morality should be out of concern for something that

makes morality of value—and how could that thing be anything

other than being of value for people? (I don’t mean to rule out other

sentient beings, but in these lectures I’ll stick to people.)

Most philosophers, I think, will agree with Frankena’s saying,

but we fall into contention when it comes to drawing out its im-

plications.Moral inquiry in philosophy often comes in either of two

broad styles. One is humanistic and pragmatic, thinking what’s in

morality for us, for us human beings, and asking what version of

morality best serves us. The other broad style is intuitionist, in one

important sense of that term: Consult our moral intuitions, revise

them as need be to achieve consistency, and embrace what emerges.

The point isn’t that these two styles of moral inquiry need entirely

be at odds with each other. The hope in consulting and systema-

tizing intuitions is that doing so will uncover a deep, implicit ra-

tionale for our intuitive responses, and that the rationale we dis-

cover will turn out to be a worthy one. The hope is thus that, carried

out in the right way, the two broad styles converge. Humanistic

pragmatists start out with a vague rationale for ethics, a value ethics

has that can be appreciated in non-ethical terms. As Henry Sidg-

wick argued over a century ago, however, a morality made for

humanity must in the end be grounded on some intuition—an

intuition, perhaps, as to how humanity matters.2 His vision was,

then, that the two approaches, pragmatic and intuitive, amount to
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the same approach. Still, initially at least, the two are quite different

in spirit.

If morality is for humanity, then we might expect utilitarianism

to be right. Moral rules, we might expect, will tell us each to act for

the benefit of all humanity. The right act will be the one with the

greatest total benefit to people. Utilitarianism, though, notoriously

conflicts with strongmoral intuitions. As a simple example, I’ll start

with the case from yesterday of children drowning. I’ll then broach

a line of argument that appeals to other intuitions and seems to lead

back to the utilitarian answer. The case illustrates a much broader,

systematic argument for utilitarianism, one that draws on decision

theory and was most notably advanced by Berkeley’s own John

Harsanyi well before he came to Berkeley. Aspects of the argu-

ment have been widely debated, and my aim is to use the debate to

explore how moral inquiry might proceed if it consists in doing the

sort of thing I claim, in thinking how to live together.

The case is due to Diane Jeske and Richard Fumerton.3 Two

canoes of children capsize in rapids, and a man on the bank can res-

cue some but not all of the children. Close to him are two children,

and he could rescue both. Further away is his own daughter, and

alternatively he could rescue her but not the other two. Utilita-

rianism seems to say that, faced with this grim choice, he should

rescue the two children rather than the one. Many people have the

strong intuition that the father is morally permitted—perhaps even

required by the duties of parenthood—to rescue his daughter, even

though he must then let two children drown instead of one.

This example is contrived, in the style of many philosophical ex-

amples. The hope is, though, that such examples can let us examine

considerations in isolation that get too complex to handle clearly in

the kinds of morally fraught situations we are most apt to encounter.

I’ll now introduce the style of argument that I’ll be exploring.

Imagine now that the situation is a little more complex. There are

two fathers on the two river banks by the rapids, and two canoes are

swamped, each with two children. For each father, his own children
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are in the farther canoe. Each could save either the two children

closest to him, or one but not both of his own children in the far

canoe. The rule to give preference to one’s own children, if each

father follows it, means that each father loses a child. The rule to

save as many children as possible, regardless of whose they are,

means, if each father follows it, that no father loses a child.

Perhaps in this freak circumstance, the two fathers could quickly

reach an agreement that each would rescue the other’s children.

They would then each have a contractual obligation to act as util-

itarianism would command, and for this case, the contrast between

intuition and utilitarianismmight disappear. In its prescriptions for

this particular case, a social contract would thus coincide with

utilitarianism.

Return, though, to the first story, with one father whose child

was in the far, swamped canoe. Suppose that in advance, the two

fathers contemplate this contingency. One of them will be on the

bank, with one of his two children swamped in the far canoe. Both

children of the other will be in the near canoe. The man on the bank

will be able, then, to save either both of the other father’s children

or one of his own. The fathers might come to a social contract

covering this eventuality.What would it be? Suppose first that they

agree that each is to save his own in preference to saving both the

nearer children. If they know the agreement will be kept, then each

stands to lose both of his children if he’s the unlucky father who has

two children at risk and can’t rescue either one, and to lose no child

in case he’s there to do the rescuing. Next, suppose instead they

agree that each will rescue as many children as he can. Then if the

agreement will be kept, each stands to lose one child if he’s the

unlucky father on the bank, acting on his agreement, and to lose no

child if he’s the lucky absent father whose children get rescued by

the other. In short, then, so long as whatever agreement they reach

they will keep, then the first agreement in the unlucky case means

losing both one’s children, whereas the second in the unlucky case

means losing only one child. Each is a terrible loss, but losing both
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children is even worse than losing one—and the two cases are

equally likely, we have supposed. For each father, then, the second

agreement offers the better prospect.

Again, then, for the case in question, two approaches give the

same answer. Utilitarianism says to rescue as many children as one

can, and so does the social contract that people would make if they

knew that the social contract would be kept.

This kind of argument generalizes. John Harsanyi in the 1950s

proved two famous theorems that apply—theorems which I think

should be more famous than they are among students of moral

philosophy. The import and the limitations of his theorems have

been debated in the philosophical and economic literature, and I’ll

be exploring how some aspects of the discussion might go if moral

inquiry is the sort of thing I think it is: planning how to live with

each other.

First, though, let’s explore further the case of the children and the

swamped canoes. The two fathers have agreed what to do in the

contingency, and now one of them finds himself in the dilemma on

the river bank. He has agreed to save the two children that aren’t

his, but still, of course, he is strongly moved to save his own child.

What motive might he have to keep the agreement and let his own

child drown? His motive might be one of fair reciprocity. ‘‘He

would have done the same for my two children if our positions had

been reversed,’’ he can say to himself. Still, he faces the question of

whether to reciprocate. Possibly, fair reciprocity will insufficiently

motivate him, and he will fail to reciprocate, in this desperate sit-

uation, what the other father would have done for him and his

children. A further question arises too, then: Would the other fa-

ther have been sufficiently motivated? If the other would have

reneged had their positions been reversed, then the father on the

bank loses his rationale from fair reciprocity.

Here, then, the upshot of contractarian thinking deviates from

that of utilitarian thinking. Suppose for now that I am right that,

if the two could make an agreement with full assurance that the
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agreement would be kept, they would agree on the arrangement

that utilitarianism prescribes. In this way, utilitarianism can stem

not only from motives of benevolence, but from motives of fair

reciprocity. That’s only, though, if the motivations of fair reci-

procity are never overwhelmed by other motives, and the parties

have full assurance of this.

A contractarianism that heeds the limits of motives of fair reci-

procity will be quite different. What would we have agreed on,

under the constraint that the motivations we would have to keep

the agreement would be sufficiently strong, if everyone knew that

the agreement would be kept? That will depend on a psychological

question: How strong are motives of fair reciprocity? How strong

can we trust them to be under various relevant conditions?

We can see now why there might be a contractarian excuse for

rescuing one’s own child in preference to two others. If we had been

able to make any agreement whatsoever and make it effective, we

would have agreed to rescue as many children as possible, nomatter

whose. But we can’t produce such strong motives—and under the

constraints of how strong motives of fair reciprocity can be, we

wouldn’t have made such an agreement only to expect it not to

be kept.

I’m touching on what John Rawls called the ‘‘strains of com-

mitment.’’4 In most of the rest of this lecture, I’ll ignore them and

explore other questions. I’ll consider contractarian arguments that

assume full assurance of full compliance, severe though this limi-

tation is. Any full exploration of contractarian arguments, utili-

tarianism, and moral intuitions, though, would have to pay great

heed to the strains of commitment.

The Separateness of Persons

One way of arriving at utilitarianism is to say that morality consists

in benevolence, in impartial concern for all involved, including
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oneself. Rawls responded that impartial benevolence is a weak

motive, and that a far stronger motive is fair reciprocity.5 T. M.

Scanlon puts the motive differently: roughly, as a concern to live

with others on a basis that no one could reasonably reject.6 The

canoe case suggested a way in which all these might coincide, at

least in the case of full compliance. Fair reciprocity consists in abid-

ing by a practice if it’s the practice we would have agreed to before

we knew who would be in what position. To such a practice, no one

could reasonably object.

The question we ask in moral inquiry, I have been saying, isn’t

the psychological one of what motives we do have and how

strongly, but the question of what motives to have. It’s a planning

question, a question of how to live with each other. Nothing in the

metaethics that I have laid out dictates an answer. Still, the ideals of

fair reciprocity and of living with others on a basis they could not

reasonably reject seem good candidates for what to want in one’s

dealings with others. These aims are vague, but I propose to think

together with people who might be brought to share these aims,

and try to work toward specifying them in a way that might make

them worthy of pursuit.

Morality, it is often said, is grounded in respect for persons,

and utilitarianism fails in that it can prescribe actions that violate

people’s rights and fail to respect them. I can’t, of course, go over

the history of systematic attempts to ground morality in respect

and get non-utilitarian conclusions, but my own reading of the

history is that these attempts have not had great success—and our

brief discussion of the canoe case illustrates why coherent, non-

utilitarian theories are so elusive.7 The vague aims of fair reci-

procity and of dealing with others in a way that no one could

reasonably reject do strike me as good places to start in working out

what aims to have, and what we would have agreed on seems highly

relevant to respect and what it demands. I’ll be arguing in these

lectures that these starting points lead to a moral view that is

utilitarian in form, but as I say, considerations of respect are widely
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thought to tell against utilitarianism. Before I scrutinize con-

tractarian arguments further, I’ll say a few things about why I don’t

think respect leads us straightforwardly in directions that oppose

utilitarianism.8

Utilitarianism, it is sometimes said, ignores the ‘‘separateness of

persons.’’9 One person’s gain doesn’t compensate for another’s loss.

A person is not to be sacrificed for the sake of another. Thinking in

terms of ‘‘gains’’ and ‘‘losses’’ or of ‘‘sacrifice,’’ though, requires a

base point of comparison, and so we’ll need some rationale for

heeding one possible base point as opposed to others. Suppose we

have persons Ida and Jay and states A and B, with Ida better off in

state A and Jay better off in state B. Let’s give numbers to how well

off they are:

State A B

Ida 9 5

Jay 1 3

Ida’s gain in going from state B to state A doesn’t compensate for

Jay’s loss, so we might try saying: Ida gains, going from 5 to 9 for a

gain of 4, but Jay loses, falling from 3 to 1. Jay has only one life to

lead, and we can’t sacrifice him for Ida’s benefit. If we framematters

differently, however, we come to the opposite conclusion: In going

from stateA to state B, Ida loses. Jay gains, to be sure, but he and Ida

are separate persons, and Ida can’t be sacrificed for Jay.

To chose between these two seeming upshots of the separateness

of persons, we must chose between state A and state B as the base

state from which ‘‘gains’’ and ‘‘losses’’ are measured and ‘‘sacrifice’’

is attributed. Rawls seemed to choose the state with the worst off

person—stateA in this case. That might raise the worry of whether

we can legitimately ‘‘sacrifice’’ the well off to benefit the badly off.

Nozick and some others who appeal to Kant say that we choose as

the base state for comparison the state in which people are entitled

to what they would have.10 Rawls replies that when the basic

structure of society is at issue, we’re asking what entitlements to
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institute.11 Intuitions that invoke ownership and other entitlements

are very strong, and they may well be ‘‘wired in’’ to the human

psychic makeup.12 They are very sensitive, though, to ‘‘framing’’

effects: even a person’s self-regarding choices are affected by at-

tributing ownership.13 (Consider ‘‘endowment effects’’: We ‘‘give’’

a person a coffee mug and ask him if he’ll trade it for a chocolate bar.

He says no. It seems he prefers having the mug to having the

chocolate bar. But if we had given him the chocolate bar instead, he

would have refused to trade it for the mug. It seems he would then

prefer having the chocolate bar to having the mug. The only dif-

ference is which of the two objects he frames as already ‘‘his.’’14)

Can we find some basis for attributing entitlements, then, that

is independent of the pragmatic test, independent of evaluating

the consequences of a system of entitlements, by a standard that

doesn’t assume the importance of the entitlements in advance?

Nozick tried, but he left the basis of what he was saying unex-

plained and seemed to appeal to the pragmatic advantages of sys-

tems of property.15

I conclude that we can’t talk of ‘‘gains,’’ ‘‘losses,’’ and ‘‘sacrifice’’

until we identify some base point for the comparisons. It is true

enough that we are separate persons—but nothing about what we

may permissibly do follows from that by itself. Our strong intui-

tions do latch onto some base point or other, but not in any con-

sistent way. Perhaps we could establish some base point as morally

relevant. One way to do so, though, would be the way I’ll be ex-

ploring: ask what we would have agreed to from behind a veil of

ignorance, what we would have agreed to treat as morally relevant.

Harsanyi’s Theorems

The point of morality, I’m taking it, is to live with each other

on a basis that none of us could reasonably reject. No one has a

reasonable objection if the system we live by is what we would
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have agreed to in fair conditions—and one way to make conditions

fair is a veil of ignorance. We saw in the canoe case that this may

yield utilitarian prescriptions. Harsanyi argued that this upshot

generalizes.

His argument starts with the coherence of plans for action as

elucidated by classical decision theory. As I discussed in the first

lecture, decision theorists have shown that if a way of ranking

actions satisfies certain conditions, then it is as if the person chose

by maximizing an expected value.16 It is as if the person formed

degrees of credence in the relevant eventualities, attributed levels of

value to the various possible outcomes, and then took the alterna-

tive that held out the greatest expectation of value, reckoned with

those degrees of credence and levels of value. By the ‘‘standard

conditions’’ I’ll mean any of the various sets of conditions that have

been shown to yield the result, and ‘‘coherent’’ plans, I’ll assume,

are plans that satisfy these conditions. As I indicated in the first

lecture, it is highly contentious whether the axioms are require-

ments of coherence in any ordinary sense of the term, but I’ll be

exploring what we should think if they are.

Harsanyi proved two theorems that I’ll call his two welfare theo-

rems. His first welfare theorem concerned something like Rawls’s

‘‘original position’’ with his ‘‘veil of ignorance.’’17 Think of valid

moral rules as the rules one would choose assuming an equal chance

of being anyone. Assume one’s preferences are coherent, in that

they satisfy the standard conditions. Then one will prefer the rules

that would yield the greatest total utility. Here by ‘‘individual

utility,’’ I mean the scale that represents one’s preferences given

that one will turn out to be that person.18

Harsanyi’s second welfare theorem is this: Suppose that pro-

spective individual benefit is coherent, and so is desirability from a

moral point of view. Suppose also that morality is for humanity in

at least the following sense: If one prospect is better than a second

for each individual, it is the better prospect ethically. (This is a

version of what is called the prospective Pareto condition.) Then
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desirability from a moral point of view, he proved, is a weighted

sum of individual benefits.19 The only way ethical evaluation could

satisfy these conditions and depart from utilitarianism is by weigh-

ing one person’s benefit more than another.

Economists represent the theorem in graphical form.We take the

simple case of two people. Each social order we might have insti-

tuted gives each person a prospective benefit, and we can represent

this benefit by a point, with Ida’s benefit the x-coordinate and

Jay’s the y-coordinate. These, we can say, are the combinations of

prospects that were feasible. The feasible combinations that satisfy

the prospective Pareto condition, such that no alternative would

have given both people better prospects at once, lie along the fron-

tier at the upper right. A moral theory that is consistent with the

prospective Pareto condition chooses one of the points on this

frontier as that of the just social order. This point, though, maxi-

mizes some weighted combination of the individuals’ prospective

benefits. Graphically, we can see that it is maximally extreme in

some direction (see figure 1). Harsanyi’s second welfare theorem

is that a combination that satisfied his three conditions has this

property.

The challenge to anyone who wants to get a non-utilitarian

morality out of thought on a social contract is how to evade the

force of Harsanyi’s two theorems. If you are going to be a non-

utilitarian, you will adopt moral rules that none of us would have

chosen for his own sake unless he knew of some special way that he

and not others stood to benefit. And any evaluation of the pros-

pects that various different moral orders bring must either (i) vio-

late some demand of rationality, or (ii) weigh one person’s utility

above another’s, or (iii) rank some prospect best even though an-

other one prospectively benefits everyone more.

Now Harsanyi’s two welfare theorems have been much discus-

sed, if not sufficiently. The quick, careless statements of the theo-

rems that I have given would require close scrutiny, and important

parts of the needed scrutiny are in print.20 What I can hope to do
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is just to select a few issues that are relevant to these debates,

framing the theorems as parts of moral inquiry as I have been

picturing it.

A Person’s Good

What is a person’s good or benefit? In the tradition that Harsanyi

worked in, a person’s good is a matter of her preferences. We gauge

the strength of her preferences by the preferences she would have

among risky prospects: If you would risk a one-in-a-million chance

of being killed by a car, but no more, to cross the street and buy a

chocolate bar, then the benefit to you of a chocolate bar counts as

vj

vi

Figure 1
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one-millionth the harm to you of being killed. This notion of

benefit has three chief problems. One seems tractable enough:

Philosophers hasten to add that the preferences must be considered

and informed. A second problem is more difficult: The preferences

of any decent person won’t just be for that person’s own benefit.

The person will care about others; he will care about fairness; he

will care, perhaps, about living with others on a basis that no one

could reasonably reject. A person’s benefit is at best one compo-

nent of his considered, informed preferences. What component is

that?

The third problem interacts with the second. What people prefer

for themselves differs from person to person. Some differences

aren’t fundamental: I dislike asparagus and my wife loves it, and so

I prefer not to eat it and my wife prefers to eat it. Basically, though,

we both want to enjoy our food, and we’re different in what we

enjoy. For the case of being her with her tastes, I want to eat as-

paragus. Other examples, though, might be different. When I lived

in Ghana, people told me that one thing they set great store on was

a big funeral. That puzzled me, but as I thought about it, I realized

that a big funeral indicates how one is loved and respected in the

community, and to be loved, respected, and missed did seem to

me to be things a person could intelligibly put great stock in. Still,

once we distinguish carefully what goes on in one’s life and what

happens after, people may differ in whether they care, for their own

sake, how they are regarded after death.

When I stand behind a veil of ignorance and choose a social ethos

to institute, I contemplate that I may turn out to be you with your

basic preferences, and I may turn out to be me with my basic pre-

ferences. You and I may differ even in the basic preferences we

would have if our preferences were fully considered and informed.

Rawls stressed this and proposed that instead of looking to self-

regarding preferences, we look to what he called an ‘‘index of pri-

mary social goods.’’ Primary goods he defined as things a rational

person wants whatever else he wants.21 Saying all this, however,
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leaves it as part of his project to find some basis for this index. Rawls

thought that the problemwasmitigated by his theory, since he only

had to deal in broad categories like income and opportunities, and

only had to identify whether the worst off were better off under one

arrangement than under another. In fact, though, his theory ends

up placing great demands on this index. What turns out to matter,

in his theory, is the life prospects of those in the worst starting

positions in life. To tote up uncertain prospects, we need more than

an ordering from best outcomes to worst. We need to know what

differences are big and what are small. We need what measurement

theorists call a cardinal scale, and we need to be able to compare

people on this scale. I am asking about the basis we might have for

making these comparisons.22

As for Scanlon, he rejects the kind of prospective argument that

lies at the center of Rawls’s ‘‘Original Position’’ and Harsanyi’s

theorems.23 I myself have followed Harsanyi and Rawls in their

proposals for how we can dismiss some objections as unreasonable.

You do something and I object. You reply, ‘‘That’s the established

way we do things, and that’s what you would have wanted before

you knew which of us you would be and so how in particular it

would affect you.’’ This seems to show my objection unreasonable,

and from crediting such dismissals, Harsanyi draws powerful

consequences. We are now seeing, though, that he must place great

demands on the notion of individual benefit.

In his book What We Owe to Each Other, Scanlon offers an

extended critique of the notion of ‘‘welfare,’’ or a person’s ‘‘good.’’

I view this critique as raising the most serious problem for the line

of argument I am examining, and so it is this critique that I will

discuss.24 This particular critique, even if successful, doesn’t en-

tirely rule out the possibility of dismissing objections as unrea-

sonable on prospective grounds in the kind of way I have been

discussing.25 It does, though, place on an advocate of such tests the

burden of saying what notion of benefit can play this role. Scanlon

allows that conceptions of how well off a person is might be tailored
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to play a role in a moral theory.26 Clearly, though, from the way he

himself develops his test, he doesn’t think the test of what we would

have wanted from behind a veil of ignorance plays anything like the

broad and systematic role in a coherent moral theory that Harsanyi

thought it played. Scanlon’s critique of the concept of a person’s

good is a serious one, and I’ll be particularly concerned to grapple

with it.

I’ll be arguing that we can’t derive the needed notion of indi-

vidual benefit directly from the preferences that people have, or

even the preferences they would have in ideal conditions. Instead,

forming a conception of benefit is part of ethical thinking, part of

thinking how to live among other people. That fits a part of what

Scanlon himself concludes,27 but if the retort I’ve imagined always

deflates a claim that an objection is reasonable, then thought of

prospective benefit may have a much larger role in coherent ethical

thinking than Scanlon gives it.

Preferences for Being Another

To illustrate and explore the problem, let’s return to the simple, toy

case of Ida and Jay. I’ll suppose first that we understand the notion

of a person’s good. Suppose again that how well off Ida and Jay

would be in states A and B goes as follows:

Structure A B

Ida 9 5

Jay 1 3

Expected 5 4

Harsanyi’s argument favors structure A. Before they both knew

who they would be, both would prefer structure A with expected

level 5 to structure B with expected level 4. Jay comes out badly

under structure A, but if A is the going structure, he has no rea-

sonable objection to it.
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I now turn to the objection raised by Gauthier, Suzumura, and

others.28 What do the numbers in my simple table represent? They

represent evaluations from behind a veil of ignorance, made by

people, as we imagine it, who are choosing a basic social structure

only for their own prospective benefit. We are asking what notion

of benefit feeds into the moral force of the rejoinder, ‘‘That’s the

structure you would have chosen for your own benefit.’’ Ida, from

behind the veil of ignorance, contemplates two possibilities: that

she will be Ida and that she will be Jay. Now Ida in the world, let’s

suppose, wants a big funeral, and in state A she gets it, whereas in

state B she doesn’t. Does she have this preference behind the veil of

ignorance? Suppose she does, but that Jay doesn’t. Jay understands

well enough that, in case he turns out to be Ida, his actual strongest

concerns include having a big funeral. But being Jay, he doesn’t

intrinsically care about having a big funeral. He is indifferent be-

tween being Ida and having a big funeral and being Ida and unex-

pectedly being cremated after death without ceremony. Being Ida,

he understands, includes wanting a big funeral, but as he is, behind

the veil, he is indifferent between (a) wanting a big funeral and

getting it and (b) wanting a big funeral and not getting it. ‘‘If I get

it,’’ he figures, ‘‘I won’t be around to enjoy it, and if I don’t get it, I’ll

never miss it.’’

Once we distinguish Ida’s preference for being Ida in A from

Jay’s preference for being Ida in A, we might get a more complex

table like the one shown in table 1. Ida’s evaluation of being Ida

under structureA includes 4 units for having a big funeral and 5 for

other aspects of how things go for her. Jay’s evaluation of being Ida

under structure A includes only the 5 units from those other as-

pects. From behind the veil, he places no value on actually having a

big funeral in case he is Ida.

Ida now can’t refute Jay’s objection by saying that A is the state

he would have chosen if he hadn’t known who he would be. The

state he would have chosen is B,which gives him an expected utility

of 4 as opposed to 3. Suppose, though, that structure B has been
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instituted, and Ida, not getting a big funeral, objects. (Or since she’s

not around to object, suppose someone objects on her behalf.) Jay

can’t deflate the objection by saying that B is the structure she

would have chosen if she hadn’t known who she would turn out to

be. For each state there is an objection that can’t be shown unrea-

sonable, at least in this way. Unless we can find some other way to

show one of the objections unreasonable, we’re damned whichever

state we institute.

That fits in with Scanlon’s critique. There is no one coherent

notion, he says, that will do the jobs that ‘‘welfare’’ or ‘‘a person’s

good’’ has been asked to do in much ethical thinking: roughly,

determining (i) what a person will choose insofar as others aren’t

affected, (ii) what others concerned to benefit him will choose to

promote, and (iii) what counts as the person’s good for purposes of

moral thinking.29 We are asking about (iii), and indeed, as Scanlon

told us, not finding a way to read off a person’s good from her

preferences.

An appealing way out might be to let Ida be the judge of her own

good. The problem remains, though—as Rawls insisted. From be-

hind the veil of ignorance, in his system, we are choosing among

alternative basic structures of society. What people will want, at

base, might be highly affected by the kind of society we choose to

have been nurtured in. Ida might have been indifferent to a big

funeral if she had grown up in a different sort of society, in an

Table 1

Ida’s preferences for being Jay’s preferences for being

in state A B in state A B

being Ida 9 5 being Ida 5 5

being Jay 1 3 being Jay 1 3

expectation 5 4 expectation 3 4
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alternative social order from among those that are open to choice

from behind the veil of ignorance.

Rawls, as I say, was responding partly to this kind of problem

when he set up his ‘‘index of primary social goods,’’ but he offered,

I think, no adequate, defensible rationale for this solution. I am

asking whether such a rationale can be provided.

The Question of a Person’s Good

Let’s call the retort I’ve been discussing the ‘‘You’d have agreed’’

retort. This retort to an objection, recall, has two elements. First,

‘‘That’s the way we do things.’’ What you object to is a feature of

our going practice. Second, ‘‘Before you knew how you in partic-

ular would turn out to be affected, you would have agreed to the

practice—and for your own advantage.’’ This retort does seem to

have moral force.30 Some notion of advantage and disadvantage,

moreover, seems hard to escape in our moral thinking. Objections

to a social order often are on the grounds that it disadvantages

someone unfairly. Such an objection itself appeals to a notion of

advantage or benefit, and so if the retort is incoherent because it

requires a notion of a person’s good, then so was the original ob-

jection. Still, we are left to ask what kind of force to accord a retort

like this. The retort so far is vague; how can we spell it out in any

precise way that will carry moral force?

Our question concerns the basic moral arrangements by which

we live together. If we are to make sense of what we would have

agreed to, we can’t just look to our aims as they are as a result of

the basic moral arrangements we have. The retort, if it is to have

specific content, must be filled in with coherent fundamental aims

we can take ourselves to have from a standpoint that doesn’t just

take us as we are. We must be able look to the various sorts of

people we might have turned out to be under various different

social circumstances and ask how well these fundamental aims for
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oneself are fulfilled in these various kinds of lives. Will a plan for

living with others, then, respect the ‘‘You’d have agreed’’ retort

under some such interpretation?

In the rest of this lecture, I’ll be considering one particular kind of

way to work out the contractarian ideal, the ideal of living with

others, if one can, on a basis that no one could reasonably reject. The

way is to take the ‘‘You’d have agreed’’ retort and give it an in-

terpretation suitable for answering fundamental moral questions.

I won’t settle what the interpretation should be. (I wish I could, but

I can’t.) Nor will I establish that this is the only fully coherent way

to work out the idea of a basis for living together that no one could

reasonably reject. What I’ll be doing, rather, is to characterize a

plan for living that incorporates such an interpretation of the ideal.

I plan to live with others, if I can, in mutual respect, on a basis

that no one could reasonably reject on his own behalf. This plan

constitutes an intuition on how to live with others, and as a plan,

it can be couched as an imperative.

Prefer most to live with others on a basis that no one could

reasonably reject on his own behalf.

The intuition, though, is vague; crucial terms in the plan are left

unexplained. We must specify what it is to reject a basis for living

with each other reasonably and on one’s own behalf.Harsanyi and

Rawls offer an interpretation, a partial standard for what dis-

qualifies an objection as unreasonable. In thinking how to live with

each other, we may fill in our plan for living with each other with

their proposal. Here is a partial interpretation of the indeterminate

plan, a way to fill in the plan to live with others on a basis that no

one could reasonably reject on his own behalf.

A rejection on one’s own behalf of a going social arrangement

is unreasonable if, absent information about which person one

would turn out to be, one would have rationally chosen that

arrangement on one’s own behalf.
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This specification of one’s plan for living with others, though, is still

badly incomplete. It leaves to be explained choosing a thing ‘‘on

one’s own behalf’’ or for one’s own sake. Uninformatively, we can

put this in terms of a person’s good.

One chooses rationally on one’s own behalf only if one chooses

what is prospectively most to one’s good.

The Total Good of People

A plan that satisfies the three conditions I have stated will be a plan

to maximize the total good of people. For suppose that one’s plan

satisfies these conditions, and consider a social arrangement that

for each person, absent information about who he is, is most to his

prospective good. Everyone would choose this arrangement on his

own behalf, and so no one could reasonably object to it on his own

behalf. A plan that satisfies these three conditions, then, will require

living with others on this basis. Now for a fixed population, as

Harsanyi’s first welfare theorem showed, the basis for living with

others that is most to one’s prospective good behind a veil of ig-

norance is the basis that maximizes prospects for the total good of

people. The plan that satisfies these three conditions, then, is a plan

to maximize prospects for the sum total good of people.

The three conditions left us, though, with an uninterpreted term,

the term ‘good’ in the phrase ‘my good’ or ‘your good.’ Scanlon’s

challenge is to find an interpretation of this notion of a person’s

good that lets it play a role in these axioms. What constitute

preferences on one’s own behalf? The requirement on such an in-

terpretation is a planning requirement: We need an interpretation

that goes some way to fill out how to live with each other on a basis

of mutual respect. A person will be convinced of the interpretation

if she plans to want most to live with others on a basis of mutual

respect as so interpreted. I hope, then, to address people who, like
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me, plan vaguely to live with others on a basis of mutual respect if

we can, and I follow Harsanyi and Rawls in proposing a form that

such a plan might take. The question for each of us is then whether

to live in a way that takes this form.

This gives us a meaning for talk of a person’s ‘‘good.’’ A person’s

good, we can try saying, is whatever plays this role in the way to

live.We accept that there is such a thing as a person’s good when we

restrict our plans for how to live with each other to ones that take

the form displayed in the axioms.We accept some particular answer

to the question ‘‘What is a person’s good?’’ when we plan to live

with others in a way that fits the axioms. What we regard as a per-

son’s ‘‘good’’ is then whatever plays the role of a person’s ‘‘good’’ in

the plan we have that fits those axioms. The interpretation we then

accept is whatever interpretation of the axioms we plan to live by.

Notice, I have been speaking, so far, not of what really does

constitute a person’s good, but of what it is to accept an answer to

the question of what constitutes a person’s good. The question of

what constitutes a person’s good is, I have been saying, a planning

question. The meaning of a planning term can’t be given a straight,

naturalistic definition, in terms suited to empirical psychology. All

we can say in straight terms is this: ‘‘A person’s good is whatever it

is, if anything, that figures in the way to live with others in a certain

way. That way is specified by the three axioms.Whatever plays that

role in the way to live, if anything does, is a person’s good.’’ What

we can say further about the concept can only be oblique. We can

say what it is for a person to think or regard something as consti-

tuting a person’s good. To do so is to have a plan for living that takes

the form of the axioms.What one then regards as a person’s good is

whatever plays the role given by the term ‘good’ in those axioms.

The string of three conditions is a formal constraint on how to

live with others. The constraint is to live with others on some

specification or other of the ideal of fair reciprocity. Which speci-

fication is a further planning question, a further question of how to

live with others.
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If our preferences for how to live, as we struggle to make them

coherent, do take this form, then we can go on to argue, using

Harsanyi’s first welfare theorem, that behind the veil of ignorance,

one would choose the social arrangement that, in prospect, maxi-

mizes the sum of people’s goods. Preferring to live on that basis, one

prefers to do one’s part in an order that maximizes the total good of

people, provided that everyone else can be fully expected to do so.

Is There Such a Thing as a Person’s Good?

In this lecture I have been drawing on Harsanyi’s first welfare

theorem and applying it to interpret the appeal of Scanlon’s talk of

what no one could reasonably reject. The interpretation I proposed

is one that Scanlon himself would repudiate, and nothing I have

drawn fromHarsanyi in this lecture shows Scanlon to be incoherent

in this. It remains to be seen whether there is a coherent alternative

to the kind of interpretation I have been proposing.

I hope, though, that I have given some glimmering of what

speaks for Scanlon’s reasonable rejection test when it is given an

interpretation that takes this form. I interpreted the test as asses-

sing rejections on one’s own behalf. A rejection with moral force,

my assumption was, must be a rejection on behalf of someone or

other—and if it is on behalf of someone other than the person who

does the rejecting, the question becomes whether that other person

could reject the arrangement reasonably. The ideal, then, is to live

with others, if one can, under an arrangement that everyone ad-

heres to voluntarily, because it is an arrangement that no one could

reasonably reject on his own behalf.

Talk of doing things on one’s own behalf amounts to talk of doing

them for one’s own good as one sees it. Scanlon challenges tradi-

tional ways that ethical theorists have used the notion of a person’s

good and so challenges the intelligibility of such talk. On the ac-

count I have given, the question of whether there is such a thing as
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a person’s good is a planning question. It is a question of whether to

live in a way that takes a certain form. I come to a view about what a

person’s good is, then, if and when I come to have preferences that

take this form. We come to a joint view, in discussion, of what a

person’s good is if we all come to have preferences that take this

form, and—crucially—for each of us the same valuations play the

role these conditions assign to a person’s good.

So far, this may well fit in with what Scanlon would expect.

One of the functions that the notion of well-being has been meant

to serve, he says, is ‘‘to be the basis on which an individual’s inter-

ests are taken into account in moral argument.’’31 Moral principles

will do such jobs, though, he thinks, with a variety of notions of a

person’s interests or good, and no single one of these notions will

play the comprehensive moral role of being what the correct moral

theory tells us in general to distribute.32 I am now saying that if

there is something that plays this comprehensive role, then that is

what counts as a person’s good. We are still left, though, with the

question of whether anything does. My own proposed interpreta-

tion of Scanlon’s reasonable rejection test supposed that there is,

but it is an interpretation he himself rejects, and I have not shown

that it was the only possible coherent interpretation.

In the next lecture, I turn from Harsanyi’s first welfare theorem

to his second. I ask how it constrains the ideal social contract—the

arrangement for living together, if any, that no one could reason-

ably reject. This theorem, I’ll argue, can be interpreted in a way that

makes it compelling, and in that form, the theorem and a variant of

it do sharply constrain what the ideal social contract could be.
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III. Common Goals and the

Ideal Social Contract

In the first lecture, I proposed an account of what our job is in ethical

theory. It is one of planning how to live with each other. Each of us

plans how to live with others, and how to feel about things that he

and others do or might do. With regard to planning, I cited a family

of arguments from twentieth-century decision theory, the argu-

ments of Ramsey, Savage, Hammond, and others. These arguments

start with requirements of coherence in planning. They conclude

that any ideally coherent planner in effect maximizes expected

value on some scale. We could represent her plans, that is to say, by

ascribing (i) numerical probabilities to eventualities and (ii) nu-

merical values to possible outcomes, and then evaluate each strat-

egy for living by the values of the outcomes that it might have, each

weighted by its probability. It has been controversial whether the

conditions on plans that these arguments invoke are genuinely

requirements of coherence, but I haven’t seriously entered into

those debates. Rather, I have been concerned with what follows if

this tradition in decision theory is right.

In the second lecture, I cited two other major twentieth-century

findings, Harsanyi’s two welfare theorems. The theorems seem to

show that the only coherent ethical theory is utilitarian in form.

Utilitarians judge social arrangements by the total benefit they

deliver. Specifically, Harsanyi’s second welfare theorem placed

three conditions on evaluating prospects: that (i) evaluations of

prospective individual benefit are coherent, (ii) ethical evaluations



of prospects are coherent, and (iii) anything that is prospectively

better for everyone is prospectively better ethically. Harsanyi

showed, from these conditions, that if ethics treats everyone alike,

then ethical value is a sum of individual benefits.

Equipped with this theorem, I took up the planning question of

how to live with others—restricting myself to plans that place a

premium on living with each other on a basis of mutual respect.

I took up Scanlon’s proposed interpretation of this standard: to live

with each other on a basis that no one could reasonably reject.

I explored how far the ‘‘You’d have agreed’’ retort could be taken,

and this led to the aim that Harsanyi and Rawls propose. The aim is

to live with others on a basis that we would have agreed to in ideally

fair conditions, each with a view to his own prospective good—

provided that this way of living together is the established way we

do things. All this gives us at most a fragment of a plan for living

with others, a plan for the case of ‘‘full compliance.’’ It applies, that

is to say, to the special case where our established ways of living

together are the ones we would have chosen in fair conditions.

This interpretation of contractarianism, though, helps itself to

talk of an individual’s good. We must ask whether there is any

conception of a person’s good that makes the contractarian ideal, so

interpreted, an ideal to plan for. If there is, then Harsanyi’s first

welfare theorem seems conclusive. If one’s preferences in ideally

fair conditions are coherent and one doesn’t expect more to be one

person than another, then one in effect values each outcome as the

sum of the way one values it in case one is each of the people that,

for all one knows, one is. At this point, however, enters Scanlon’s

critique: Though loose talk of a person’s good makes rough and

ready sense, there’s no one thing, he argues, that plays all the roles

that have traditionally been ascribed to a person’s good (or to

welfare, utility, interest, benefit, or the like). I in effect accepted

much of this critique. One role that Scanlon does allow to the

notion of a person’s good or interests, however, is that of counting
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in a particular way for particular moral purposes. (An example is

Rawls’s index of ‘‘primary social goods’’ such as money, powers,

and opportunities.) As Scanlon himself works out his ‘‘contract-

ualism,’’ no highly general notion of a person’s good or interests

plays any comprehensive role. I am asking whether Scanlon is right

about this. In particular, do Harsanyi’s welfare theorems compel us

to develop a conception of a person’s good or interests and then

conclude that morality consists in promoting a general interest—a

value composed of individual interests? Is it incoherent to think

otherwise, once we think that morality is made for humanity?

The main point of the second lecture was still to ask about the

questions we are asking. I looked at two questions: First, is there

any such coherent thing as a person’s good? Second, if so, what is it?

What is a person’s good? These both, I said, are planning questions.

We interpret talk of ‘‘person i’s good’’ when we say what form

a person’s preferences must take for him to think that there is such

a thing, and have an opinion as to what a person’s good is. I thus

characterized, in indirect terms, what a person’s good is if there is

any such thing.

If we start out taking the concept of a person’s good or bene-

fit as intelligible, then Harsanyi’s second welfare theorem, even

more than the first, makes it hard to see how Scanlon’s reasonable

rejection test could lead to anything but agreeing to maximize

the total prospective good of persons. We would reasonably reject

a social arrangement if it is wasteful, if some alternative would

give us each a greater prospective benefit. Our conception of in-

dividual social benefit is presumably coherent. As for prospective

ethical value, I’ll discuss that briefly later, but suppose for now

that we would agree to a coherent conception of value from the

ethical point of view. That gives us all the conditions of Harsa-

nyi’s second welfare theorem. If we treat everyone’s good alike,

the theorem then says, we agree to maximize the total good of

everyone.
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What now, though, if the very notion of a person’s good is in

question? Still, I’ll argue in this lecture, Harsanyi’s second welfare

theorem (or something close to it) tells us the form that a coherent

social contract will take—its formal structure. Doing this leaves

open the question of how to fill the structure in. Harsanyi’s second

welfare theorem, like the first, is in part an abstract mathemati-

cal result, which can be given various interpretations. Harsanyi

had his own interpretation, but even if the assumptions of the

theorem don’t all hold under that interpretation, they might all

hold under another. Both theorems are mathematically correct, and

so the debate must be over whether any interpretation of these

mathematical results is of ethical import. Specifically, is there any

interpretation under which Harsanyi’s second welfare theorem

shows that a coherent ethics must take something like a utilitarian

form?

Much of ethical theory, over the last few decades, has been de-

voted to showing that there are things to care about and to want

others to care about, in living with each other, that don’t take the

form of summing up the good of individuals, under any conception

of what a person’s good consists in. Each person has special con-

cerns and responsibilities and shouldn’t be expected just to place

them on a par with the concerns and responsibilities of everyone

else. The Jeske and Fumerton canoe example was meant to give

vivid intuitive support to such a picture of the demands of morality.

Harsanyi’s second welfare theorem, though, I’ll be arguing, shows

that this anti-utilitarian picture won’t fit in with contractarian

thinking.

I am taking it, remember, that Hammond’s argument, or another

like it, establishes that requirements of decision-theoretic coher-

ence apply to the totality of aims that a person has reason to ad-

vance, the totality of considerations for a person to weigh inmaking

his decisions. It doesn’t immediately follow that there is such a

thing as the self-interested component of those aims, and Scanlon
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may be denying that it follows at all. I will argue that it does

follow—but my argument will be indirect.

The Kingdom of Ends

By the ideal social contract, I mean the way of living together that

no one could reasonably reject. (I’ll ignore the question of whether

there is such a way or whether there might be more than one such

way.) Suppose, then, for the sake of inquiry, that Scanlon is right,

and the ideal social contract doesn’t take the form of settling what is

to count as a person’s good, and then agreeing each to advance the

sum of everyone’s good. What possibilities does that leave open?

Here is a first question about the ideal social contract: The con-

tract places constraints on the ways each of us is to pursue his aims.

These constraints must be ones that it is rational for each of us to

abide by, given that this particular social contract spells out our

established ways of living with each other, and given the ratio-

nality of wanting to live together on a basis of mutual respect—

interpreted as living in ways that no one could reasonably reject.

Suppose, then, each of us acts rationally and abides by those con-

straints. Since we abide by the constraints rationally and volun-

tarily, our plan of action, in light of this contract’s being in force,

is coherent. That entails, we are supposing, that it satisfies the

Hammond conditions and amounts to maximizing expected value

on some scale. Here, then, is the question: Arewe all, under the ideal

social contract, to have a common set of aims? Does the agreement

we would have arrived at, in ideally fair conditions, take the form of

agreeing to a common set of aims—aims that somehow accom-

modate what each of us has reason to want in life? Would our

agreement be each to maximize expected value on the same scale?

(If so, then what’s up for negotiation in arriving at the social con-

tract is what this common scale is to be.) Or alternatively, would
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our agreement allow each of us to pursue her own set of aims,

different from the aims of others but somehow constrained to ac-

commodate things that others have reason to want?

We are asking about what Kant dubbed the ‘‘kingdom of ends.’’

On the predominant interpretation of Kant, the kingdom of ends is

an arrangement that each of us wills, whereby we can each pursue

our separate ends in a way that duly accommodates the ends of

others. This reading fits much of what Kant says. An alternative,

though, would be to conceive the kingdom of ends in a more util-

itarian way, with each of us accommodating the ends of others by

incorporating them into her own aims, weighing the ends of each

person equally in her decisions. She still pursues her own ends, in

that her ends count in equally with everyone else’s. Others too

count her ends equally with theirs—but normally, of course, she is

in the best position to advance her own ends. Clearly Kant rejected

this as what he meant by the kingdom of ends, but the question

remains whether any other systematic sense can be given to the

ideal.1

Now as an interpretation of the ideal social contract, the first

alternative, I’ll argue—allowing us each to pursue a different set of

aims—is incoherent. Suppose the ideal social contract did take this

form. Each of us, we have agreed, is free to have various aims that

satisfy the conditions of our agreement, different from the aims

that are to guide the decisions of others. We each adopt such a sep-

arate set of goals, suppose. Since we act rationally in doing so, the

goals can be represented as a scale of value to be pursued. Call this

the person’s goal-scale.My goal-scale, note, doesn’t then represent

just my own good in any normal sense of the term. It makes some

accommodation of my ends to the ends of others—to their good, or

to other things they have reason to want. The scale presumably puts

great weight, for instance, on not killing you, even if I could get

away with it and even if killing you would greatly advance things

I have reason to want. My goal-scale thus accommodates your end

of not being murdered, whether that end is to my own good or not.2
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My interests, in some sense, will figure into my goal-scale, but they

won’t be all that determines it—and my interests figure somehow

into the goal-scales of others too. That is the sort of thing that, on

this conception, an ideal social contract would require.

Now the problem for such a social contract is that diverging goal-

scales canmake for prisoner’s dilemmas. That is to say, there will be

cases where one prospect X comes out higher on everyone’s goal-

scale than does another prospect Y, but where if each of us guides

his choices by his own goal-scale, we will end up with prospect Y.

We could, in such a case, have agreed on a shared goal-scale that

would end us up with X. Thus whatever is to be said from my point

of view for coming higher on my goal-scale, and whatever is to be

said from your point of view for coming higher on your goal-scale,

there’s more to be said from both our points of view for X than for

Y—and yet the social contract tells us to act in ways that combine to

achieve Y. This seems an incoherent way to arrange our lives, a way

with no intelligible rationale. Any of us can reasonably reject the

arrangement as wasteful of that which is worth his pursuing.

The work here is being done by Harsanyi’s second welfare the-

orem under a new interpretation—or more precisely, by a variant

of the theorem. Consider first the original theorem on this new

reading: An individual’s prospects we now read as his goal-scale, the

scale on which he acts, in light of the social contract, to maximize

prospects. Harsanyi’s first condition thus becomes simply that each

individual has a coherent policy for action, representable by a goal-

scale. The second condition of the theorem, the prospective Pareto

condition, we now read as ruling out a social arrangement if some

alternative comes higher on everyone’s goal-scale. The third con-

dition is now that social policy be coherent.

This third condition, though, is open to question, and handling

this issue requires not precisely Harsanyi’s theorem but a variant.

For our purposes, it turns out, we can drop the third condition.

Consider all the prospects we could jointly bring into being by each

adopting a complete contingency plan for action. Consider any one
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of those prospects that satisfies the prospective Pareto condition.

There will be a goal-scale that is a weighted average of individuals’

goal-scales for which this prospect comes highest.3 Thus, we can

argue, if individuals abiding by the social contract have distinct

goal-scales, and if collectively their policies for action yield a pros-

pect that satisfies the prospective Pareto condition in terms of their

respective goal-scales, then there is a possible common goal-scale

that they could have reached this outcome by adopting.

I’m not now appealing to any suspect notion of a person’s good.

Even if there is such a thing as a person’s good, his goal-scale, as I

have said, represents not just his own good. Rather, it reflects all

that he has reason to aim for, given that the established ways of

doing things accord with an ideal contract, and given that he has

reason to abide by this established social contract voluntarily. I am

not now assuming that, in agreeing on the social contract, each of us

would be concerned solely to advance his own good. I’m appealing,

rather, to an incoherence in the rationale for any social contract that

allows us to pursue goals that might conflict.

I began, in the first two lectures, with schematic cases of children

needing rescue. These weren’t cases, note, where it is clear what

constitutes a father’s good. The grounds we recognize for a father to

have special concern for his own children aren’t just a matter of the

gratification he gets from them and the anguish of losing them, but

of special parental responsibilities. Indeed if we ask what compo-

nent of a parent’s concern for a child is self-interested, the question

may have no clear sense. Still, as we saw, whatever special reasons a

father has to want his own children in particular not to drown—

reasons he doesn’t share with fathers of other children—those aims

may be better advanced in prospect by a social contract that tells us

each to weigh the safety of others’ children as he does the safety of

his own. I am now saying that this lesson generalizes. Any social

arrangement that lets us pursue divergent goals suffers a like in-

coherence. Whatever reasons each has for the peculiarities of her

own goals, there is a way better to advance, in prospect, all those
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goals at once. The way is to agree on a common scale of goals for all

to pursue. The way is to agree, as we might put it, on what to treat

as the overall good, and then for each of us to advance the overall

good as much as possible.

By the overall good, then, I shall mean good as measured by

whatever goal-scale would be specified by the ideal social contract.

It is whatever goal-scale it would be unreasonable for anyone to

reject as the one we are each to take as his own. The scale that

gauges the overall good is the one we would agree to use, in effect,

to guide our decisions. We would agree always to do whatever

offers the best prospects as measured by that scale. We would agree,

that is to say, to do whatever maximizes the rationally expected

value of the overall good.

The Common Ends to Adopt

A social contract with a coherent rationale, I have been arguing, will

designate a goal-scale for us to adopt in common. What I’m to

advance, you too are to advance. But what will this common goal-

scale consist in? It must somehow take all of us into account.

Morality, after all, is made for humanity, not the other way around.

If a person is reasonably to reject a proposed arrangement, it must

be on the basis of something a person has reason to want from a

social contract. If this isn’t the person’s own good, or if there isn’t

any such definite thing as a person’s own good, the basis must still

be something worth wanting—worth wanting from that person’s

own standpoint and on grounds that don’t invoke preconceived

demands of morality.

To say all this, though, is not to specify just how the overall good

takes us into account. What is this overall good to consist in? This

question, if what I have been saying is right, is a planning question,

a question of what to want from a social contract. A crucial part of

ethical theory will be to discern a basis for adopting some particular
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common goal-scale. This planning question is one that I haven’t yet

addressed. In particular, I haven’t derived, from Harsanyi’s second

welfare theorem, that the overall good adds up everyone’s indi-

vidual good. I am not even assuming, at this point in the argument,

that there’s any sense to be made of talk of a person’s individual

good. Indeed from the austere materials I am allowing myself,

I won’t be able to derive such a conclusion. Decision-theoretic re-

quirements of coherence in action won’t by themselves entail that

the common goal for each of us to pursue, in living together on a

basis of mutual respect, adds up, in any sense, the good of each of us.

Perhaps the overall good is formed in this way, but I won’t be able to

demonstrate that it is.

Here, though, is something that does follow from requirements

of coherence. Take any consideration that weighs into the overall

good. For all we have said, some of these considerations may con-

cern no one in particular. Perhaps, as part of the social contract, we

are to promote diversity of species on the planet. It is to count in

favor of an action on the part of anyone, we might agree, that the

action would promote species diversity. (I’m not discussing here

whether species diversity indeed is something to promote for its

own sake, just saying that coherence requirements don’t rule this

out.) Such a common goal, we can say, is impersonal, as opposed to

person-based. With other goals that we are to take up in common,

the grounds for doing so involve, in one way or another, an indi-

vidual. They are considerations for the rest of us to weigh, under

the social contract, because of the way their relation to that person

gives her reason to want us to weigh them. Suffering presumably

has this status: Your suffering pertains to you, and it is because you

have reason to want not to suffer and so to want the social contract

to work against your suffering that the social contract will tell

everyone to want you not to suffer. (More precisely, it will tell

everyone to treat the fact that you would suffer if something were

done as weighing against doing it.) Now suffering is bad for a

person if anything is, but other things that people tend to want have
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a status that is less clear. Prestige, honor, recognition after death,

integrity, family thriving—these things are puzzling. If, though,

the social contract tells us to give intrinsic weight to any of these,

the grounds will presumably be person-based.

Suppose, then, a consideration has ethical import; the social

contract tells us each to weigh it. We can ask whether the import is

person-based or impersonal. Coherence doesn’t demand that it

must be person-based, for anything we have established, but if it is

person-based, that gives the consideration a status worth singling

out. A person-based consideration we can define as a consideration

pertaining to some specific person that has moral weight because of

how it pertains to him, and because of how the way it pertains to

him gives him, in particular, reason to want it fostered by the social

contract.

It is probably best, at this point, not to speak of a person’s ‘‘good’’

but of his interests. (Scanlon adopts this usage.4) Our question

now, after all, is not directly what to want in life for one’s own sake,

but what to include in the social contract, what considerations to

agree to give weight to. The argument I have given doesn’t establish

that the person-based considerations to promote under the social

contract must count as aspects of the person’s ‘‘good’’ as we nor-

mally use the term. One interpretation wemight now give to talk of

a person’s ‘‘interests’’ is this: a person’s interests consist of those

things that are of ethical import because, in this sense, they are

based in him.

Trivially, any consideration that bears on the overall good is

person-based or not; if not, it counts as impersonal. Suppose, then,

there are no impersonal goods, that every consideration that the

ideal social contract tells us to take into account is person-based.Will

it follow that the overall good is the sum of individuals’ interests?

To establish this, we need one further assumption: that the com-

mon goal-scale that the contract prescribes—the scale that measures

the overall good—sums up the weights of a set of considerations.

Given this, since each consideration must either be person-based or
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impersonal and none of them are impersonal, they must all be

person-based. The overall good, then, is measured on a scale that

adds up the weights of person-based considerations—which is to

say, of individuals’ interests. Now I find it hard to see how a coherent

goal-scale can have any rationale other than that it sums up the

weight of a set of considerations. I don’t know how to establish

definitively that it must, but in the rest of what I say in this lecture,

I’ll assume that it must. If it does, the argument I have given shows

that the overall good is composed of the interests of individuals.

All this assumed that there are no impersonal goods. Suppose

instead that there are such goods. (Pick your favorite candidate; my

example was species diversity.) Then by the same argument (with

the same additional assumption), the overall good is composed of

individual interests plus whatever impersonal goods the ideal social

contract would include.

In either case, then, the social contract will tell us each to adopt a

common goal-scale, and this goal-scale will be the resultant of our

individual interests—along with, conceivably, certain impersonal

goods.

What Is in a Person’s Interests?

Consider three questions: (a) Is there such a thing as a person’s

interests? (b) If so, what are they? (c) Will the ideal social contract

tell us each to pursue the sum of individuals’ interests? I have been

asking what these questions mean, and the meaning that we can

give to talk of a person’s ‘‘interests’’ on the basis of what I have been

saying is this: a person’s interests consist in whatever has moral

weight because of how it pertains to her and how the way it pertains

to her gives her in particular reason to want it fostered by the social

contract. The three questions, as I’ll interpret them, are all planning

questions, questions of how to live with others. Harsanyi’s second

welfare theorem determines answers to transformed questions (a)
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and (c). It determines answers, that is, supposing that there is a basis

for living with each other that no one could reasonably reject. This

way of living together—the ideal social contract—is for each of us to

adopt the same goal-scale, a scale that somehow accommodates

things each of us has reason to want. Whatever this scale measures

I call the overall good, and the way it is composed settles what

counts as a person’s interests. Thus (a) there is such a thing as a

person’s interests, and (c) the ideal social contract says to pursue the

overall good, composed of the interests of all people plus, con-

ceivably, of impersonal goods. (This assumes, remember, that the

overall good is a resultant of considerations.)

That leaves question (b). What is in a person’s interests? I have

said that this is a planning question. It is roughly the question of

what to count in the social contract. I haven’t, though, addressed

this question. It is one of the questions in ethics that I would like

most to answer, but not a question that I aspired to answer in these

lectures. I have been interpreting the question and asking what

form a coherent answer must take. Trying to answer the question

must lead to almost all the questions that ethical inquiry addresses.

Let me speak briefly about this question, though. Hedonic goods

obviously enter in: happiness, enjoying what one does and get-

ting satisfaction from it, freedom from suffering, positive ‘‘hedonic

tone,’’ and the like. One chief puzzle, debated over the years, con-

cerns what used to be called ‘‘ideal’’ goods. G. E. Moore listed as the

greatest goods ‘‘organic wholes’’ involving pleasures of friendship

and pleasures of contemplating beauty.5 These things involve

pleasure and more: roughly, that one derives pleasure, in charac-

teristic ways, from genuine friendship and genuine beauty. James

Griffin ventures a list of prudential values beyond enjoyment as

accomplishment, understanding, deep personal relations, and com-

ponents of human existence such as autonomy, basic capabilities,

and liberty.6 One question, widely debated, is whether these really

are things to want for their own sakes. Or are they instead things to

want just because they reliably go with the greatest of pleasures?
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Either way, they are things to want in life and things to want our

social arrangements to foster. Do they count intrinsically, though,

as parts of what the overall good consists in? If they are worth

wanting for their own sake, and if the ideal social contract tells us

each to advance some common overall good, aren’t these things

worth counting among the things we agree to foster jointly?

Rawls himself thought not. He thought that not even enjoyment

and freedom from suffering would figure among the ‘‘primary

social goods’’ used to assess possible social arrangements. Some

arguments against maximizing the total pleasure or happiness of

people strike me as bad. (Nozick worried about ‘‘utility monsters’’

who make themselves highly sensitive to income level and the like,

so that their needs for income will count more heavily under the

social contract, and they will be awarded the lion’s share of re-

sources.7 But a wise implementation of the social contract will heed

incentive effects and not reward a person’s setting himself up to

suffer unless rich. He may threaten to hold his breath until given a

million dollars, but a wise systemwon’t respond even if the threat is

credible.) Other arguments for Rawls’s position, though, call for

careful thought; they concern what people’s interests are and how

they can be compared. An interrelated problem is how people are to

live together on a basis of mutual respect when they disagree

fundamentally about what to want in life and on facts that bear on

how to pursue it. I’ll try to lay out these problems within the

metaethical framework that I have sketched in these lectures.

Interpersonal Comparisons and

Reasonable Disagreement

Here is a first problem, serious but solvable: Begin with the ques-

tion of what to want from a social contract on self-based grounds.

By these I’ll mean grounds that, because of how they pertain to
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oneself in particular, give one reason to want the social contract to

accord them weight. What fundamentally self-based grounds there

are is a planning question, and intelligible enough. What, then,

constitute a person’s interests? An interest of his, recall, we define

as a consideration pertaining to him that the ideal social contract

accords weight because of how it pertains to him, and because of

how the way it pertains to him gives him, in particular, reason to

want it fostered by the social contract. If the social contract is made

for him and the rest of humanity, then it may seem that his in-

terests in this sense are just the things for him to want from the

social contract on self-based grounds.

How, though, if that is so, are we to compare the strengths of

interests of different people? How is the social contract to trade off

their interests against each other, when those interests can’t all

jointly be catered to? A person’s interests may well depend on his

personal characteristics, since what to want from a social contract

might differ from person to person, in a way that depends on those

characteristics. In saying this we must keep in mind the difference

between two related questions: the psychological question of what

the person does want, and the planning question of what to want in

case one is that person with that person’s characteristics. Char-

acteristics in which we differ may well matter for both, but here,

remember, our question is what towant. We differ in what gives us

a sense of meaning and fulfillment in our lives, we differ in our

ideals for ourselves, and so there may be different things to want in

case one is like you and in case one is like me—or things to want in

different strengths. You thrive on controversy, perhaps, and I on

dogma, and we can protect my sensibilities or give scope to your

free tongue and spirit. Protection is something to want in case one is

like me, imagine, and scope in case one is like you. How compare,

then, the urgency of protecting me and of giving you scope, when

we can’t do both? That is the first problem.

So posed, the problem seems solvable, in somewhat the way that

Harsanyi envisaged.8 I can distinguish what to want from the social
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contract in case one is like you and what to want from it in case one

is like me. I can compare how strongly to want things by facing the

hypothetical planning questions of what to prefer if one is equally

likely to be like you or like me, and choosing between being pro-

vided for in the one case and in the other. This gives us a comparison

of person-based interests, and a person could reasonably reject, it

seems to me, having his interests weighed at less than what this

comparison indicates.

Rawls’s aim, though, was to find a basis for living on a basis of

mutual respect that suits people who disagree fundamentally on

what to want in life. My discussion so far has assumed that plan-

ning questions like these have right answers, and that the terms of

the ideal social contract can depend on what these right answers are.

Whether planning questions like these do have right answers, an-

swers that are interpersonally valid, is a difficult issue that I won’t

here try to address. (I struggle with this in both my books.9) Even

if these questions do have right answers, though, we surely don’t

agree on them. Rawls’s problem, couched in my terms, was how to

live together on a basis of mutual respect in the face of perennial,

fundamental disagreement on basic questions of planning and of

fact. We are back to Ida who wants a big funeral and Jay who thinks

that a big funeral is not a thing to want for its own sake even if one

is like Ida. How can they live together in mutual respect, on a basis

that neither would reject even if she had the power to force an

alternative on the other?

Rawls proposed marking off a range of answers to basic questions

of planning and of fact as ‘‘reasonable.’’ His question was not the

general one of how to live together with others on a basis of mutual

respect in the face of any fundamental, perennial disagreement

whatsoever. Rather, it was how to do so when others’ views, even if

mistaken, are reasonable. As for what counts as ‘‘reasonable,’’ that

must amount to a planning question. To treat a view as reasonable

in this sense, we might try saying, is to be willing to accommodate

it. It is to want to live with those who hold the view on a basis that
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they can accept, with a rationale that prescinds from questions on

which they don’t share the truth as one sees it. It is to prefer this to

the alternative of imposing a social order on them—even for the

case of having the power to suppress them.

This lecture has centered on a Harsanyi-like argument that

what’s up for negotiation in arranging a social contract is what to

count as a person’s interests—and possibly what to count as im-

personal goods. To be coherent, I argued, a social contract must

specify a single goal-scale for us each to make his own. How, then,

if the argument I gave is good, does it bear on Rawls’s project?

Even if the argument is good, it may still be that some people

won’t accept it, even when offered careful explanations. It may

nevertheless be best to undertake to live with them on some basis

that, given their views, they will accept. If ‘‘reasonable’’ views are

ones to be willing to accommodate in a scheme of voluntary social

cooperation, this means that even if everyone ought to accept the

arguments I have given, rejecting them may count as reasonable.

Moreover, suppose that everyone does accept the Harsanyi-like

argument that I gave. Still, even if we all accept the same con-

ception of a person’s interests and all accept that we each are to

advance the combined interests of everyone, we may disagree

fundamentally on the facts that bear on how to do this. What we

may still all be able to agree on, in that case, is a basic structure of

society, a way to proceed in face of our disagreements—even

though none of us thinks that it is the structure that most fosters

the totality of people’s interests.

The arguments I have given, then, speak to Rawls’s problem only

in special circumstances, circumstances where there is more agree-

ment on what matters in life than Rawls envisaged. My arguments

don’t tell us how Ida and Jay are to live in a scheme of voluntary

social cooperation and mutual respect when they can’t agree on the

worth that a big funeral would have for Ida once she was dead.

Perhaps the two can agree to count a big funeral as in one’s interests

if one cared when alive and not if one didn’t. Perhaps if they can so
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agree, then whoever is right on the worth of funerals, they each

ought to so agree. Probably they ought to agree on a scheme much

like the one that Rawls advocates, establishing a basic social struc-

ture that gives both of them good prospects for multipurpose means

like income and opportunities. Ida can then have her funeral if she

or others want to bear the costs. No ethical conclusions along lines

like these follow from anything I have said, and nothing I have said

tells us how to choose among alternative economic schemes that

share these overall features. We are left with the problem of how to

compare different people’s interests.

I won’t finish these lectures with a solution to Rawls’s problem—

I’d love to, but I can’t. Rawls himself, in my judgment, didn’t come

up with a compelling solution, and neither has anyone else. What

terms of social cooperation are worth accepting when we disagree

fundamentally on basic questions of fact and value must depend,

I would think, on many questions of fact, psychological and socio-

logical, and on difficult questions of what to prefer in light of those

facts. What is the range of views to be reconciled, in what numbers?

What are the effects of forcing people on various matters against

their convictions? How are we to deal with these facts; what atti-

tudes are we to have toward the people with whom we disagree?

It would be surprising if some game-theoretic scheme held a

straightforward answer to such questions—though game-theoretic

insights may be highly relevant.

Through all this indeterminate discussion of Rawls’s project,

though, the force of the Harsanyi-like result of this lecture remains.

Any social contract will be self-frustrating unless it takes a cer-

tain utilitarian-like form: agreeing to maximize prospects on some

common goal-scale. Otherwise, there will be a possible alternative

social arrangement that, for each person, offers better prospects in

terms of what that person is trying to accomplish. The lesson of the

canoe examples survives. That leaves the question of how the com-

mon goal-scale of the ideal social contract is to be set. What if we

disagreed fundamentally on the importance of saving our children
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or on how to assess the facts that bear on how best to save them?

Confronted with the problem that Rawls sets, I have found no

compelling, tractable answer. The finding remains, though, that

without such a common-goal scale, our social arrangements are

jointly self-frustrating.

Harsanyi and Beyond

If a social arrangement is jointly self-frustrating, I have been

supposing, then anyone could reasonably reject it. Some alternative

to it, after all, is better with respect to each person—better, that is to

say, as reckoned in terms of the values that this very arrangement

tells her to promote. Getting further in our inquiry, though, would

require more examination of this claim: If a social arrangement is

jointly self-frustrating, does that truly make it reasonable to reject

the arrangement? Progress would also require careful scrutiny of

other assumptions I invoked. Do those assumptions apply to our

actual circumstances? Or do they at least apply to circumstances

that are relevant to moral argument?What is the upshot when they

don’t?

Recall how my argument went. The conclusion was that a social

contract must establish a common goal-scale for all of us to ad-

vance—on pain of being jointly self-frustrating. Start first with an

individual: For him, sheer coherence in action requires pursuing

some goal-scale or other; he will act as if he were maximizing

prospects as reckoned by that scale. This is the upshot of arguments

by Hammond and others; in these lectures I accepted those argu-

ments with little scrutiny. Turn now to society and the social

contract. If each individual pursues a distinct goal-scale—favoring,

say, his own children or his own integrity—the result, it turns out,

must be collectively self-frustrating. It will be self-frustrating in

this sense: There will be an alternative goal-scale that we all might

have pursued in common, thereby achieving prospects that are
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better on each person’s goal-scale. This is the Harsanyi-like result

that I have been exploring.

What rationale, I next asked, could there be for agreeing to a

social contract with this blemish? Couldn’t any of us reasonably

reject such a self-frustrating social contract? For each of us, after all,

what it tells him to pursue is better attained, in prospect, by the

same alternative social contract, an alternative that hands us a

common array of goals to pursue. This result goes part way to what

utilitarians have always claimed, and it is at odds with many of our

intuitive judgments—as with the canoe rescue case of Jeske and

Fumerton. If one’s children are so greatly worth saving, the point is,

why agree to less than best prospects for their being saved?

I can’t claim, though, that such a challenge is unanswerable.

Indeed many cogent answers have been explored by ethical theo-

rists. The argument depends, of course, on supposing that there is a

form of social cooperation that no one could reasonably reject. This

amounts to supposing that ethics, in a contractarian vein, is possi-

ble. I have chiefly assumed as well, implicitly, that we have an

agreed basis for judgments of non-ethical fact, a basis that lets us

speak of ‘‘prospects’’ as reckoned by some particular goal-scale.

I have assumed moreover that we would each implement what-

ever we agreed to, and implement it costlessly and with perfect

rationality—and that we all know that we would. It was on these

assumptions at least that I based my conclusions, and further in-

quiry demands seeing how those assumptions should be relaxed and

what the upshot then is.

Compliance and its costs raise acute problems, in life and in moral

theory. A social ethos never gets perfect compliance, and only costly

efforts could achieve even partial compliance. Utilitarians have long

faced this problem; they have proposed solutions for it and debated

the adequacy of those solutions.10 Rule-utilitarianism and other

forms of indirect utilitarianism distinguish a background rationale

for morality, which is utilitarian, with morality made for humanity,

from the moral code for a society that the rationale supports. The
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moral code may invoke a notion of individuals’ interests or their

good and still not tell each of us to promote the total good or interest

of all of us—even if the background rationale for the code is to

promote the totality of people’s ‘‘interests’’ in another sense of the

term. There may well be, then, an indirect rationale for the sort of

limited notion of interests that Rawls and Scanlon advocate, and for

amoral code that tells us to heed not only people’s interests but their

rights and their autonomy. Rawls too distinguishes a background

rationale from the principles of justice that are to govern the basic

structure of society, and he too expects only partial compliance.11 A

contractarian like Rawls must worry about partial compliance for a

further reason that I havementioned: His basic rationale for heeding

morality is reciprocity, and with partial compliance, though there’s

something to reciprocate, there’s less than there might be. In brief,

no social contract we could want will draw full compliance, and the

upshot is a central problem for ethical theory.

My discussion has left out much else that needs study, including

much that is already receiving valuable treatment in the litera-

ture of moral philosophy. Among other things, I have said nothing

about a person’s right to make his own mistakes, about possible

conflicts between respect for his autonomy and concern for his

welfare. I think that much could be said about this and other

matters within the kind of framework that Harsanyi sets up, but

I have not myself been doing the work in these lectures.

The lesson I draw from Harsanyi, then, is crucial but limited.

Any ethic that lets us pursue basically different purposes faces a

challenge. The challenge does not end discussion, but it should

inform any broad inquiry into ethical theory. Is it ethically per-

missible for any of us to give special heed to our own special con-

cerns and our own particular responsibilities? Doubtless yes, but

why?Why shouldn’t any such claim be rejected as self-frustrating?

We haven’t established that an ethical theorist who makes such

a claim has no answer, but he does owe us one. What is the point of

moral strictures? If the background rationale for the strictures isn’t
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some aim we could have in common to accommodate our various

individual ends, can the rationale be fully coherent?

Questions of ethics are, in effect, planning questions, I started out

saying. They are questions of how to live with other people who

face like questions. I have been addressing a range of fundamental

questions of ethical theory as planning questions. The way to live

with other people if one can, I took it, is on a voluntary basis that no

one could reasonably reject. In accepting such an ideal for living

together, I had to rely on intuitions on how to want to live with

others. A crucial range of ethical puzzles then became questions of

what to want from a social contract, and what sort of social contract

to respect if it is in force. Requirements of coherence on plans,

I began to argue, generate restrictions on the kind of social contract

that no one could reasonably reject.

The demands of coherence in our ethical thinking can be power-

ful, and they sometimes run counter to strong intuitions. Amartya

Sen and Bernard Williams published, almost two decades ago, a

collection of articles that included both a lucid summary by Har-

sanyi of his ethical thinking and Scanlon’s own initial exposition

of his ‘‘contractualism.’’ The editors entitled their collection Utili-

tarianism and Beyond. The title was apt in a way: We do still need

to get beyond the point that ethical theory has reached. To do so,

though, we can’t move beyond utilitarianism and drop it. We must

still heed the force of the kinds of considerations that Harsanyi

raised. Any moral vision that doesn’t specify a common goal-scale

as a basis of its rationale must explain why it doesn’t fall in the face

of a Harsanyi-like result. We can forge beyond Harsanyi only by

keeping careful track of what he showed.

Notes

1. Kant, Groundwork (1785). Hare, in ‘‘Could Kant Have Been
a Utilitarian?’’ (1993), argues that, although Kant was convinced
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that his system yielded the pietistic morality of ordinary people of
good will, his system cannot be made to yield the results he wanted
except by making unsupportable and ad hoc moves. Most other
recent and current Kantians think that a Kantian rationale can be
given for amorality that departs fundamentally from utilitarianism.

2. We could instead use the term ‘utility scale’ for what I am
calling a ‘goal-scale,’ and thus latch onto one of the meanings that
highly theoretical economists and decision theorists have for the
term ‘utility’: a scale representing, in a canonical way, how a person
is disposed to make his decisions. The term ‘my utility,’ though,
also suggests my good or my interest, and we must sharply dis-
tinguish the scale I adopt under the terms of the social contract to
guide my choices from my own good or my own interests, which
the social contract accommodates.

3. For a more precise formulation, see the appendix.
4. Scanlon uses the term ‘interests’ in this way; see, for instance,

What We Owe (1998), p. 136.
5. Moore, Principia Ethica (1903). He didn’t think these to be

person-based goods in my sense; he treated all goods as impersonal.
I take this to be far from the spirit of contractarianism, the kind of
moral vision that I pursue in these lectures.

6. Griffin,Well-Being (1986), p. 67. His list is of course meant as
rough and tentative.

7. Nozick, Anarchy, State, and Utopia (1973), p. 41. My reply
here concerns a threat to suffer terribly if one isn’t given re-
sources. It is true that if a person can achieve extraordinary hap-
piness with additional money and not otherwise, utilitarianism will
treat it as urgent for him to have the money. But wealth beyond
dreams, we find, doesn’t make for happiness beyond dreams; we
can’t make ourselves into ‘‘utility monsters’’ of this kind.

8. Harsanyi, ‘‘Cardinal Welfare’’ (1955).
9. Wise Choices (1990), pp. 153–203, and Thinking How to Live

(2003), pp. 268–87.
10. Sidgwick confronts these problems and sticks with a direct

utilitarianism. Brandt develops a form of rule utilitarianism in
‘‘Toward a Credible’’ (1963), ‘‘Some Merits’’ (1967), and A Theory
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(1979). Harsanyi, in ‘‘Morality’’ (1977), endorsed Brandt’s rule
utilitarianism. Hare, in Moral Thinking (1981), distinguishes
questions on two levels, the ‘‘critical’’ and the ‘‘intuitive.’’ He ar-
gues that at the critical level, only act-utilitarianism fits the logic of
moral thinking, whereas at the intuitive level of thinking we should
accept precepts that are not directly utilitarian.

11. By his background rationale, I mean his specification of the
‘‘original position’’ and his arguments that the test of principles of
justice is what would be chosen in the original position as he spe-
cifies it. Roughly, in Theory of Justice, the rationale for principles of
justice is that we would have chosen them in a fair situation to
govern the basic structure of society. In subsequent work, he ex-
pands on the ‘‘Kantian interpretation’’ of his theory and stresses
that the rationale involves expressing our nature as free and ra-
tional beings. Parties in the original position expect partial com-
pliance in that, although they know that the principles they choose
will govern the basic structure of their society and be widely ac-
cepted, they do not expect unanimous acceptance of the principles
or invariable conformity to them. They must provide for education
and enforcement and choose principles that, once implemented,
would continue to be widely accepted and adhered to.
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Appendix: The Harsanyi-like

Result

Allan Gibbard

The ‘‘Harsanyi-like result’’ that I rely on in the third lecture is just

the following. It is a form of argument familiar to economic the-

orists, although the niceties of just when it holds require some care.

Start with all the possible policies for action that each person could

adopt. A policy—or strategy, as I’ll say to fit game-theoretic ter-

minology—assigns an action to each informational state that one

might be in. For each person, some conceivable strategies are fea-

sible for him and others are not. Call an assignment of a strategy to

each person a strategy profile. A strategy profile is feasible just in

case each person’s strategy for that profile is feasible for him. As-

sume a unique prior subjective probability measure that everyone

shares at the start and then updates with new information. Then we

can speak of the prospect that a strategy profile presents; it assigns

to each possible outcome the probability that outcomewould have if

each person acted on his strategy for that profile.

Let each person have a goal-scale. Any prospect has an expected

value on a given person’s goal-scale; call this the prospective value

to him of that prospect. For a given prospect, call the assignment to

each person of the prospective value to him of that prospect the

value profile of that prospect. For any strategy profile, we can thus

speak of the value profile of the prospect that the strategy presents;

call this the value profile yielded by strategy profile.

A value profile is feasible if it is yielded by some feasible strategy

profile. In that case, it is attainable by perfect conformity to some



possible social contract—namely, the social contract that tells each

person to adopt the strategy assigned him by that strategy profile.

The feasible set of value profiles is the set of feasible value profiles.

For the case of two people, we can represent any value profile on

paper by its Cartesian coordinates, and so we can represent the

feasible set of value profiles by a set of points. A possible example is

shown in Figure A1. A feasible value profile is non-dominated iff no

other feasible value profile has a higher value on one person’s goal-

scale without having a lower value on someone else’s.

Suppose first that set of feasible value profiles is strictly convex.

The non-dominated feasible value profiles then lie on the frontier of

this convex set. Each, then, lies maximally in one direction—and

this amounts to saying that there is a possible goal-scale on which it

is maximal. (Draw a tangent to the feasible set at that point; the

Ideal value profile

Ideal goal-scale

Non-dominated feasible
value profiles

vj

vi

Figure A1
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goal-scale is a vector that points outward perpendicular to this

tangent.) Take, then, any non-dominated feasible value profile, and

suppose that the ideal social contract would tell each to adopt a

strategy that, jointly, yields this value profile. Call this the ideal

value profile, and call this goal-scale the ideal goal scale. Among

feasible value profiles, the ideal value profile comes out highest

on the ideal goal-scale. (In case the feasible set is convex but not

strictly, then perhaps more than one value profile will have this

property.1)

We still might ask whether individuals can jointly reach this

ideal value profile by each acting always to maximize prospects as

reckoned by the ideal goal-scale. To this question the answer is no:

As utilitarians have long realized, individually rational utilitarians

may fail to coordinate and hence achieve an outcome that is sub-

optimal. (In my dissertation, my first example was a village of act-

utilitarians threatened with destruction by a giant boulder; each

villager rescues as many children and possessions as possible, each

doing the best he can given what others are disposed to do. Jointly,

though, they might have pushed the boulder harmlessly down the

other side of the hill.)

The result I appeal to is rather this: In abiding by the ideal social

contract, each person acts always to produce prospects that are

maximal on the ideal goal-scale. Or at least this is so under certain

conditions, which I will sketch. This is an application of the theorem

originally about utilitarianism. Take a community of perfect act-

utilitarians, and suppose first that they could make binding any

agreement they chose. Call an agreement that they would then

make optimal. The theorem is that if an agreement is optimal, and if

it is common knowledge that they will each keep that agreement,

then each will keep the agreement even if it has not been made

binding.2 The theorem applies to people disposed always to act

to maximize prospects on a common goal-scale, whether or not

that goal-scale is in any sense utilitarian. The conditions are the

following: (1) value as reckoned by the goal-scale stems from co-

Appendix: The Harsanyi-like Result � 85



ordination only, so that no value or disvalue stems from anticipa-

tion, teaching, or resources being expended on calculation; (2) full

agreement in subjective probabilities when the agreement is made;

(3) full memory as strategies are acted on.

Matters are more complex if we drop the assumption that the

feasible set is convex. Then it may be that a non-dominated feasible

value profile is maximal among feasible value profiles on no goal-

scale, as shown in figure A2. If, though, any probability mixture of

feasible strategy profiles is feasible, then the set of feasible value

profiles will be convex.

What if parties don’t all agree in their prior subjective proba-

bilities—though each is still perfectly coherent and each counts as

ideal value profile

Figure A2

86 � Allan Gibbard



reasonable? The assumption that people do agree in their subjec-

tive probabilities at the time of making the agreement is crucial to

the theorem about act-utilitarian agreements that I am reinter-

preting, and Broome has a result that is discouraging on this

score.3 The upshot of Broome’s result in the present framework and

what the consequences are for moral theory I leave for further

inquiry.

Another question this Harsanyi-like result raises is what work

the social coherence assumption was doing in the second Harsanyi

theorem in the first place. I have argued that the ideal social contract

is non-dominated, and it follows from this and convexity that there

is a goal-scale on which it maximizes prospects. Coherence is partly

a matter of ordering, and the import of a preference ordering lies in

how it constrains what’s optimal as the feasible set changes. I have

considered only a fixed feasible set of prospects. We can ask, then,

whether the social contracts that are ideal for different possible

circumstances—the ones that, given those circumstances, no one

could reasonably reject—all maximize the same goal-scale. Many

contractarians will answer no.4 If this points to an ethos of ‘‘To each

according to his bargaining position,’’ we may however conclude

that it is reasonable to reject such a basis for free, unforced agree-

ment on the basic structure of society.

This leads to difficult questions about contractarianism. Do the

principles that no one could reasonably reject change as new in-

formation unfolds, information about such things as our respective

social positions, needs, abilities, and the like that affect our bar-

gaining positions? If so, it will be hard to interpret Scanlon’s test:

We need principles that no one could reasonably reject, but reject

at what point? If not, then we can consider a highly prospective

standpoint for the acceptance or rejection of principles, and this

may look a lot like Rawls’s original position or Harsanyi’s ethi-

cal standpoint. I won’t, however, investigate these issues further

here.
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Notes

1. Gibbard, Utilitarianisms and Coordination (1971).
2. Gibbard, ‘‘Act-Utilitarian Agreements’’ (1978), pp. 112–18;

also in Utilitarianisms and Coordination (1971), pp. 186–93. The
theorem was proved only for finite models.

3. Broome, Weighing Goods (1991), pp. 152–54.
4. Gauthier, Morals by Agreement (1991), and Binmore,

Playing Fair (1994), are examples.
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Normative Thinking and Planning,

Individual and Shared:

Reflections on Allan Gibbard’s

Tanner Lectures

Michael Bratman

There is thinking, conducted by a single person, about how to live.

And there is thinking together—a kind of ‘‘language infused’’ (15)

shared activity—about how to live together. In the first of these

fascinating and deeply probing Tanner Lectures, Allan Gibbard

is concerned with both of these phenomena and with how they

interact.

Begin with some of the main views presented in this lecture. We

face questions of what to do and why. That we face these questions

is a fact about the kind of beings in the natural world that we are.

However, a ‘‘full and adequate naturalistic, biological story’’ will

not, Gibbard avers, ‘‘contain any fact’’ that our answers to these

questions of what to do and why are ‘‘right or not’’ (18). Here Gib-

bard agrees with G. E. Moore. Gibbard also eschews appeal to non-

natural facts about what we ought to do, facts that are not part of

the naturalistic story. Here Gibbard disagrees with Moore. Never-

theless, as Gibbard sees it, our answers to these practical questions

do constitute a kind of judgment. Our judgments about what to do

are, to a first approximation, plans about what to do. And judg-

ments about what to do are the basic case of judgments about what

one ought to do: ‘‘ought thoughts are like plans’’ (19). To make a



practical normative judgment—a judgment about what someone

ought to do or has reason to do—is, at bottom, to plan.

This may sound jarring. Gibbard’s talk of plans is not just talk

of plan-like contents. A recipe is a plan-like content, a content one

might think about without planning to act on. Talk of plans here is

talk, rather, of attitudes of planning to. Such planning attitudes, we

might say, aim at changing the world, at making the world fit them;

but judgments aim at fitting the world. While it is difficult to know

exactly how to interpret such talk of an aim of an attitude, it does

seem we are here getting at a fairly basic difference between judg-

ments and plan-type attitudes. As is frequently said, judgments

and plans have different ‘‘directions of fit.’’ So how can plans be

judgments?

Well, Gibbard would acknowledge some such distinction, at least

initially, between ordinary empirical beliefs about the natural

world and attitudes of planning to act. His view is that nevertheless

an important sub-set of these planning attitudes behaves in a suf-

ficiently belief-like way to count as judgment. Given the temporal

extension of our thought and action, an agent needs to some extent

to trust her earlier plans in her later planning, just as she needs to

trust her earlier beliefs (26): Both planning and belief involve a kind

of cross-temporal self-trust. And just as beliefs are subject to con-

straints of consistency and coherence, so, according to Gibbard, are

one’s planning attitudes. Given Gibbard’s apparent identification

of planning to A with strictly preferring A to its alternatives, these

constraints are to some extent specified in formal decision theory;

and, as the Zeckhauser Russian roulette example is intended to

show, they can lead to striking results. Further, just as one’s beliefs

are subject to pressure toward agglomeration—toward putting

them together into an overall view of the world—the various

planning attitudes of an agent are subject to pressure toward con-

stituting at least a part of a ‘‘complete contingency plan for living’’

(30). We can then go on to ask which possibilities are, and which are

not, consistent with one’s overall plans, just as we can ask which
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possibilities are, and which are not, consistent with one’s set of

beliefs; ‘‘and judgments get their content from what they are

consistent with and what not’’ (30). All this is offered in support of

the idea that we can see at least certain plans as sufficiently belief-

like to count as judgments.

What about my judgment that someone else ought to act in a

certain way in a certain circumstance? This judgment cannot simply

be my planning so to act, since I know that I am not that person in

that circumstance. On Gibbard’s view, my judgment is, rather, a

contingency plan for what to do were I that person in that cir-

cumstance. I can have such a contingency plan even for circum-

stances in which, as I know, I will never be. In Gibbard’s example,

I can have a plan for what to do were I Caesar at the Rubicon; and

my thought about what Caesar ought to have done involves such

a contingency plan.

What about specifically moral judgment? On the theory, moral

ought judgments are, to a first approximation, plans about ‘‘what

moral sentiments to have.’’ They are, in particular, plans about

‘‘what to resent people for doing and what to feel guilty for doing’’

(16)—where these emotions of resentment and guilt play a central

role in our ‘‘social world’’ (15).

What about judgments not directly of what one ought to do, but

of what there is reason to do?Well, we not only plan what to do, we

plan what is to count, and in what ways, in our deliberation about

what to do.We have plans about weights in deliberation—where, to

avoid circularity in the account of the idea of a reason, we under-

stand deliberation as a mental activity that is characterized, in a

basic case, without appeal to that idea of a reason.1 Judgments about

reasons are plans about what to weigh in deliberation.

This gives us a way of understanding the idea of an intuition, a

way of understanding this idea without appealing to some special

‘‘power to apprehend’’ something non-natural (13). Some plans

about what to weigh are basic in the sense that, on reflection, we do

not support them by appeal to yet a further plan about weights.
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Such a basic plan about weights amounts to ‘‘an intuition about why

to do things’’ (22). In that sense, we ground our normative thinking

in intuition. Such an intuition is a normative judgment. It is not just

a tendency to give weight to some consideration—avoidance of suf-

fering, say; it involves a plan to give such weight. And we can ex-

press its content as: Such and such is a reason to act in certain ways.

We also have plans about when—under what conditions—to

trust our planning, and so when to trust our ought judgments. We

might plan to trust our planning under, say, conditions of full in-

formation vividly presented. Such plans for trusting planning are

judgments about what conditions for planning are ‘‘ideal.’’ Given

such a judgment about what are ideal conditions—that is, a plan for

trusting planning in those conditions—I can ask: If I were in those

ideal conditions, what would I judge I ought to do in a certain

circumstance? What, for example, would I, in ideal conditions,

judge I ought to do if I were one of the fathers in the example

Gibbard sketches? If I determine that I would, in those ideal con-

ditions, judge that I ought to save my own child, then if I follow

through on my plan to trust judgments made in those ideal con-

ditions, I arrive at the judgment that I ought to savemy own child—

where that judgment involves a plan so to act in this scenario. So

I can reason to an ought conclusion from a factual statement about

what I would judge in certain ideal conditions, but only because in

the background is a plan to trust judgments made in those ideal

conditions. My ought judgment is not reducible simply to a natu-

ralistic claim in ‘‘interpreted psychology’’ (22).

As Gibbard notes in his 2003 book,2 this leaves open the possi-

bility that I think that what Iwould judge in ideal conditions differs

from what you would judge in ideal conditions. In such a case,

I think that there is no judgmentwewould reach in ideal conditions,

that we are, in this respect, at an ‘‘impasse.’’ I will return to this

possibility at the end.

This planning theory of normative judgment requires a further

refinement.We sometimes decide between options neither of which
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we think strictly superior to the other. Perhaps I think two routes

from Palo Alto to Berkeley are equally desirable. Or perhaps, as in

Sartre’s famous case, I must choose between staying home with my

ill mother and fighting for the Free French, and I think the con-

flicting considerations are incomparable3 and that neither option is

superior to the other. In each case, we can suppose, I reach a deci-

sion, and so there is one option I plan to perform. But I do not think

I ought to do specifically what I plan to do. What I think is only that

I ought to perform one or the other of the options. So planning to

act does not ensure thinking I ought so to act.

This leads to a complexity in Gibbard’s theory. To think an act

okay, Gibbard says, is to ‘‘rule out preferring any alternative’’ (20).

To think one ought to act is to think it is okay so to act, and not okay

not to. What is it to ‘‘rule out’’ a preference? Well, given Gibbard’s

approach, it seems that the idea is that to rule out a preference is

to plan not to prefer.4 Thinking it okay to A is to plan not to pre-

fer A’s alternatives to A itself. In our first example, then, I plan not

to prefer route #1 over route #2; and I also plan not to prefer route

#2 over route #1: I think each route okay. Thinking I ought to A is,

at least to a first approximation, to plan not to prefer A’s alterna-

tives to A itself, and to plan to prefer A to its alternatives. And,

I take it, Gibbard is assuming that if I plan to prefer A to its al-

ternatives, I thereby plan to A—so this new story of thinking I

ought to A, as a complex plan to prefer, meshes with the original

story of thinking I ought to A, as a plan to act; but the new story

aims to work better for cases of ‘‘ties’’ and thinking only that an

option is okay.

Let me now briefly raise some questions. Some touch on issues

Gibbard has discussed elsewhere. My aim is to create a context in

which he can tell us more.

First, what should we say about cases of thinking one ought to A

and yet, out of weakness of will, planning instead to do something

else? Perhaps I think I ought to limit myself to one glass of wine, yet

I give in to temptation and drink a second glass. It seems that, sad to

Reflections on Allan Gibbard’s Tanner Lectures � 95



say, my thought that I ought to stick with one glass fails to involve

my planning to stick with one glass.5

Second, it is central to Gibbard’s idea that plans are belief-like

that they are subject to a constraint of agglomeration and consis-

tency: One’s various plans need to be such that they can all ‘‘be

realized in a complete contingency plan for living’’ (30). But why

exactly are these plans subject to this constraint? After all, intrinsic

desires are not subject to such a constraint: I might well intrinsically

desire each of two different things without intrinsically desiring—

or even believing to be possible in the circumstances—their joint

realization. Further, as Gibbard emphasizes, some of the plans

needed for his theory of normative thinking ‘‘are wild contingency

plans that I’ll never be in a position to carry out anyway’’ (29).Why

should all such ‘‘wild contingency plans’’ be subject to agglomera-

tion into a single ‘‘complete’’ plan?

Gibbard indicates that he does not here ‘‘seriously’’ enter into

debates about ‘‘whether the conditions on plans that [standard de-

cision-theoretic] arguments invoke are genuinely requirements of

coherence’’ (59). But something needs to be said at least about the

pressure for plan agglomeration, since in its absence the parallel

with belief seems a non-starter. And Gibbard does briefly engage

this matter at the end of the first lecture. So let us reflect on what

such a theory might say.

In the case of belief, we can ground a demand for agglomeration

and consistency in the connection between belief and truth. But

even if in the end we can talk of plans as being true or false, we

cannot use that idea at this point in the argument. As Gibbard says,

‘‘we don’t start our treatment with talk of truth and falsehood and

help ourselves to these notions in our initial theorizing’’ (29). We

need an account of the cited constraint on plans that appeals, at

bottom, not to a connection between planning and truth, but to

something else.

Is what is needed here a claim about the reasonswe have to make

our plans conform to this constraint, about why we ought to con-
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form? Well, if this is how we initially proceed, we seem threatened

with an odd circularity. After all, such a judgment about reasons

would itself be a substantive normative judgment. On the plan-

ning theory of normative judgment, this judgment is itself a kind

of plan. But this planning theory of normative judgment depends

on the pressure to agglomerate plans, a pressure that purportedly

parallels the pressure to agglomerate beliefs. If the source of that

pressure is this very judgment that we have reason to—ought to—

conform to the demand for agglomeration, we seem to be moving

in a circle. This suggests that at the most basic level such a theory

of normative thinking needs to look for a different kind of sup-

port for the agglomeration constraint on plans—which is not to

deny that there are reasons for such conformity. But what might

this be?6

Well, as Gibbard emphasizes, if one’s plans significantly violated

this constraint, we would not be able to assign them content in a

way that parallels the assignment of content to beliefs. But we

cannot appeal here to this point to explain why plans are subject to

these constraints, for at this stage in the argument the issue is

whether plans are indeed belief-like.

One idea here would be to appeal to the roles of plans in coor-

dinating thought and action over time and socially. As wemight try

saying: Each plan aims not simply at making the world fit it, but at

making the world fit it as an element in a coordinated realization of

one’s overall system of plans. Much of Gibbard’s work emphasizes

the social coordinating work of normative thinking;7 and I take it he

would also emphasize the intrapersonal coordinating work of

planning. And Imyself have tried to understand such constraints on

plans and planning along some such lines.8 So this is perhaps a

convergence in our approaches to the nature of planning. We can

wonder, however, whether the ‘‘wild contingency plans’’ that are

endemic to Gibbard’s theory of normative thinking really are part

of a single coordinating system.9 Is my plan for what to do were

I Caesar at the Rubicon part of a single coordinating system that

Reflections on Allan Gibbard’s Tanner Lectures � 97



includes my more ordinary contingency plans—for example, my

plan for what to do were I at the Hudson River?

Third, return to cases of ‘‘ties’’ and thinking okay. Suppose the

boy in Sartre’s case finds himself with a slight, felt preference for

mom. But he still thinks the options involve incomparable con-

siderations, and that neither option is, uniquely, what he ought to

do. He thinks it okay to perform either option. But—in contrast

with Gibbard’s account—he does not plan not to prefer mom over

the Free French; indeed, he continues slightly to prefer mom.

Perhaps we should put more theoretical weight on plans for

weighing, rather than preferences over options and plans to act. On

the theory, plans for weighing constitute judgments about reasons.

When I think I ought to stop with one drink, my plans for weighing

favor one drink over two, and I know this. Perhaps a theory like

Gibbard’s can say that my thought that I ought to stop with one

drink expresses this known structural feature of my plans for

weighing. And it can do that even if I plan to have a second drink—

that plan is a plan for action, not a plan for weighing. Again, the

boy in Sartre’s case has, so far, plans for weighing that leave un-

settled his decision between mom and the Free French, and he

knows this. Perhaps a theory like Gibbard’s can say that his thought

that either is okay expresses this known structural feature of his

plans for weighing; and this structural feature is compatible with

his preference for mom, since a preference need not be a plan for

weighing.10

Return now to the basic idea of identifying normative judgments

with plans. If you judge that one ought to A in circumstance C, and

I judge that one ought not to A in that circumstance, we are not

merely differing, as we might if we have different tastes for flavors

of ice cream: We are disagreeing. But if you plan to A in C whereas

I plan to refrain from A in C, we are, it may seem, not disagreeing

but just differing in what we each plan to do if in C. Will the

features of plans already cited as supporting the idea that plans are

judgment-like—pressures for consistency, coherence, agglomera-
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tion, and self-trust over time; assignment of content by appeal to

what is consistent with one’s overall plans—also explain why you

and I may be disagreeing, not just differing, in plan? Well, so far

these features of plans are individualistic: They explain, perhaps,

why when I change my plans I am, in certain cases, disagreeing—

and not merely differing—with my earlier self.11 But it seems that

we do not yet have the resources to explain why you and I may be

disagreeing.

It is here, I take it, that Gibbard would appeal not simply to my

thinking about how to live and to your thinking about how to live,

but to our jointly thinking together about how to live. When I

change my own plans over time, this can count as disagreement

withmy earlier self in part because, given the temporal extension of

my thought and action, I see my earlier plans as having a defeasible

claim on me now. In contrast, it is possible for me not to treat your

ought thoughts as making any such claim on my ought thoughts.

But insofar as we are engaged in thinking together about how to

live, I will see your thoughts as making a claim on my thinking, a

claim that is analogous to the claim of the thoughts of my past self.

There is, then, pressure to keep track of the extent of agreement

between us, just as there is pressure on me now to keep track of the

extent of agreement between me now and me earlier. So, given that

we are engaged in shared thinking about how to live, our differ-

ences in plan can constitute disagreements in plan. And I take it

Gibbard would say that there are ‘‘selection pressures’’ (16) in favor

of dispositions, on the part of a ‘‘highly social, linguistic species like

ours’’ (30), to engage in such shared thinking. It is, then, the soci-

ality of normative thinking—rather than independent facts (nat-

ural or non-natural) about oughts and reasons—that explains the

nature of interpersonal normative disagreement as disagreement—

and not merely difference—in plan.12

Let me close with a brief question about this. Suppose you think

you are at an impasse with another person and for that reason opt

out of shared thinking with that person about how to live. Can and
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should Gibbard’s theory nevertheless make room for your thought

that, despite this impasse, you ought to act in a certain way and that,

in this normative judgment, you are disagreeing—and not merely

differing—with that other person?13

Notes

1. See Allan Gibbard, Thinking How to Live (2003) at p. 190.
2. Thinking How to Live, pp. 268–69.
3. In using the term ‘‘incomparable’’ rather than the more

common ‘‘incommensurable,’’ I follow Gibbard in his ‘‘Reply to
Critics,’’ in the symposium on Thinking How to Live in Philosophy
and Phenomenological Research.

4. Preference here is strict preference: to prefer x over y involves
not preferring y over x.

5. T. M. Scanlon independently raises this issue in his ‘‘Reasons
and Decisions.’’ Gibbard replies to Scanlon in his ‘‘Reply to Critics.’’
Both essays are in the symposium on Thinking How to Live in
Philosophy and Phenomenological Research.

6. This question takes us into the territory of recent work on the
relation between reasons and what John Broome calls norma-
tive requirements. See, for example, Broome, ‘‘Does Rationality
Give Us Reasons?’’ (2005).

7. In his first book, for example, Gibbard remarks that ‘‘the key
to human moral nature . . . lies in coordination broadly conceived.’’
And it is clear that he is here referring to social coordination. See
Wise Choices, Apt Feelings (1990) at p. 26.

8. I emphasize the coordinating roles of planning in my Inten-
tion, Plans, and Practical Reason (1987; 1999). I return to these
matters, and to associated debates with J. David Velleman, in my
‘‘Intention, Belief, Practical, Theoretical’’ (forthcoming).

9. We can also wonder, when we return to the level of normative
thinking about reasons, whether we do indeed have reason to ag-
glomerate all such wild contingency plans.
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10. Indeed, this appeal to plans for weighing is in the spirit of
Gibbard’s earlier, 1990 theory according to which, roughly, ‘‘to say
that an act is rational . . . is to express one’s acceptance of a system of
norms for weighing considerations that, as things come out, sup-
ports doing that.’’ Wise Choices, Apt Feelings (1990), p. 163. I dis-
cuss these matters further in my ‘‘Thinking How to Live and the
Restriction Problem,’’ where I consider a ‘‘higher-order Sartre
case’’ that I put to one side here. Gibbard’s reply is in his ‘‘Reply to
Critics.’’

11. And see Thinking How to Live, pp. 271–74.
12. This theme is developed in Thinking How to Live, chap. 14,

where Gibbard distinguishes between different versions of such
shared thinking.

13. In a generalization of this case, you are what Gibbard calls a
judgment individualist. See Thinking How to Live, pp. 272–74.
I discuss this kind of individualist in my ‘‘Thinking How to Live and
the Restriction Problem,’’ and Gibbard responds in his ‘‘Reply to
Critics.’’
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Comments on Allan Gibbard’s

Tanner Lectures

John Broome

It was a great privilege to be invited to Allan Gibbard’s lectures, and

to comment on them. Gibbard has made extraordinary contribu-

tions to widely separated areas of ethics. He is a leading figure in the

expressivist approach to metaethics, and he has also made huge ad-

vances in first-order ethical theory, often by bringing to bear the

formal methods of decision theory and game theory. His Tanner

Lectures integrate these apparently very different subjects. They

show us how his first-order theory is motivated by his metaethics—

specifically by his view that ethical questions are planning ques-

tions.

I admire this integration, but I am sorry to say I have not been

able to imitate it. I have decided to take up two separate issues, one

from Lecture I and one from Lecture III.

Comment on Lecture I

Take an ought sentence such as ‘Brutus ought not to have conspired

against Caesar’ or ‘I ought to be careful here.’ Philosophers used to

worry about whether sentences like this could be true or false, and

many denied they could be. But these days we worry less about

that. Most philosophers nowadays think it is not so hard for sen-

tences of a particular class to meet the criteria that allow them to

count as true or false. They need only to participate in our thinking



and talking in characteristic ways. For example, we need to treat

them as subject to truth-functional logic. We need to be able to

make sense of disagreement about them, when some of us assert a

sentence and others deny it. We need to recognize that a sentence

might be true even though no one is in a position to assert it

justifiably. And so on. Since ought sentences meet these standards,

they can be true or false. Consequently, we can have cognitive

attitudes toward these sentences or toward their contents. We can

believe or disbelieve them, or what they say.

That is no longer very controversial. We can accept that ought

sentences are true or false because of what we do with them. But

this leaves us with the task of explaining why we do those things

with them. How come these sentences participate in our thinking

and talking in ways that are characteristic of truth?

If we were dealing with sentences about natural things, the an-

swer to this question would emerge from the relation between these

sentences and the facts of the world. Sentences about natural things

are true or false in virtue of their relation to the world. That ex-

plains why our thinking and talking treats them in the ways that are

characteristic of truth. We could give a parallel answer for ought

sentences: We could say they are true or false in virtue of their

relation to the normative facts of the world. But Gibbard and many

other philosophers find that answer fantastic. It seems incredible to

them that the world contains such normative facts. So they look for

an alternative explanation.

Gibbard offers one. He offers an explanation of why we use

ought sentences, and why we use them in such a way that they earn

the right to count as true or false. His detailed explanation appears

in his book Thinking How to Live (Harvard, 2003). His Lecture I

contains an outline of his explanation.

It is that these sentences help us to plan our lives in general, and

to plan what to do on particular occasions. He says that, when we

utter an ought sentence, we are (to a first approximation) expres-

sing a partial plan. It is a natural fact about us that we make plans.
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Consequently, as Gibbard emphasizes, his explanation of the truth

of ought sentences does not assume that anything exists apart from

the natural world. It does not assume there are normative facts in

the world.

Gibbard explains in detail how, as our thinking and talking use

these sentences to express our plans and develop our planning, they

endow the sentences with the characteristics of truth and falsity.

For one thing, in Thinking How to Live he provides a semantic

theory that explains how they participate in truth-functional logic.

The details do not matter here.

Since ought sentences have the characteristics of truth and fal-

sity, that explains how we have the attitudes of belief and disbelief

toward them. These cognitive attitudes are explained on the basis of

the noncognitive attitudes that are involved in planning. Indeed,

they simply are those noncognitive attitudes in another guise. To

believe you ought not to feel resentment is just to plan not to feel

resentment. To believe Brutus ought not to have conspired against

Caesar is just to plan not to conspire against Caesar in the counter-

factual situation of being Brutus as the Ides of March approach.

Gibbard argues that planning attitudes, if they are rational, are

connected together in a structure that mimics the structure of ra-

tional believing attitudes. This explains why the sentences that

express the planning attitudes have the logical structure of truth. It

allows us to treat our planning attitudes as ought beliefs. These

attitudes are fundamentally noncognitive, but they earn the right to

count as cognitive. Each is a planning attitude and also a believing

attitude. That is to say, each attitude has the property of being

a noncognitive planning attitude, and also the property of being a

cognitive believing attitude. But the property of being a noncogni-

tive attitude is the fundamental one, in that it explains the property

of being a cognitive attitude.

So ought beliefs are plans, to a first approximation. There are two

reasons that this is only an approximation. One of them is men-

tioned by Gibbard himself. Not all plans are ought beliefs. When
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you are indifferent between two options, you will not believe you

ought to take one of them, nor that you ought to take the other. But

unless you are as foolish as Buridan’s ass, you will plan to take one

or else plan to take the other. So you may plan to do something

without believing you ought to do it.

Because of this, Gibbard’s theory is not exactly as I have de-

scribed it so far. Gibbard does not say that ought beliefs are exactly

attitudes of planning. Instead, he says they are founded on what he

calls a ‘valenced’ attitude. This attitude might be called ‘okaying.’

(This is my name; Gibbard does not use ‘okay’ as a verb.) Okaying

is a noncognitive attitude. It is like the attitude of planning, but

weaker. Buridan’s ass okayed eating the left bale and also okayed

eating the right bale, but it did not plan to eat the left bale and also

plan to eat the right one. Indeed, it did not plan to eat either. Amore

sensible creature would have planned to eat one or the other, but it

would not have planned to eat one and also planned to eat the other.

The noncognitive attitude of okaying corresponds to the cogni-

tive attitude of believing okay. I hesitate to attribute to an ass

cognitive attitudes that have a normative content, because it may

not be clever enough to possess them. But an adult human being can

possess them. So when an adult human being okays an action, she

believes it is okay.We can now also specify the cognitive attitude of

believing one ought to do something. To believe one ought to do

something is to okay doing it and decline to okay not doing it. Once

again, it is the noncognitive attitudes of okaying and declining to

okay that are fundamental. But because they participate in our

thinking and talking in ways that are characteristic of truth, they

earn the right to count as cognitive attitudes too.

That is one reason that Gibbard’s initial formulation is just an

approximation. The second is one he does not mention. The attitude

of believing you ought to do something simply is not the attitude

of planning to do it. Gibbard says that thinking what you ought to

do is thinking what to do. But it is not. Thinking what you ought

to do is to ask yourself, ‘‘What ought I to do?’’ whereas to think
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what to do is to ask, ‘‘What shall I do?’’ These are different ques-

tions, and they may have different answers.

‘‘What shall I do?’’ is not a typical sort of question. To answer a

typical question, you simply express a belief. If you ask yourself,

‘‘Where are my keys?’’ and answer, ‘‘Beside the phone,’’ your an-

swer simply expresses your belief that your keys are beside the

phone. But if you ask, ‘‘What shall I do?’’ and answer, ‘‘Read the

newspaper,’’ your answer expresses more than a belief. It expresses

an intention to read the newspaper. Gibbard would call your

question a ‘planning question.’ In asking it, you call on yourself to

form an intention. True, by the time you come to answer, ‘‘Read the

newspaper,’’ you believe you will read the newspaper. That is be-

cause, in forming your intention to read the newspaper, you acquire

the belief that you will do so. Your answer expresses your belief as

well as your intention. But the special feature of your question is

that it calls on you to form an intention.

‘‘What ought I to do?’’ is a typical question, at least on the face of

it. It calls for an answer that expresses a belief. If you answer it,

‘‘Start writing that lecture,’’ you express the belief that you ought

to start writing that lecture. However, Gibbard treats this too as a

planning question. Maybe it is, but it is certainly not the same as

the simple planning question, ‘‘What shall I do?’’ If its answer

constitutes a plan, it does not constitute a plan of the simplest sort,

such as your plan to read the newspaper. At the same time as you

answer the question ‘‘What ought I to do?’’ with ‘‘Start writing that

lecture,’’ you might answer the question ‘‘What shall I do?’’ with

‘‘Read the newspaper.’’ Then you would plan to read the newspaper

while believing you ought to start writing that lecture.

If you give these answers, what you plan to do is something other

than what you believe you ought to do. This means you are akratic.

We have to recognize that akrasia is possible. It follows that think-

ing what you ought to do is not thinking what to do.

This does not mean Gibbard is wrong to treat our ought beliefs as

fundamentally noncognitive attitudes. They may be, but they are
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further from ordinary planning attitudes than he suggests. Gibbard

only says they are ‘‘like’’ planning attitudes. That remains possible.

They could resemble planning attitudes, even though they are ra-

ther far removed from our ordinary planning attitudes. They could

be some sort of ideal planning attitudes—not what we actually

mundanely plan but what we plan ideally in some way or other.

Suppose these attitudes are some sort of ideal plans. Gibbard

recognizes anyway that they must be idealized, because of another

feature of them. We have beliefs about what all sorts of people

ought to do in all sorts of circumstances. If these are to be construed

as plans, they must be plans that are conditional on remote and

impossible conditions. For instance, if you believe Brutus ought not

to have conspired against Caesar, you must have a plan that is

conditional on your being Brutus. As a planning attitude, this is

very idealized.

I think the remoteness of these ideal attitudes from ordinary

planning raises a serious problem for Gibbard. These attitudes are

the foundation of his account of normativity. They are funda-

mentally noncognitive, though they can earn the right to count as

beliefs. But how can we identify these attitudes and know what

attitudes they are?

We can generally identify people’s ordinary plans rather easily.

If you plan to read the newspaper, your plan is a disposition of

yours that will, among other things, typically cause you to read the

newspaper. That makes it easy to recognize. The disposition that

constitutes a plan is complex, but its details can be spelled out; many

of them are spelled out in Michael Bratman’s Intention, Plans and

Practical Reason (Harvard, 1987). In any case, we are very famil-

iar with ordinary plans as part of the regular commerce of our

lives. Often, we easily recognize our own plans and other people’s,

through our ordinary understanding of our psychology and theirs.

But frequently, the ideal attitudes Gibbard calls on can be iden-

tified only through the properties they have as cognitive attitudes.

Take the attitude of okaying something. This is the noncognitive
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attitude that founds, explains, and constitutes the cognitive attitude

of believing the thing is okay. Are you familiar with this attitude of

okaying? I think you will be able to recognize it only as the cog-

nitive attitude of believing the thing is okay. I do not think you have

any other way to grasp what this attitude is.

Or take the attitude of planning ideally to start writing that

lecture, while at the same time you plan mundanely to read the

newspaper. No doubt you are familiar with the mundane plan and

can identify it easily. It is a disposition that will probably cause you

to read the newspaper. On the way, it may cause you to get out of

your chair, go to collect the newspaper from the table, and so on.

But are you familiar with the ideal planning attitude that, in this

case, is to start writing that lecture? Once again, I think you will

only be able to identify it as your cognitive attitude of believing you

ought to start writing that lecture. Likewise with your attitude of

planning not to conspire against Caesar, if you are Brutus—I sus-

pect you will recognize that attitude only by recognizing it as your

belief that Brutus ought not to have conspired against Caesar.

This is how I think you are going to have to identify the ideal

planning attitudes that Gibbard is talking about. You will have to

recognize them as normative beliefs. This method will not steer you

wrong. So far as Gibbard is concerned, you will identify the right

attitudes this way, since ideal planning attitudes (provided you

do indeed have them) are indeed normative beliefs. They have

both the property of being planning attitudes and the property of

being normative beliefs. So I am not contradicting what Gibbard

is saying.

However, I do think this point about identification puts in doubt

Gibbard’s project of explaining our normative beliefs. The under-

lying noncognitive attitudes are supposed to explain how we have

the cognitive attitudes. More accurately, an attitude’s property of

being a planning attitude is supposed to explain how it has the

property of being a normative belief. But we can only recognize the

underlying noncognitive attitude by recognizing its property of
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being a cognitive attitude. Gibbard in effect tells us that the belief

that you ought to start writing that lecture is explained by the

noncognitive attitude, whatever it is, that you recognize as the

belief that you ought to start writing that lecture.

The explanans is identified through the explanandum, and this

happens extensively throughout the explanatory story. This makes

me doubt that we are being given much of an explanation at all. For

a proper explanation, we should have some independent means of

recognizing the explanans.

More particularly, my doubt is this. Gibbard’s idea is that the

noncognitive, planning attitudes, provided they are rational, are

supposed to be woven together in a structure that explains how

they can be treated as beliefs. But now it emerges that these atti-

tudes can be identified in the first place only through their derived

property of being beliefs. This means that, if they are rational, they

cannot help having the structure of rational beliefs anyway. Atti-

tudes that are identified by their cognitive aspect cannot, if they are

rational, help standing in the relations that rational cognitive at-

titudes stand in. The explanation of why they stand in these rela-

tions is that they are rational cognitive attitudes. Gibbard’s story is

that they stand in these relations because they are rational planning

attitudes, but actually it is because they are rational beliefs. It is

not that planning attitudes earn the right to count as cognitive

attitudes; they have this right because we identify them as cognitive

attitudes.

Comment on Lecture III

Gibbard gives great credit to Harsanyi in developing his utilitarian

version of contractualism. He reminds us that Harsanyi in the

1950s proved two distinct theorems that can be used to support

utilitarianism. The first makes use of the ideas that Rawls later

called ‘the original position’ and ‘the veil of ignorance.’ So that
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theorem is directly in the contractualist tradition, but the second is

not. Nevertheless, Gibbard recruits the second theorem as well as

the first to support his contractualist position.

One special feature of Gibbard’s contractualism is that he thinks

morality requires us to settle on a common goal, which each of us

should pursue. He objects (p. 64) to a moral theory that allows each

person to pursue her own distinct goals. He points out that, if we do

each pursue our own goals, we shall encounter prisoners’ dilem-

mas. The effect will be that everyone ends up satisfying her goals

less well than they would have been satisfied had we all cooperated

in pursuing common goals. Gibbard says (pp. 66–67):

Whatever reasons each has for the peculiarities of her own

goals, there is a way better to advance, in prospect, all these

goals at once. The way is to agree on a common scale of goals

for all to pursue.

Gibbard uses Harsanyi’s second theorem to support this claim. He

also uses it to support a second, subsidiary claim that this common

goal is utilitarian in a broad sense: It is a weighted average of the

goals of individuals (p. 67).

To be more accurate, Gibbard supports these claims, not with

Harsanyi’s own theorem, but with what he calls a ‘Harsanyi-like’

theorem. His appendix describes this theorem and illustrates it in a

diagram. My figure B1 is a copy of this diagram. The axes show

values of the variables vi and vj,which are two people’s ‘goal-scales’;

they measure the degrees to which the people’s goals are satisfied.

Each point in the diagram marks a combination of values for vi and

vj. The curve is the frontier of the set of points that are feasible;

points on or below this frontier are feasible; points above it are not.

We assume that one of the feasible points is ideal. We assume a

‘Paretian’ condition for this ideal. That is to say, we assume an

arrangement is not ideal if it is possible to better satisfy one of the

people’s goals without satisfying the other person’s goals less well.
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This ensures that the ideal point is on the frontier. We also assume

that the set of feasible points is strictly convex, which means that

the frontier bows outward.

Given these assumptions, the theorem Gibbard appeals to says

that there is some weighted average (aiviþ ajvj) of vi and vj such that

the ideal point maximizes this average among the points in the

feasible set and is the only point to do so. The tangent in figure B1 is

a contour of this weighted average. A line perpendicular to the

contour has slope aj/ai.Gibbard calls the weighted average the ‘‘ideal

Ideal point

Ideal goal-scale:
slope = aj/ai

Contour of
aivi + ajvj

vj

vi

Figure B1
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goal-scale.’’ The theorem generalizes from two to many people, but

this two-person example is enough for what I need to say.

I do not think Gibbard should call this theorem ‘Harsanyi-like’;

I see little resemblance between it and Harsanyi’s second theorem.

It is one of the elementary theorems of convex analysis. I shall call it

‘the tangent theorem.’ As Gibbard points out, geometrically the

theorem simply says that, at any point on the frontier of a strictly

convex set, a tangent can be drawn that meets the set at that point

only.

Moreover, I do not think the tangent theorem offers any

worthwhile support to Gibbard’s view that we should pursue

common goals. It tells us that the ideal point could be achieved by

maximizing the ideal goal-scale Gibbard defines. But it is a big step

from there to the conclusion that we should pursue common goals.

Gibbard himself mentions one difficulty in making that step. Even

if we all independently pursue common goals, we may together

fail to achieve those goals, because we may fail to coordinate our

individual actions properly. But, as he explains (p. 85), Gibbard

himself long ago proved a theorem that overcomes this difficulty in

some circumstances. It is not this difficulty that concerns me.

The difficulty that concerns me is that, for all the tangent theo-

rem tells us, the ideal goal-scale may depend on the shape of the

feasible set, and on where in the feasible set the ideal point is.

Alterations in the feasible set will change the ideal point, and we

have no reason to think they will not alter the ideal goal-scale. We

therefore cannot know what the ideal goal-scale is until we know

what the feasible set is and which point in it is the ideal one. But in

view of the complexity of life, we cannot possibly know the shape of

the feasible set, and we certainly cannot know the position of the

ideal point.

Figure B2 illustrates. It shows the frontiers of two possible fea-

sible sets. I have picked out ideal points on each of these frontiers.

Our theorem tells us nothing about where they are, so I have picked

them arbitrarily.
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The two I have picked would be achieved bymaximizing different

ideal goal-scales within their respective feasible sets. We have no

way of knowing which is the right goal-scale to maximize. We

might easily get it wrong, averaging the two people’s individual

scales using the wrong weights. Then, if we maximized our wrong

scale, we might end up far from the ideal point. Indeed, we might

end up in a worse position than we would have reached if the two

people had separately pursued their own goals. To be sure, we

would end up somewhere on the frontier rather than inside it, as

figure B2 shows. And to be sure too, if the people pursued their own

disparate goals, they might end up somewhere inside the frontier,

because of bother with prisoners’ dilemmas. Nevertheless, the point

they end up atmight be better than the one achieved bymaximizing

vj

vi

Frontier 1

Frontier 2
Ideal point on

frontier 1

Ideal point on frontier 2

Maximum on frontier 2
of incorrect goal-scale

Outcome of
conflicting goals

Figure B2
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the wrong goal-scale. Inevitably, some points inside the frontier are

better than some points that are on the frontier.

We therefore cannot conclude that we necessarily advance our

goals better by choosing common goals to pursue.

For a different reason, the tangent theorem also does not support

the subsidiary claim that, if we do choose a common goal-scale, it

should be a weighted average of individual goal-scales. True, it tells

us that the ideal point can be achieved by maximizing a weighted

average of individual goal-scales. But there are many other func-

tions such that the ideal point can be reached by maximizing one

of them. For example, figure B3 shows it can be reached by maxi-

mizing aminimum function, specifically the functionmin{(vi� v*i),

(vj � v*j)}, where v*i and v*j are the values of the individuals’ goal-

scales achieved at the ideal point. Indeed, maximizing this sort of

minimum function has an advantage over maximizing a weighted

average. Figure 3 shows it will work even when the feasible set is not

convex.

All in all, the tangent theorem is far too weak to give worthwhile

support to any sort of utilitarianism. It will not do what Gibbard

asks it to do. But Harsanyi’s second theorem is very much more

powerful; indeed, its conclusion is remarkable. Here is a statement

of it. To match Gibbard’s purposes, I have interpreted it in terms of

goals and goal-scales.

Assume:

1. Each person’s goals are coherent (which means they satisfy

the axioms of expected utility theory).

2. The common goals are coherent.

3. The common goals satisfy the ‘Paretian’ condition: that if each

person’s goals are indifferent between two prospects, then the

common goals are indifferent between those prospects; and if

one person’s goals place the first of two prospects above the

second, and no person’s goals place the second above the first,

then the common goals place the first above the second.
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Then:

The common goals can be represented by an expectational

goal-scale that is a weighted average of expectational goal-

scales that represent the goals of the individuals.

(A goal-scale is said to represent a set of goals if and only if,

whenever the goals rank one prospect at least as high as a second,

the first has at least as high a value on the goal-scale as the second. A

goal-scale is said to be expectational if and only if the value it

assigns to a prospect is the expectation of the values it assigns to the

prospect’s possible outcomes.)

vj

v*j

v*i vi

Ideal point

Contour of
min {(vi – v*i), (vj – v*j)}

Figure B3
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This theorem is illustrated in figure B4. It tells us that all points

in the diagram can be ranked by the common goals in a way that is

independent of the feasible set and of the ideal point. It therefore

gives the people something they can agree on without knowing the

feasible set or the ideal point. Whatever the feasible set turns out to

be, the ideal point will always be whatever point in that set maxi-

mizes the common goal-scale. Moreover, the theorem tells us that

these common goals are a weighted average of the individuals’

goals.

This is just what Gibbard needs. So in the end, I think he is right

to say that Harsanyi’s second theorem gives himwhat he needs, but

wrong to suggest that a weaker surrogate will do.

Moreover, this theorem would give him more than he seems to

realize. He says (p. 70), ‘‘I find it hard to see how a coherent goal-

scale can have any rationale other than that it sums up the weight of

a set of considerations. I don’t know how to establish definitively

that it must . . . .’’ Well, Harsanyi’s theorem establishes it. That is

why this theorem is remarkable. One of its premises is that each

person’s goals are a consideration; each person’s goals count. That is

what the Paretian condition says, in effect. Simply on the basis of

the coherence conditions and this assumption that each person’s

goals count, the theorem concludes that they count specifically in an

additive fashion. Their weights are added. The theorem derives

additivity from those remarkably weak premises. Gibbard does not

need to assume additivity; he could take it from the theorem.

Furthermore, the theorem answers a question Gibbard raises at

the end of the appendix. He says (p. 87), ‘‘I have considered only a

fixed feasible set of prospects. We can ask, then, whether the social

contracts that are ideal for different possible circumstances . . . all

maximize the same goal-scale.’’ The answer from Harsanyi’s the-

orem is: ‘‘Yes, they do.’’ As I explained, the goal-scale is indepen-

dent of the feasible set of prospects.

Given all the merits of Harsanyi’s own theorem, why did Gib-

bard eschew it and instead fall back on a theorem that turns out too

116 � John Broome



weak for his purposes? His answer is explicit on p. 65. It is that he

thinks the second premise of Harsanyi’s theorem—that the com-

mon goals are coherent—is open to question. But I have explained

that he needs this premise. He cannot happily give it up and fall

back on a weaker theorem, because the weaker theorem is not up to

the work he demands from it. I therefore think he needs to try to

establish the coherence of the common goals. If the common goals

are indeed not coherent, that will do serious damage to the argu-

ment of his Lecture III. It will weaken his case for a utilitarian type

of contractualism.
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Common goal-scale
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I agree with Gibbard that the coherence of the common goals is

open to question. Nevertheless, the answer to this question might

be that they are. I do not know. I do have my own arguments in

defence of the second premise of Harsanyi’s theorem; they are set

out in my book Weighing Goods (Blackwell, 1991). But I interpret

the theorem differently from Gibbard—in terms of good rather

than goals. I take it to be telling us something about the structure of

good, and specifically about how the overall good is related to the

good of individuals. Under this interpretation, I believe Harsanyi’s

theorem can be used to give strong support to utilitarianism, or

more exactly to a utilitarian theory of value. Under my interpre-

tation, the theorem’s first premise is that the good of each indi-

vidual is coherent, and the second premise is that overall good is

coherent. I believe these premises can be convincingly defended. In

particular, I believe that overall good is coherent.

But Gibbard does not wish to interpret the theorem in terms of

good. For one thing, doing so would not be so conducive to his

contractualism. Furthermore, in view of T. M. Scanlon’s attack on

the notion of individual good, he does not wish to rely on this

notion at this point in his argument (p. 66). So he turns instead to

the more general notion of an individual’s goals. Correspondingly,

he turns to common goals instead of overall good.

However, he does actually accept a notion of overall good, and he

takes it for granted that the common goals achieve overall good.

‘‘By the overall good,’’ he says (p. 67), ‘‘I shall mean good as

measured by whatever goal-scale would be specified by the social

contract.’’ If we may take this assumption seriously, then my own

arguments for coherence will apply to the common goals, because

they apply to overall good. So I see some prospect of justifying the

second premise of Harsanyi’s theorem, even under Gibbard’s in-

terpretation. I cannot say more than that, because much more work

would be needed to develop a full defence. It would have to be

explained how we can be sure that the common goals do indeed

achieve something that can count as overall good.

118 � John Broome



My point is that Gibbard cannot satisfactorily evade this work.

Though he does not realize it, for his purposes, he needs the com-

mon goal-scale to be coherent. He needs to use the genuine ver-

sion of Harsanyi’s second theorem; a weaker substitute is not

enough.
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Should You Save This Child?

Gibbard on Intuitions,

Contractualism, and Strains

of Commitment

F. M. Kamm

Of the many topics dealt with in Allan Gibbard’s rich and chal-

lenging Tanner Lectures, I shall focus on three: (1) the nature and

significance of intuitions; (2) disagreements about the correct form

of contractualist reasoning; and (3) whether each person’s acting for

a shared goal is at once most rational and yet something that we can

reasonably reject. I shall begin with some thoughts on the first

topic, for I suspect that I have the honor of commenting on these

lectures because I rely so heavily in my own work on intuitive

judgments about cases.

1. Gibbard begins his first lecture by discussing the views of

psychologist Jonathan Haidt, who claims that we do not reason our

way to moral conclusions but rather respond intuitively and then

find reasons to support ‘‘preordained conclusions.’’ Mostly, ac-

cording to Haidt, reasoning constructs ‘‘justifications of intuitive

judgments, causing the illusion of objective reasoning.’’1 Gibbard

compares this to lawyers who have to find reasons to support the

side whose advocates they are.

One of my concerns with Haidt’s view is his claim that finding

justifications of intuitive judgments, after having the judgments,

can only create an illusion of objectivity. Suppose someone has an



intuitive response and then tries to find out what it is about the act

or situation she is considering that accounts for her response. In

having the intuitive judgment, unlike a lawyer, she does not merely

pick (or get assigned to defend) a position; she is drawn to it as

correct. Once she locates the factors that account for her response,

she can consider whether these factors not only account for her

response but, on reflection, justify it. If they do, then this might be

evidence that the intuition was the result of very rapidly and un-

consciously ‘‘reasoning’’ from these factors to a judgment. In any

case, if the intuitive judgment is justified on reflection, it is an

instance of a correct judgment and, in this sense, objectively correct.

The intuitive judgment is no less objectively true if awareness of

the factors and reasoning that justify it comes after the judgment

than if such awareness comes before, contrary to what Haidt sug-

gests. Of course, the grounds for the intuition may not justify the

judgment, in which case one might need an error theory in order to

account for the illusion of correctness. Furthermore, one would seek

to avoid relying on the intuition, if it remains even after its inad-

equate grounds are uncovered.

In this process of seeing whether there are justifications for in-

tuitive judgments, we maymove back to other intuitive judgments.

For example, if we intuitively judge that we may turn a trolley

away from five people and in a direction where it will hit one

person, part of the ground we can subsequently uncover for this

intuition may be the intuitive judgments that one person being

killed is better than five people being killed and that death is bad

for people. These intuitive judgments may (or may not) have

deeper grounds that can be uncovered. Gibbard thinks that intui-

tions are basic judgments, ones not based on other judgments: ‘‘An

intuition . . . is a state of mind of accepting something, not on the

basis of further reasoning even upon challenge.’’2 My sense (as ex-

emplified by the trolley case just described) is that the term should

not be limited to only the most basic judgments for which we could

uncover no further grounds. Gibbard and I can agree, however, that
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what I would call nonbasic intuitions can be had without being

aware of further justifying grounds for them that could be un-

covered, and that there are some very basic intuitions that lack

further grounds to be uncovered.

Gibbard’s concern is why we should place any stock in intuitions

if we accept a naturalistic picture of the world. In such a world

picture, moral intuitions cannot give us insight into nonnatural

facts that could support the truth of these judgments. In Gibbard’s

view, a naturalistic picture of the world reveals that people, in order

to survive and reproduce successfully, must not only have accurate

beliefs about the way the world is empirically, but must also plan

what to do and feel. There are no answers to these planning ques-

tions, he says, given by the natural world. However, planning what

to do will involve weighing considerations such as pleasure and

pain, and ‘‘weighing enjoyment in favor and suffering against, on

no further ground, amounts to having an intuition about why to do

things. Intuitions, then, apply to planning, and not just to thinking

how things stand. If I keep challenging my thoughts about what to

do and why, I end up grounding my planning in intuition.’’3 But

again, he notes, the question arises: ‘‘Why think we can intuit why

to do things? . . .Why think we can intuit why and why not to feel

certain ways about things?’’4

According to Gibbard, ‘‘thinking of ought judgments as plans

leads to an answer. . . . To say that I have this intuition is just an-

other way of saying that I confidently weigh the chance of suffering

against doing a thing, and on no further grounds even if I ask

myself why.’’5 So far this answer to ‘‘Why think we can intuit what

to do and feel?’’ just seems to amount to the claim that we are

capable of confidently weighing some factor, and on no further

grounds, even if we ask ourselves why. This is only an empirical, de

facto sense of intuition, Gibbard says. In a normative, de jure sense,

‘‘an intuition . . . is a state of mind of accepting something, not on

the basis of further reasoning even upon challenge, that we ought to

place some trust in.’’ And if we accept his account of ought judg-
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ments, according to which they are like plans to do or prefer to do

something, this can yield his claim that ‘‘[t]o think something an

intuition in this sense is to plan to rely on it. . . . It’s a normative

claim, then, that de facto intuitions are genuine intuitions—and

one we need . . . for coherent planning.’’6

Any plan to rely on a nonderived judgment is subject to evalu-

ation; we should not ultimately adopt the plan to rely on our non-

derived judgment if it fails the test for being a good plan. Gibbard

thinks that the test for good planning to rely on an intuition is

whether we would plan to rely on it in a situation that is ideal for

making plans. This is a situation in which ‘‘what I would then think

ought to be done ought to be done.’’7 Some of the characteristics of

such an ideal situation might be, he says, ‘‘full information vividly

taken in and contemplated, and an alert, engaged, and dispassionate

frame of mind.’’8 But he does not think that there is yet a complete

and unproblematic characterization of the conditions under which

to trust one’s normative judgments.

Here are some questions I have about Gibbard’s answer to why

we should place stock in our intuitions given a naturalistic world-

view. In one sense, Gibbard’s answer to why we should think that

we can have genuine intuitions seems to imply that it is necessary

that we have genuine intuitions. For, on his account, we are (nat-

uralistically speaking) planning creatures, and we could not plan if

we did not have intuitions that we thought we ought to rely on,

intuitions that we thought were genuine. But, of course, these are

only intuitions that we think are genuine; we could actually be

planning with intuitions on which we ought not to rely (e.g., on

which we would not plan to rely in an ideal planning situation).

Many who think we can, in fact, have genuine intuitions are willing

to accept that wemight not have been able to have them, even while

remaining planning creatures. Indeed, they are open to the idea that

we may not, in fact, have them and we could be mistaken in think-

ing that we have them. The cognitive, as opposed to planning, ap-

proach to intuitions is certainly not committed to its being necessary
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that we have genuine intuitions. On the planning approach as well,

it seems that we could not be sure that we had genuine intuitions

unless we would form plans to rely on empirical intuitions in an

ideal planning situation. Hence, the planning approach will not

explain the genuineness of any intuitions unless, at least, we know

both what the characteristics of an ideal planning situation are and

that we can be sure that we actually ever occupy it.

But suppose there were no sense in which intuitions are genuine

other than that we would decide, when we are in a state of full

information, alert, dispassionate, etc., to plan to rely on them.What

reason is there to think that one plan about what to do and feel in

the realm ofmorality would be any better than another plan, or that

it would pay to plan at all, unless being in such a state allowed us to

be aware of reasons for doing and feeling that are present inde-

pendently of what we plan to rely on in that state?

I conclude that the reasons for which Gibbard accepts ‘‘that nor-

mative thinking rests on intuition’’9 are not intended to, and do not,

give comfort to the many who ordinarily place stock in intuition,

even those consequentialists who employ only very basic intuitions

such as that pleasure is good and pain is bad. However, he does help

to undermine the position of those who claim to be able to do ethics

without intuitions in any sense.

2. Gibbard begins his second lecture by contrasting two ap-

proaches to morality. The first is what he calls humanistic. It ap-

proaches morality as something that has value because it is of value

to humanity in a way ‘‘that can be appreciated in nonethical terms.’’

I take this to mean that it approaches morality as a way of achieving

nonmoral goods for humanity. This approach, he says, may be

based on the intuition that humanitymatters (and so it matters that

they have nonmoral goods). The second approach is ‘‘intuitionistic,

in one important sense of that term,’’ he says. It relies very heavily

on intuitions, seeks to systematize them, and hopes to ‘‘uncover a

deep, implicit rationale for our intuitive responses’’ that ‘‘will turn
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out to be a worthy one.’’ This hope, he thinks, implies that ‘‘the two

broad styles converge.’’10

Gibbard’s description of what he calls the humanistic approach

suggests that it takes an instrumental approach to morality: Mor-

ality is a means to achieving nonmoral goods. Gibbard’s favoring

the humanistic approach may, therefore, be in some tension with

his subsequent embrace of the framework of Scanlonian con-

tractualism, for Scanlon’s view is that the point of morality is to act

in ways that we can justify to others, and that we can do this

(roughly) if we act on principles that no one (who was seeking

principles for living with others) could reasonably reject. Being able

to live on these terms with others will require us to consider the

nonmoral good of others because this good helps determine what

they could and could not reasonably reject. But the goal of getting

agreement and justifying one’s conduct to others is not a mere

means to securing nonmoral goods. Scanlon says, ‘‘It is, in a more

fundamental sense, what morality is about.’’11 If this is what mo-

rality is about, it seems to me that its value cannot be appreciated in

nonethical terms.

Gibbard’s description of the intuitionist approach coincides with

the one I gave at the beginning ofmy comments on Lecture I, except

for his inference that ‘‘worthy’’ rationales for intuitions are ones

that show morality to be for humanity in the sense of providing

benefits that can be appreciated in nonethical terms.

Consider in more detail what Gibbard thinks it is for morality to

be for humanity. He thinks it consists in satisfying humanistic

preferences, which are preferences for the benefit of all humanity.

The minimal sense of this is that if one prospect will be better

than a second for everyone, then it is ethically better.12 (This is the

prospective Pareto condition put in terms of the good of people; it

does not necessarily coincide with the satisfaction of preferences

they have for their own sake, for these might be mistaken.) A more

robust interpretation is that morality seeks the maximal good for
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people, understood as the maximal sum of individual utilities, and

thus the maximal expected utility for each individual behind a veil

of ignorance.

I think there are reasons to doubt, first, that morality is only for

persons (or sentient beings) and, second, that the parts of it that are

for persons take the form of arrangements that produce maximal

expected utility for individuals from behind a veil of ignorance.

A. Consider the first point. Thomas Scanlon claims that there is a

part of morality that is concerned with impersonal values, though

he believes it is not the part that contractualism explains. For ex-

ample, it would be morally wrong to pave over the Grand Canyon

or to destroy great works of art, even if this were not bad for

people.13 This is a part of morality that is not about people. Shelly

Kagan and Larry Temkin14 argue that there is a part of morality

that is about people but not about doing as much good for them as

possible. They argue that the Pareto condition (even in terms of

good rather than preferences) is wrong: It can be morally worse

if someone gets what is good for him even if his getting it is not

worse for anyone else. Consider an evil person who has utility 20

and a good person who has utility 10. It could simply be morally

better if people have only as much good as they deserve in absolute

terms, and also better if their relative utility is in proportion to their

desert. If this is so, it could be morally better if the evil person had

less utility, thereby giving him what he deserves in absolute terms,

even if this did not improve anyone else’s condition. It would also

be better if the evil person’s utility were less than the good person’s,

at least if this is not below the point of his absolute desert, even

though this does not improve the condition of the good person (or

anyone else).

B. Now consider some questions about Gibbard’s view that to the

extent to which morality is for people (in the sense of for people’s

good), it involves giving each individual his highest prospec-

tive utility from behind a veil of ignorance, and that this is the
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system no one could reasonably reject once it is ongoing, as each

would have agreed to it behind a veil of ignorance when deciding

for his own good.

Gibbard begins by arguing that while nothing in his metaethics

commits one to planning to live with others on terms of mutual

respect, this seems like an intuitively plausible plan. (He does not

say that anything about persons demands that one plan to live in

this way with them.) Such mutual respect, he agrees with Scanlon,

involves treating each person in ways he could not reasonably re-

ject. This further involves, he thinks, treating people in accord with

principles or arrangements they would have agreed to from an

impartial point of view, that is, without their knowing what posi-

tion they would actually occupy. In Lecture II, Gibbard follows

Harsanyi and Rawls, not Scanlon, in thinking that this involves

treating each as he would have agreed to be treated from behind a

veil of ignorance, when each chooses for his own good.15 He follows

Harsanyi, but not Rawls, in thinking that choosing from behind a

veil of ignorance involves choosing under an assumption that one

has an equal probability of being any person in any actual position

in society. He follows Harsanyi in thinking that a correct choice

from behind the veil of ignorance would be for a system that

maximizes each person’s prospective average utility, on the as-

sumption that each person would adhere to what such a system

requires. (Strains of commitment that would jeopardize adherence

eventually have to be considered in deciding what principles to

select.) If it will maximize each person’s prospective average utility

to risk being very poor when others are very rich, then a person who

actually turns out to be poor is being treated respectfully when

called upon to remain poor, as he would have chosen such a system

when deciding for his own good from behind the veil of ignorance.

In Gibbard’s view,16 the challenge for a contractualist is to derive

something other than this utilitarian principle, for, he thinks,

a nonutilitarian principle is one that no one would choose behind

Intuitions, Contractualism, and Strains � 127



a veil of ignorance when choosing for his own good (assuming

adherence by all); he would only choose such a nonutilitarian

principle if he knew what position he would actually occupy.

(i) My first concern is whether Gibbard’s intuitive endorsement

of a ground-level plan to live on terms of mutual respect with others

coheres with his other views. Suppose we have not yet derived his

further view that treating someonewith respect specifically amounts

to treating him in accord with principles he would have agreed to for

his own prospective good behind a veil of ignorance. Then, it re-

mains open that taking the risk of falling into a position inwhich one

is treated disrespectfully will prospectively maximize one’s chances

of achieving nonethical goods. Hence, given Gibbard’s view that a

humanistic perspective on morality makes essential reference to

achieving nonethical goods for humanity, it is not clear why he

accepts (prior to deciding what respect specifically implies) that

planning how to livewith others should, at its base, involve planning

to live on terms of mutual respect with each person. It seems that at

its base, his plan of how to live with others should involve a com-

mitment to maximizing nonethical goods for humanity.17

Of course, Gibbard does give a particular interpretation of re-

spectful treatment in Lecture II that involves being treated in ac-

cordance with principles to which one would have agreed on one’s

own behalf behind a veil of ignorance. This implies that, by defi-

nition, one could not, behind the veil of ignorance, agree to risk

being in a disrespectful position as a means of maximizing one’s

prospective average utility. Even being treated as amere thing could

not, on Gibbard’s view, be termed an intrinsically disrespectful

position if agreeing to risk being so treated were a concomitant of

choosing what would maximize one’s prospective average utility.

I find this an implausible implication of his view (and will comment

on it further below).18

(ii) Gibbard is attempting to find a place for Harsanyi’s utilitarian

conclusion within a Scanlonian framework. So let us next consider

the contrast between Scanlon and Harsanyi on contractualism.
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Gibbard believes that he can locate a disagreement between Scanlon

and Harsanyi in the problem of identifying a conception of a per-

son’s good that can play a role in moral theory, and in particular in

the choice behind the veil. While it may be true that Harsanyi and

Scanlon differ in the way Gibbard thinks they do, I do not think that

Scanlon’s objections to Harsanyi would be limited to the problem

of identifying a morally relevant conception of a person’s good. In

his early article ‘‘Contractualism and Utilitarianism,’’19 Scanlon

directly argues against Harsanyi and the sort of reasoning behind

a veil of ignorance that he proposes for purposes of moral theory,

quite independently of concern about how we might conceive of

a person’s good. It is on this disagreement that I will focus.

Scanlon’s basic objection20 is with the interpretation of impar-

tiality, but not only with what it means to decide on someone’s

good from an impartial point of view. He is also concerned that

the procedure to be used in deciding on principles—that both do

not favor one person over another and that one could accept inde-

pendently of knowing what one’s actual position is or will be—

adequately respect the separateness of persons. Scanlon agrees that

it can be helpful in finding such principles to use a procedure in

which each imagines that he is in every other person’s actual po-

sition in life (outside a veil of ignorance),21 having that person’s

perspective on things, in order to see whether each person in any

actual position could approve (or not reject) a proposed principle

governing relations between people. While Scanlon does not make

use of a veil of ignorance, his interpretation of impartiality implies

that (i) if no person in any position beyond the veil could reasonably

reject a principle on his own behalf, then (ii) any individual behind

a veil of ignorance could agree to the principle. If someone from

some position beyond the veil could reasonably reject the principle,

then it could not be agreed to by any (in the sense of every) person

behind the veil of ignorance. The reasonableness of rejection be-

yond the veil is a function of comparing the possible complaints to

different principles of people in different (generic) positions.
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Scanlon rejects the alternative interpretation of impartiality that

Gibbard and Harsanyi accept, according to which impartiality is

best exemplified by a single person deciding behind a veil of igno-

rance on the assumption that he has an equal probability of being in

any person’s position beyond the veil. The assumption of equal

chances of being in any position is supposed to ensure that one does

not choose principles that favor one position over another. But there

is still no requirement that a decision maker behind the veil take

account of whether each person actually occupying each position

could reasonably reject a principle before he, behind the veil, de-

cides to accept it. Rather, the order is the reverse of what it is on

Scanlon’s view: (i) if any individual behind the veil of ignorance

would choose a principle on his own behalf, then (ii) no person in

any actual position outside the veil could reasonably reject the

principle. It is this Order Reversal, as I shall refer to it, that seems

to lie at the heart of Scanlon’s disagreement with the Gibbard-

Harsanyi approach, for he thinks the reverse order is the wrong

way to take account of the points of view of separate persons. He

says:

Whatever rules of rational choice this single individual, con-

cerned to advance his own interests as best he can, is said to

employ, this reduction of the problem to the case of a single

person’s self-interested choice should arouse our suspicion.

As I indicated in criticizing Harsanyi, it is important to ask

whether this single individual is held to accept a principle

because he judges that it is one he could not reasonably reject

whatever position he turns out to occupy, or whether, on the

contrary, it is supposed to be acceptable to a person in any

social position because it would be the rational choice for a sin-

gle self-interested person behind the veil of ignorance. I have

argued above that the argument for average utilitarianism

involves a covert transition from the first pattern of reasoning

to the second.22
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In Scanlon’s picture, the one person behind the veil would not

conceive of the different positions beyond the veil as mere slots into

which he might fall. He might imagine them as ones he actually

occupies, as if he occupied all in order.23 In this way, he is forced

to think of all the different people who will actually occupy each

position, which is what is ultimately important. Notice also that on

Scanlon’s interpretation of impartiality, one does not need to as-

sume that ex ante one has an equal chance of being in any position

in society, for one would have to check whether someone who is in

a particular type of position could reasonably agree to or reject a

principle even if there were not ex ante an equal chance of being in

that position.

Scanlon also argues by example against the conclusion that an

individual’s choosing behind the veil of ignorance a principle that

maximizes average expected utility bears on the inability to rea-

sonably raise a complaint to an arrangement based on this principle.

The example he employs24 involves ex ante average utility being

maximized because a principle will allow many people to receive

small benefits when only a fewwill be very badly off. He thinks that

the people who are badly off could reasonably reject the principle

because no one of the many stands to gain much individually while

others are very badly off, at least when there is an alternative that

could greatly improve the worse off at a small cost to each of the

many. Scanlon does not, however, commit himself to a maximin

principle that would require improving the worse off, whether to a

small or large degree, so long as the cost to each of many others did

not reduce them below the level of the worst off.

Gibbard believes that it is only rational to sum the weight of

considerations coming from each possible position into which

someone may fall. Scanlon’s example shows that he rejects this

idea. Rather, he considers a principle from the perspective of each

type of position that will actually be occupied by someone and

compares its effects on a position pairwise with every other posi-

tion in order to decide whether the principle should be adopted.25
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I believe that Scanlon’s example shows that attending to the

maximal sum of utilities, regardless of what distribution of these is

involved, would not yield the right principle.

Indeed, even when each of many persons stands to benefit

greatly, it seems implausible to think that their doing so is justified

when some will fare very badly. For example, suppose that Ida and

Jay (the characters in one of Gibbard’s examples) each prefers to be a

master with the other being his or her slave. Higher prospective

average utility for each can occur with slavery relative to a more

egalitarian system. This does not seem to justify slavery or imply

that we treat whomever is a slave respectfully even if he would have

chosen such a system behind a veil of ignorance were he deciding

from self-interest before knowing which position he would occupy.

Scanlon does believe that focusing on strains of commitment

(as Gibbard eventually does) can do something to bring the results

of his own and Harsanyi’s versions of contractualism closer to-

gether.26 I shall examine this issue further below.

One concern with accepting Scanlon’s rather than the Gibbard-

Harsanyi position on impartiality is that even Scanlon can accept

that oftentimes an individual’s actual (rather than hypothetical)

choice to take a risk of falling into a disfavored position does un-

dermine his complaint if he loses; such a choice can be a substitute

for considering his perspective simply as a person in a disfavored

position. Scanlon would have to explain either why hypothetical

choice is different or in which circumstances risks are acceptable and

in which not. Let us consider this and related issues further.

Gibbard has given the following example.27 Many people com-

monly take a small risk of dying in a car accident in order to cross

the road to get a chocolate bar (Chocolate Case). They do not follow

a maximin policy. They each risk a big loss in a practice that results

in each ofmany achieving a small gain. Presumably, a person has no

complaint if he loses his bet and is involved in a deadly accident (i.e.,

no malice or negligence is involved). The question is what the
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willingness to take such a risk implies for risk-taking behind a veil

of ignorance.

In order to make the point that use of the veil of ignorance does

not take the separateness of persons seriously, it is sometimes said

that a person’s willingness to risk his having a bad fate for the sake

of maximizing his own expected average utility does not bear on

whether he may endorse a principle that risks someone else’s

having a bad fate for the same goal. (The Chocolate Case involves

intrapersonal risk and benefit but risk taking behind a veil of ig-

norance can lead to interpersonal risk and benefit.) In one sense,

this response seems misplaced. For, suppose it is the case that any

individual—A or B—deprived of knowledge that distinguishes his

eventual position from that of others would take the small risk of a

bad fate for himself in order to maximize his own expected average

utility. Then, when A suffers a bad fate while B has a good fate, this

does not straightforwardly mean that A suffers because B decided

to risk A’s having a bad fate, for A would have taken this risk for

himself.28

What must be emphasized to make the separateness of persons

objection is the difference between one’s actually (beyond the veil,

not behind it) running even a great risk of death in order to have

one’s own chocolate bar and being willing to have someone else

actually (beyond the veil, not behind it) run a risk of death in order

that one have one’s chocolate bar. In order for this difference to

come to the fore, one must not interpret one’s ‘‘being willing to run

a risk to have one’s chocolate bar’’ as including a decision behind the

veil of ignorance to run a risk that one will die (if one turns out to be

the person who gets hit) in order, for example, that one get to keep

one’s chocolate bar (if one turns out to be the other person who gets

chocolate but could save someone else if he gave it up). Reasoning

behind the veil of ignorance in the Gibbard-Harsanyi manner tends

to assimilate interpersonal to intrapersonal sacrifice, and one might

object to it on this ground.
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So one could refuse, beyond the veil, to have happen to another

what one is willing, beyond the veil, to have happen to oneself. No-

tice that the difference between self and other that is retained here

has nothing to do with whether each person behind the veil would

or could reasonably agree to accept the same risks. They each may

be willing to accept the same risks behind the veil and yet still

distinguish between (1) the case where they actually (not behind

the veil) run risks for which only theymay have to pay (if they lose)

and (2) the case where they actually allow others to bear risks for

them, including leaving those others to certain death rather than

give up one’s chocolate. This, I think, may be the way to understand

the point of the initial response that we considered to Harsanyi-

style veil of ignorance reasoning that said one might be willing to

take on risks oneself for one’s own benefit, but not allow others to

bear risks for one’s own benefit.

There is at least one more type of case that is relevant to the

question of taking risks and whether respect for persons should

be understood as treating people in a way to which they would have

agreed because it maximized their expected good behind a veil of

ignorance. In the version of the Chocolate Case we have considered,

each person acquires his chocolate independent of whether another

person is hit and dies in an accident. But we could imagine that it

is someone’s being hit that is a necessarymeans to others’ acquiring

chocolate. Behind a veil of ignorance, each must then decide whe-

ther to run the risk, perhaps small, of being hit, in order to have a

good chance of having chocolate, knowing that beyond the veil

anyone’s acquiring chocolate depends on someone else’s being hit.

On Gibbard’s understanding of contractualism, and of what it is to

respect people, there is nothing intrinsically disrespectful about

actually using others in this way that should prevent each agreeing

to treat and be treated in these ways. There is nothing in his view

that distinguishes this revised case morally from the original

Chocolate Case. But ought we not to disagree with this view and say
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that the people in this case are contemplating treating each other in

a disrespectful manner that rules out the agreement?

3. In concluding my remarks on his lectures, I shall consider in

some detail Gibbard’s case of the two fathers (which I call the Fathers

Case). This is the case Gibbard uses first to drive home his view

about how to reason from behind a veil of ignorance to a common

goal that both parents would share. It is also a case he uses to show

that it may be reasonable to reject acting on such a common goal.

In his second lecture, Gibbard focuses on the potential loss to each

of the parents, A and B; he says it is worse for a parent to lose two

children rather than one. He ultimately imagines the case so that

parent A has one child at home and another in danger in a canoe.29

Parent B’s only two children need saving in the other endangered

canoe. Only A is in a position to save anyone. Given this scenario,

one possible state of the world would involve A saving his one

endangered child, thus winding up with two children and B winding

up with no children, having lost two. Another possible state of the

world would involve A’s saving B’s children, in which case A winds

up with one child and B with two. The second state of the world

involves higher overall utility and also higher expected utility for

each parent choosing from behind a veil of ignorance (on the as-

sumption that each has an equal chance of being in A’s or B’s

position). Gibbard argues that it is the utilitarian principle which

implies that A should save B’s two children that would be chosen by

an individual behind a veil of ignorance seeking to do the best he can

to further his own interests.

In his third lecture, Gibbard alters this rationale somewhat. The

alteration involves his speaking in terms of a parent’s ‘‘goal-scale’’

and maximizing the chances of achieving what is on his goal-scale,

rather than speaking in terms of each parent’s own good conceived

of as his personal utility.30 This change reflects Gibbard’s worries

about identifying a person’s good and the possibility that a parent is

concerned to save his children for reasons other than his own good,
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for example, from a sense of responsibility. Gibbard is also open to

the idea that different parents’ reasons for wanting to save their

own children can differ.31 I shall here speak in terms of personal

interests in discussing the Fathers Case, but everything I say could

be put in terms of goal-scales.32

(i) Let us now consider the second state of the world in the Fa-

thers Case, in which A saves B’s two children. Notice that it also

involves the worst-off parent being better off than the worst-off

parent in the alternative state of the world in which one parent

(B) winds up with no children. This leaves it open that it is the desire

to pick an arrangement in which the worst-off parent is as well off

as he can be, rather than the desire to maximize ex ante expected

utility, that underlies an arrangement that results in A’s being

required to save B’s children.

Gibbard himself says that the choice of a principle for saving

people in these circumstances is predicated on a parent avoiding

the greatest loss.33 He does not say that it is predicated on maxi-

mizing utility or saving the greatest number of children. Yet, he

does say that it is the utilitarian principle that would be chosen in

ignorance of who one would be. In these circumstances, avoiding

the greatest loss and maximizing utility do overlap, but that is not

sufficient reason to say that it is the utilitarian principle, rather than

the principle that minimizes the worst loss, that his case supports.

There might be other cases in which maximizing utility (and pro-

spective expected utility for someone choosing behind a veil of

ignorance) would require risking an outcome that is worse than the

worst outcome under a nonutility-maximizing alternative. In such

cases, the utilitarian principle would diverge from the principle that

tells one to minimize the greatest loss that an individual can suffer.

(ii) Now consider another case. Suppose that parent B has four

children, two of whom are in an endangered canoe. Parent A has

only one child and she is in the other endangered canoe. In one

possible state of the world, Bwinds upwith four children andAwith

none, when A saves B’s two children. In another possible state of
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the world, B winds up with two children and A with one child,

because A saves his one child. Arguably, ex ante expected utility of

each parent is highest if there is an agreement to bring about the

first possible state of the world, as in that state a parent avoids the

loss of two children rather than one, and we are assuming that each

parent had an equal chance of being in the position of A or B. But

the worst-off parent is better off in the second possible state of the

world, for he has one child instead of none, and there is also greater

equality between A and B because B still has two children.

Suppose all that is relevant is how things go for A and B (as this is

how Gibbard discusses the case in Lecture II). Then it seems that it

is the state with lower expected utility behind a veil of ignorance,

but in which the parent in the worst-off position is better off, that is

preferable, if we take seriously the good of each parent as a separate

person. For it seems to me (and to Scanlon as well)34 that taking

seriously the good of each person as a separate person implies that

we should be concerned with the eventual condition of each person

outside a veil of ignorance, not just his expected utility behind a veil

of ignorance. To derive this same conclusion using the veil of ig-

norance device may require us to conceive of the function of the veil

of ignorance differently from the way Gibbard does. We should

conceive of it as a device to get us to take seriously and compare

pairwise the positions occupied by actual people beyond the veil,

rather than thinking of those positions as slots into which one

person might fall. This is a point Scanlon has emphasized and that

I have discussed in section 2 above.

Of course, this sort of ‘‘maximin’’ reasoning could still result in

the requirement that parent B, if he were the only one capable of

saving anyone, save A’s one child rather than his own two children

in the endangered canoe. This is because B has two children at home

and A stands to lose his only child. That the maximin principle has

this implication is one reason to think it is also wrong in this context.

(iii) Next, suppose that parent A has only one child and she is in

an endangered canoe, and parent B has only one child and he is in
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the other endangered canoe along with an orphan unloved by A or

B. One possible state of the world would involve A saving his one

child and Bwinding up with no children. In another possible state of

the world, A winds up with no children because he saves B’s one

child and the orphan. If we just focus on the parents’ own interests

and responsibilities, it might not seem to matter much whether a

principle is chosen behind the veil of ignorance that leads to one

scenario rather than the other. But, of course, the loss to the chil-

dren themselves should also matter, and given that they are the

only ones who stand to lose their lives, it might seem that this is

what matters the most, not the suffering of the parents or even

their responsibilities to their own children. And, of course, an agree-

ment on a principle that directs A to save the two children rather

than one child maximizes each child’s ex ante expected utility

without violating a concern for making the worst-off position as

good as it can be. (This is because each child would be as badly off as

any other child if not helped and each parent would be as badly off

as any other parent if he loses a child.) These considerations suggest

that A should save the two children and let his one child die.

(iv) But the considerations that we have examined so far imply

more. For example, in Gibbard’s original Fathers Case, they imply

that behind a veil of ignorance, an individual seeking to maximize

his expected utility would agree to a principle that requires A to kill

his child if this is necessary in order to save B’s two children. Si-

milarly, whatever supports the view that an agreement would be

chosen that results in a requirement for A to let his child die, if this

is necessary in order to save B’s child and an orphan, would also

seem to support the view that A should kill his child, if it would help

save B’s child and an orphan. It is notoriously difficult to see why

killing and letting die should be morally different in systems that

aim to maximize expected utility. And considerations that support

the view that B should abandon his two children when he has two

others in order to save A’s only child, thus making the condition of

the worst-off parent as good as it can be, would also imply that he
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should kill his two children in the canoe if this is necessary in order

to save A’s only child. For it is also hard to see why the distinction

between killing and letting die should matter in a system concerned

with making the worst-off parent as well off as he can be.

(v) Gibbard, of course, offers a reason why none of these arrange-

ments that involve a parent letting die (or, I would add, killing) his

own child would be chosen, namely, the strains of commitment.

This is one part of his answer to a question he explicitly poses in

Lecture III, despite his argument for a common goal-scale: ‘‘Is it

ethically permissible for any of us to give special heed to our own

special concerns and our own particular responsibilities? Doubtless

yes, but why?’’35 Strains of commitment imply that one will care

more for one’s own child at the time her life is in danger than one

will care for engaging in a fair reciprocal relation with others in

supporting an arrangement that is best for everyone, and to which

one would have agreed behind a veil of ignorance when seeking to

maximize one’s own expected good had adherence been expected.

Before considering the idea of these strains of commitment, let us

consider another approach to explaining the absence of the require-

ments to let die or kill that we have been considering.

Some might argue that a utilitarian perspective would not imply

that A is required to either let die or kill his child in order to save B’s

children. This is because a parent who could do this could not also

have the sort of strong love for his child that in most other cir-

cumstances, and overall, makes for better lives for parents and their

children. So, those who contract for the sake of humanistic con-

cerns and maximal expected utility would want the stronger form

of love to exist even though it tends to lower utility on some oc-

casions; they would reject the requirements to abandon or kill one’s

child. (This is a form of Motive Utilitarianism, a two-level utili-

tarian theory under which one chooses the motive whose presence

will maximize expected utility overall, and then one acts from it

even on occasions when doing so does not maximize expected

utility.)
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Alternatively, those who emphasize impersonal values might

simply think that a greater value—superstrong love of parent for

child—entering the world could be worth even an overall loss in life

and other forms of utility, by comparison to a world containing

only a shallower form of love that is compatible with requirements

to kill or abandon one’s child.

Suppose that the absence of a requirement to abandon one’s child

could be explained by such amore intrinsically valuable type of love

or even a superstrong love that on the whole maximizes expected

utility. The problem is that such explanations, like the strains of

commitment explanation, seem to imply the absence of other duties

that we have no trouble thinking actually exist. For example,

suppose that A’s child is drowning. The only way to save her is for

A to kill B’s child or children. Amight suffer strains of commitment

in living up to a principle that prohibits the killing (just as he would

suffer strains of commitment in living up to a principle that re-

quired him to abandon or kill his child to save B’s children). Su-

perstrong love for his child might also lead him to kill B’s child. Yet,

this does not in any way diminish our pretheoretical intuitive

judgment, or the tendency of a nonconsequentialist ethical theory

to claim, that A is morally required not to kill the other child or

children in order to save his own. An even greater strain of com-

mitment for A might arise if all of his three children will drown

unless he kills just one of B’s four children. This strain of com-

mitment might be greater than the strain A would feel if he were

required to let one of his three children drown in order to prevent

all of B’s four children from drowning. Yet, this does not diminish

our pretheoretical sense, or a nonconsequentialist theory’s ten-

dency to claim, that A is morally required not to kill one of B’s four

children to prevent his three from drowning, even if we also accept

that he need not abandon one of his children to save B’s four.

The fact that we commonly think that strains of commitment

would not undermine the existence of a requirement not to kill

another’s child in these cases suggests that it is the content of the
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supposed requirement that A let his child die in order to save B’s

children, not strains of commitment, that makes this supposed re-

quirement not be an actual requirement. Indeed, it suggests that

there being no such requirement is primarily due neither to strains

of commitment nor to the intrinsic or consequential good of having

superstrong love that abides by no requirements conflicting with it.

Suppose, however, that strains of commitment were less in re-

fraining from killing someone’s child, when killing is necessary in

order to save all of one’s own children, than in letting one’s child die

in order to save someone else’s children. I suggest that this would

indicate that the strain of commitment we experience is a function

of whether we antecedently think we are truly obligated to do (or

refrain from doing) something, rather than that the obligations we

have to do (or refrain from doing) something are a function of

whether we would experience strains of commitment.

There is another reason, I think, why strains of commitment do

not account for there being no requirement on A to save B’s chil-

dren and let his own die. It is often possible to coerce people into

carrying out their duties, and doing so might maximize expected

utility. It is not always true that utility would go down once we fac-

tor in costs of coercion. For example, suppose A knew that the state

would be legally required to put his daughter to death if he failed to

let her die in order to save B’s two children instead. Then there

would be no good reason for him not to carry out his supposed duty

to save B’s children. The state’s killing a child who was imper-

missibly saved could also deter other parents from avoiding their

utilitarian duties, and so it could be justified in a utilitarian system.

Gibbard originally says that he is concerned with finding a way to

live with others on terms that no one could reasonably reject.

Eventually, however, he seems to change this plan somewhat. He

says in Lecture III that, on the basis of intuitions, he takes it that we

should live with others in a way to which each would have reason

to voluntarily adhere,36 and ‘‘the way to live with people if one

can, I take it, is on a voluntary basis that no one could reasonably
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reject.’’37 But why, given his other views, is voluntary adherence to

a rule or principle necessary, so long as people could not reasonably

reject the possibility of being coerced? After all, we do not reject

coercion in cases where we doubt that people would voluntarily

adhere to a requirement not to kill another’s child in order to save

their own children. This may be a case where we think they will fail

to do voluntarily what they have reason to do voluntarily, but it is

not clear why, on Gibbard’s view, the same could not be said of

letting one’s child die in order to save other’s children. Furthermore,

I argued above (p. 128) that it was not clear why Gibbard should

take living on terms of mutual respect with others and living in a

way that no one could reasonably reject as foundational in his

system, rather than maximizing each individual’s expected pro-

spective utility. Hence, it is also not clear, given Gibbard’s other

views, why living on a voluntary basis should be important when

some elements of nonvoluntariness could increase each person’s

expected prospective good.38
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species diversity. He says that ‘‘coherence requirements don’t rule
this out.’’ But it seems that on his view, these considerations are a
part of morality only if people care about them. Scanlon thinks they
are independent parts of noncontractualist morality.

14. See, for example, Temkin’s ‘‘Equality, Priority, and the Le-
velling Down Objection,’’ in The Ideal of Equality (2000).

15. In Lecture III, he replaces ‘‘own good’’ with ‘‘goal-scale,’’ as
we shall see.

16. Lecture II, p. 43; Lecture III, pp. 63–65.
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utilitarian principle that maximizes prospective average utility of
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19. In Utilitarianism and Beyond (1982).
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25. He follows Thomas Nagel who, in ‘‘Equality,’’ argues that

pairwise comparison comes closest to being the correct way to
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the concerns of an aggregate of individuals to outweigh the con-
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deal with this issue in his What We Owe to Each Other (1998).
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ments on his Tanner Lectures at the University of California Ber-
keley, March 2, 2006.
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I thank Michael Bratman, John Broome, and Frances Kamm im-

mensely for lavishing their philosophical acumen and energies on

these lectures. Each commentator raises crucial issues and presses

arguments in ways that require new thinking onmy part. These are

the ideal people to scrutinize my attempts in these lectures, and

daunting though it is to face their critiques, it is the greatest pri-

vilege a philosopher can experience to have his thoughts subject to

such attention so that he can come to understand matters better.

The lectures themselves were an attempt to join two sorts of

inquiry. On the one hand, I inquired into the nature of ethical

judgments and of normative judgments more generally. On the

other hand, I engaged in ethical inquiry proper, making ethical

judgments, criticizing and refining them, and investigating their

bases. One question that drove me was whether the one bears on

the other. Does what we are doing when we address ethical ques-

tions bear on the answers to those questions? The basic question in

ethics is what to do, I claim, and this includes what social systems to

support. Can this understanding of the nature of ethical questions

and thinking help us in that thinking?

I looked in particular to a longstanding debate in substantive

ethical theory. We depend on the moral motivations of our fellows

to foster goods in our lives and to protect us from harms. Many of

the goods and harms in question are morality-independent or ‘‘non-

moral,’’ in that they are worth caring about apart from moral con-

siderations. Happiness, accomplishment, and human attachments

may be good examples. How much does the morality-independent
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good that morality can do explain the content and importance of

morality? Fully, say ‘‘consequentialists’’ of all varieties, so that in

this sense, morality is made for man and not man for morality.

Strongly felt intuitions, though, seem to tell against such a view,

ruling out acts that would be permissible or even required if what

mattered about morality were exclusively its ties to our good apart

from morality.

I asked in the lectures, then, how we should understand ‘‘intui-

tions’’ and their authority, and how this bears on what we should

learn from moral intuitions. I did that by looking at two strands

in moral thinking, utilitarian and contractarian. I considered the

broadest questions of social ethics: These, I say, amount to the

question of what kind of social order to support from an impar-

tial standpoint. Possibly, our moral intuitions clash with utilitarian

thinking because they respond to considerations that are contrac-

tarian, to what we would have agreed on as rules to govern our

dealings with each other. I examined reasons to think that we would

have agreed to promote a total good that encompasses the good of

each person.

The commentators raise questions about both parts of this pro-

ject. On the nature of ethical judgments, Frances Kamm discusses

the nature and authority of moral intuitions, and John Broome and

Michael Bratman both take up aspects of my own account of the

nature of ethical judgments. On substantive questions of social

ethics, Kamm talks of uses of a ‘‘veil of ignorance’’ to approach

questions of social justice, and Broome takes upmy use of theorems

and their import for ethics. I’ll respond to the points they raise in a

different order from that of the lectures. I’ll begin with substantive

issues of social ethics: the import of a veil of ignorance and of

theorems like Harsanyi’s. I’ll then turn to the nature of ethical

judgments and the role of intuitions. That order best allows me to

conclude with the question that I find immensely difficult but didn’t

much take up: Does the nature of moral questions really bear on

their answers?
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Veils of Ignorance

As Kamm says, I took it that ‘‘planning how to live with others

should, at its base, involve planning to live’’ with each person ‘‘on

terms of mutual respect.’’ I preferred, moreover, voluntary ad-

herence to a system for achieving this aim, if we can get it. Kamm

asks why, and suggests that planning to live with others in mutual

respect may be in tension with conceiving morality as a means of

achieving morality-independent goods.

On this question of why, I’ll only say that those were my starting

points. I joined Rawls and Scanlon in proposing these as crucial

aims, and I addressed readers who share the aims.1 If these aims

leave you cold, the lectures were not for you. I also joined in with

Scanlon’s proposal of a more specific aim, living with others in ways

one can justify to them—in ways, to put it roughly, that no one

could reasonably reject. I accepted that this aim might characterize

morality.

Is all this in tension with conceiving morality as a means of

achieving nonmoral goods—meaning morality-independent goods,

‘‘benefits that can be appreciated in nonmoral terms’’? The point of

the second and third lectures was to scrutinize a powerful set of

arguments that this apparent tension may, on further examination,

prove illusory. We succeed in justifying a way of dealing with a

person, I would think, when we show him that it gives proper heed

to his good and that of others. As for how the person’s moral good

figures in such a justification, the question needs more discussion,

and I’ll take the question up in due course. Initially, though, note

that for whether a way of treating a person is objectionable, at least

some kinds of moral good seem beside the point. It won’t help, say,

in showing a person that we are treating his good as we owe him, to

convince him that we are seeing to his virtue or good character. We

can’t say ‘‘Fair’s fair: True, I get the money—a crass, nonmoral

good—but you get the virtue.’’ Dismissing this piece of sophistry

leaves other kinds of moral good to consider, but in any case, I fully
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agree with Kamm when she says, ‘‘the goal of getting agreement

and justifying one’s conduct to others is not a mere means to se-

curing nonmoral goods’’ (125). A remaining question is how this

moral aim cashes out—and that requiresme to consider other things

that Kamm and Scanlon say.

Reasonable Rejection

Scanlon formulates contractualism as a general position and then

proceeds to develop it in his own particular direction. I myself

followed Rawls in, first, adopting the general contractualism that

Scanlon puts so insightfully and eloquently, and second, in speci-

fying a way of dismissing objections as unreasonable—the ‘‘You

would have agreed’’ retort, as I called it.2 I then followed Harsanyi

and expanded on him in drawing consequences from Rawls’s

starting points. (Some of these are consequences that Rawls himself

very much rejects, but no one, I think, has found a way to make

Rawls’s package of theses coherent in its entirety. On this point,

Scanlon and I agree.)We thus have three versions of contractualism

on the table: (i) the general idea that Scanlon formulates and that

Rawls and I share, (ii) the Rawls-Harsanyi version that I was ad-

vocating, which consists in Rawls’s rationale carried through in

the form that, I’m convinced, Harsanyi’s arguments force on them,

and (iii) the Scanlon version, which chiefly remains to be filled out

despite his large book devoted to the project.3 I explored in the

lectures whether different sources of moral concern, contractual

and benevolent, converge in their import. The argument that they

do requires convincing us that the Rawls-Harsanyi specification

realizes the insight of contractualism—something that Scanlon and

Kamm deny.

As Kamm points out, I skipped past, in the lectures, Scanlon’s

discussion of Harsanyi in his classic article ‘‘Contractualism and

Utilitarianism’’ (1982). Scanlon has many reasons for rejecting the

approach to social ethics that Rawls and Harsanyi shared, but to my
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mind the interesting one is the one in his book, his challenge to the

notion of a person’s good.4 Scanlon’s earlier article was rich with

illuminating insights, and Kamm reports well what Scanlon says

about Harsanyi. I don’t myself, though, find the article’s argu-

ments against Rawls and Harsanyi telling, and I owe an explanation

of why.

Scanlon’s chief aim in that article is of course to broach his own

specification of contractualism. Although, for purposes of these

lectures, I accepted general contractualism as Scanlon so wonder-

fully formulates it, I ignored Scanlon’s own way of deriving con-

sequences. One reason is that, as Scanlon recognizes, his own way

requires reaching moral conclusions prior to applying any con-

tractualist test. The general contractual test that Scanlon and I share

requires as inputs conclusions about the grounds on which it is

reasonable to reject principles. His own approach applies piece-meal

intuitions directly to reasonableness, whereas I looked to a sys-

tematic test in the spirit of Rawls and Harsanyi. Scanlon himself

rejects this aspect of Rawls and Harsanyi, and thinks that no more

systematic alternative will be plausible. As my agonizing in the

lectures over the legitimate place of intuitions shows, I can’t reject

Scanlon’s way of proceeding out of hand. I worry throughout the

lectures over what might distinguish legitimate intuitions from

dogmatic pronouncements, and that indeed is a worry I find myself

with in some of Scanlon’s specifications of how his version of

contractualism works. If, then, we can say something more sys-

tematic about what makes a rejection reasonable, clearly that has

advantages—and I was arguing that Rawls had done so.

Scanlon’s treatment of Harsanyi in ‘‘Contractualism and Utili-

tarianism’’ is devoted chiefly to distinguishing the Scanlon version

from the Rawls-Harsanyi version. I agree that Scanlon’s own po-

sition is distinct. Scanlon notes too that many of Rawls’s arguments

can be given within a general contractualism—as one would expect.

That leaves Scanlon’s actual critique of the Rawls-Harsanyi ver-

sion. In the first place, as Kamm quotes, Scanlon claims that Rawls
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makes a ‘‘covert transition’’ when he goes from the reasonable re-

jection test to the test of what we would have agreed to. Now I don’t

think that Rawls exactly hides the transition from the general idea

of hypothetical agreement to his own ‘‘original position’’ as a par-

ticular interpretation, though I’ll agree he is sometimes obscure in

explaining his motivations. The claim of a covert transition in any

case can’t apply to what I myself said in the lectures. I was quite

overt in introducing the ‘‘You would have agreed’’ retort to an

objection, and in delineating the circumstances where it would have

force. It has force, I said, when (i) we are scrutinizing our going way

of doing things, (ii) the situation in which the person would have

agreed to the system is fair, and (iii) the motives for agreement

wouldn’t have beenmoral ones, but would stem from the very sorts

of interests on behalf of which the person now objects.

There remains, of course, the question of whether the ‘‘You

would have agreed’’ retort has force. I find in my own thinking

that it very much does, but if the retort leaves cold someone who

genuinely understands what it involves, then I don’t know any-

thing to say that would make the person responsive. We do need to

be clear how the response works: Someone objects to proceeding

by the established rules, but they turn out to be the rules he would

have agreed to antecedently, before he knew whose ox would be

gored, and the rules he wants applied aren’t. He would have rejected

the alternative he advocates, out of the very interests he now says

are being short-changed. I myself find all this to be ample grounds

to dismiss the complaint.

Moral Goods behind the Veil

Kamm and Scanlon, though, support an alternative way of glossing

the ‘‘veil of ignorance’’ behind which moral rules might be chosen,

a way that endows the parties behind the veil with moral judgments

and motivations. The moral judgments the parties make behind

the veil aren’t, then, explained by contractualism; they serve to
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determine what would be chosen from behind this veil. What such a

veil does is to foster impartiality in our moral judgments—and

impartiality everyone in this debate agrees is needed. Also, says

Kamm, ‘‘We should be concerned with the eventual position of each

person outside the veil of ignorance,’’ and we can see the veil as ‘‘a

device to get us to take seriously and compare pairwise the positions

occupied by actual people beyond the veil’’ (137). This amounts to

requiring ideal moral judgments to be guided by full information

and full and vivid realization of what is involved for each person

affected. This too is a requirement that everyone in this debate ac-

cepts. The veil of ignorance test that Scanlon and Kamm advocate

won’t be controversial in itself, but it needs moral findings as input,

and we can ask whether a Rawls-Harsanyi veil of ignorance offers

a basis for the needed moral findings.

Some of Kamm’s objections to the Rawls-Harsanyi test simply

amount to saying that it isn’t Scanlon’s own use of a veil of igno-

rance. They are objections to keeping preordained moral conclu-

sions out of the specification of what the hypothetical parties who

stand behind the veil are like. I do not, she complains, ‘‘say anything

about persons’ demands that one plan to live this way with them.’’

If an agreement treats people disrespectfully, she says, that should

rule it out (135). People who are badly off could reasonably reject

a proposed agreement (131). People behind the veil should consider

reasonable rejection (130) and the risk of being treated disrespect-

fully. ‘‘One could refuse, beyond the veil, to have happen to another

what one is willing, beyond the veil, to have happen to oneself’’

(134). Our question, though, is when an objection is reasonable

and when it isn’t. These complaints of Kamm’s aren’t relevant to a

hypothetical contractarianism meant to explain the force of moral

demands without assuming their validity at the outset.

It is of course legitimate for Kamm and Scanlon to argue that

a Rawls-Harsanyi veil of ignorance fails to capture valid and impor-

tantmoral considerations. They can pertinently argue that the ‘‘You

would have agreed’’ retort, even if true, won’t show one’s rejection
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of a principle to be unreasonable. Many of Kamm’s and Scanlon’s

criticisms can be read this way, and so taken, they need to be con-

sidered one by one.

Kamm fixes on respect, and being treated with due respect is,

I agree, a moral good that a person properly demands. Respect is a

central moral ideal that both utilitarianism and contractarianism

are meant to explicate, and if the Rawls-Harsanyi veil of ignorance

doesn’t capture it, it fails to capture a major basis of moral concern.

We have to ask, though, what respect consists in. One aspect is an

attitude toward a person, an emotional stance that portends con-

straining one’s actions toward him in certain ways. Insults, undue

familiarity, and the like express disrespect in this sense. The direct

question for rules of conduct, though, isn’t how to feel toward our

fellows but how to treat them. Does hypothetical agreement from

behind the Rawls-Harsanyi veil of ignorance fail to explain morally

valid demands for respectful treatment?

It’s bad to feel or think that one is being treated without respect,

but that’s a nonmoral bad, in that to see what is bad about it, we

don’t need to settle whether the treatment is genuinely disre-

spectful. Kamm’s objection concerns being treated in ways that are

disrespectful genuinely, and we have to ask what constitutes that.

Not every action that goes against what a person wants for himself

qualifies as disrespectful. Trying to get a job that someone else

wants, for instance, doesn’t ordinarily constitute treating him

disrespectfully. What, then, makes a piece of treatment disrespect-

ful? Kamm speaks of treating a person ‘‘as a mere thing,’’ and others

have used this phrase, but whatever it means, it can’t tell against

utilitarianism. Utilitarianism mandates taking each person’s good

into account in settling what to do, and this isn’t treating the person

as a thing in any usual sense. Kamm speaks too of ‘‘using others,’’

but we use others every time we buy food or manufactured goods,

and so the moral significance must attach to something more

precise—like, perhaps, using people without their consent. We are

left to specify what is objectionable byway of ‘‘using’’ people. Blow-
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ing up families, we are standardly told, is treating them respectfully

if it is in pursuit of a sufficiently important goal that can’t be as

effectively achieved without blowing anyone up and if you foresee

that you will be blowing them up as a side-effect of what you are

aiming to do, rather than aiming to blow them up as a means to

your goals. This may be right, but it does cry out for explanation.

What makes such killing respectful?

Doesn’t treating someone disrespectfully consist in riding rough-

shod over his legitimate moral claims, treating him in ways we owe

him not to treat him? If this is right, then in order to settle what

constitutes genuinely disrespectful treatment, we need first to find

what we morally owe people; we have to establish what constitutes

due moral consideration. That the treatment is disrespectful, then,

is the conclusion of a moral assessment, not a starting point.5

Various moral theories tell us what we owe people, and hence what

constitutes treating them with respect. Direct utilitarianism says

that to treat a person with due moral consideration is to weigh his

good equally, along with the good of everyone else, in deciding

what to do. The Rawls-Harsanyi version of contractarianism offers

another answer that may be equivalent: To treat a person respect-

fully is to treat him in ways that he would have agreed to in fair

circumstances for deciding how we are to treat each other. Perhaps

neither view is right, but to establish what respectful treatment

does consist in, we need to settle what we owe to each other.

Distribution and Hardship

Scanlon and Kamm make other criticisms of the Rawls-Harsanyi

way of filling out general contractualism, and we must ask if they

have force. One might morally reject an outcome because it is ter-

rible for some. (This criticism Scanlon shares with Rawls.) Some-

times, though, we do impose terrible hardships, as when, in a just

war, we order soldiers into situations where they stand a high

chance of getting killed or maimed, or when we stay out of a war

Reply to Commentators � 155



even though people are being slaughtered and maimed. We justly

do such things, to be sure, only when the situation is desperate—

but that’s what utilitarianism would make us expect. Hardships and

horrors for the few don’t often buy widespread benefits, and a

utilitarianism that draws on the experience of humanity will shape

its strictures accordingly. In particular, with Kamm’s own exam-

ple of slavery, taking the possibility seriously that it might maxi-

mize nonmoral good would involve either a blindness to what

slavery is like, or a view that our snap intuitions respond correctly

even to fantastic situations.6 Are a rational person’s reasons for

avoiding slavery not urgent if they don’t include moral revulsion

or a conviction that objections to it are reasonable?

Kamm says that I tend ‘‘to assimilate interpersonal to intraper-

sonal sacrifice’’ (133) and that I give insufficient heed to the ‘‘sep-

arateness of persons.’’ I spoke in the lectures, though, of how the

term ‘‘sacrifice’’ already assumes that one particular arrangement is

the morally privileged default. I showed how heeding the sepa-

rateness of persons doesn’t tell us how to make tradeoffs. Rawls

famously noted that ignoring the separateness of persons might

make one a utilitarian, but it doesn’t follow that heeding the sep-

arateness of persons will make one a non-utilitarian. As for ques-

tions of income distribution and the like, Rawls himself adopted

a mitigated maximin standard for distribution, taking it to be the

proper response to the separateness of persons, but Kamm rejects

that. So how are we to think morally about distribution?

A wide range of standards for evaluating distributions of income,

wealth, and the like can be analyzed as maximizing the sum of some

index. I’ll speak here of incomes, though whether it or something

else is the best indicator of economic level is a complex question.

The index will reflect the relative urgencies, from an ethical stand-

point, of each difference in income. Suppose, for instance, that an

increase of $1000 per year for an otherwise minimum wage family

is as urgent as an increase of $100,000 per year for an otherwise

median wage family. Then these differences will be represented by
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equal intervals on the index, and the ethical evaluation of an income

distribution will go by the sum of everyone’s index. The ethical

view, whatever it is (within certain limits), can thus be represented

by a suitably constructed index.7 Distribution as measured by the

index will be morally indifferent, but that is just because the index

was constructed to make this the case. It has little to do with the

substance of the ethical view that the index represents. Even if the

ethical standard comes close to maximin, an index with this fea-

ture may well exist.

The real question, then, isn’t whether distribution matters, but

on what scales of measurement it matters and on what scales it

doesn’t. For income, utilitarians, Rawlsians, and many others will

all think that distribution matters, and matters greatly. They may

also, though, speak in terms of a scale for measuring income by its

ethical import. As measured on that scale, they can’t think that

distribution matters, because the scale already takes into account all

ways in which they think distribution matters. As Harsanyi noted,

it is nonsense to think that distribution matters as measured on a

scale if one agrees that the scale already takes fully into account

howdistributionmatters.Utilitarians propose a scale that they think

has this feature.

That leaves us with the question of how to assess the ethical ur-

gency of income differences (or differences in whatever else it is

that matters ethically in economic circumstance). If Scanlon’s pro-

cedure yields an answer to this, it’s hard to see how. Rawls, though,

does have an answer, and he may still have an answer when he is

dragged kicking and screaming into the format that Harsanyi ar-

gues is forced on him. For an individual, relative urgency can be

read as a matter of the gambles over income that it would be ra-

tional for him to take on his own account. Tautologically, that gives

an index of urgency that will guide him rationally in self-regarding

gambles, as in such things as the choice of job or career insofar as his

income is what matters in the choice. When one person’s income

prospects trade off against another’s, the question, as Harsanyi’s
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second welfare theorem showed, is how to calibrate their scales with

each other. Each person’s scale indicates prospective urgency from

that person’s own point of view. Should we use a different scale

when the prospective urgency is ethical?

Once we take on board Scanlon’s critique of the notion of welfare

in his book, things become less clear. Still, though, we presumably

suppose that income distribution matters because income matters

in a special way to the person whose income it is. If, then, we can

make sense of the idea of the prospects a person rationally prefers in

light of this special way of mattering to him, we can again apply

Harsanyi’s second welfare theorem. The gauge of urgency is how

urgent an individual rationally treats his income from this stand-

point, and this is reflected in his ‘‘utility’’ scale. The prospective

Pareto principle is then that prospects that are better on everyone’s

scale are better ethically, from the point of view of respecting each

person and giving him his due.

Like things apply to saving children swamped in their canoes.

(I focused perversely just on the fathers, though the kids are of

course what chieflymatter in their peril. The point is that if the kids

are all that matters, it’s a no-brainer to save as many as possible. So

I considered possible grounds for a father to favor his own, and that

has to be something other than the value of their lives to themselves

as considered impartially.) If the fathers, from the point of view

where it matters which children are his, rationally find it especially

urgent to save at least one child as opposed to a second or a third,

then the Rawls-Harsanyi hypothetical contract procedure will re-

flect this as relative moral urgency. If a father doesn’t himself

rationally treat his saving at least one child as most urgent, why

should morality?

As for accepting risks and imposing risks, a reasonable system of

social regulation will of course treat them differently, for reasons a

utilitarian can explain. A morally sensitive person could thus, as

Kamm says, ‘‘refuse, beyond the veil, to do to another what one

is willing, beyond the veil, to do to oneself.’’ Implementation of
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utilitarian goals will involve permissions to treat oneself in ways

one couldn’t treat others without their consent. It’s surely not al-

wayswrong, though, to impose risks on others. We do so whenever

we drive, or whenever we cross the street. Even with the best of

intentions, lapses are inevitable, and when you cross the street, a car

you failed to notice may swerve to avoid you and injure the driver.

The question is what ethical standards validly govern imposing

risks on others. What standards would it be unreasonable for

anyone to reject? The standards consist in a kind of golden rule,

I would have thought. In the case where we are all in the same boat

with regard to risks and gains, why not maximize our prospects for

getting what’s worth wanting in life—such moral goods as respect

aside. It’s not disrespectful to impose the risks we would all have

wanted to impose and have imposed on us in order to lead a life of

amenity. Even if we care about respect as much as we care about

noninjury, amenity, and the like, we’ll still need a standard for what

respect demands, and it would be silly to think that it demands that,

out of respect for each other, we all make ourselves miserable.

The Tangent Theorem

John Broome says that the theorem I invoke in the third lecture, the

‘‘tangent theorem,’’ isn’t Harsanyi-like, and more importantly,

can’t do the job I ask it to do. Broome knows more about the in-

teractions between economics and philosophy that center around

these issues than anyone else I can think of, and so I hesitate to

disagree without having everything worked out in detail—which

I confess I don’t. But I’ll sketch reasons for thinking that the tan-

gent theorem, applied in the way I proposed, accomplishes more

than Broome allows.

The argument, recall, took the form of a reductio. We suppose

that a social contract C* is the one that would be adopted, and that

if it is adopted, each person will act to advance fundamentally
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different goals. Each person, that is to say, will have the policy of

acting in a way that, given what he knows, maximizes the value of

prospects as gauged by his own distinctive goal-scale. Since people

are somewhat at odds in the goals they then pursue, the prospects

that their interactions make for may be dominated, in that an al-

ternative feasible prospect would be higher on everyone’s goal-

scale. In the diagram I used, there is a point on the upper-right

frontier that they could jointly achieve and that does better on

everyone’s goal-scale. Indeed there will likely be more than one

such point, but choose one, and call the prospect it represents the

ideal prospect.8 I then argued that they could jointly achieve this

prospect by adopting a certain goal-scale in common, namely, the

one on which the ideal prospect is highest among the feasible

prospects. Thus if implementing a proposed social contract C*

would lead different people to act with fundamentally different

goals—supposing their goals coherent—then there is an alternative

goal-scale that they could adopt in common, thereby each doing

prospectively better by the standard of the very goals each would

have if contract C* were in force.

Broome had a number of objections to this purported finding and

the significance I claimed for it. I’ll take up two of them first, be-

cause I find them the most troubling, requiring careful qualifica-

tions on my part about what can be shown and what can’t. First, for

all the theorem tells us, even if we choose a goal-scale to have in

common, it needn’t be ‘‘a weighted average of individual goal-

scales.’’ Second, ‘‘alterations in the feasible set will change the ideal

point’’ and hence which goal-scale is ideal, and this creates problems

that he specifies.

The Ideal Goal-Scale

For all the tangent theorem tells us, Broome says, even if there is an

ideal goal-scale that we should have in common, it needn’t be a

weighted average of individual goal-scales.Now the argument I gave
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doesn’t purport to establish what the ideal goal-scale to have in

common is like. That’s why I agonized over this matter later in the

lecture. Rather, the argument is a reductio of the claim that there is

no such ideal goal-scale. It starts out assuming—in order to refute

the assumption—that if the ideal social contract were in force, dif-

ferent people would pursue fundamentally different goals, goals

that can’t amount to their all having the same goal-scale and ap-

plying it to different circumstances. I intended the theorem to

show that this claim about the ideal social contract suffers a kind

of incoherence. If the assumption were correct, this ‘‘ideal’’ social

contract would be dominated, in the sense that there was an al-

ternative to it that we can see must be even more ideal. For each

person, that is to say, the alternative would better accomplish, in

prospect, the very goals that she would have with the supposedly

‘‘ideal’’ social contract in force. For any prospect that isn’t so

dominated, moreover, there will be a goal-scale with the virtue

that if everyone adopted it in common and coordinated suitably,

they would jointly attain that prospect. (This goal-scale will in-

deed be a weighted average of the goal-scales we started out with,

though not every weighted average of those scales will have this

virtue—and of course as Broome says, joining together to maximize

on the wrong goal-scale might be worse than working at cross-

purposes.)

Broome’s critique makes me realize, though, that I should have

been more careful. I spoke of the possibility of prisoner’s dilemmas,

reckoned in terms of the very goals people are pursuing. I didn’t

show, though, that prisoner’s dilemmas definitely would arise if

people pursue fundamentally different goals, and I couldn’t have

shown that. I just said that they might. People might, though, be

lucky and not face prisoner’s dilemmas even though the goals they

pursue are fundamentally different. What I ought to have said is

this: First, if a prisoner’s dilemma arises, then people would all have

done better with a common goal-scale—indeed with any of a range

of goal-scales, so long as they adopted one of them in common.
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Second, even if no prisoner’s dilemma arises, at least they wouldn’t

have done worse adopting any of a range of goal-scales in com-

mon. Again, doing ‘‘better’’ or ‘‘worse’’ is reckoned in terms of the

very goals the person would have if the supposedly ‘‘ideal’’ social

contract were in force. Probably too, I suspect, prisoner’s dilemmas

are hard to avoid when people have fundamentally distinct goals,

except by fluke or in very special circumstances. I don’t, however,

know how to formulate this as a precise claim that could be shown

true or false.

Broome mentions a different function that people might maxi-

mize to reach a given point on the frontier in the diagram. The

function he gives, though, doesn’t count as a goal-scale. A goal-

scale treats probability mixtures of indifferent prospects as indif-

ferent. (I took it that this is a requirement of rationality, and that

people will be rational in the ways they abide by the social contract,

and so will have goal-scales.) The way I set the diagram up, the

indifference curves that any goal-scale gives rise to must be straight

and parallel.9 (Broome does point out, though, that the function he

proposes handles the problem of non-convexity, which I myself

leave unresolved. Non-convexity calls for more analysis than I can

yet give it, but at this point I’ll just say this: If it’s only when the

feasible set isn’t strictly convex that we shouldn’t act on a common

goal-scale, that in itself is a surprising finding.)

I should also speak to another question that Broome doesn’t raise.

Isn’t the argument I have given in effect Harsanyi’s own argument,

invoking his second welfare theorem? I require, after all, that the

common goal-scale be coherent and treat what every individual

finds indifferent as indifferent. Aren’t these Harsanyi’s exact as-

sumptions? Yes, I answer, but in my treatment, these features

emerge as conclusions, not as assumptions. What I assume is that

each individual has a different goal-scale, as a result of adhering to

a particular social contract. I then say as a conclusion that there is

a goal-scale theymight have had in common, such that their having

it in common would have a certain virtue. Any goal-scale with this

162 � Allan Gibbard



virtue must indeed satisfy all the requirements that Harsanyi lays

down for ‘‘social preference’’ (or if it doesn’t, that’s because of

considerations about a variable feasible set that I’ll discuss shortly).

But if it satisfies Harsanyi’s conditions, that’s a conclusion of the

argument, not an assumption.

It may look as if the common goal-scale isn’t doingmuch work. It

only takes us to a single point in a fixed feasible set of prospects. It

needn’t hold steady as the feasible set changes, and so it doesn’t

operate as Harsanyi’s ‘‘social preferences’’ do. In fact, though, as

I am envisaging matters, the common goal-scale does considerable

work. The parties who negotiate the social contract have very little

information about the initial state of the world they will face. They

agree to advance a fixed goal-scale as information arrives that bears

on what the consequences will be. Each person, under the contract,

applies the common goal-scale to many decisions taken in many

states of information. As new information comes in, the prospects

change, in his eyes, for how well his goals and the goals of others

will be realized. Thus his prospective view of what the feasible set

was keeps changing, but he goes on advancing the same agreed

goal-scale. In consequence, although the map of prospects achiev-

able by alternative social contracts looks simple and static, still the

possible goal-scales that it represents each work across a vast range

of informational states that, for all parties negotiating the social

contract know, a person may be in at some point.

That’s the reason I called the tangent theorem, in this kind of

prospective application, ‘‘Harsanyi-like.’’ To be sure, as Broome

points out, the theorem is old news to any economist or applied

mathematician, who thus won’t find it particularly Harsanyi-like.

In this application, though, it did strike me as Harsanyi-like in that,

first, it is what is left when we drop Harsanyi’s requirement that

there be a social preference that is coherent, and second, it yields the

result that a coherent social preference might better accomplish

everyone’s goals, applied as new information varies the prospective

feasible set.
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Varying the Feasible Set

Normative theorists who think in economic or game-theoretic

terms differ on whether the goals to advance in common, under a

justifiable social contract that avoids prisoner’s dilemmas, will de-

pend on what’s feasible. Harsanyi thinks they won’t, and Gauthier

thinks they will. My application of the tangent theorem, Broome

says, doesn’t ensure that the morally ideal goal-scale for us to have

in common will be independent of what’s feasible. In consequence,

because of the complexity of life, we can’t knowwhat the ideal goal-

scale is, and might well get it wrong. If we do get it wrong, then we

might do worse, as gauged by the correct ideal goal-scale, than we

did each pursuing our separate goals.

I certainly agree that having a goal-scale in common is no virtue

in itself, if the balance of goals it represents isn’t sufficiently worth

advancing. There’s a general phenomenon of the ‘‘second best,’’

that conditions that characterize an ideal may not be individually

good to meet when one is away from the ideal. That’s the way it is

with having a common goal-scale: Ideally we would have the right

one, but a prospect that is top on a common goal-scale that isn’t the

right one needn’t be better than another we attain without a com-

mon goal-scale.

As I say, the reductio argument that I offered doesn’t tell us what

the ideal goal-scale is. It just tells us that if a contractualist thinks

that we shouldn’t agree to a common goal-scale, his normative

theory can’t be right. (Any nutshell statement of course requires

many qualifications, but even those aside, this is all the argument

tells us.) I of course would love to be able to establish more about

what sort of goal-scale it would be ideal for us to have in common,

but that’s a further endeavor. Perhaps we need to look further to

Kant’s vision of a kingdom of ends, but I won’t pursue the full

vision in this reply.

We do know roughly this: that if each person has a different goal-

scale and the prospective result of their interactions isn’t at the
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frontier in the diagram, then by the standard of each of those goal-

scales, adopting in common any weighted average of them that

gives each of them positive weight will improve things by the

standards of each person’s goal-scale. It doesn’t follow, though, that

it will be an improvement from the standpoint of justice or desir-

ability. We didn’t, after all, start out with any assumption about

what is just, apart from the assumption that is shown untenable by

the reductio for the cases where prisoner’s dilemmas arise.

Will the goal-scale to advance in common depend on what’s

feasible? That’s a complex matter. As I say, I was imagining a social

contract drawn up and agreed to before any information comes

along about what’s feasible. Parties to the contract agree, though,

in their subjective probabilities for each way the world they will

confront might turn out to be. (As Broome himself has shown,

dropping this assumption stymies Harsanyi-style arguments.10)

In the third lecture, though, I make no assumption that each

party is looking to his prospective nonmoral good. They might,

for all I was supposing, be looking to aspects of moral good. They

might, as Kamm thinks they should, already have a view as to

what justice requires, arrived at on grounds that don’t involve

what people would have agreed to if they hadn’t been motivated by

considerations of justice. And they might, for anything I have said,

already be convinced that what’s just depends on what’s feasible.

(David Gauthier thinks that it does, and so do adherents of the

Nash solution to his bargaining problem as determining what’s

just.) If, then, what’s feasible bears on what’s just, and if the kind

of hypothetical social contract that determines what’s just has

parties to the contract who are motivated by considerations of

how an outcome relates to what was feasible, no theorem of the

sort I was considering will rule this dependence out. What was

feasible will then be a morally significant feature of any out-

come, and this even prior to bringing contractarian considerations

to bear on questions of justice. On this score, Broome is perfectly

correct.
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Suppose, though, as theorists like Gauthier imagine, the interests

that the parties to a social contract seek to advance don’t themselves

involve the relation of what happens to what was feasible. Suppose

that if there is a morally significant relation between the two, it has

to emerge from the contractarian argument itself. Then going

sufficiently prospective in our contractarian thinking allows us to

consider the feasible set as fixed. What’s fixed, that is to say, is the

feasible set of prospects as viewed by the parties as they negotiate

the social contract. In another sense, as I said, the feasible set of

prospects varies as the agreed common goal-scale stays fixed. The

parties will learnmany things as they begin to lead their lives under

their social contract, including things about what was feasible and

what wasn’t. At the outset, though, they face a single, fixed set of

feasible prospects from a standpoint in advance of all social infor-

mation. The variability of prospects comes only at a stage where, for

whatever reasons, they have already settled on a social contract to

cover every contingency, selecting a goal-scale to have in common,

and they start getting information that bears on what circumstances

they actually face.

The argument I gave is addressed to a contractualist like Scanlon

who rejects the Rawls-Harsanyi form of contractarianism. He takes

as his standard of morally justifying an action whether anyone

could reasonably reject permitting it, but he rejects the moral force

of the ‘‘You would have agreed’’ retort in the form I support. It is

reasonable to reject a social order, I took it in setting up the reductio,

if one could do better in terms of the very goals one has as a

consequence of adhering to its rules and rationale, and the same is

true of everyone else. Inmy discussion of the possibility that what’s

just depends on what’s feasible, I took it that we can push the

question of what could be reasonably rejected to a stage where we

don’t yet have information about our society in particular and each

of our places in it. One is aware, though, of the possibility that

things will be as they in fact turn out to be, and is rejecting or

allowing rules that cover, among other things, that eventuality.
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Should the argument have any force for someone who isn’t even

this much of a contractualist? It does amount to asking the adherent

of some particular standard, ‘‘What are moral standards for?’’ If he

thinks they are just for their own sake and that’s the end of what can

be said, it’s hard to know what to do but walk away frustrated, or

speak ad hominem to whatever moral intuitions he does have. The

argument takes the form, though, that whatever is worth wanting,

for each of us and with moral considerations fully taken into ac-

count, we could each better achieve it in prospect by all adopting a

particular goal-scale in common. If someone is unmoved by this,

I’m at a loss about how to pursue moral issues with that person—

though perhaps we can find a way.

My Own Account of Normative Questions

None of the commentators are convinced by my account of what

normative judgments consist in, and Bratman and Broome both

focus large parts of their commentaries on misgivings over this

account and objections to it.

Coherent Desires

Bratman asks about wild contingencies. People act as they ought to

or ought not to act in all sorts of situations, actual and hypothetical.

Caesar’s plight at the Rubicon was my prime example. I maintain

that one’s judgment on whether Caesar ought to have crossed is a

contingency plan—even though one knows one will never face

Caesar’s plight. It is a plan for what to do if one is Caesar at the

Rubicon. I maintain that contingency plans are subject to require-

ments of coherence. Bratman asks why this would apply to such

‘‘wild’’ contingency plans, to plans for circumstances one knows one

won’t be in. Why are even wild contingency plans subject to re-

quirements of coherence, and desires, for instance, not?
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I would deny this particular contrast; the real contrast, I say, is

that the requirements on plans and on desires are different. Desires

figure in a special way in planning and action, and the requirements

on them stem from their special role. I desire to read quietly at

home, but I desire more strongly to see the latest show, and so I go

out. In this sort of way, desires weigh toward action. They have

greater or lesser strengths, and the strengths of desires compose to

yield one’s preferences all told. The requirements of coherence that

govern desires, then, are the ones that are needed for them to play

this role.

Saying this requires some explanation. In the first place, the term

‘desire’ is used in various ways. ‘‘Desires’’ may be felt cravings, so

that the feeling that one must keep an onerous promise won’t count

as a ‘‘desire.’’ I don’t know if such distinctions among motives can

be placed on a clear footing, but I have in mind a broad sense for the

term ‘desire.’ I count as ‘‘desires’’ any of the tendencies toward

action that are resolved in deciding what to do, whether felt as a

‘‘beauty or a cutie,’’ as OgdenNash put it, or as a stern taskmaster.11

Now I don’t have firm views on the best way to construe desires in

this sense, but here is one way it might go: A ‘‘desire,’’ we can try

saying, is a decision weight. It gives a score, in effect, positive or

negative, to some feature that a situation can have. This score is the

‘‘strength’’ of the desire. This evening I give a positive score to

reading at home, and a higher score still to seeing the show. I then

use these scores to tote up an expected value of each alternative

open to me, and in planning, I okay any alternative with a highest

prospective score and reject any that is prospectively outscored.

Now of course, our states of longing, feeling obligated, finding a

prospect attractive, and the like don’t in fact come with precisely

defined objects and strengths. Precise desires are ideal states, not

psychic phenomena as they come to us. We need a better account

than I know how to give of how an ideal role for a kind of state of

mind can give rise to oughts governing it. Desires, plans, and be-

liefs, though, are all in the same boat in this regard. They will be
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vague and confused to a greater or lesser degree, whereas the story

of their role will treat them as precise. The norms governing a state

that have the flavor of logic rather than substance, we can now try

saying, are the ones required for the state to play such a precise role.

This applies, for instance, for degrees of credence as they figure in

decision theory: requirements of coherence on beliefs, we could try

saying, are conditions that states must satisfy to guide us to action

in the way ideally characteristic of beliefs. Bayesian decision theory

purports to explain the ideal guiding role of belief.

A desire is fit to play such a role, I’ll try saying, when it is precise,

and it is precise when it has a definite strength and a well-defined

object. The logical requirement of coherence for desires, then, is

that each have a definite strength and object. For a psychic state to

be a precisely delineated desire in a system of precisely delineated

desires, its strength must join with the strengths of all other desires

to determine preference strengths all told among ways things

might be. Preference strengths all told join in turn with degrees of

credence in the various ways things may turn out to be to yield

prospective scores for alternative courses of action. We have de-

sires, more or less, inasmuch as we approximate, in our choices for

action, the kind of system I have just described.

Not any possible state whatsoever that plays the kind of role

I have described in moving a being would count as a desire. A robot

might be set up to compute in the way I have described far more

precisely than we do, but that might not settle whether the robot

literally has desires. States of desiring need in addition to be like the

states we know as desiring. Perhaps they need the same feel. The

robot I describe will be as if it had desires, to be sure, but whether it

counts as having them literally is a further question that I won’t

address.

Nothing in what I have been saying explains adequately how

beliefs, credences, meanings, desires, preferences, and the like tie

in with ideal models of them, and how this tie gives rise to logi-

cal requirements on these states. Roughly, though, the logical
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requirements are conditions for the states to do the job the model

lays out. They are requirements for the states not to be self-frus-

trating. Desires, for instance, have the job of joining with degrees of

credence to make for preferences and choices. Many normative

requirements on desires and other such states won’t have this

logical flavor. There are many things it would be logically coherent

to desire but crazy. Desires ought to reflect what is worth wanting

in life; otherwise they are misdirected. When, though, we dispute

what is worth wanting in life, the dispute gets its content against

the background of the logic of desires.

Plans and Wild Contingencies

A complete set of precise desires would determine a contingency

plan for living that would cover even wild possibilities. The plan is

the one that maximizes prospective satisfaction of those desires in

each possible contingency. I spoke in the lectures, though, not of the

desires that generate a plan, but of the plan itself. That gave me a

less complex structure to talk about, and still allowed me to find

states that match okayings and beliefs in oughts. (At least there will

be a match for people who are ideally rational, and so fully prone to

act on their normative judgments.) The formal requirements on a

contingency plan, as on a desire or a degree of belief, will be the ones

needed for the state to play its role, for it not to be self-frustrating.

The role of a contingency plan is to okay or nix alternatives in

various contingencies, thus narrowing down one’s choices should

the contingency arise.

Thus we can think of structures for thinking what to do and the

like as coming in bare bones and more fleshed out versions. The

bare bones version speaks simply in terms of a contingency plan.

Some meat on the bones comes with a preference ordering that

offers a rationale for the contingency plan: One coherently plans to

do what one finds best. The full body, skin and all, comes with

desires and judgments of reasons and their weights. One then co-
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herently prefers what one findsmore reason all told to want. Talk of

all these levels, though, can be couched in terms of contingency

plans. Judgments of reasons and their strengths, for instance, as

Bratman reminds us, I treat as plans for how to weigh consider-

ations. I think of each layer as subject to its own requirements of

coherence, and I’m inclined to think that for the most part, we can

understand the requirements on each layer in terms of the point of

that layer. The point of a contingency plan, for instance, as I said, is

to sort out what’s eligible and what isn’t in order to do only what’s

eligible. Bringing anything special about my own view of reasons to

bear on these requirements, a stratagem that Bratman proposes and

then rejects, may be superfluous.

Still, I much agree that all this needsmuchmore work, and I don’t

know if this layer by layer approach to vindicating requirements

of coherence on judging things okay, better, or reasons can be car-

ried through. For one thing, if nothing matters, then everything is

permitted, and it doesn’t matter how one arrives at one’s choices.

The view that nothing matters is coherent though clearly wrong,

but it make coherence superfluous. Mattering, though, pertains to

reasons: Some things matter in that some reasons have non-zero

weight.

Why, then, to return to Bratman’s main question, settle one’s

plans beyond anything one might need? Often there’s no reason,

and when there are reasons they may be various. Plans in this

regard are like beliefs: Many topics aren’t worth forming degrees of

credence on. For plans, one reason to make them that I stress is to

help in setting one’s standards. We can think about what matters in

life by imaginatively confronting instructive situations. For the

sheer logic of plans, though, what matters is not why to bother, but

the things I have been discussing: what is needed for the plan to play

its ideal role. Plans consist in ruling things out (where this includes

ruling out ruling various things out). The requirement on a plan is

that one not rule out everything, and the plan is complete just in

case for each thing it covers, it either rules it out or rules out ruling
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it out. The direct point of ruling something out is to keep from

doing it, but if one rules out everything one could do, this point

can’t be realized. Even in the case of a hypothetical plan for a wild

contingency, the direct point of ruling something out for that

contingency is to keep from doing it if the contingency arises. The

occasion won’t arise, one knows if the contingency is wild enough,

but that’s the direct point none the less. Ruling everything out that

one can do in that contingency frustrates this point.

Oughts and Plans: Other Questions

There are reasons of a specially logical kind, then, to satisfy the

requirements of coherence in one’s contingency planning, even for

contingencies that one knows won’t arise. Bratman notes a kind of

circularity in saying this: Establishing this requires thinking cogen-

tly in terms of reasons, but what cogency in such thinking involves

and why is the very question at issue. This kind of circularity,

though, isn’t peculiar to my own account of judgments concern-

ing reasons. It will characterize any fundamental thinking about

standards of cogency. We have to be able to think already if we are

to think systematically about thinking.

What is the ‘‘direction of fit’’ of plans and ought judgments to the

world? Is it mind to world or world to mind? Both oughts and plans,

in a sense, fit the world in both ways. First, both have a mind-to-

world direction of fit: If a famished tiger lurks behind the door to the

right, a plan to go left fits the circumstance, and so does a judgment

that one ought to go left. A plan fits or fails to fit conditions; it fits

whatever conditions make it the right plan, and an ought judgment

likewise fits or fails to fit conditions in virtue of which one ought to

do the thing in question. Both of these states of mind, then, have a

mind-to-world direction of fit. Second, though, both too have a

world-to-mind direction of fit: A plan’s being carried out fits the

plan, and doing what one judges one ought to do fits the ought

judgment. There’s a difference between these directions, to be sure:
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Both with ought judgments and with plans, the world-to-mind tie is

fixed conceptually, and the mind-to-world tie is not. Going left fits

the plan to go left, and it fits the judgment that one ought to go left.

These world-to-mind ties can’t be disputed except through con-

ceptual confusion. In contrast, though both the plan to go left and

the judgment that one ought to go left fit the tiger’s being to the

right, and though the tie is obvious, it isn’t conceptual. Alternative

views of what the world calls for are intelligible, however crazy—

for instance, thinking that the circumstance calls for getting oneself

eaten.

It’s another kind of ‘‘mind-to-world’’ tie, though, that philoso-

phers might have in mind for ought judgments. We can gloss the

‘‘world’’ as including what one ought to do, and the judgment that

one ought to go left can then fit the ‘‘fact’’ that one ought to go

left—and the tie is conceptual. I can’t object to this: It’s a feature of

the ‘‘world’’ that one ought to go to the left, a deflationary schema

guarantees, just in case one ought to go to the left. And that one

ought to go to the left isn’t made so by one’s mind. This contrasts

with the plan fragment, ‘‘Let me go to the left!’’ where talk of a

feature of the world clearly isn’t in order and we can’t properly

speak of ‘‘the fact that let me go to the left.’’ A remaining question,

though, is whether this contrast is deep or a matter of grammatical

form. Indicative forms embed freely and imperatives don’t, and

facts in the broad, deflationary sense are the shadows, as it were, of

this grammatical form. Once we put ‘‘Let me go to the left’’ in

indicative form—say, as ‘‘I am to go to the left’’—we can say cor-

responding things about oughts and about plans. The plan to go left

fits the ‘‘fact’’ that one is to go left, and the tie is conceptual.

Next, on normative disagreement: In Wise Choices I stressed

interpersonal coordination. But though crucial to ethics, coordina-

tion may matter far less for normativity in general. Disagreement

is the key, as Bratman says, and in the interpersonal case, dis-

agreement must be understood as part of jointly thinking together,

putting our heads together on how to live. Bratman gets my views
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on this just right. He then asks about impasses: If we face one, can

we still think we are disagreeing? I find this puzzling, and I have

spent parts of both my books on it. I think I want to say this: If it

were clear where the impasses lie, would there then be a point to

regarding us as coming up with separate answers to the same

question, a question of what matters in life and so of what to do if

one is you or if one is me? I could imaginatively debate the issue in

my mind and imagine your voice as part of the debate on the

question I am pondering. But I regard myself not really as dis-

agreeing with you, but as disagreeing with the side of me re-

presented by your voice.

Weakness of Will

On this topic, I am uncertain what is the best thing to say. One

approach I find clearly unsatisfactory: To say that ruling out an

action in the course of planning is one thing, and thinking one

ought not to do it is another. To say this leaves it a mystery why not

to scrap all ought thoughts as having no clear content. It also means

we could have two parallel sets of concepts, the plan-laden concepts

that I describe and show, I think, to be possible, and then these

mysterious but distinct ought-laden concepts. Why have both?

Because of weakness of will, goes the objection to my account.

Weakness of will is irrational, though, and so if we have ought-

laden concepts as well as the plan-laden concepts that would suffice

for all practical purposes, this can only be in order to give us an extra

way to be irrational: form the conclusion that one ‘‘ought’’ to do

such-and-such, and then don’t do it.12

Don’t cases of weakness of will, though, show that, for better or

worse, we do have these distinct, normative concepts? They may

not make any sense, but don’t we none the less have them? Well,

I’m not sure. People insist that, contrary to what Socrates thought,

they do things at the very instant of being firmly convinced that
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they ought not to do it. They may, at the instant of action, change

their minds about what to do at that instant, but they don’t, they

insist, change their minds about what they ought to be doing.

Bratman speaks of having a second glass of wine while he thinks

that he shouldn’t. Now of course I do have to recognize this phe-

nomenon, but what are we to make of it? Is he really having a

thought with clear content? Perhaps his ‘‘ought’’ is not the general

ought that I’m trying to explain, but one that takes into account a

restricted range of considerations.

In my 1990 book Wise Choices, Apt Feelings, I worked to ac-

commodate what such an objector maintains.13 In the terms I’m

now using, the approach amounts to this. Ought judgments are

planning judgments, but not of the whole mind but a part of it, a

part I called the ‘‘normative control system.’’ It’s the part of the

mind that makes contingency plans. But when it comes time to act

on a contingency plan one has, other motivations come to bear:

fears, cravings, feelings of embarrassment or shyness, and the like.

You think you ought to forgo the second glass, in that the planning

side of you mandates forgoing it. This is the side of you that both

looks to a situation regardless of whether you are now in it and

motivates you when you are in that situation. Appetites, social

yearnings, and the like, though, work onmotivations right now in a

way that they don’t work on plans. Planning for a situation like

your own right now, yearnings work on you but you say to

yourself, ‘‘Sure, drinking more would be convivial, but in the

morning I’ll feel horrible. So when the time comes, let me forgo

the second glass!’’ I still accept all this when the time does come.

I accept, in effect, ‘‘When the time comes, let me forgo the second

glass!’’ and I accept ‘‘The time has now come.’’ The side of me that

reasons what to do in situations concludes, ‘‘Let me forgo the second

glass!’’ But appetite and yearning for conviviality work on me, and

the totality of my motivation doesn’t sufficiently heed the mandate

of my planning side.
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When I wrote Thinking How to Live (2003), I worried about

whether it was psychologically realistic to think that there is a

distinctive normative control system. As I might now say, my

worry was whether there is a distinctive plan-responsive aspect to

motivation, as opposed to responsiveness to craving, yearning, fear,

embarrassment, and the like as they work on action but differently

on planning for action. It seemed tome also that failure to think in a

unified, coherent way is ubiquitous in our experience, and explains

why we would experience some situations as showing weakness of

will. It’s not that there’s some clear judgment of ‘‘ought’’ that we

make which then fails to prevail in our motivations. Even if I’m

yelling to myself as I start on the second glass, ‘‘I ought not to do

this!’’ there’s not something I mean apart from the injunction

‘‘Don’t do it!’’ The timorous Penzance policemen sing, ‘‘Yes, for-

ward on the foe!’’ even though, as Major General Stanley observes,

they don’t go. In a way, they accept what they are saying, and in a

way they don’t.

I’m not sure which is the better way to handle situations of

‘‘weakness of will.’’ More recent evidence may support the line

I took in Wise Choices. The evidence for ‘‘dual process theories’’

supports a psychologically real distinction between will power and

other motivations.14 Some might maintain that I could have my

will steadily directed toward a policy, in my hypothetical thinking

on what to do, and still think that I ought to do something else.

I’ll agree that there may well be senses of ‘ought’ for which

such a thing is possible—a specifically moral sense, for instance.

But I think there’s also a ‘‘flavorless’’ sense of the term ‘ought,’ a

sense in which what I ‘‘ought’’ to do is what it makes most sense to

do, everything considered. This is the sense, I think, that Ewing

identified. For this sense, I can’t make sense of someone’s genui-

nely believing that he ought to do a thing while steadily willing

to do something else. If someone claims such an opinion, he ei-

ther doesn’t have this sense in mind or is oblivious to his real

convictions.
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Identifying the Attitude

John Broome has a somewhat different objection to my account of

normative concepts. He thinks that my argument for the very

possibility of the kind of concepts I describe fails, that I haven’t

proved that the planning states of my theory exist—except by

helping myself to familiar normative concepts like OUGHT. In par-

ticular, he says, I haven’t identified the state of mind of ‘‘okaying’’

an act, except as believing the act to be okay. He denies the inde-

pendent intelligibility of thinking, hypothetically, what to do in a

wildly hypothetical situation and okaying some alternatives while

rejecting others.

Such hypothetical planning, though, it seems to me, is not hard

to grasp. Suppose, fantastically, to use my stock example, you are

forthwith to be Julius Caesar at the Rubicon, and now, in this frame

of mind, think what to do. I don’t find such thinking hard to un-

derstand. Rejecting some alternatives and ruling out rejecting

others might well be stages toward hypothetically picking a course

of action. (Indeed, it’s hard to think why the subsequent stage

of hypothetical picking, forming a full hypothetical intention to do

one of the things one rejects ruling out, might ever be worth

bothering with.) ‘‘Okaying’’ an alternative, in this hypothetical

frame ofmind, is just rejecting ruling it out by preference. Indeed in

the case of action, if we can understand preferences, we can un-

derstand okaying and rejecting: To reject crossing the Rubicon, for

the hypothetical case of being Caesar, is to prefer being Caesar at

the Rubicon and holding back to being Caesar at the Rubicon and

crossing. Such hypothetical okaying or rejecting may of course be

idle—but it needn’t be. It may amount to rehearsal for kinds of

decisions onemight have tomake, refining one’s powers of thinking

what to do.

Suppose, though, Broome were right that attitudes like okaying

can only be identified in the first place as beliefs. It follows, he thinks,

that ‘‘if they are rational, they cannot help having the structure of
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rational beliefs anyway. Attitudes that are identified by their cog-

nitive aspect cannot, if they are rational, help standing in the re-

lations that rational cognitive attitudes stand in. The explanation of

why they stand in these relations is that they are rational cognitive

attitudes’’ (109). But this, I say, is no explanation at all. True en-

ough, if someone becomes a murderer, he kills a person. Identified

as becoming a murderer, we might say, he can’t help but be killing.

This doesn’t much aid us, though, in understanding murder.

Likewise, it’s true enough that if something is a belief, then it has

the features of belief. But that leaves everything to be explained—

including how there can be beliefs with the ‘‘queer’’ features that

Sidgwick, Moore, and others identified.

If I am right about how normative beliefs work, then to be sure,

we should be able to identify ought beliefs as Broome advocates,

just as by their subject matter, and to speak of aspects of the ‘‘world’’

that they are about. Almost trivially, dog beliefs concern doggy

aspects of the world, and ought beliefs, if they are in good order,

concern oughty aspects of the world. But how can there be beliefs

with the features that Sidgwick, Moore, and others identified in

normative beliefs? Are they perhaps just pseudo-beliefs, like beliefs

about gremlins?

We might have thought we needed ought beliefs to figure out

what to do. On an approach that identifies them as beliefs and leaves

it at that, however, they don’t seem needed. I can askmyself what to

do, settle on reading the newspaper, andmy belief that I ought to be

working on a reply to Broome need have nothing to do with it—

according to many philosophers. I reject any plan to hit my thumb

with a hammer, and to do this, why would I need to believe, even

implicitly, that I ‘‘ought’’ not to do so or that it would be a ‘‘bad

thing’’ to do so? I just need the belief that it would hurt like hell,

along with the absence of any countervailing beliefs (like that it

would keep me from getting sent to a war in which I was likely to be

killed or maimed). It’s true that if I do what I think I ‘‘ought’’ not to

do, I’m then ‘‘akratic’’ and thus ‘‘irrational.’’ But that’s no more
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than to say that I’m doing something I think I ought not to do, that

lacks a certain feature. How does this differ from picking a car that

I think lacks a certain feature, such as having a gremlin? Whence

the special significance of the ought feature?

It’s true that if you, like any of us, have ought beliefs, then you

regard oughts as important, but this needs explaining. (Some phi-

losophers think there is such a thing as an irrationalist who has

ought beliefs but doesn’t care; I myself think that any halfway

plausible candidate for being such an irrationalist is just mixed up in

his use of the term ‘ought,’ and doesn’t know what he’s talking

about.15) Thus if someone asks questions about oughts that cry out

to be asked, I don’t find the answers that someone with this ap-

proach can give satisfactory.

I have argued, then, both that we can identify the attitude of

okaying in an informative way, and that we are philosophically

in a bad way if we can’t. Is the mental attitude of okaying non-

cognitive? In my 1990 book Wise Choices, Apt Feelings, I did use

that label for my theory of normative terms, but after that, I be-

came increasingly puzzled about what the term was supposed to

mean. (One eminent psychologist said, after some thought, ‘‘I guess

when I use the word ‘cognitive,’ I mean it’s complex.’’) As for

normative ‘‘facts,’’ in the ordinary sense of the term, there aren’t

any: When the detective admonishes, ‘‘Just the facts, ma’am,’’ it

isn’t responsive to say, ‘‘The creep deserved it, and that’s a fact!’’ In

a philosopher’s deflationary sense of the term, though, there are

indeed normative ‘‘facts,’’ if I’m right: ‘‘That pleasure is good is a

fact’’ means, in this philosophers’ sense, just ‘‘Pleasure is good.’’ It’s

quite right, though, that in my explanations, I don’t start out as-

suming that there are normative facts, even in a deflationary sense

of the term ‘fact.’

I do agree with Broome that there are two distinct, separately

intelligible questions: ‘‘What shall I do?’’ and ‘‘What ought I to do?’’

which call for two distinct, separately intelligible sorts of answers:

an intention and an ought belief. Here the question ‘‘What shall
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I do?’’ shouldn’t, of course, be read as calling for a prediction; it calls

for picking an alternative. Now forming an intention or picking a

course of action can, on my view, come in two stages: rejecting or

‘‘okaying’’ various alternatives, and then if one okays more than

one, picking among the alternatives that one okays. The second, we

can say, is forming an intention, and the first stage, on my view,

pertains to ought beliefs. One needn’t think that one ought to do

what one intends; one may just think it okay to do and pick it,

thinking one or more alternatives okay to do too.

Intuitions

I myself end up relying on intuitions, cautiously and critically, but

I have two main sorts of initial worries. One is that even our strong

intuitions turn out to be inconsistent. It’s hard to see which intu-

itions, if any, can emerge undiscredited from the inconsistencies we

discover. The second is JohnMackie’s worries over ‘‘queerness’’ and

superfluity: Why think the universe contains the strange kinds of

facts that we seem to intuit, when the psychology of seeming in-

tuitions doesn’t require their veridicality to explain our having the

convictions we do and the strength of those convictions.

Veridicality Judgments as Plans

My answer to the queerness worry is that the veridicality of in-

tuitions, their de jure genuineness, is a planning question. It’s a

question of which of our convictions to rely on. Though it may be

legitimate to speak of ‘‘normative facts that obtain independent of

us,’’ that will only be in the end and with a proper understanding.

It isn’t the place to start, I say, in explaining the psychology of our

seeming normative intuitions. To start with ‘‘normative facts’’ in-

vites the queerness and superfluity challenges, and leaves us with
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no cogent answer to these challenges. It’s quite otherwise when we

see that a de facto intuition’s de jure status is a planning issue. You

or I come to a view on these matters when we come to plan to rely

on certain sorts of de facto intuitions. Settling on relying on a

judgment isn’t coming to have a psychological belief about oneself;

it is coming to adopt a plan. I myself have plans along these lines,

even if they are scattered and ill-formed, and I seek to put before

readers and listeners considerations capable of persuading them to

be comfortable with having such plans—but not too comfortable.

Frances Kamm, in a crucial way, doesn’t quite get right the way

I try to work all this out. ‘‘Suppose,’’ she says, ‘‘there were no sense

in which intuitions are genuine other than that we would decide,

when we are in a state of full information, alert, dispassionate, etc.,

to plan to rely on them?’’ (124). I agree with her that the conse-

quences would be untenable, but I myself suppose no such thing.

The sense in which some de facto intuitions are genuinely de jure, I

say, is that they are intuitions to rely on. That a seeming intuition is

one ‘‘to rely on’’ is different from the psychological claim that one

would have it in such-and-such circumstances, or that in such-and-

such circumstances one would decide to rely on it. Claims that

an intuition is genuine are part of planning, not of coming to beliefs

about the psychology of planning.

I’m not sure whether my views on ethical intuitions should ‘‘give

comfort to the many who ordinarily place stock in intuition.’’ One

picture is wrong, I claim, and if it guides these many, they should

rethink. It’s not, I say, that there’s a unified, coherent way of

thinking about ethical questions to which we confusedly respond

and which we can bring to light by a method of intuitively sup-

ported hypothesis and intuitive counterexample. Our intuitive re-

sponses do often have rationales, but there is no single unified way

those rationales fit together—no way that explains the shape of our

responses. For one thing, our responses are inconsistent. The same

can be said, to be sure, for our sensory responses, as with the

Reply to Commentators � 181



Müller-Lyer illusion where the appearances of length are shown

false bymeasurementwith a ruler. In the visual case, though,we can

form a consistent view of the objective world revealed by rulers and

the like, and this objective world enters into the explanation even

of the illusion. (Quantum findings may not fit this pattern, but I’ll

pass over them in silence, since I don’t knowwhat tomake of them.)

We could try telling a story of ethical intuitions with some nor-

mative way things objectively are playing the role that geometric

layout plays for vision, but we have too many candidates for what

the objective normative world might be. Perhaps, as Sidgwick and

Hare thought, it is hedonistic universal act-consequentialism.

Perhaps it is some deontological pattern, as current philosophical

opinion would have it.We have to settle what’s veridical and what’s

distorted in our responses to the normative facts, and a psycho-

logical account of the workings of normative intuitions won’t by

itself yield an answer. We are learning more and more these days

about how ethical intuitions work psychologically. They stem, it

now appears, from a clash between at least two sorts of psychic

systems, one utilitarian and one deontological—or that may be a

good first approximation.16 Which system prevails in a given case

depends not on some standard that might be a plausible candidate

for the objective truth of how considerations weigh against each

other, but on such things as how close to the person one kills one is

standing.Moral intuitions are not, in their psychology, responses—

even distorted responses—to an ideal pattern.

I think, then, that we are stuck with a choice between intuitions

as sheer psychic happenings with no status as information givers,

and intuitions as I picture them. My own view ties in closely with

the arguments of Sidgwick, Ross, and others for the indispens-

ability of intuition in ethical thinking. Since we can’t regard de facto

intuitions as causal responses to their truth-makers, we should fix

on their role in thinking how to live. Whether a de facto intuition is

an intuition de jure is a question, we should realize, of what sorts

of judgments to trust.
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Assessing Intuitions

When it comes to killing and letting die, certainly our moral re-

actions to the two are different. That leaves us with the question of

how to act in light of the contrast.We can ask ourselves how to treat

the difference in reactions, and in particular whether to take it as

a fundamental guide to action. I don’t entirely know what to think

on this score, but the following thought experiment seems to me to

be highly relevant. Imagine we somehow erased our special horror

of killing. Would we lose anything that we can understand inde-

pendently of the special horror of killing, of our finding killing as

such horrifying?We feel it’s worse to be killed by someone than not

to be saved by them, but experience equal, I find it hard to take this

intuition seriously. But even so, as we all know, social prohibitions

on killing are often highly effective but all too often not. Conditions

where they are not are horrific in terms of the scale of deaths of

people in their prime and the fear in which people live. Perhaps we

can relax the prohibitions in special cases, but we’d better be careful

not to undermine the special feelings of horror that protect us.

I agree with Kamm that an intuitive judgment ‘‘is no less ob-

jectively true if awareness of the factors and reasoning that justify

it comes after the judgment than if such awareness comes before.’’

I don’t, however, think that this goes ‘‘contrary to what Haidt

suggests’’ (121).Myworries andHaidt’s aren’t that judgment comes

before awareness of reasoning: We fully allow the possibility that

Kamm points out. Haidt and his co-workers, though, find that, for

instance, people cling to their intuitive condemnation of incest

even when they are shown to their own satisfaction that all the

grounds they thought they hadwere bogus. The subjects feel ‘‘dumb-

founded.’’ Still, perhaps they should think that there remain non-

bogus grounds that they haven’t been able to discern.

Kamm stresses that, as I would put it, de facto intuitions should

spur us to look for a deep rationale that vindicates them. With this

I thoroughly agree: There’s a strong probability that a de facto
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intuition ties in with something well worth caring about. Once we

identify a candidate rationale, we can think whether to live in ac-

cordance with it when it conflicts with other candidate rationales.

We may, in some cases, rightly conclude that the rationale gets at

something with an important bearing on how to treat each other.

Kamm asks, in my view, ‘‘What reason is there to think that one

plan about what to do and feel in the realm of morality would be

any better than another plan?’’ Well, first note that any answer to

this must either depend on more basic claims about reasons and

what’s better than what, or have some independent plausibility,

some plausibility that it doesn’t get from a further claim. What’s

wrong with a plan to touch a hot stove? That I’d be burnt and it

would intensely hurt. That’s a reason. What makes it a reason,

though? Why shun anguish? These aren’t questions with further

answers. To think this, I say, is to weigh anguish heavily against

any course of action. Don’t you agree with this weighing? What

more is there to ask? To think this de facto intuition an intuition de

jure is to trust such planning. Don’t you agree with me to trust it?

So what reason is there to plan not to touch a hot stove? The

obvious one, that it would hurt intensely.

That’s uncontroversial, I hope, andmy own point was about what

we are claiming when we say this. No direct gloss would be in-

formative, but I can say what sort of state of mind this judgment

about reasons is. It consists in planning to weigh anguish against a

course of action. Its basicness consists in its not being rooted in

something further to be done or to be sought.

Could I be wrong that it is bad to touch a hot stove? I am fixing on

the most unproblematic aspect of how to live, and so for this par-

ticular judgment, I don’t see how I could be wrong. On many

matters, though, I might certainly be wrong. I might be wrong that

human goods (and the goods of other sentient beings) underlie the

valid demands of morality, and that the goods in question can be

appreciated aside frombeing already committed tomorality. Imight

be wrong that appreciatingwonderful poetry is better than an equal,
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drug-induced appreciation of push-pin. What does being wrong on

moral matters consist in? Truistically, it is believing what is not the

case. It is, for instance, believing that with pleasure equal, push-pin

is as good as poetry, when pleasure equal, push-pin is not as good as

poetry. Beyond this truism, I can’t say anything direct and utterly

general. I hope, though, that I have said what it is to believe a

judgment wrong. As for which judgments are wrong and how to

tell, those are questions of how to live and how to think about how

to live. Those are the kinds of questions I was addressing in the

second and third lectures.

Metaethics and Ethics

That brings me to a question that the commentators don’t address

and that I find extremely difficult. Does the nature of thinking

ethically bear on the content of ethics? Should understanding what

ethical thinking consists in make any difference to our ethical

conclusions? That’s not a question we could answer on the basis of

metatheory alone. My metaethical claims don’t entail directly any

normative conclusions. On the other hand, we can’t antecedently

rule out that the judgments we make will respond to our view of

what we are doing, and that this responsiveness is proper.

It seems to us clear we shouldn’t push a person in front of a

trolley even to save five people with certainty. We know now that

making this judgment is a result of emotional centers in the brain

overpowering centers that operate in a more or less utilitarian way,

and that these emotional centers are highly responsive to such

matters as how close one is to the person one kills. Also, in ways

that haven’t been studied neurologically so far as I know, the brain

delivers a firm judgment that sheer literal nearness isn’t morally

relevant. Everyone agrees that a strong emotional revulsion to

close-range killing is a good thing for us to have—even if that’s

only because it works, mostly, to correct for such things as wishful
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thinking and misjudgments of evidence that can distort utilitarian

calculations. Our question concerns our revulsion-infused judg-

ment tendencies to rule out this instance of killing to save. Are they

intimations of wrongness even if for no further reason? Or are they

useful emergency danger signals, good for the most part in keeping

us on the right path, but sending the wrong message in this par-

ticular instance?

That’s one question, but now I’m asking a further question about

this one. Should it make any difference which of the following two

our question is? (i) whether the emotional response is an indication

of wrongness in the way, say, that arithmetic judgments respond to

how things are with numbers, or (ii) whether to give the response

fundamental weight in our thinking how to deal with each other.

Nothing rules out conceptually an answer of either yes or no to this

question of whether the nature of intuitions bears on how to assess

them. As a matter of sheer conceptual requirements, anything at all

might bear on what to do and what to weigh toward doing things.

Still, once we put our ethical questions as ones of what to do and

how to feel about things we can do, we may take up substantive

questions of ethics in a different frame of mind.

We feel the wrongness of killing more strongly than we feel the

wrongness of letting a person die, even when that clearly is the only

difference that could matter. This difference in our responses is

probably a good thing, and if it indicates the special wrongness of

killing whether or not we can find some further ground for ab-

horrence, we’d better take heed. If, though, the question is what to

do and why, we may find the fundamental import of the kill/let-die

distinction more suspect. True, we’ll have to take some things as

basic grounds for action, but why this? Someone is just as dead in

either case; indeed we have stipulated that there is no reason to treat

the two actions differently except whatever it is that makes one a

case of killing and the other a case of letting die. First, then, why

care if you are the one who will in either case be dead? And second,

if there’s no good answer to this, why care if you are the one who
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must choose to kill one or let the other die? That being alive and the

things it allows matter is likewise an intuition, true enough, but it

isn’t one that melts away if the question becomes what to want and

why, what considerations to weigh for and against actions, and what

responses to treat as guides to action. Intuitions treated as visions of

how things stand morally, in contrast, aren’t as open to the chal-

lenge ‘‘Why on earth heed that?’’ as are seeming answers to what to

want and why. Seeing the question as how to live and the grounds

for answers as ordinary facts may make us more attuned to what

really matters in the ways we treat each other.

Notes

1. Rawls, A Theory of Justice (1971); Scanlon, ‘‘Contractualism
andUtilitarianism’’ (1982) andWhatWeOwe to EachOther (1998).

2. Harsanyi, ‘‘Morality and the Theory of Rational Behavior’’
(1977).

3. Scanlon, What We Owe (1998).
4. Scanlon, What We Owe (1998), chap. 2.
5. See Frankena, ‘‘The Ethics of Respect for Persons’’ (1986).
6. See Hare, ‘‘What Is Wrong with Slavery.’’ A onetime slave

himself, Hare examines a sort of case in which utilitarianism might
really endorse slavery.

7. Technically, the requirement for such an index to be possible
is ‘‘separability,’’ but what this amounts to I won’t go into.

8. A point in the diagrammay represent more than one prospect,
and that is a matter that requires more analysis. A point represents
all prospects that are indifferent to a given prospect on the goal-
scales of everyone. But I’ll speak as though each point in the dia-
gram represents a single prospect, leaving the needed further
analysis for other occasions.

9. The argument is this: The axes are goal-scales, and so on
them, probability mixtures of indifferent prospects are indifferent.
It will follow that for any possible goal-scale, indifference according
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to that scale will be represented by a straight line. Take any two
prospects that are indifferent as gauged by goal-scale U. Then pro-
bability mixtures of them are indifferent. All probability mixtures,
though, lie along a straight line in the diagram. Take, for instance,
an even probability mixture of prospects a and b. Its x coordinate
lies halfway between a and b on goal-scale U

1
, and its y coordinate

lies halfway between a and b on goal-scale U
2
, and so the point lies

halfway between on the line segment joining them.
10. Broome’s ‘‘probability agreement theorem,’’ Weighing

Goods (1991), p. 160.
11. Ogden Nash wrote, ‘‘Oh, duty, duty—Why hast thou not

the visage of a sweetie, or a cutie?’’ and David Gauthier used this as
an epigram for his own theory of duty in Morals by Agreement
(1986).

12. Scanlon thinks there are uses for a distinct ought concept; see
his ‘‘Metaphysics and Morals’’ (2003) and ‘‘Reasons and Decisions’’
(2006) with my ‘‘Reply to Critics’’ (2006).

13. In my treatment of weakness of will in the book, I was re-
sponding to challenges Bratman pressed on me in a wonderful se-
ries of lunchtime conversations we had while I was first writing the
book.

14. I thank Chandra Sripada for calling my attention to these
developments; see his ‘‘Weakness of Will and the Divided Mind’’
(manuscript in preparation). See also Chaiken and Trope, Dual
Process Theories (1979). Howard Nye has also urged that I should
stick to the Wise Choices account of weakness of will.

15. See Lenman, ‘‘The Externalist and the Amoralist’’ (1999) and
my Thinking How to Live (2003), p. 12.

16. Greene et al. (2004), ‘‘The Neural Bases of Cognitive Conflict
and Control in Moral Judgment.’’
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