THE CAMBRIDGE HANDBOOK OF

Metaphor
and Thought

ECHTED B

Raymond W, Gibbs, |r.

www.cambridge.org/9780521841061



This page intentionally left blank



The Cambridge Handbook of
Metaphor and Thought

The Cambridge Handbook of Metaphor and Thought offers the most comprehensive collec-
tion of essays in multidisciplinary metaphor scholarship that has ever been published. These
essays explore the significance of metaphor in language, thought, culture, and artistic expres-
sion. There are five main themes of the book: the roots of metaphor, metaphor understand-
ing, metaphor in language and culture, metaphor in reasoning and feeling, and metaphor in
nonverbal expression. Contributors come from a variety of academic disciplines, including
psychology, linguistics, philosophy, cognitive science, literature, education, music, and law.

Raymond W. Gibbs, Jr., is Professor of Psychology at the University of California, Santa Cruz.
He is author of The Poetics of the Mind: Figurative Thought, Language, and Understanding;
Intentions in the Experience of Meaning; and Embodiment and Cognitive Science. He is co-editor
of Metaphor in Cognitive Linguistics and of Irony in Language and Thought: A Cognitive Science
Reader and is editor of the journal Metaphor and Symbol. His research interests include
psycholinguistics, figurative language, and pragmatics.






The Cambridge Handbook of
Metaphor and Thought

Edited by

RAYMOND W. GIBBS, JR.

University of California, Santa Cruz

5% CAMBRIDGE
;ﬁ; UNIVERSITY PRESS



CAMBRIDGE UNIVERSITY PRESS
Cambridge, New York, Melbourne, Madrid, Cape Town, Singapore, Sdo Paulo

Cambridge University Press
The Edinburgh Building, Cambridge CB2 8RU, UK
Published in the United States of America by Cambridge University Press, New York

www.cambridge.org
Information on this title: www.cambridge.org/9780521841061

© Cambridge University Press 2008

This publication is in copyright. Subject to statutory exception and to the
provision of relevant collective licensing agreements, no reproduction of any part
may take place without the written permission of Cambridge University Press.

First published in print format 2008

ISBN-13 978-0-511-43673-4  eBook (EBL)
ISBN-13 978-0-521-84106-1  hardback
ISBN-13 978-0-521-60086-6  paperback

Cambridge University Press has no responsibility for the persistence or accuracy
of urls for external or third-party internet websites referred to in this publication,
and does not guarantee that any content on such websites is, or will remain,
accurate or appropriate.



Contents

Contributors

PART I: INTRODUCTION

Metaphor and thought: The state of the art
Raymond W. Gibbs, Jr.

PART II: THE ROOTS OF METAPHOR

1 The neural theory of metaphor
George Lakoff

2 Philosophy’s debt to metaphor
Mark Johnson

3 Rethinking metaphor
Gilles Fauconnier and Mark Turner

4 How metaphors create categories — quickly
Sam Glucksberg

5 A deflationary account of metaphors
Dan Sperber and Deirdre Wilson
PART III: METAPHOR UNDERSTANDING

6 Metaphor as structure-mapping
Dedre Gentner and Brian Bowdle

7 How the mind computes the meaning of metaphor: A simulation based
on LSA
Walter Kintsch

page ix

(VS

39

53

109

129



vi

10

CONTENTS
Is metaphor unique?
Rachel Giora

Metaphor, imagination, and simulation: Psycholinguistic evidence
Raymond W. Gibbs, Jr., and Teenie Matlock

Metaphor comprehension and the brain
Seana Coulson

PART IV: METAPHOR IN LANGUAGE AND CULTURE

11

12

13

14

15

16

17

Metaphor and talk
Lynne Cameron

Metaphor and education
Graham Low

Metaphor in literature
Elena Semino and Gerard Steen

Metaphor from body and culture
Ning Yu

Metaphor, semantics, and context
Josef Stern

Corpus linguistics and metaphor
Alice Deignan

Metaphor and poetic figures
Yeshayahu Shen

PART V: METAPHOR IN REASONING AND FEELING

18 Metaphor and artificial intelligence: Why they matter to each other

19

20

21

22

23

24

John A. Barnden

Conceptual metaphor, human cognition, and the nature of mathematics

Rafael Nuiiez

What is the “color” of law?
Steven L. Winter

Metaphor and emotion
Zoltan Kovecses

Putting it in context: Metaphor and psychotherapy
Linda M. McMullen

Metaphor and psychoanalysis
Antal F. Borbely

Crossing the senses in metaphorical language
Cristina Cacciari

143

161

339

w
(@)
W

397

412

425



CONTENTS

PART VI: METAPHOR IN NONVERBAL EXPRESSION

25 Metaphor and art
John M. Kennedy

26 Metaphor in pictures and multimodal representations
Charles Forceville

27 Metaphor, gesture, and thought
Alan Cienki and Cornelia Miiller

28 Metaphor and music
Lawrence M. Zbikowski

Author index

Subject index

vii

525

U1
w
~1






Contributors

John A. Barnden

School of Computer Science
The University of Birmingham
Birmingham, United Kingdom

Antal F. Borbely
New York Psychoanalytic Institute
New York, NY, USA

Brian Bowdle

Department of Psychology
Grand Valley State University
Allendale, MI, USA

Cristina Cacciari

Department of Biomedical
Sciences

University of Modena

Modena, Italy

Lynne Cameron

Centre for Language and
Communication

The Open University

Milton Keynes, United Kingdom

Alan Cienki
Department of Language and
Communication

Vrije Universiteit
Amsterdam, The Netherlands

Seana Coulson
Department of Cognitive Science
University of California, San Diego

LaJolla, CA, USA

Alice Deignan

School of Education
University of Leeds
Leeds, United Kingdom

Gilles Fauconnier
Department of Cognitive Science
University of California, San Diego

La Jolla, CA, USA

Charles Forceville
Department of Media Studies
University of Amsterdam
Amsterdam, The Netherlands

ix



X LIST OF CONTRIBUTORS

Dedre Gentner
Department of Psychology
Northwestern University
Evanston, IL, USA

Raymond W. Gibbs, Jr.
Department of Psychology
University of California, Santa Cruz

Santa Cruz, CA, USA

Rachel Giora

Department of Linguistics
Tel Aviv University

Tel Aviv, Israel

Sam Glucksberg
Department of Psychology
Princeton University
Princeton, NJ, USA

Mark Johnson
Department of Philosophy
University of Oregon
Eugene, OR, USA

John M. Kennedy

Department of Psychology
University of Toronto at Scarborough
Toronto, ON, Canada

Walter Kintsch
Institute of Cognitive Science

University of Colorado
Boulder, CO, USA

Zoltan Kévecses

Department of American Studies
E6tvos Lorand University
Budapest, Hungary

George Lakoff

Department of Linguistics
University of California, Berkeley
Berkeley, CA, USA

Graham Low

Department of Educational
Studies

University of York

York, United Kingdom

Teenie Matlock
Cognitive Science Program

University of California, Merced
Merced, CA, USA

Linda M. McMullen
Department of Psychology
University of Saskatchewan
Saskatoon, SK, Canada

Cornelia Miiller

Department of Cultural Studies

European University Viadrina
Frankfurt

Oder, Germany

Rafael Nufiez

Department of Cognitive Science
University of California, San Diego
La Jolla, CA, USA

Elena Semino

Department of Linguistics and English
Language

Bowland College

Lancaster University

Lancaster, United Kingdom

Yeshayahu Shen

Department of Poetics and Comparative
Literature

Tel Aviv University

Tel Aviv, Israel

Dan Sperber

Institut Jean Nicod
(EHESS/ ENS/ CNRS)
Paris, France

Gerard Steen

Department of English Language and
Culture

Vrije Universiteit Amsterdam

Amsterdam, The Netherlands

Josef Stern

Department of Philosophy
University of Chicago
Chicago, IL, USA



Mark Turner
Department of Cognitive Science
Case Western University

Cleveland, OH, USA

Deirdre Wilson

University College London
London, United Kingdom
and

CSMN, University of Oslo
Oslo, Norway

Steven L. Winter

Wayne State University Law
School

Detroit, MI, USA

LIST OF CONTRIBUTORS

Ning Yu
Department of Modern Languages,
Literatures, and Linguistics

University of Oklahoma
Norman, OK, USA

Lawrence M. Zbikowski
Department of Music

University of Chicago
Chicago, IL, USA

xi






The Cambridge Handbook of
Metaphor and Thought






Part |

INTRODUCTION






Metaphor and Thought

The State of the Art

Raymond W. Gibbs, Jr.

Metaphor and Thought: The State
of the Art

The publications of the first and second
editions of Metaphor and Thought (Cam-
bridge University Press) in 1979 and 1993,
respectively, under the editorship of Andrew
Ortony, were monumental events in the
world of metaphor research. The 1979 edi-
tion was the first interdisciplinary volume
devoted to metaphor that included contri-
butions from notable scholars in philosophy,
linguistics, psychology, and political science.
Many of the articles in that volume are now
classics and continue to be frequently cited
among active metaphor researchers. Several
other articles from scholars in linguistics and
psychology were added to the 1993 edition,
which too has been widely read and dis-
cussed.

But much has changed in the world of
metaphor since 1993. There is now a huge
body of empirical work from many aca-
demic disciplines that clearly demonstrates
the ubiquity in metaphor in both everyday
and specialized language. Most importantly,
there is also significant research indicating

the prominence of metaphor in many areas
of abstract thought and in people’s emo-
tional and aesthetic experiences. Metaphor
is not simply an ornamental aspect of lan-
guage, but a fundamental scheme by which
people conceptualize the world and their
own activities. The primary purpose of
the Cambridge Handbook of Metaphor and
Thought is to describe some of the key
developments in contemporary metaphor
research that detail the contribution of
metaphor to human cognition, communica-
tion, and culture.

There are several distinguishing features
of this handbook. First, metaphor scholar-
ship has significantly advanced from purely
speculative accounts of how metaphor
works and is understood, primarily based on
the analysis of a few, isolated linguistic exam-
ples. There is now much greater attention
to the ways that context shapes metaphor
use and understanding. Much of this work
comes from experimental studies, but an
increasing number of corpus studies, both
small and large scaled, demonstrate some
of the complexities associated with mak-
ing general claims about the structure and
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function of metaphors in language and
thought. Indeed, many of the chapters in this
volume address the benefits and limitations
of different methods for doing metaphor
analysis, both at a local level for identifying
individual instances of metaphor in language
and nonverbal expression and at a global
level for reliably inferring larger-scale pat-
terns of metaphorical thought from public
manifestations of metaphor. More generally,
the vast literature on metaphor has used a
variety of analytic techniques to investigate
empirically the broad extent of metaphor in
human life.

Second, there is now a greater emphasis
on situating metaphor studies within broad,
comprehensive models of human cogni-
tion, communication, and culture. Although
metaphor is clearly an important topic in its
own right, the empirical study of metaphor
has broader implications for theories of
mind and meaning, especially in showing
the prominence of metaphorical thought in
everyday life. But theories of metaphor are
now, more than ever, linked to detailed the-
oretical frameworks that aim to describe the
underlying nature of language, thought, and
communication. Many of the authors in this
volume view metaphor as part of a larger sys-
tem of human cognition and communicative
practices and consequently do not believe
that verbal and nonverbal metaphor requires
extraordinary human effort to be produced
and understood. Moreover, seeing metaphor
as a natural outcome of human minds also
points to new ways in which metaphor is
related to a variety of other linguistic forms
and cognitive activities.

Third, and related to the previous point,
metaphor scholarship now focuses greater
attention to how metaphor comes into
being in both thought and communication.
The traditional interest in metaphor cen-
tered on the question of how people under-
stand novel metaphorical language, with the
implicit assumption that the creation of
these poetic figures was attributed to spe-
cial individuals with significant artistic tal-
ents. But the articles in this collection place
greater emphasis on where metaphors come
from (e.g., brains, bodies, and culture), why

metaphor is so prominent in language and
thought, and how public manifestations of
metaphor (e.g., language, art, music) are
specifically constrained by different commu-
nicative and emotional forces. In this way,
the scope of metaphor studies has expanded
enormously in recent years to cover the spec-
trums from brains to culture and from lan-
guage and gesture to art and music.

Fourth, the incredible rise in the sheer
number of scholarly works on metaphor
in different academic fields illustrates a
heightened sensitivity to metaphor. This
increased attention demonstrates how schol-
ars in virtually every discipline (e.g., math-
ematics, law, music, art) can contribute to
understanding the functions and meanings
of metaphor. Thus, research on metaphor
is now as multidisciplinary, and interdisci-
plinary, as perhaps any topic being studied
in contemporary academia. One result of
this explosion of research on metaphor is
a marvelous interaction between basic and
applied scholarship, such that findings on the
ways that metaphors are employed in real-
world contexts offer important constraints
on general theories of metaphor. Metaphor
does not always appear in nice, neat packages
that can be easily plucked out from some
context for analysis. Speakers use metaphor-
ical language, and engage in metaphorical
thought, in complex, often contradictory
patterns that make simple conclusions about
both the ubiquity and structure of metaphor
difficult to make. Rather than retreat back
to made-up, isolated examples, many con-
temporary scholars exhibit great enthusiasm
for uncovering the messy reality of metaphor
use and the implications of such findings for
comprehensive theories of metaphor.

Fifth, the interdisciplinary nature of
metaphor studies now allows for greater
recognition of the complex ways that
metaphor arises from the interaction of
brains, bodies, languages, and culture. Most
earlier work conducted within traditional
disciplinary frameworks aims to singularly
locate metaphor as part of for exam-
ple, language (linguistics), mind (psychol-
ogy), or culture (anthropology), with few
scholars ever acknowledging the ubiquity
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of metaphor in other domains of experi-
ence such as gesture, art, and music. This
often created unproductive tension between
metaphor scholars as individuals defended
their own “turf” and methods as being
the best way to understand the essence of
metaphor and its interpretation. Contempo-
rary metaphor scholarship, as seen in many
of the present chapters, has properly shown
how the analysis of specific metaphoric
language in context, for instance, reveals
the simultaneous presence of neural, lin-
guistic, psychological, and cultural forces.
This complexity, again, makes it difficult to
offer sweeping, simplistic conclusions about
metaphor, where it comes from and how
it is used by real human beings in nat-
uralistic contexts. But this trend to seek
out language-mind-culture interactions in
metaphor studies offers the best hope for
understanding the prominence of metaphor
in human understanding, yet one that appre-
ciates the subtleties of human meaning-
making practices shaped by a variety of
linguistic and nonlinguistic sources.

Finally, several chapters in this volume
give witness to the struggle that I refer
to as the “paradox of metaphor,” in which
metaphor is creative, novel, culturally sensi-
tive, and allows us to transcend the mun-
dane while also being rooted in pervasive
patterns of bodily experience common to all
people. Traditional metaphor scholars, and
metaphor enthusiasts, typically resist argu-
ments, and empirical findings, either sug-
gesting the conceptual roots or embodied
foundation for metaphorical thought and
language. These critics see metaphor as a
special rhetorical device that enables us to
transcend momentarily above the ordinary
literal world. Linking metaphor to the body,
or entrenched conceptual thought, as in
the idea of “conceptual metaphor,” seems
to some as far too reductive and dismis-
sive of the power of metaphoric language to
reshape our imagination.

Yet advocates of entrenched patterns of
metaphorical thought readily acknowledge
metaphor’s ability in both verbal and non-
verbal forms to create new modes of under-
standing often accompanied by special aes-

thetic pleasures. In many instances, however,
creative, poetic metaphors are extensions of
enduring schemes of metaphorical thought
and not necessarily created de novo. Under-
standing how metaphor is both fundamental
to many aspects of thought and yet special
for creative language and artworks is a chal-
lenge taken up by several authors in this vol-
ume. My hope is that readers interested in
the aesthetic qualities of metaphor will take
the time to explore some of the proposals on
the conceptual and embodied grounding for
metaphorical thought and will see how this
research draws connections between what
is simultaneously ordinary and spectacular
about metaphor.

All of the authors contributing to this
volume are distinguished scholars from
different academic fields who have done
important work on metaphor and related
poetic figures. The interdisciplinary world of
metaphor scholarship is so large, with liter-
ally hundreds of excellent researchers mak-
ing new discoveries all the time. A hand-
book like this one can only provide a forum
for a small subset of this outstanding group
of researchers, but I am pleased to present
the new thoughts of the present contributors
because their work is among the most widely
recognized and discussed within the field.
Not surprisingly, there are many areas of dis-
agreement among the present contributors
both in terms of the methods employed to
do metaphor analysis and the resulting theo-
ries proposed to account for different aspects
of metaphor in language, thought, and cul-
ture. Yet I am happy with this diversity of
methods and theories because the topic of
metaphor and thought is not one that is
likely to be comprehensively characterized
by any one perspective.

Contributors to this handbook were en-
couraged to write about their latest ideas
but to do so in a way that readers new to
the topic, or less familiar with the research
on some facet of metaphor, will be read-
ily able to recognize the significance of
these ideas and proposals for ongoing think-
ing and research on metaphor. The hand-
book is divided into five general sections:
(1) the roots of metaphor, (2) metaphor
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understanding, (3) metaphor in language
and culture, (4) metaphor in reasoning and
understanding, and (5) metaphor in nonver-
bal expression. I hasten to note, however,
that each chapter in the volume addresses
major foundational themes on the relations
between metaphor, thought, and under-
standing. A brief overview of each contri-
bution is presented.

The Roots of Metaphor

The first section offers several contrasting
visions on where metaphor comes from and
how metaphor serves as the often unknow-
ing foundation for human thought.

George Lakoff’s chapter describes new
advances in the brain sciences and neu-
ral computation relevant to metaphor
(“The Neural Theory of Metaphor”). Links
between brain and body are central to
understanding the nature of thought, and
metaphor is no exception. The neural theory
follows developments in simulation seman-
tics in which the neural circuitry character-
izing the meanings of words, like “grasp,”
is also activated when one imagines or per-
ceives grasping. This sense of meaning as
mental stimulation is applied to the creation
and use of metaphorical patterns such as
those associated with “grasping concepts.”
The neural theory therefore offers a coher-
ent set of explanations for why there should
be conceptual metaphors in the first place,
how metaphorical inferences work, how
metaphors differ from blends, and how pri-
mary and complex metaphors contribute to
our understanding of abstract concepts and
the meanings of words, complex expressions,
and grammatical constructions. Metaphor
scholars need not conduct neural compu-
tational work themselves, and Lakoff offers
insights on how to apply the broad scope
of the neural theory to address fundamen-
tal issues on metaphorical thought and lan-
guage.

Mark Johnson’s chapter describes the
importance of metaphor for the study of phi-
losophy (“Philosophy’s Debt to Metaphor”).
Not only is metaphor a topic that has

long interested philosophers, but philoso-
phers use the same conceptual resources
of metaphor as do any human being, often
without any awareness, and indeed outright
rejection, of the fact that they are doing
so. Johnson shows how perennial questions
in philosophy — What is mind and how
does it work? What does it mean to be
a person? What is the nature of reality?
Is there such a thing as free will? What
things or actions are morally good? — are all
dependent on metaphor for their answers.
Philosophical reasoning and theories often
rest on a foundation of simple and complex
metaphors. Johnson concludes that giving
proper acknowledgment to metaphor, and
metaphoric thinking, is essential to future
progress in philosophy.

Gilles Fauconnier and Mark Turner'’s
chapter outlines recent theoretical advances
on metaphor within conceptual blending
theory (“Rethinking Metaphor”). Through
a detailed analysis of the TIME IS SPACE
metaphor, they demonstrate how metaphor
interpretation requires elaborate integration
networks and various techniques for build-
ing particular networks such as cobbling
and sampling, compression, emergent struc-
ture, and overarching goals. These perma-
nent features of cognition are not spe-
cial to metaphor but can give rise to
counterfactuals, analogies, categorizations,
and metonymies. Nonetheless, the general
framework of conceptual blending theory is
capable of explicating various complexities
of metaphorical thought and meaning that
are difficult to describe within more tradi-
tional theories.

Sam Glucksberg’s chapter describes
empirical research in favor of the idea that
metaphors are comprehended through both
categorization and comparison processes
(“How Metaphors Create Categories -
Quickly”). He first rejects the traditional
assumptions that literal meanings are neces-
sarily processed either before or in parallel
to nonliteral meanings given experimental
findings that when available, metaphorical
meanings are automatically determined.
Glucksberg then considers the idea that
metaphors are understood entirely by
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comparison processes but claims instead
that both literal and figurative comparison
statements, including some similes, can
be understood as implicit categorizations.
Metaphors and similes are not identical
because these two forms often commu-
nicate very different meanings for the
same topic and vehicle terms. From this
evidence, Glucksberg concludes that both
categorization and comparison processes are
used in metaphor and simile understanding,
with apt metaphors working best as catego-
rizations because the vehicle concept is an
ideal example of the category it represents.

Dan Sperber and Deirdre Wilson out-
line their “relevance theory” perspective on
metaphor in their chapter (“A Deflationary
Account of Metaphors”). Under this view,
speaking metaphorically is an example of
“loose talk” that often is the best way to
achieve optimal relevance. Even though ver-
bal metaphors do not represent a completely
accurate state of affairs, listeners are able
to infer efficiently the appropriate contex-
tual meanings of metaphors by creating ad
hoc concepts following the principle of opti-
mal relevance. Ad hoc concept construction
is a process that is typical of metaphori-
cal interpretations, but it is not exclusive
to metaphors. In general, relevance theory
maintains that metaphors are nothing spe-
cial in terms of their processing, even if
metaphors often convey special cognitive
effects or meanings not easily communicated
by more direct speech.

Metaphor Understanding

The second group of chapters presents var-
ious theories of how metaphors are under-
stood based on different computational,
behavioral, and neuroscience research.
Dedre Gentner and Brian Bowdle
argue in their chapter that metaphors
and similes are understood with processes
of similarity and analogy (“Metaphor as
Structure-Mapping”). They describe how
processes of structural alignment, inference
projection, progressive abstraction, and
re-representation of different domains

are critical to immediate processing of
both metaphors and similes. Moreover,
widespread conceptual metaphors may be
best characterized as extended structure-
mappings between domains. Gentner
and Bowdle then present their “career
of metaphor” theory which claims that
metaphors and similes typically evolve
from being understood as novel compar-
ison statements to being interpreted as
category-inclusion statements in which the
vehicle terms serve as the best instances of
ad hoc categories. The “career of metaphor”
hypothesis aims to offer a unified framework
for understanding metaphor, analogy, and
similarity.

Walter Kintsch’s chapter offers a compu-
tational theory of metaphor understanding
based on the technique of “latent seman-
tic analysis,” or LSA (“How the Mind Com-
putes the Meaning of Metaphor: A Simula-
tion Based on Latent Semantic Analysis”).
LSA operationalizes meaning in terms of
high-dimensional semantic space, measured
in terms of word co-occurrence, irrespective
of their symbolic relationships, and is based
on a corpus of 11 million words. Word senses
within LSA are not fixed but emergent from
both the context-free vector that represents
a word in LSA space and the context in
which a word is used. This model allows
Kintsch to predict the metaphorical or literal
meanings of various noun-is-a-noun phrases
that accord with human participants’ inter-
pretations and aptness judgments. Simple
metaphorical and literal language is there-
fore not understood by different processes
as both can be comprehended by a model
of human knowledge based on how word
meanings are represented that is objective
and comprehensive.

Rachel Giora’s chapter explores psy-
cholinguistic studies on whether people
engage in different psychological processes
understanding literal and nonliteral language
use (“Is Metaphor Unique?”). Her discus-
sion analyzes various theoretical models of
figurative language interpretation, with spe-
cial attention to metaphor, which make dif-
ferent predictions on both the early pro-
cesses and late products of understanding.
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Giora forcefully argues that metaphor does
not require distinct psychological processes
to understand but that the salience of an
utterance’s meaning primarily determines
the speed with which it is understood, not
whether it is literal or figurative. She goes on
to suggest how the salient-nonsalient con-
tinuum accounts for many empirical findings
in the experimental literature not explain-
able by alternative theories and provides
insights into the aesthetic appreciation of
poetic metaphor.

Raymond W. Gibbs, Jr., and Teenie Mat-
lock’s chapter argues that part of our abil-
ity to make sense of metaphorical language,
both individual utterances and extended nar-
ratives, resides in the automatic construc-
tion of a simulation, whereby we imag-
ine performing the bodily actions referred
to in the language (“Metaphor, Imagina-
tion, and Simulation: Psycholinguistic Evi-
dence”). They describe empirical evidence
from cognitive science showing the impor-
tance of embodied simulations in differ-
ent cognitive activities and discuss very
recent findings from psycholinguistics on
metaphoric language interpretation that is
consistent with the idea that our bod-
ily imaginations are actively recruited in
metaphor use. This process of building a sim-
ulation, one that is fundamentally embodied
in being constrained by past and present bod-
ily experiences, has specific consequences
for how verbal metaphors are understood
and how cognitive scientists, more generally,
characterize the nature of metaphorical lan-
guage and thought.

Seana Coulson reviews the major empir-
ical findings on the neurological substrate
of metaphor comprehension (“Metaphor
Comprehension and the Brain”). Her discus-
sion suggests that too much of this research
assumes metaphor to be a homogenous cat-
egory (e.g., metaphor and idioms are often
grouped together), and that, somewhat
surprisingly, there has been no empirical
study of the effect of conceptual metaphors
on the neurological processes involved in
metaphoric language understanding. Coul-
son urges scientists to not simply seek
the neural substrates of metaphor in tra-

ditional language areas of the brain. Much
recent research and theory points to how
metaphor relies on interactions between
auditory, visual, kinesthetic areas of the
brain, and the entire human body in the
physical—cultural world more generally.

Metaphor in Language and Culture

The third group of chapters examines the
prominence and functions of metaphor in
different contexts, including different lan-
guages and cultures.

Lynne Cameron explores the ways that
metaphor shapes, and is shaped by, ongo-
ing talk (“Metaphor and Talk”). Her anal-
ysis reveals that metaphors are sporadic
in discourse, sometimes appearing in thick
clusters and sometimes absent altogether.
Cameron discusses some of the ways that
metaphor is signaled in talk and allows
conversational participants to manage their
interactions and come to joint understand-
ings of various ideas, while in other instances,
people’s talk suggests their entirely differ-
ent metaphoric understandings of ideas and
events. She also strongly argues that claims
about conceptual metaphor are too often
divorced from real language use, and that
each individual may have different versions
of conceptual metaphors given their respec-
tive culturally contextualized experiences
and interactions.

Graham Low’s chapter considers the
impact of metaphor on teaching and learn-
ing, as well as on concepts of educational
change (“Metaphor and Education”). He
criticizes some notable past theories of edu-
cational concepts and processes, such as the
idea of “generative metaphor,” for failing to
empirically demonstrate that people actu-
ally conceptualize situations in metaphoric,
as opposed to metonymic, terms. Theoret-
ical proposals about metaphor in educa-
tion must not, therefore, be made apart
from rigorous empirical analyses that are
sensitive to context-sensitive differences
between metaphor and metonymy. Low
then examines the role of metaphor in
foreign-language teaching and raises some
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critical questions about the indiscrimi-
nate application of cognitive theories of
metaphor to classroom situations. He urges
that educators pay greater attention to how
metaphor is used at a discourse, and not just
vocabulary, level, and that more discussion
should be given to exactly what teachers
want students to learn through their expo-
sure to metaphor.

Elena Semino and Gerard Steen con-
sider in their chapter the ubiquity and func-
tions of metaphor in literature (“Metaphor
in Literature”). They note the paradox of
metaphor in literature being both contin-
uous and discontinuous with metaphorical
language use in non-literary contexts. On
the one hand, many literary metaphors are
based in common metaphorical schemes of
thought seen in non-literary discourse (e.g.,
political speeches and scientific writings),
while, on the other hand, some literary
metaphors are unique to their specific con-
texts in both form and functions. Semino and
Steen explain how both points of view have
validity and that understanding the distribu-
tion, function, and effects of metaphor in
literature will require supplementary infor-
mation from both corpus-linguistic and psy-
cholinguistic studies.

Ning Yu describes how metaphor emerges
from the interaction between body and cul-
ture in his chapter (“Metaphor from Body
and Culture”). He provides a detailed anal-
ysis of body-part terms for “face” in Chi-
nese and English to show how metaphors
are typically grounded in bodily experiences
that are shaped by cultural understandings.
Yu also shows how a decompositional analy-
sis based on the distinction between primary
and complex metaphors allows us to deter-
mine which aspects of metaphor are bod-
ily or culturally based. Primary metaphors,
derived from bodily experience, are likely
to be widespread and universal, while com-
plex metaphors, based on basic metaphoric
and metonymic mappings and cultural
beliefs, are likely to be more culturally
specific.

Josef Stern’s chapter considers whether
and how a semantic theory can account
for the meanings of metaphors (“Metaphor,

Semantics, and Context”). Stern responds
to two skeptical challenges to a semantic
theory of metaphor regarding the differ-
ence between what words literally mean
and can be used to say and the context-
dependence of metaphorical meaning. He
advances a semantic theory that elabo-
rates how metaphor depends on the literal
and how context has different roles in the
communication of metaphorical meaning.
More generally, Stern offers a philosophical
account of how the semantic structures of
metaphor help us understand its cognitive
significance beyond its propositional content
in context.

Alice Deignan introduces the important
advances on metaphor in corpus research
(“Corpus Linguistics and Metaphor”). She
presents detailed analyses showing how
many classic cases of both linguistic and con-
ceptual metaphor, often arising from con-
sideration of single texts or analysts’ own
intuitions, are not exhibited in the same
patterns when viewed from the perspective
of large corpora studies. In some instances,
data from experimental psycholinguistics on
metaphor understanding may not accurately
reflect what people ordinarily do because the
metaphors studied do not follow typical col-
locational and syntactic patterns. Deignan
argues that metaphor scholars must there-
fore be more sensitive to naturalistic lan-
guage patterns in constructing experimental
tests and broader theories of metaphor and
suggests ways that corpora linguistics can aid
researchers in achieving this goal.

Yeshayahu Shen describes the relation
of metaphor to several other poetic fig-
ures, notably, simile, zeugma, and synaes-
thetic metaphors, in his chapter (“Metaphor
and Poetic Figures”). He aims to answer the
difficult question — how can many novel
figurative expressions whose meanings are
difficult to describe often be so easy to
understand? Shen argues that the cognitive
“directionality” principle (i.e., metaphorical
source domains tend to represent concep-
tually more accessible, concrete, and salient
concepts than do target domains) accounts
for various empirical findings on the distri-
bution and comprehension of poetic figures.
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This work complements research on con-
ceptual metaphor theory and experimen-
tal psycholinguistic studies of figurative lan-
guage by demonstrating how the meanings
and systematicity of many novel, poetic fig-
ures arise from the interaction of different
linguistic conventions and fundamental cog-
nitive principles.

Metaphor in Reasoning and Feeling

The fourth section of chapters highlights the
role of metaphor in different forms of rea-
soning and in human feeling and expression.

John A. Barnden’s chapter offers an
overview of why metaphor is central to
many applications of work in artificial
intelligence (AI) (“Metaphor and Artificial
Intelligence: Why They Matter to Each
Other”). He argues that metaphorical map-
pings can best be described in computa-
tional terms that concretely outline what
gets mapped, the effects these mappings
achieve, and how to avoid unwanted side
effects of these mappings. Moreover, Al
work shows the importance of reasoning
about beliefs and uncertainty in metaphor-
ical thinking and verbal metaphor interpre-
tation, and how metaphor is integrated with
metonymy in much inferential understand-
ing. Al provides an excellent set of tools for
doing metaphor research that requires schol-
ars to be explicit about underlying mech-
anisms of thought and language central to
metaphor theory.

Rafael Nufiez’s chapter presents the case
for an embodied, metaphorical understand-
ing of many mathematical concepts (“Con-
ceptual Metaphor, Human Cognition, and
the Nature of Mathematics”). He offers an
analysis of how various mathematical ideas
are described in terms of metaphorical lan-
guage and argues that such talks reflect
metaphorically alive structuring of abstract
concepts and thus are not dead metaphors.
Nuflez goes on to show how metaphoric
gestures employed when people talk about
mathematics provides important evidence
on the psychological reality of metaphorical
mathematics. Overall, mathematics arises

naturally from the interactions of our brains,
bodies, and experiences with the world, and
conceptual metaphor has a big part in the
creation and maintaining of abstract mathe-
matical ideas.

Steven L. Winter’s chapter (“What Is the
‘Color’ of Law?”) presents an in-depth anal-
ysis of the metaphor “color of law” (i.e.,
referring to official misconduct or the way
the trappings of office provide individuals
with the power and prestige of the state)
to show how both historical and contem-
porary legal theory is guided by metaphoric
conceptualizations. Contrary to the widely
held belief in legal circles that metaphors
are to be avoided, with legal reasoning being
best served by ideas that are propositional
and defined by necessary and sufficient cri-
teria, Winter argues that the cognitive the-
ory of metaphor challenges the beliefs that
linguistic meaning is arbitrary and a mat-
ter of speakers’ self-consciously held inten-
tions. Meaning is configured by embod-
ied and social experiences that are framed
and constrained by metaphoric processes.
Recognition of metaphorical thought, and
the methods of conceptual metaphor anal-
ysis, demonstrates how legislative statutes
express significant aspects of our social real-
ity that cannot be devalued by reductive
approaches to legal reasoning.

Zoltan Kovecses’s chapter examines the
questions of whether emotion metaphors
are unique to emotions and whether emo-
tion metaphors are universal (“Metaphor
and Emotion”). Based on detailed, cross-
linguistic analyses, he claims that emotion
metaphors primarily arise from the generic-
level metaphor CAUSES ARE FORCES, and
that certain specific source domains (e.g.,
OPPONENT, NATURAL FORCE, HEAT), apply
to a wide range of target concepts other than
emotion. Furthermore, even though many
emotion metaphors are grounded in uni-
versal bodily experiences, there is signifi-
cant cultural framing of these experiences
that lead to variation in the kinds of source
domains in emotion metaphors across differ-
ent cultures.

Linda M. McMullen writes on the role
that metaphor plays in psychotherapy
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(“Putting It in Context: Metaphor and Psy-
chotherapy”). She argues that most claims
about the effect of metaphorical language in
psychotherapeutic outcomes ignore the con-
textualized nature of metaphor in client and
therapist talk. Isolating specific metaphors
for analysis has made metaphor seem too
powerful in some cases and benign in
other situations. McMullen calls for empiri-
cal investigations of metaphor that properly
acknowledge the conversational exchanges
and cultural contexts in which they are part.
Only by putting metaphor in context can we
fully understand what metaphors do for us
in psychotherapy and other situations.

Antal F. Borbely’s chapter describes the
importance of metaphor in the concepts and
practice of psychoanalysis (“Metaphor and
Psychoanalysis”). Although psychoanalysts
have long debated the role of metaphor in
psychoanalysis, Borbely offers a new under-
standing of metaphor and its interaction
with metonymy within psychoanalysis by
situating his overview in terms of contempo-
rary advances in metaphor research over the
past two decades. By demonstrating how key
psychodynamic concepts such as trauma,
defense, transference, and interpretation are
grounded in fundamental metaphoric and
metonymic principles, this chapter provides
for new links between psychoanalysis and
research from cognitive science.

Cristina Cacciari’s chapter addresses the
topic of synaesthetic metaphor, where it
comes from, and how it is understood
(“Crossing the Senses in Metaphorical
Language”). She argues that perceptually
based metaphorical expressions (e.g., “cold
silence”) are grounded in the structure of
perceptual experiences and the human sen-
sory system. Contemporary research in cog-
nitive and neuropsychology lends support to
this idea, with most people being able to use
synaesthetic metaphors quite easily. How-
ever, some individuals have special abilities
to create and exploit cross-sensory mappings
(i.e., blending sounds with colors), which
also provide extraordinary evidence for how
sensory experiences, supported by neural
mechanisms, are fundamental to metaphor-
ical mappings in thought and language.

Metaphor in Nonverbal Expression

The final section describes several impor-
tant research trends on metaphor in different
forms of nonverbal expression.

John M. Kennedy’s chapter discusses how
metaphor, and other related tropes, can
be realized in art objects, such as paint-
ings (“Metaphor and Art”). He first notes
that metaphors are abundant in art with
metaphoric pictures often playing on the
activity of picturing as a way of using a
pictorial device to make a point about the
topic. Metaphoric pictures are especially
notable because, as Kennedy claims, the
mind does not use images that most directly
illustrate the thought. Kennedy introduces
some contrasts between verbal and pic-
torial metaphors, describing, for example,
how some successful verbal metaphors can
make poor pictorial ones and vice versa.
This chapter generally celebrates the per-
ceptual nature of metaphoric thought and
the ways that art allows people to play with
metaphoric possibilities.

Charles Forceville’s chapter discusses
the meanings and functions of metaphor
in pictures and other multimodal forums
(“Metaphor in Pictures and Multimodal
Representations”). He describes how
metaphors in pictures, advertisements, and
films share many of the same qualities
observed in linguistic metaphor, including
how conceptual metaphors appear to
motivate many aspects of nonlinguistic
metaphor. However, the study of pictorial
and multimodal metaphor also raises impor-
tant questions about the identification of
source and target domains in all metaphor-
ical mappings. Forceville aptly considers
some of the communicative purposes of
multimodal metaphors and suggests they
may have more emotional impact than
linguistic metaphors, and aid both local and
global narrative coherence, even in cases
where the creator of a picture or film, for
instance, did not consciously intend these
metaphors to be understood as such.

Alan Cienki and Cornelia Miiller argue
in their chapter that gestures offer impor-
tant insights into the metaphorical nature
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of language, thought, and cultural ideas
(“Metaphor, Gesture, and Thought”). They
describe a variety of linguistic, psychologi-
cal, and anthropological evidence showing
how detailed analyses of gesture offer sup-
port for the claim that metaphor is a general,
pervasive cognitive principle, and that many
metaphoric mappings, such as those evi-
dent in metaphoric gestures, are processed
online during face-to-face talk. Cienki and
Miiller discuss some methodological issues
related to studying metaphoric gestures in
naturalistic settings, including the problem
of correctly identifying and labeling under-
lying conceptual metaphors. Their chapter
emphasizes that metaphor is best conceived
of as a cognitive activity that occurs online
in the process of speaking and is therefore
clearly an example of dynamic embodied
cognition.

Lawrence M. Zbikowski’s chapter pro-
vides a historical and conceptual survey
of metaphor and music (“Metaphor and
Music”). He argues that music is a manifesta-
tion of human cognitive capacities and tied
to other aspects of human experience, such
as the expression of emotion. Through his
analysis of various musical compositions,
Zbikowski proposes that even if music and
language have different cultural functions,
they both rely on embodied image-
schematic structures for the expression of
meaning. Musical events correlate with bod-
ily experiences associated with many other
modalities, such as vision, taste, and propri-
oception. In general, this chapter illustrates
how the study of music, as a distinct nonlin-
guistic medium, provides important insights
into metaphorical thinking processes.

The Future

The state of the art in metaphor studies is
a rich, colorful mosaic of ideas and research
activities. Predicting the future of metaphor
studies is clearly a risky business given the
tremendous diversity of work now being
done and as evidenced in this collection. But
there are several themes that are touched on
in this volume which are likely to become of

even greater interest as topics of discussion
and debate in the future. Let me briefly men-
tion a few of these and their implications for
metaphor research.

One issue that often arises in infor-
mal discussions of metaphor studies has to
do with the reliability and generality of
individual scholars’ analyses of metaphor.
First, how representative are particular iso-
lated examples of verbal metaphor, for
instance, of the ways people ordinarily speak
of the topic/concept? Second, how reli-
able are analyses of individual linguistic
metaphors in terms of whether they are
really metaphoric as opposed to metonymic,
for instance? Third, exactly how did an
analyst of metaphor draw the inference
that a particular pattern of metaphorical
thought exists from the examination of sev-
eral or many instances of individual verbal
metaphors? Scholars’ intuitions are clearly
relevant for making claims about the nature
of metaphor, what it means, and how they
are possibly understood. But some metaphor
scholars express concern about the variabil-
ity of analysts’ intuitions in making judg-
ments about linguistic and even nonlin-
guistic (e.g., gesture, music, art) matters.
Many metaphor scholars now seek to estab-
lish more objective criteria for determin-
ing instances of metaphor and for drawing
links between patterns of metaphoric lan-
guage use and metaphorical thought. Estab-
lishing reliable, and replicable, criteria for
identifying metaphor in behavior and for
drawing links between metaphorical lan-
guage/behavior and metaphorical thought is
likely to be a major focus of concern in future
metaphor studies.

A related emerging concern for empir-
ical studies of metaphor focuses on the
true frequency of metaphors in language
and other media. Claims about the impor-
tance or ubiquity of particular metaphori-
cal patterns, in either language or thought,
are often made without adequate empiri-
cal support, such as reporting the frequen-
cies with which different metaphors are
found in particular texts, or comparing the
findings from one’s own textual analysis of
metaphor with those seen in large corpora.
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In general, there is likely to be a heightened
interest in methodological questions for
defining the existence of metaphor in lan-
guage and thought. My hunch is that reso-
lutions to some of the theoretical debates
about metaphor and thought will partly
depend on the way scholars respond to these
methodological concerns.

Finally, the chapters in this handbook
speak loudly about the problems associ-
ated with making claims about the exis-
tence of metaphor in brains, minds, and
culture from the analysis of metaphoric
language. Does the analysis of metaphoric
language, gesture, or artwork indicate that
some metaphorical schemes of thought exist
within idealized speaker-hearers, the con-
scious minds of real speakers, or the subper-
sonal unconscious minds, even their brains,
of people as they speak, gesture, and create
artworks? To what extent does the existence
of a particular metaphorical way of think-

ing necessarily relate to brains, minds, and
cultures? As mentioned earlier, many arti-
cles in this volume acknowledge the impor-
tance of brains, minds, language, and cul-
ture in both enduring and novel patterns
of metaphorical thought. But teasing apart
these various influences, and seeing more
precisely how they interact, is likely to be
a major theme of future metaphor research.
Once more, much attention must be given
to the exact methods metaphor scholars
employ to analyze public manifestations of
metaphor and infer patterns of metaphorical
thought. We now know enough to feel con-
fident in asserting that metaphor is a major
player in human cognition, communication,
and culture. But a future challenge for all
metaphor scholars is to have greater clarity
about what kinds of empirical evidence is
needed, and how it is to be obtained and
analyzed, to properly characterize the reach
and limits of the metaphorical mind.
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THE ROOTS OF
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The Neural Theory of Metaphor

George Lakoff

The neural revolution is changing our under-
standing of the brain and the mind in radi-
cal ways, and that is no less true in the the-
ory of metaphor. It is more than 27 years
since Mark Johnson and I wrote Metaphors
We Live By in 1979. Though the fundamen-
tal outlines of what we discovered remain
as valid today as they were then, develop-
ments in brain science and neural compu-
tation have vastly enriched our understand-
ing of how conceptual metaphor works. This
is an intermediate report, as of November
2000.

You may well ask why anyone inter-
ested in metaphor should care about the
brain and neural computation. The reason
is that what we have learned about the brain
explains an awful lot about the properties
of metaphor. For example, have you ever
asked why conceptual metaphor exists at all,
why we should think metaphorically, why
metaphors should take the form of cross-
domain mappings? Have you thought about
how our metaphor system is grounded in
experience or about why certain conceptual
metaphors are widespread around the world
or even universal? Have you wondered about

how complex poetic metaphors are built up
out of simpler metaphors? Have you won-
dered about how whole systems of philo-
sophical or mathematical thought can be
built up out of conceptual metaphors? The
neural theory explains all this.

It explains more as well: Why metaphori-
cal language should take no longer to process
than nonmetaphorical language. Why some
sentences of the form X is Y, make sense
as metaphors and why others fail. How con-
ceptual metaphors can play a role in abstract
concepts. These and other wondrous prop-
erties of conceptual metaphors fall out once
one considers metaphor theory from the per-
spective of the brain.

In 1988, Jerome Feldman came to the
University of California, Berkeley, as direc-
tor of the International Computer Science
Institute, and he and I formed the NTL
(Neural Theory of Language) group. Feld-
man is one of the founders of the the-
ory of neural computation, and we have
been working together since then. Feldman’s
landmark book From Molecules to Metaphors
surveys much of the work of our group, and
is a must-read for metaphor theorists. As a
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background both to reading that book and
to our discussion of metaphor, I offer a brief
and overly simple introduction to NTL.

A Brief Introduction to NTL

Every action our body performs is controlled
by our brains, and every input from the
external world is made sense of by our brains.
We think with our brains. There is no other
choice. Thought is physical. Ideas and the
concepts that make them up are physically
“computed” by brain structures. Reasoning
is the activation of certain neuronal groups
in the brain given prior activation of other
neuronal groups. Everything we know, we
know by virtue of our brains. Our physical
brains make possible our concepts and ideas;
everything we can possibly think is made
possible and greatly limited by the nature
of our brains. There is still a great deal to
be learned about how the brain computes
the mind. NTL combines what is known sci-
entifically with linking hypotheses based on
neural computation.

The Shaping of the Brain

We are born with an enormously complex
brain with hundreds of precisely and beau-
tifully structured regions and highly spe-
cific connectivity from every region to many
other regions.

Each neuron has connections to between
1,000 and 10,000 other neurons. Between
birth and age five, roughly half of the neural
connections we are born with die off. The
ones that are used stay; the others die. That
is how the brain is shaped, and such a shap-
ing is necessary if the brain is to learn to do
the huge number of things it does.

The flow of neural activity is a flow of
ions that occurs across synapses — tiny gaps
between neurons. Those synapses where
there is a lot of activity are “strengthened” —
both the transmitting and receiving side of
active synapses become more efficient.

Flow across the synapses is relatively slow
compared to the speed of computers: about
five one-thousandths of a second (5 millisec-

onds) per synapse. A word recognition task —
Is the following word a word of English? —
takes about half a second (500 milliseconds).
This means that word recognition must be
done in about 100 sequential steps. Since so
much goes into word recognition, it is clear
that much of the brain’s processing must
be in parallel, not in sequence. This timing
result also shows that well-learned tasks are
carried out by direct connections. There is
no intervening mentalese.

Neuronal Groups

Jerome Feldman and colleagues, in the 1970s,
developed an account of “structured con-
nectionism” — not PDP connectionism! In
PDP connectionism, all computation is dis-
tributed over an entire network and nothing
is “localized”; that is, no meaning for func-
tion can be assigned to any single neuron or
any small collection of neurons in the net-
work. Only very restricted parts of the brain
work that way.

On the other hand, structured connec-
tionism takes into account the local struc-
ture that exists in the brain. Neuronal groups
(of size, say, between, 10 and 100 neurons)
are modeled as “nodes” which are meaning-
ful and which enter into neural computa-
tion. Since each neuron can have between
1,000 and 10,000 neural connections, nodes
can “overlap.” That is, the same neuron can
be functioning in different neuronal groups,
or “nodes.” The firing of that neuron con-
tributes to the activation of each node it is
functioning in. Though single neurons either
fire or not, neuronal groups contain neurons
that fire at different times, making the group
active to a degree, depending on the propor-
tion firing at a given time.

The modeling of neural computation is
done over networks with nodes, connec-
tions, degrees of synaptic strength, and time
lapses at synapses.

Embodiment and Simulation Semantics

The link between body and brain is central
to the concept of semantics-as-simulation
in NTL. Suppose you imagine, remember,
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or dream of performing certain movements.
Many of the same neurons are firing as when
you actually perform that movement. And
suppose you imagine, remember, or dream
of seeing or hearing something. Many of the
same neurons are firing as when you actually
see or hear that thing.

Mirror neurons occur in fiber bundles
connecting premotor/SMA cortex (which
choreographs actions) with the parietal cor-
tex (which integrates perceptions). The
same mirror neurons fire when you perform
an action or you see someone else perform-
ing that action. The mirror neurons are thus
“multimodal”; that is, they are active not
only when acting or perceiving the same
action but also when imagining that you are
perceiving or performing an action. Now a
word like “grasp,” applies both to perform-
ing and perceiving grasping; that is, it is
multimodal.

Simulation semantics is based on a sim-
ple observation of Feldman's: if you can-
not imagine someone picking up a glass, you
can’t understand the meaning of “Someone
picked up a glass.” Feldman argues that, for
meanings of physical concepts, meaning is
mental simulation, that is, the activation of
the neurons needed to imagine perceiving or
performing an action. One thing we know is
that not all imagination or memory is con-
scious, and so not all mental simulations are.
That is why we typically have no conscious
awareness of most such simulations.

A meaningful node is a node that when
activated results in the activation of a
whole neural simulation and when inhib-
ited inhibits that simulation. Inferences occur
when the activation of one meaningful node
or more results in the activation of another
meaningful node.

NTL, following the theory of simulation
semantics, suggests that the neural circuitry
characterizing the meaning of “grasp” is the
neural circuitry in the mirror neurons that
are activated when imagining either per-
forming or perceiving grasping.

The meaning of concrete concepts is
directly embodied in this manner. There is
now considerable evidence that perceiving
language activates corresponding motor or

perceptual areas. For example, He kicked the
ball activates the foot area of the primary
motor cortex.

Activation and Inhibition

A flow of ions across a synapse may either
contribute to the firing of the postsynaptic
neuron or may help to inhibit such firing,
depending on whether the charges of the
ions are positive or negative. The activation
of neural simulations constitutes meaningful
thought.

We obviously don’t think all possible
thoughts at once. Indeed, most possible
thoughts are either unactivated or positively
inhibited most of the time.

Mutual Inhibition

Two neuronal groups can be connected so
that each inhibits the activation of the other
when there is an active flow of ions of the
opposite charge. This is called “mutual inhi-
bition” This occurs, for example, when there
are two inconsistent, but equally available,
ways of looking at a situation.

This is common in politics, where a strict
conservative worldview is typically inconsis-
tent with a nurturant progressive worldview.
That is, they are mutually inhibitory. But
many people have both worldviews active
in different areas of their lives and can think
of a given situation first from one worldview
and then from the other. When one is acti-
vated, the other is inhibited.

Spreading Activation: Neurons That Fire
Together Wire Together

Spreading activation at the behavioral level
has been the mainstay of psycholinguistics
for decades — NTL models link this behav-
ior to neural structure. When two neuronal
groups, A and B, fire at the same time, activa-
tion spreads outward along the network links
connecting them, which we experience as a
chain of thought.

During learning, spreading activation
strengthens synapses along the way. When
the activation spreading from A meets the
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activation spreading from B, a link is formed,
and the link gets stronger the more A and B
fire together. This is a basic mechanism by
which the brain is shaped through experi-
ence.

Neural Maps

We are born with neural circuitry that effec-
tively activates a “map” of one part of the
brain in another part of the brain. For exam-
ple, the 100 million neurons coming out
of the retina grow connections before birth
from the retina to other areas, including
the primary visual cortex at the back of
the brain. These connections form a “topo-
graphic map” of the retina in V1. That is,
the connections preserve topology (relative
nearness), though not absolute orientation
or absolute distance. When neurons next to
each other coming from the retina fire, the
corresponding neurons fire in V1 and are
next to each other in V1.

Len Talmy (2000) has observed that spa-
tial relations in human languages preserve
topology as well. For example, contain-
ers remain containers no matter how their
boundaries are stretched or contracted, and
paths remain paths, no matter how they
wind around. Terry Regier (1997) has con-
structed computational neural models of
topographical maps of the visual field that
can compute image-schemas with topologi-
cal properties and accurately learn the words
for a nontrivial range of spatial relations in a
variety of languages.

Neural Binding

Imagine a blue square. We know that
color and shape are not computed in the
same place in the brain: they are com-
puted in quite different areas. Yet the blue
square appears to us as a single whole, not
as separate squareness and blueness. The
name given to this phenomenon is “neural
binding.” Neural binding is responsible for
two or more different conceptual or per-
ceptual entities being considered a single
entity.

There are three types of neural bindings:

1. Permanent obligatory bindings, for ex-
ample, in your stored mental image of
a parrot, the feathers are green. There
is a permanent obligatory binding in
the neural representation for the par-
rot image, between the neuronal groups
that characterize feather shapes and
those, elsewhere in the brain, that char
acterize the green color.

2. Permanently-ready-but-conditional
bindings, like the bindings in the neural
structure for an election-night map on
which any given state can be either red
or blue depending on the outcome of
the vote.

3. Nonce bindings that occur on the fly as
they happen to arise in context.

[tis not known just how neural binding oper-
ates in the brain. One hypothesis is that neu-
ral binding is the synchronous firing of nodes.
Lokendra Shastri has modeled the computa-
tional structure necessary to carry out bind-
ing in such a theory.

Neural Choreography

In general, the premotor cortex and sup-
plementary motor area (SMA) choreograph
specific actions, like grasping. Grasping has
a neural structure of its own. There are, in
addition, neural connections between the
premotor/SMA and the primary motor cor-
tex — M1. M1 is laid out topographically
according to the neurons as they are con-
nected to the body. For example, neurons
connected to the hand are in the same region
of M1, with neurons connected to the index
finger next to neurons connected to the mid-
dle finger. The whole body is topographically
connected to the neurons in M.

Each Mi neuronal group can perform
only a simple action, like opening the elbow
or pointing the index finger. To pick up
a bottle, those simple M1 actions must be
sequenced and choreographed. The pre-
motor cortex/SMA does the choreogra-
phy, having learned neural circuits that fire
in complex sequential patterns. As each
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premotor/SMA neuron fires, a connection to
Mi makes the right M1 neurons fire, which
in turn moves certain muscle groups in the
body. Picking up a bottle is like an exquisite
ballet with choreographic instructions being
carried by the connections to the neurons
in Mi, which individually control each little
movement.

When the bindings are in place, the pre-
motor/SMA circuitry + bindings + primary
motor circuitry acts seamlessly like a single
simple circuit.

Circuit Types

NTL modeling assumes that, as our neu-
ral circuitry is being shaped by experience,
certain relatively simple basic types of neu-
ral circuits emerge, as follows. The research
includes ways in which circuits with these
properties can be formed.

What is important for the study of
thought is not the study of precise neu-
ral circuitry but rather the study of the
kinds of computations that neural circuitry
can carry out. An important topic in the neu-
ral theory of language is exactly what kinds
of circuit types are necessary for human
thought — for frames, image-schemas, con-
ceptual metaphor, lexical items, grammati-
cal constructions, and so on.

Neural bindings play a crucial role, form-
ing complex circuits by binding nodes in
one circuit type to nodes in another circuit
type.

The winner-take-all circuit:

e Two or more subcircuits, say A and
B, with mutually inhibiting connections
between them.

e When A is firing B cannot fire, and con-
versely.

Winner take all circuits apply, for example,
to high-level “worldview” circuits that make
sense in a single way of a wide range of expe-
riences —in politics, these might be conserva-
tive and progressive worldviews. You might
understand a range of experiences using one
worldview or the other, but not both at once.

A gestalt circuit:

¢ A collection of nodes, say, A, B, C, and D
and a “gestalt node” G.

¢ When G is firing, all of A, B, C, and D
fire.

e When a sufficient set of A, B, C, or D is
firing, G fires, which results in all other
nodes firing. One especially salient node
can be sufficient in some cases, or there
can be a threshold and any total activa-
tion summed over all the nodes above the
threshold results in G firing.

¢ When G is inhibited, at least one of the
other nodes is inhibited.

Gestalt circuits characterize the structure
of frames, where the semantic roles and the
scenarios are gestalt elements.

In a gestalt, the whole is more than just
the sum of its parts. Accordingly, in a gestalt
circuit, the whole — G — cannot be inhibited
and all of its parts activated. The activation
of even some of the salient parts activates
the whole, and the activation of the whole
activates all the parts.

Linking circuit:

e Two nodes, A1 and Az, a linking node L,
and an activating connection C from A1
to Az.

e When A1 and L are firing, Az is firing. But
when Az is firing, A1 need not be firing.
Thus, linking is asymmetric.

e When A1 is firing and L is not, the con-
nection C is not active. (That is, L “gates”
the connection C.)

e When A1 and Az are both firing, L is firing
and the connection C is active.

Note: A1 can fire without Az firing (if L is
not firing), and Az can fire independently
of A1

Linking circuits are used in metonymy:
within a frame F one semantic role A may
“stand for” another B. A metonymy is char-
acterized by (1) a linking circuit, with nodes
A, B, and X a connection C linking A to B
asymmetrically, and a linking node L gating
the connection C from A to B, and a context
X gating the L and (2) a gestalt consisting of



22 GEORGE LAKOFF

gestalt node G and nodes F, A, B, X, and L.
For example, in The ham sandwich wants his
check, the frame F is the restaurant frame,
the ham sandwich plays the role Dish, his
refers to the entity that plays the role Cus-
tomer, and L characterizes the metonymic
link from the Dish to the Customer, and X is
the condition that the waiter/waitress identi-

fies the Customer B primarily in terms of the
Dish B.

Two-way linking circuits:

A two-way circuit linking nodes A1 and Az is
composed of two opposite one-way linking
circuits, with a gestalt node forming a gestalt
of the two linking circuits.

e Nodes A1 and A2. Connections C1 and
C2. Linking nodes L1 and L2. Gestalt
node G.

 First linking circuit: From A1 to Az via
connection C1, with linking node Li.

e Second linking circuit: From A2 to A1 via
connection Cz, with linking node L2.

e Gestalt circuit: Nodes L1 and L2 with
gestalt node G.

e When G is activated, both links are acti-
vated. When G is inhibited, both links are
inhibited.

Two-way linking circuits provide the kinds
of connectivity used in grammatical con-
structions and lexical items, where there
is a two-way connection between a lexical
meaning and a lexical form. In a two-way
linking circuit, a gestalt node plays traffic
cop, directing activation and inhibition.

Mapping circuit:

» Two groups of nodes: A1, Bi, C1, D1, Ex
and Az, B2, Cz, D2, Ea.

e Linking nodes LA, LB, LC, LD, LE in
linking circuits that, respectively, link A1
to Az, B1 to B2, and so on.

¢ A gestalt circuit with nodes LA, LB, LC,
LD, and LE with M as the gestalt node.

e When M is inhibited, the linking circuits
are all inhibited.

e When M is activated, all the linking cir-
cuits from A1 to Az, B1 to B2, and so on
are activated.

Note: The mapping is asymmetric.

Mapping circuits characterize conceptual
metaphors. Two-way mapping circuits (maps
with two-way linking circuits) characterize
the structure of grammatical constructions.

Mapping circuits are also used as part of
the asymmetric connections across mental
spaces. A mental space is a neural simulation
S that can be activated by a single gestalt
node G with semantic roles A, B, . . . in the
simulation.

A cross-space map has two mental spaces:
G consisting of simulation S1 with semantic
roles (or referents) A1, Bi, . . ., and G2 con-
sisting of simulation S2 with semantic roles
(or referents) A2, Bz, . . ..

G1 and Gz are linked by a cross-space con-
nection made up of (1) a gestalt node G, con-
sisting of a space-builder B, (2) a linking cir-
cuit L with a connection C from Gi to Gz,
and (3) a mapping circuit M mapping seman-

tic roles (or referents) A1, By, . . . in simula-
tion S1 to semantic roles (or referents) Az,
Bz, . .. in simulation Sz.

For example, take the sentence If Clinton
had been president of France, there would have
been no scandal over his affair. The mental
spaces are G1 = The U.S. during Clinton’s
presidency with A1 = Clinton and S1 = his
affair in the U.S., and G2 = France at that
time, A2 = A Clinton-correlate and S2 =
Az is president of France who has an affair
in France with no scandal; L1 is the circuit
that links A1 (the real Clinton) with Az (the
Clinton correlate # Clinton).

Neural binding may be added to linking in
such cases to provide a cross-space identity
instead of merely a cross-space correlate. For
example, consider If Clinton campaigns for his
wife, she will win. Here Clinton in the con-
ditional space is the same as Clinton in the
reality space. There is not only a Clinton-to-
Clinton link defining a cross-space correlate,
there is also a binding, making the correlate
the same person.

In this description, the neural binding is
“extra,” in addition to the linking. But the
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binding actually makes the case cognitively
simpler in that there are fewer distinct enti-
ties to keep track of. Complexity in the for-
mal description of circuits can often cor-
respond to simplicity in the way the brain
works.

Extension circuit:

e A group of connected nodes, A, B, C, D,
and E.

e Nodes D’ and E’, which are mutually
inhibitory with D and E, respectively.

¢ An extension node, X.

e When either D or E is firing, X is not.

e When Xis firing, both D’ and E’ are firing,
and consequently D and E are not. This
results in two circuit-alternatives: A, B, C,
D E notXorA B C D, F, X

Extension circuits characterize radial cate-
gories (see Lakoff, 1993, case study 3).

X-schema circuit:

e A gestalt node

* State nodes

e Action nodes

e Connections, both activating and inhibit-
ing

e Timing nodes

X-schemas, or “executing schemas,” do
things via bindings that activate other cir-
cuits. Every action node is preceded and
followed by a state node, with activation
spreading from states to actions to states.
Timing nodes coordinate the lengths of
states and actions (which may be instan-
taneous or elongated). Iterated actions are
formed by loops from the state following
an action to the state preceding the action.
Conditional actions are formed by gatings —
cases where activations from both nodes A
and A’ are needed to activate node B.

The gestalt node activates the initial state
and the final state inhibits the gestalt node.
Actions typically have initial and final states,
initiating and concluding actions, central
actions, and may have purposes. A purposive
action is one with a desired state. The pur-

pose is met if the desired state is active after
the central action, and if so, the action is con-
cluded. Each action can be neurally bound
to the gestalt node of another complex X-
schema to produce quite complex actions.

X-schemas characterize the structures of
states and actions, referred to as “aspect”
in linguistics. Aspects can be durative or
instantaneous, stative or active, completive
or open-ended, iterative or noniterative.

When connected to the body via the
primary motor cortex, premotor/SMA X-
schemas can carry out actions. X-schemas
can also define scenarios within frames or
narratives and carry out chains of reason-
ing, by sequentially activating mental sim-
ulations.

Conceptual Blends

Conceptual blends are neural bindings across
distinct structures. We will discuss this fur-
ther later.

The point of these characterizations of
circuit types is that, in NTL, one has to
be explicit about the computational proper-
ties of neural circuitry. Any cognitive anal-
ysis must be able to be carried out by the
brain and by the relatively simple circuit
types of this sort, or complex circuits formed
by bindings. As we shall see, different men-
tal operations require different types of
neural circuitry that perform very specific
neural computations.

Neural Systems Are Best-Fit Systems

It is a common cognitive phenomenon that
a fact that fits an overall conceptual organi-
zation is remembered better than a fact in
isolation or one that contradicts an overall
conceptual organization. Ideas make sense
when they fit a whole system of ideas.
Similarly, a linguistic compound makes
sense when it fits into a coherent con-
text. Take the classic example of “pumpkin
bus” -~ coined on a school outing. There
were two buses and the road home passed
a pumpkin patch. One of the buses was
designated to stop there for students who
wanted to buy a pumpkin. It was called the
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“pumpkin bus,” and the compound was
instantly understandable because it fit the
context.

Compare two sentences: “Bill drank a
soda” and “Bill drank an elephant.” To get
the meaning of the sentences, you need to do
a mental simulation, in which Bill is drink-
ing and a frame is activated in which a soda
is bound to the patient role in the frame of
drinking, which requires that it be a liquid
and consumable, which it is. In “Bill drank an
elephant,” again the drink frame requires a
consumable liquid. Since an elephant is nei-
ther — binding the concept of an elephant to
the patient’s role in the drink scenarios runs
up against neural inhibition. However, con-
text may change things. Elephant is abrand of
Danish beer, and so the sentence may refer
to Danish drinking experience. Or second,
one could imagine a context in which an ele-
phant was sacrificed by being cut up and put
in a blender and liquefied so that one could
drink it.

What determines “fit”? Maximizing the
number of overall neural bindings, includ-
ing context and overall knowledge, without
contradiction, that is, without encountering
any mutual inhibition.

A node A fits a complex network B better
than complex network B’ if the strength of
neural bindings one can create between A
and B without mutual inhibition is greater
than with B'.

Image-Schemas and Cogs

Terry Regier (1997) has constructed a neural
computational model for how a range of spa-
tial relations concepts could be computed by
the brain. Narayanan (1997) has constructed
a neural computational model of the struc-
ture of events, that is, X-schemas. Dodge
and Lakoff (2006) have speculated on many
of the details involved. Gallese and Lakoff
(2005) have shown that certain action cir-
cuitry has the structure of frames. They
have further speculated that the meanings of
grammatical elements and constructions are
characterized by “Cogs,” that is, secondary
neural structures (e.g., premotor/SMA cor-
tex) that bind to structures in primary cortex

(e.g., motor and visual). This would explain
why grammatical meanings are “abstract” in
the sense that they have a very general struc-
ture but lack specific details.

We are now ready to discuss how all of
this changes old metaphor theory into the
neural theory of metaphor: NTM.

THE OLD THEORY

Metaphors We Live By was written in 1979,
before the era of brain science and neu-
ral computation (also see Lakoff, 1993).
Nonetheless, certain results from that era
have stood the test of time:

e Metaphors are conceptual mappings;
they are part of the conceptual system and
not mere linguistic expressions.

e There is a huge system of fixed, conven-
tional metaphorical mappings.

e The system exists physically in our brains.

» Certain metaphors are grounded via cor-
relations in embodied experience (e.g.,
More Is Up is grounded via the correla-
tion between quantity and verticality —
you pour more water in the glass and the
level goes up).

e Metaphorical mappings are typically
across conceptual domains (as in Affection
Is Warmth).

e Mappings (as in A Competition Is a Race)
may also be from a specific case (a race)
to a more general case (a competition).

e Mappings operate on source domain
frame and image-schema structure.

e Via metaphorical mappings, source
domain structures (image-schema and
frame structures) are used for reasoning
about the target domain. Indeed, much
of our reasoning makes use of conceptual
metaphors.

e Metaphorical mappings are partial.

* Metaphorical language makes use of con-
ceptual metaphors.

e Many different linguistic expressions
can express some aspect of the same
metaphor.

e A conceptual metaphor may be used in
understanding a word, even if that word
is not realized in the source domain of the
metaphor.
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e Most conceptual metaphors are part
of the cognitive unconscious, and are
learned and used automatically without
awareness.

* Novel metaphorical language makes use
of the existing system of conventional
metaphors.

e We commonly take our conceptual
metaphors as defining reality, and live
according to them.

e Target domain entities and target domain
predications can result from metaphors.

e Two of the relevant sources of data are
generalizations over inference patterns
(in the source and target domains) and
generalizations over lexical items (that
can be used of both source and target
domains).

These results will be familiar to any student
of conceptual metaphor.

To those who have read “The Contem-
porary Theory of Metaphor,” another result
that has stood the test of time will be
familiar:

e Complex metaphors are made up of
simpler metaphors and commonplace
frames.

For example, Love Is a Journey is composed
of such conceptual metaphors as

Purposes are Destinations

Difficulties are Impediments to Motion
A Relationship is a Container
Intimacy is Closeness

plus commonplace literal frame-based

knowledge that:

A Vehicle is an Instrument for Travel,

A Vehicle is a container in which the trav-
elers are close together,

People are expected to have life goals,

Lovers ideally have compatible life goals.

These are put together in such a way that:

The life goals are destinations;
The lovers are travelers trying to reach
those destinations;

Their relationship is a vehicle such that
the lovers are in the relationship

They are close; and

The relationship (when working) helps
them achieve life goals; and

The relationship difficulties are impedi-
ments to motion (e.g., a long, dusty
road; being on the rocks or off the
track).

Such compositional structures were noticed
during the 1980s. It was also noticed that
such structural composition was accom-
plished through “bindings” — identifications
of one element with another. Thus, the life
goals of the ideal lovers are “bound” to the
life goals that are understood as destinations.
A vehicle used for travel is typically a con-
tainer, which is bound to the container in the
metaphor that A Relationship is A Container.

It was also noticed that an optimization
principle was at work in forming such com-
posite metaphors:

e Maximize the overall strength of bind-
ings.

Destinations occur in a travel frame. There
are Travelers in that frame. Given that the
Life Goals of the Lovers are bound to the Life
Goals understood as Destinations, the opti-
mization principle leads to the binding of
the Lovers with Life Goals to the Travelers
going to Destinations, to yield the metaphor-
ical mapping that Lovers Are Travelers.

Those bindings make possible certain
metaphorical inferences: source domain
inferences that are mapped combine with
target domain knowledge via binding to pro-
duce new inferences: If lovers are “stuck”
in relationship, if the relationship isn’t
“going anywhere,” then they are not mak-
ing progress toward common life goals. If
the lovers are “going in different directions,”
then they may not be able get to the same
destinations, which means metaphorically
that their common life goals may be incon-
sistent.

The NTL perspective provides a very dif-
ferent way of thinking about such com-
plex metaphors. The “maximize bindings”
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principle is simply a consequence of the fact
that the brain is a best-fit system. Inferences
are new activations that arise when bindings
occur. We can now explain why the Love Is a
Journey metaphor exists, why Lovers should
be Travelers, why Relationships are Vehicles,
and why the Lovers’ common life goals are
Destinations.

In a system where Lovers ideally have com-
patible Life Goals, and Goals (that is, Pur-
poses) are Destinations, then (binding Life
Goals and Goals) Lovers ideally have com-
patible destinations, which induces (via best
fit) the metaphors that Lovers are Travelers
and Lovers ideally have compatible Destina-
tions.

Consider our existing conceptual system
where A Relationship is a Container, A Vehi-
cle is a Container in which the Travelers are
close together, Intimacy is Closeness, Lovers
are intimate, A Vehicle is an Instrument for
Travel, and Lovers are Travelers. Binding
containers to containers, vehicles to vehi-
cles, and travelers to travelers and bringing
those bindings together with the metaphor-
ical mapping that Lovers are Travelers yields
(by best fit) A Relationship is a Vehicle that
Lovers are in.

In short, the Love is a Journey metaphor
arises naturally via best fit from the rest of
the system.

To see the real importance of such
an observation, let us look at primary
metaphors and how they are acquired.

Primary Metaphors

The neural theory of metaphor got its
real impetus from three Berkeley disserta-
tions done in 1997 — by Srini Narayanan,
Joe Grady, and Christopher Johnson.
Narayanan'’s dissertation was key. He mod-
eled metaphors as neural mappings and
formulated certain metaphors for interna-
tional economics. He then showed that the
results of source domain inferences from the
domain of physical motion and action are
mapped onto the international economics
target domain, interact with the logic of the
target domain, and produce metaphorical
inferences.

Johnson studied metaphor acquisition in
young children and found three stages:
(1) source domain only; (2) in domains
where the source and target domains were
both active (“conflated”), children learned to
use source domain words with target domain
meanings and grammar, then later (3) used
the words metaphorically.

Putting together the Johnson and
Narayanan results vyields the following
hypothesis: in situations where the source
and target domains are both active simul-
taneously, the two areas of the brain for
the source and target domains will both
be active. Via the Hebbian principle that
Neurons that fire together wire together, neural
mapping circuits linking the two domains
will be learned. Those circuits constitute
the metaphor.

Grady called such metaphors “primary
metaphors” and observed that they are
learned by the hundreds the same way all
over the world because people have the
same bodies and basically the same rele-
vant environments. Therefore, we will have
very much the same experiences in child-
hood in which two domains are simulta-
neously active, and so we will learn neu-
ral metaphorical mappings linking those
domains naturally, just by functioning in the
world. Just living an everyday life gives you
the experience and suitable brain activa-
tions to give rise to a huge system of the
same primary metaphorical mappings that
are learned around the world without any
awareness.

By best fit, different cultural frames will
combine with those primary metaphors and
give rise to different metaphor systems. The
Love Is a Journey metaphor is a good exam-
ple. The primary metaphors that ground the
Love Is a Journey metaphor are

e Purposes are Destinations: Every day
there is a correlation between achieving
a purpose and reaching a destination, as
when you have to go to the refrigerator to
get a piece of fruit or a cold beer.

e Difficulties are Impediments to Motion:
A difficulty is something that inhibits
your achievement of some purpose,
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which is metaphorically reaching a desti-
nation. Hence, difficulties are conceptu-
alized metaphorically as impediments to
motion to a destination.

* A Relationship is a Container (a Bounded
Region of Space): People who are closely
related tend to live, work, or otherwise
spend time in the same enclosed space —
your family in your home, your co-
workers at the office, and so on.

e Intimacy is Closeness: The people you
are most intimate with are typically the
people you have spent time physically
close to: your family, spouse, lover, and
so on.

In each case, a correlation in experience is
realized in the brain as the co-activation of
distinct neural areas, which leads to the for-
mation of circuits linking those areas.

A Structural Prediction. The neural theory
says that complex metaphors that are exten-
sions of existing primary metaphors bound
together should be easier to learn and under-
stand than conceptual metaphors that are
totally new — since they just involve new
binding and other connecting circuitry over
existing conceptual metaphors. They should
also seem more natural.

Take, for example, the sentence My job is
a jail.

1. A jail restricts someone’s freedom of
motion to desired external destinations,
thus producing frustration and other
negative emotions.

2. The metaphors that Achieving a Purpose
is Reaching a Destination and Actions are
Motions exist in our conceptual system.

3. Binding the restriction on freedom of
motion to Actions are Motions, we infer a
restriction on freedom of action.

4. Binding desired external destinations to
Achieving a Purpose is Reaching a Desti-
nation, we infer achieving external pur-
poses.

5. My Job is a jail metaphorically infers
that my job restricts my freedom of
action in achieving external purposes,
thus producing frustration and other
emotions.

Thus, given the existing system, maximiza-
tion of binding produces the meaning of the
sentence. We predict that this should be easy
to understand and to process.

Compare this sentence with a sentence
like My job is an aardvark. An aardvark
is an African animal with a long proboscis
that eats ants by sticking its proboscis in
anthills. There are no primary metaphors in
our normal conceptual systems that provide
anatural metaphorical interpretation for this
sentence. However, that sentence can be
metonymic, say, when said by a zookeeper
whose job is taking care of an aardvark. The
metonymy is In the Animal Keeper Frame,
The Animal stands for The Job of Taking care
of that Animal.

The neural theory in general predicts that
the most immediate component metaphors
for a complex metaphor will be activated
and used in the mapping. In short, in most
cases, new conceptual metaphors that are
easy to learn and make sense of are using con-
ceptual mappings that preexist, frame-based
knowledge that preexists, and adding con-
nections in the form of circuitry that binds,
links, maps, extends, and forms gestalts.

A Processing Prediction. The neural the-
ory of metaphor makes an important
prediction in the case of conventional con-
ceptual metaphorical mappings that are real-
ized by fixed brain circuitry. When you
hear a metaphorical expression, the literal
meanings of the words should activate the
source domain circuitry and the context
should activate the target domain circuitry,
and together they should activate the map-
ping circuit. The result is an integrated cir-
cuit, with activation of both source and
target domains and processing over both
at once. Thus, understanding language that
makes use of a conventional conceptual
metaphor should take no longer than nor-
mal frame-based nonmetaphorical process-
ing. This result has been shown repeatedly,
as in the example, My job is a jail.

The neural theory thus contradicts
old two-step theories (before conceptual
metaphor theory) that claim that the source
domain is processed first and then the map-
ping operates to process the target domain.
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Time of processing studies contradict this
view.

Asymmetry. Each neuron fires asymmet-
rically, with the flow of ions from the cell
body down the axon, spreading out from
there. Different neurons have different firing
capacities, depending on the receptors at the
synapses that regulate ion flow. Those neu-
rons that fire more tend to develop greater
firing capacities. And those involved in phys-
ical bodily functioning tend to fire more. For
this reason, the metaphorical maps learned
are asymmetric and tend to have physical
source domains (though some have social
source domains).

The literature abounds with obvious
examples.

e More Is Up: Our bodies are constantly
monitoring physical height more than
computing abstract quantity.

o Affection Is Warmth: Temperature is
always there to be monitored; affection
isn’t.

e Intimacy Is Closeness: We constantly
monitor how close we are to objects, more
than we judge intimacy.

The preponderance of our system of pri-
mary metaphors is acquired in childhood,
and childhood experience has an impor-
tant influence on the system of primary
metaphors that we learn. Consider the fol-
lowing important examples:

e Governing Institutions are Families: Our
first experience with being governed is
in our family. Thus, the social domain of
the family will be used more when the
metaphor is learned.

e Speech Act Force is Physical Force: Par-
ents teach their young children by manip-
ulating their bodies as they give directives.
Thus, verbal directives are learned as hav-
ing a “force.”

e Arguments are Struggles: All small chil-
dren struggle with their parents when
their parents guide them physically in
teaching them how to behave. Early ver-
bal arguments are commonly about meet-
ing behavioral expectations. As we grow

up and learn about wars and battles, the
source domain of struggle is specialized
and expanded to battles and wars.

During learning, much of the abstract
domain is structured by fixed projections
from the embodied domain. When process-
ing source domain words in the context of
a target domain subject matter, the fixed
connections result in co-activation of the
two domains. Thus, source domain activa-
tions arising from inferences are projected
onto the target domain via the preestab-
lished mapping.

The Use of Conceptual Metaphors

The preneural theory of conceptual
metaphor was vague on a number of details.
Metaphors were cross-domain mappings —
from a frame in one domain to another
domain, also structured by frames. Such
mappings were seen as applied to target
domain situations as understood in the
context of commonplace information.
Inferences were mapped from the source to
target situation, with as much as possible
frame and image-schema structure “pre-
served” from the source domain. Thus, in
use, you had:

¢ The metaphorical mapping (from source
domain frame to target domain frame).

e The specific situation being discussed, fit-
ting the target domain.

e Target domain commonplace informa-
tion.

e Source domain commonplace informa-
tion.

Metaphorical inferences took (1) source
domain inferences, (2) mappings of the
results of such inferences to the target
domain frames; (3) combining of those
mapped inferences with target domain
information to give new “metaphorical”
inferences.

The neural theory of metaphor provides
an explanatory mechanism for metaphor-
ical inferences that can be modeled pre-
cisely (Narayanan, 1997) using neural
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computational modeling. At the heart of the
modeling of metaphorical inferences is the
notion of mental simulation, which repre-
sents specific situations. Let us look first at
inferences in NTL, and then at metaphorical
inferences.

Inferences

A meaningful node in a neural circuit is a
node that can activate a mental simulation.
An inference occurs when:

e the activation of a collection of meaning-
ful nodes (the antecedent situation) in a
neural circuit leads to the activation of
one or more other meaningful nodes (the
consequence);

e when the activation of the antecedent
nodes is necessary for the consequence;

e and when the inhibition of one or
more consequence nodes results in the
inhibition of one or more antecedent
nodes.

Inferences are simply consequences of the
meaningfulness of nodes in simulation
semantics, the spreading of activation, and
best-fit constraints (the consequences fit the
antecedents best). Recall that the maximiza-
tion of binding is one of the characteristics
of the best-fit property of any neural system.
In short, maximizing binding can lead to
inferences.

Metaphorical Inferences

A metaphorical inference occurs when:

e a metaphorical mapping is activated in a
neural circuit,

e thereis an inference in the source domain
of the mapping,

* and a consequence of the source domain
inference is mapped to the target domain,
activating a meaningful node.

For example, suppose the sentence is We're
driving in the fast lane on the freeway of love. In
the travel domain, driving in the fast lane on
the freeway activates the inferences that

1. the vehicle the travelers are in is going a
lot faster than usual,
the driving is exciting, and
it can be dangerous (the travelers can
suffer physical harm).

“Freeway of love” activates the target domain
of love and source domain of travel, result-
ing in the activation of the Love Is a Jour-
ney metaphorical mapping. The metaphori-
cal inferences are that:

Mi. the relationship the lovers are in is develop-
ing a lot faster than usual,

M. the development of the relationship is excit-
ing, and

M3. it can be dangerous (the lovers can suffer
psychological harm).

These inferences are activated when the
circuitry is activated in the processing of
the sentence. The totality of source domain
inferences does not have to proceed before
any of the target domain inferences.

Mapping “Gaps”

A mapping gap occurs when there is a
metaphorical mapping, but part of the
source domain frame has no correlate in the
target domain. For example, take the sen-
tence I gave Sam that idea. In this metaphor,
the communication of an idea is the transfer
of an object from the speaker to the hearer.

A. Source domain knowledge: the giver
loses the object when he gives it to the
recipient.

B. Target domain knowledge: the speaker
does not lose the idea when he gives it
to the listener.

Because we know (B) about the target
domain, no mapping from (A) to (B) can
be learned. Thus, what appears to be a
“gap” is not a gap; it is just that an impos-
sible mapping does not take place in the
learning of the metaphor. Recall that the
learning of the metaphor involves repeated
co-activation of the corresponding source
and target nodes, and the absence of such
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co-activation implies that no such maps are
learned.

Image-Schema “Preservation”

As Regier (1995, 1997) and Dodge and
Lakoff (2006) have argued, primitive image-
schemas (e.g., container, source-path-goal,
degree of closeness, direction, and amount
of force) are computed by brain struc-
tures that are either innate or form early.
Action schemas and frames are structured
using such primitive image-schemas. For
example, putting in makes use of the con-
tainer schema, the source-path-goal schema,
a force schema, a direction schema, and an
aspectual schema.

Metaphorical putting in — as in The Found-
ing Fathers put freedom of speech into the
Constitution — uses physical putting-in as a
source domain. The inference patterns of
those schemas as bound together in the
source domain are then used in metaphori-
cal inferences. For example, if you put some-
thing into a physical container, it isn’t there
before you put it in and it is there afterward
and it remains there until something hap-
pens to remove it. That is also true of the
freedoms the Founding Fathers put into the
Constitution.

In preneural theories of conceptual
metaphor, we spoke of “preservation” of
source domain image-schemas. In the neural
theory, it is the use of source domain image-
schemas in inferences about target domain
situations.

Mental Spaces

A “mental space” from an NTL perspective is
a mental simulation characterizing an under-
standing of a situation, real or imagined. The
entire space is governed by a gestalt node,
which makes the mental space an “entity”
which, when activated, activates all the ele-
ments of the mental space.

Blending

What is called “blending” is a matter of neu-
ral binding. Consider the monk blend. There
are two mental spaces each structured by

frames. In each, there is a mountain and a
path. On day 1, the monk walks up the path
to the top of the mountain, sleeps overnight
there, and on day 2, the monk walks down
the same path to the bottom

Day1is one mental space; day 2 is another.
The blend consists of bindings and a gestalt
circuit. The mountain on day 1 is bound to
the mountain on day 2, the path on day 1
to the path on day 2, the monk on day 1 to
the monk on day 2. A gestalt node forms a
single blend out of the two spaces with the
bindings.

Question: Is there a single place on the
path where the monk is located at the same
time on both days?

Answer: Yes. Where he meets himself.

We have formed a single integrated cir-
cuit containing both mental spaces, with two
instances of the monk, one going up and
the other coming down the mountain. Being
on the same path, the up-going monk will
“meet” the down-going monk in the simula-
tion created by the bindings at some place
and time. Note that there is no metaphor
here.

Metaphors versus Blends

A metaphor is a mapping. A blend is an
instance of one or more neural bindings.

Metaphors don’t occur in isolation nor do
bindings. A contextual interpretation of an
utterance includes both general knowledge
and target domain knowledge. The overall
use of metaphor involves some bindings and
inferences in the source domain, bindings
and inferences in the target domain, acti-
vation of metaphoric maps, and the activa-
tion of other connected nodes that character-
ize related knowledge (Fauconnier & Turner,
2002; Grady et al., 1999). What is called the
“blend” is other overall set of bindings in the
simulation that characterizes the meaning of
the sentence.

To see the difference between metaphors
and blends, consider the metaphor More Is
Up. In a sentence like The temperature went
up, we are understanding quantity in terms
of verticality. But they are different things.
Amount of heat in itself is not vertical.
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But in a thermometer oriented vertically,
the mercury goes up physically as the tem-
perature increases (metaphorically goes up).
The thermometer is an object that, in its
very physical construction, is intended to be
understood in terms of both a binding and a
metaphor. The metaphor, but not the blend,
is in the sentence The temperature went up.

Thus, metaphors exist separate from
blends. Such metaphoric blends are formed
when a source and a target element of a
metaphor are bound together via neural
binding.

Let’s consider another contrast. Suppose
you are explaining arithmetic to a child. You
draw a line. And you say, “Think of a number
as being a point on this line. Say this is zero.
And to get to one you take a step from o
to 1, located here on the line. To add 3 to
1 you take three steps from 1, like this, and
you get to 4. To subtract 1 from 4, you take
a step backward, and you get to 3.” And so
on. Here, you are just using the metaphor
that numbers are points on a line. It is just a
metaphor. No blending.

Butif you go to the Cartesian plane where
you have a number line, then you not only
have the metaphor of numbers as points on a
line, but you have a binding as well: the num-
ber and the point on the line are identical —
the same entity! This metaphorical blend is
actually in the mathematics of the Cartesian
plane.

Again, a mere metaphor (understanding
the target in terms of the source) is crucially
different from that metaphor plus a binding
of source entities to target entities.

Optimality in Blending

A great deal follows from the understand-
ing of blending as neural binding, given that
neural systems work by spreading activa-
tion and best-fit principles. Best-fit princi-
ples include the maximization of binding,
and the maximal use of conventional frames,
metaphors, commonplace knowledge, and
context. Maximizing neural binding means
a maximal integration of all these elements
and “emergent” inferences resulting from the
“mixing” of inference-determining elements
(e.g., from source and target domains).

The result is a set of predictions about
blends — exactly the well-known properties
of optimal blends:

* Integration: The scenario in the blended
space should be a well-integrated scene.

Each neural binding across conceptual struc-
tures serves to “integrate” those conceptual
structures.

e Web: Tight connections between the
blend and the inputs should be main-
tained, so that an event in one of the input
spaces, for instance, is construed as imply-
ing a corresponding event in the blend.

Such correspondences are given by maps,
either metaphorical maps or maps connect-
ing mental spaces (that is, simulations).

e Unpacking: It should be easy to recon-
struct the inputs and the network of con-
nections, given the blend.

Neural bindings have the property that they
can be “relaxed”; that is, the bound struc-
tures can be conceptualized without the
binding, as when you can separate off the
blueness of a blue square and think of it as

red.

» Topology: Elements in the blend should
participate in the same sorts of relations
as their counterparts in the inputs.

This follows immediately since a structure
with an added neural binding has all the rela-
tions as the structure without that neural
binding.

e Good Reason: If an element appears in
the blend, it should have meaning. And if
it arises by inference, it will be tied into

the logic of the blend.

Since blends apply to simulations, and sim-
ulations have meaning, this follows immedi-
ately.

e Metonymic Tightening: Relationships
between elements from the same input
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should become as close as possible within
the blend. For instance, western images of
personified Death often depict the figure
as a skeleton, thus closely associating the
event of death with an object that, in our
more literal understandings, is indirectly
but saliently associated with it.

These are simply cases of a metonymy
plus a neural binding of the source with the
target of the metonymy.

Thus, all of the optimality properties pro-
ducing “good” blends are explained by sim-
ulation semantics, spreading activation, and
best fit, which governs optimality in biolog-
ical neural networks.

Emergence

Emergence is the occurrence in a blend of
an entity or proposition that does not exist
in any of the blend “inputs.” Emergence is
explained by inference in neural systems.
Maps and blends across conceptual struc-
tures can give rise to inferences not present
in any “input.”

Consider the example, In France, Clinton's
affair wouldn’t have mattered. In the blend,
Clinton, the American chief executive, is
bound to the position of the French chief
executive in France. Since the French don’t
care about politicians’ sexual liaisons, we get
the inference that “In France, Clinton’s affair
wouldn’t have mattered.” This “emergent”
inference does not occur in either of the
inputs: France, where Clinton was not chief
executive of France, and the United States,
where Clinton’s affair did matter. It arises by
neural binding and inference.

BETTER ANALYSES WITH

METAPHORIC BLENDS

Certain classic analyses in the blending lit-
erature which are seen as nonmetaphoric
blends really should be seen as metaphoric
blends. For example, there is a common
metaphor in which Breaking a Record
Is Winning a Race Against the Previous
Record-holder. Thus, a few years ago when
Mark McGwire and Sammy Sosa were both
attempting to break Babe Ruth’s home run
record, the press represented the situation

metaphorically as a race with Ruth — and
each other. In the daily papers, McGwire and
Sosa were represented by how many games
they were “behind” or “ahead” of Ruth’s 60
homerun performance. They were spoken of
as “catching up” or “falling behind.” The clas-
sic blending analysis misses this metaphor.

The same metaphor occurred in the situ-
ation many years back when the yacht Great
America tried to break the San Francisco
to Boston record through the Northwest
Passage set 100 years before by the yacht
Northern Light. Accordingly, the metaphor
had the Great America in a “race” with the
Northern Light, even though they sailed
100 years apart. The newspapers daily
reported how many days “ahead” of the
Northern Light the Great America was.
Again, the classic blending analysis misses
the metaphor.

The moral: A neural theory analysis forces
us to notice analyses we might otherwise
miss.

Let’s consider another class of cases with
the same moral. There are two widely used
metaphors rarely analyzed as such.

e A Person who performs actions with cer-
tain characteristics is a Member of a Pro-
fession known for those characteristics.

Here, the mapping is from the frame of a
member of a profession, with the charac-
teristics that members of a profession are
known by. Special cases, for example, a sur-
geon frame expands the general frame with
the values filled in one way, while a butcher
frame expands the general frame with the
values filled in another way.

In each case, the source domain of the
metaphor is a stereotype, represented as a
frame whose semantic roles include kinds
of characteristics. For example, a surgeon
is known for being precise with beneficial
results, while a butcher is known for being
sloppy and acting more with force than
with care, with messy results. Thus, we can
say

e My lawyer presented my case with surgi-
cal skill.
¢ My lawyer butchered my case.
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In the first, the lawyer was careful and skill-
ful, with beneficial results. In the second,
the lawyer was careless, sloppy, and heavy-
handed, with messy results. Other examples
can be quite diverse:

* Ichiro slices singles through the infield
like a surgeon.

e Frank Thomas hacks at the ball like a
butcher.

This very general metaphor accounts for the
classical examples:

e My butcher is a surgeon.
e My surgeon was a butcher.

The first case says the butcher cuts meat with
the care of a surgeon, while the second says
that my surgeon handled my surgery in a
careless, sloppy, and heavy-handed way.

A second example like this is the com-
monplace metaphor:

e A Person with characteristic properties is
an Animal known for those properties.

Classic cases include Man is a wolf, Our new
salesman is a tiger, Harry's a pig, and You're
trying to weasel out of this. All examples use a
stereotype of an animal, and we understand
the person in terms of the characteristics of
the animal stereotype.

There have been attempts to understand
such cases nonmetaphorically, just in terms
of bindings based on similarity. Such an
approach would claim that there is no con-
ventional metaphor at all and that all such
cases are literal blends based on similar prop-
erties. We can see what is wrong with this
approach by looking at cases outside the pro-
posed conventional metaphors we just dis-
cussed. Consider sentences such as

e My surgeon is a Russian.
e My butcher is a Russian.
e My lawyer is a Russian.

There are common stereotypes of Rus-
sians, say, that they are very sentimental and
emotional, sometimes to the point of losing
control. If the blending approach were
correct, we would expect these sentences
to act like The butcher is a surgeon and The

surgeon is a butcher. Just as the butcher isn’t
literally a surgeon by profession, nor is the
surgeon literally a butcher by profession,
so you would expect these sentences to be
saying that the surgeon, butcher, and lawyer
were not literally Russian by nationality;
but they do say that. In addition, you
would expect them to say that the surgery,
butchering, and law practice are carried out
in an overly sentimental, emotional, almost
out-of-control way. But the sentences do
not say that. The “Russian” sentences are
literal and work just as you would expect
literal sentences to work. The surgeon-
butcher sentences are metaphorical, using
conventional conceptual metaphors, and
they work accordingly.

I conclude that the metaphor approach is
accurate for cases like the surgeon-butcher
and animal examples and the blending
approach is not. Blends are real and result
from neural bindings, mental spaces, and
metaphors. But there is no reason to believe
that there is a neural operation of “blending”
in addition.

THE ROLE OF METAPHOR

IN ABSTRACT CONCEPTS

In Whose Freedom? 1 argue that metaphor
is central to the core concept of freedom
and that this abstract concept is actually
grounded in bodily experience.

Physical freedom is freedom to move —
to go places, to reach for and get objects,
and to perform actions. Physical freedom
is defined in a frame in which there are
potential impediments to freedom to move:
blockages, being weighed down, being held
back, being imprisoned, lack of energy or
other resources, absence of a path provid-
ing access, being physically restrained from
movement, and so on. Freedom of physical
motion occurs when none of these potential
impediments is present.

Various metaphors turn freedom of
physical motion into freedom to achieve
one’s goals. The event structure metaphor,
for instance, characterizes achieving a
purpose as reaching a desired destination, or
getting a desired object. Freedom to achieve
one’s purposes then becomes, via the event
structure metaphor, the absence of any
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metaphorical impediments to motion.
Other ideas, like political freedom and
freedom of the will, build on that concept.

The concept of political freedom is char-
acterized via a network of concepts that
necessarily includes the event structure
metaphor and the inferences that arise via
that metaphor. The ultimate grounding of
the concept of political freedom is visceral,
arising from the experience of not being free
to move and the frustration that engenders.

What is the role of metaphor in our con-
cept of political freedom? Our understand-
ing of conceptual systems in terms of neural
systems shows that conceptual metaphor is
used in our understanding of political free-
dom but indirectly.

METAPHOR IN SYSTEMS OF THOUGHT

In Philosophy in the Flesh, Mark Johnson
and I argue that philosophical systems of
thought rest on a relatively small number
of metaphors treated as ultimate truths and
used constantly in reasoning. The neural the-
ory of metaphor allows us to understand
more about such systems and people who
think in terms of them most of every day.

Because the fundamental metaphors are
used constantly, the synaptic strengths in the
metaphors become very strong and resistant
to change. Second, spreading activation and
best-fit properties (including maximization
of binding) make such systems highly inte-
grated, tightly connected, with many infer-
ences. As a result, such a system will dom-
inate your thought, your understanding of
the world, and your actions.

One will tend to see the world through
the system; one will tend to construct neural
simulations to fit the system; one will tend
to plan the future using the system; and one
will define common sense through the sys-
tem. The system will tend to make experi-
ences and facts consistent with it noticeable
and important, and experiences and facts
inconsistent with it invisible.

This is especially true in politics, where
progressive and conservative thought are
each defined by a central metaphor and a
system of thought that fits it (see my Moral
Politics).

By far the most detailed study of the role
of metaphor in a system of thought is Rafael
Nuadez’s and my book, Where Mathematics
Comes From, which shows in great detail
how many branches of higher mathemat-
ics are built up via layers of metaphor from
embodied concepts.

METAPHORICAL LANGUAGE

The neural theory of language allows us to
understand better why language is so pow-
erful. Let’s start with words. Every word is
defined via linking circuit to an element of a
frame — a semantic role. Because every frame
is structured by a gestalt circuit, the activa-
tion of that frame element results in the acti-
vation of the entire frame. Now, the frame
will most likely contain one or more image-
schemas, a scenario containing other frames,
a presupposition containing other frames,
may fit into and activate a system of other
frames, and each of these frames may be
structured by conceptual metaphors. All of
those structures could be activated simply
by the activation of that one frame element
that defines the meaning of the given word.
In addition, the lexical frame may be in the
source domain of a metaphor. In that case,
the word could also activate that metaphor.
In the right context, all of these activated
structures can result in inferences.

Let’s suppose a word activates a network
of frames, images-schemas, and metaphors.
The metaphors may be only indirectly linked
to the frame directly activated by the word.
Is that word an instance of “metaphorical
language”? That is not how the term is usu-
ally used.

We usually speak of metaphorical lan-
guage when

e the frame element the word designates is
in the source domain frame of the given
metaphor,

¢ the subject matter under discussion is in
the target domain of that metaphor.

Thus, up in the sentence Prices went up, acti-
vates the verticality frame, prices activates
the quantity frame, and together they acti-
vate the More is Up metaphor.
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In addition, the word up — by virtue of the
metaphorical mapping — acquires a link to
the quantity frame, where it activates greater
quantity.

Does up in Prices went up always acti-
vate the More is Up? It depends. In our
neural systems, the More is Up metaphor is
always present in the neural system, always
physically linked to the concept of greater
quantity — connected and ready to be acti-
vated. But it is possible for the metaphori-
cal mapping to be inhibited and for up to be
directly activated. However, when a graph of
prices physically rises, then the More is Up
metaphor is activated, as it is in a sentence
like Prices reached a new peak, where reach
and peak activate the concept of Motion
Upward.

Grammar can also play a role in activat-
ing a metaphor, as in the expression free-
way of love, in which the construction sanc-
tions an interpretation in which the head
noun freeway comes from the source domain
(travel) and object of the preposition love
comes from the target domain. Grammat-
ical constructions come with metaphorical
constraints, as Karen Sullivan has observed.
Compare bright student versus *intelligent
light: the modifier (bright) is from the source
domain, while the head (student) is from
the target domain; but the reverse doesn’t
work — except in a special class of cases,
like emotional intelligence, where the modi-
fier is a nonpredicative adjective that defines
a domain (emotion).

All this is natural in a neural theory
because of the connectivity involved. The
form elements (words and grammatical cat-
egories) are neurally linked to the elements
in conceptual system, where metaphori-
cal mappings are linked to frame elements,
which are linked to words or grammatical
categories.

Consider a poetic metaphor like Dylan
Thomas’s line, Do not go gently into that good
night. The line does not overtly mention
death as the subject matter, but the line con-
tains three words that each evoke a source
domain frame in a metaphor for death: go
as in Death is Departure; gently as in Life
is a Struggle; and night as in A Lifetime is a

Day and Death is Night. This is natural from
a neural perspective. Each word activates a
frame element in a frame go, gently, night.
The three frames are thereby activated and
each provides some activation to the corre-
sponding metaphors for Death. This is rein-
forced by the fact that the sentence does
not have a direct literal meaning, in which
each of these words is used literally. But the
source domain meanings do important work
in constructing a metaphorical image of a
man moving into the night ready to fight.
The next line, Rage, rage against the dying
of the light uses dying metaphorically in the
sense of light ceasing to exist. But the acti-
vation via the metaphor of source domain
of death reinforces the interpretation of the
first line. This use of “activation” makes sense
in the neural model.

The Use of Metaphoric Language

The neural theory of metaphor also makes
sense of the use of metaphoric language in
context. We know that metaphor does not
reside in words but in ideas. This is espe-
cially clear from cases of metaphorical ambi-
guity, where the same words evoke differ
ent readings using different metaphors. “It’s
all downhill from here” may in a given situ-
ation meaning “it’s getting easier” (Ease of
Action Is Ease of Motion) or “it’s getting
worse” (Down is Bad). Either conceptual
metaphor can apply to the spatial meaning
of “down” in “downhill.” In a neural account,
both metaphors are connected to the spatial
meaning of “down,” but the metaphors are
mutually inhibitory. Only one can be acti-
vated, depending on context.

Consider a metaphorically ambiguous
sentence like “Let’s move the meeting ahead
two days.” If uttered on a Wednesday,
it could refer to either Monday or Fri-
day, depending on which metaphor for
time is used — moving-ego or moving-time.
Since they are mutually contradictory, the
metaphors are mutually inhibitory. The neu-
ral theory can explain Lera Boroditsky’s clas-
sic experiment at San Francisco airport. She
showed that, for people waiting for a plane
to come in, the motion of the plane toward
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them primed the moving time metaphor and
they gave the answer “Monday,” two days
ahead of the moving time. Those who were
on the plane and coming off were primed by
being on the moving object, and they gave
the answer “Friday,” two days ahead of the
moving ego.

The neural theory explains the priming
in these cases. The two time metaphors are
mutually inhibitory. What tips the scales is
the priming — the neural activation of either
a moving time or moving ego in the spatial
domain.

What Makes Metaphorical
Language Meaningful?

Language is meaningful when the ideas
it expresses are meaningful. Conceptual
metaphors are meaningful when they are
grounded. They are grounded, first, by
source domain embodiment, and second by
the embodiment of the source and target
domains of the primary metaphors being
used.

SUMMARY: WHAT DOES THE NEURAL
THEORY PROVIDE?
The neural theory provides a much better
understanding of how thought and language
work and of how metaphorical thought fits
into the picture. It also provides explanations
for a host of phenomena. And it changes how
one does metaphor analysis — and redefines
what metaphor analysis is.

The neural theory explains:

e Why there should be conceptual meta-
phor at all; what conceptual metaphors
are physically; why we have the primary
metaphors we have, how the system is
grounded, and why certain conceptual
metaphors are widespread around the
world.

* How metaphorical inferences work; why
they should exist; how they operate in
context, and how they interact with sim-
ulations.

e All of the properties of the old metaphor
theory, the theory as described by myself
and Mark Johnson in Metaphors We Live

By and by myself in the essay “The Con-
temporary Theory of Metaphor.”

¢ How metaphors can function indirectly in
the characterization of abstract concepts.

e How a small number of metaphors can
organize a whole system of thought and
become the principles on which one lives
one’s life.

e How metaphorical language works as
a simple extension of non-metaphorical
language.

e Why metaphors differ from blends, and
why blends do not do the job of meta-
phors.

The neural theory also clarifies what the
study of metaphor is about, namely,

¢ showing how metaphorical understand-
ing is grounded in basic human experi-
ence via primary conceptual metaphors;

e showing how primary metaphors con-
tribute to complex conceptual meta-
phors;

e showing how both primary and complex
metaphors contribute to the meanings of
words, complex expressions, and gram-
matical constructions;

e showing how conceptual metaphor plays
arole in abstract concepts and overall con-
ceptual systems (as in politics, philoso-
phy, and mathematics);

e and, finally, showing how conceptual
metaphors contribute to the understand-
ing of language and other uses of
symbols.

HOW DOES A METAPHOR ANALYST MAKE
USE OF ALL THIS?

Metaphor analysts rarely know neural com-
putation, and they shouldn’t be expected
to. The Neural Theory of Language Project
has figured out a way to let linguists be lin-
guists and not computer or brain scientists.
We have invented a notation that correlates
with circuitry with the appropriate compu-
tational properties but can be used by ana-
lysts without worrying about the compu-
tational details. Thus, consider a notation
such as:
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Metaphor: LovelsAJourney
Source Domain: Journey
Target Domain: Love

Mapping:

Travelers — Lovers
Vehicle — Relationship
Destinations — LifeGoals

ImpedimentsToMotion — Difficulties
Evokes:

Purposes Are Destinations Metaphor,
with Destinations = Self.Source.
Destinations
Purposes = Self. Target.LifeGoals

Difficulties Are Impediments to Motion
Metaphor,
With Impediments to Motion =
Self.Source.ImpedimentsToMotion
Difficulties = Self. Target.Difficulties

Intimacy Is Closeness Metaphor,
With Closeness = Self Source.
ClosenessOf TravelersInVehicle
Intimacy = Self Target.
IntimacyOfLovers

A Relationship Is A Container Metaphor,
With Container = Self.Source.Vehicle
Relationship = Self. Target.Relationship

The statement that this is a metaphor
corresponds to the appropriate mapping cir-
cuit. The name of the metaphor corre-
sponds to the appropriate gestalt node. The
arrows (“—") correspond to linking circuits.
The statement of the mapping specifies
what maps to what. The equal signs (“="
specify the neural bindings. The “evokes”
statement sets up linking circuits activat-
ing the “component” metaphors, with neural
bindings between LovelsAJourney (called
“Self” in the formalism) and the various
component metaphors. There can be, and
often is, a chain of “evokes” statements
that ultimately lead to primary metaphors
that ground the metaphor system in
experience.

This formalism is easy for metaphor ana-
lysts to learn and use. It can be converted

by algorithm to computational neural mod-
eling programs that, say, take a sentence
as input and produce an analysis as out-
put. There are corresponding formalisms
for grammatical and lexical constructions,
metonymies, frames, image-schemas, and
so on. The technical term for the nota-
tional system is Embodied Construction
Grammar.

Conclusion

This is where we are in the neural the-
ory of metaphor as of November 2006.
We have a reasonable early approximation
to the kinds of computations that neu-
ronal groups must perform to character-
ize frames, metaphors, metonymies, men-
tal spaces, and blends. A parsing program
to use these kinds of computations is being
constructed. Thousands of frames and hun-
dreds of metaphors have been analyzed
informally to date and can readily be con-
verted to the notation system. And we know
enough about natural metaphor learning to
understand how the metaphor system gets
built up just by functioning in our everyday
lives.

The neural theory of metaphor changes
cognitive linguistics vastly, not the analyses
themselves so much, but our understanding
of how metaphor systems work.
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Philosophy’s Debt to Metaphor

Mark Johnson

What's at Issue in the Question
of Metaphor?

Philosophy’s debt to metaphor is profound
and immeasurable. Without metaphor, there
would be no philosophy. However, philoso-
phy’s debt is no greater, nor less, than that
of any other significant human intellectual
field or discipline. Philosophers must use
the same conceptual resources possessed by
any human being, and the potential for any
philosophy to make sense of a person’s life
depends directly on the fact that all of us are
metaphoric animals.

What I have just said is not now, nor has
it ever been, widely accepted by philoso-
phers. In fact, for the major part of our philo-
sophical history, the idea that metaphor
lies at the heart of human conceptual-
ization and reasoning has been rejected.!
One could even make a crude distinc-
tion between two types of philosophy —
objectivist/literalist philosophies that see
metaphor as a dispensable linguistic appur-
tenance and those that see philosophies

as creative elaborations of basic conceptual
metaphors.

The history of western philosophy is, for
the most part, one long development of
the objectivist dismissal of metaphor, punc-
tuated rarely by bold declarations of the
pervasiveness of metaphor in thought, of
which Nietzsche is the most famous pro-
ponent. Where a philosopher stands on
this key issue can be determined by their
answer to one question: are our abstract con-
cepts defined by metaphor, or not? Once
the question is formulated in this man-
ner, it is easy to see the profound philo-
sophical stakes at issue. If our most funda-
mental abstract concepts — such as those
for causation, events, will, thought, rea-
son, knowledge, mind, justice, and rights
— are irreducibly metaphoric, then philoso-
phy must consist in the analysis, criticism,
and elaboration of the metaphorical con-
cepts out of which philosophies are made.
If, on the other hand, you believe that our
most important philosophical concepts are,
in the final analysis, literal, then you will

39
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regard metaphor as cognitively insignificant,
and you will relegate it to what you disparag-
ingly regard as some distant corner of philos-
ophy, typically the unfairly maligned field of
aesthetics.

Anyone who thinks that there is really
nothing very important at stake here should
consider the following. There are a num-
ber of perennial philosophical questions that
arise over and over again throughout his-
tory any time you reflect on the nature of
human experience. These are questions such
as What is mind, and how does it work?
What does it mean to be a person? Is there
such a thing as human will, and is it free?
What is the nature of reality? What can I
know, and how can I go about gaining that
knowledge? What things or states are “good”
and should therefore be pursued? Are cer-
tain actions morally required of us? Does
God exist (and what difference would it
make)? Is there any meaning to human exis-
tence, or is life absurd? Both the framing of
these questions and the kinds of answers we
give to them depend on metaphor. You cannot
address any of these questions without engaging
metaphor. Consequently, an adequate phi-
losophy must include an extensive inquiry
into the workings of metaphor and how
it shapes our most important philosophical
ideas.

Philosophical Concepts Are Metaphoric

From a practical standpoint, it is obviously
not possible to make an exhaustive sur-
vey showing that all our philosophical con-
cepts are defined by conceptual metaphors.
Instead, I will examine one key concept —
causation — to indicate its metaphorical con-
stitution, and I will point to research sug-
gesting that we use metaphors to define all
of our abstract concepts and thus all of our
philosophical concepts.

[ have selected causation as the exemplary
metaphorically defined concept because it
is hard to imagine a metaphysical concept
that is more fundamental than that of cau-

sation. It lies at the heart of all of the sci-
ences, is pervasive in our folk theories of the
world, and is a philosophical lynchpin of vir-
tually every ontology. When the first sub-
stantial metaphor analysis of our causal con-
cepts emerged within cognitive linguistics
over a decade ago, it became clear that the
implications of this research were stunning.
In my own analytic philosophical training,
most of the books and articles I read assumed
science to be a superior form of knowledge,
partly because of its ability to give causal
explanations of events. In one philosophi-
cal treatise after another, I was struck by
how philosophers referred to “causes” as if
they were objective forces or entities and as
if there existed basically one kind of nat-
ural causation (as revealed in expressions
such as “X caused Y” and “The cause of
Y is X”). In an attempt to explain human
actions, many philosophers also spoke of
“agent causality,” in order to carve out a
space for human “willing,” but in physical
nature, natural causes ruled the day. So, there
seemed to be at least one type of cause
(i.e., physical) but not more than two types
(adding agent causation to physical causa-
tion), and both conceptions were thought
to be literal, not metaphorical. Causes were
alleged to be literal entities or forces in the
world.

This picture, as we will see, turns out
to be mistaken, and badly so. It is a mis-
take that has disastrous consequences. To
see why this is so, let’s begin with an anal-
ysis of one of our most often used con-
cepts of causation — that of causation as
a physical force. Once detailed analyses
were performed on the semantics of our
causal terms, the metaphorical nature of
this concept became quite evident. In cog-
nitive linguistics, the study of causal con-
cepts emerged from the study of how peo-
ple conceptualize events generally. The first
prominent conceptual metaphor involved
an understanding of change of state as
(metaphorical) motion from one location to
another, according to the following general
mapping:*
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THE LOCATION EVENT-STRUCTURE
METAPHOR

Source Domain Target Domain

[Motion in Space] [Events]
Locations in space >>>>> States
Movements from >>>>> Change of states
one location to
another
Physical forces >>>>> Causes
Forced movement ~ >>>>> Causation
Self-propelled >>>>> Actions
movements
Destinations >>>>> Purposes
Paths to destinations >>>>> Means to ends
Impediments to >>>>> Difficulties

motion

The location event-structure metaphor
comprises a vast complex system of sev-
eral submappings, each of which is what
Grady (1997) calls a “primary” metaphor.
In English, the semantics of our terms for
events is given by the detailed structure of
the mapping. Each submapping supports a
large number of expressions whose depen-
dence on metaphor goes largely unnoticed
in our ordinary discourse. For example, the
submapping Change Of State Is Movement
underlies expressions such as “The water
went from hot to cold,” “The system is mov-
ing toward homeostasis,” and “The pizza is
somewhere between warm and cold.” Causa-
tion Is Forced Movement is evident in “The
fire brought the soup to0 a boil,” “His treachery
pushed the King over the edge,” “The candi-
date’s speech threw the crowd into a frenzy.”

Notice how these submappings code var-
ious dimensions of what linguists call aspect,
which concerns the means and manner of
an action. For instance, we say, “the stove
brought the water to a boil” but not *“the
stove threw the water to a boil,” for a very
good reason. In the source domain of phys-
ical forces and motions, to “bring” some-
thing to someone is to apply continuous
force to an object to move it from one loca-
tion to another, causing it to end up in that

person’s possession. When metaphorically
extended to causation in general, the seman-
tics of bring thus entails continuous applica-
tion of force to bring about change of state.
Thus, bringing water to a boil entails the con-
stant heating of the water until it boils (i.e.,
until it arrives at the metaphorical boiling-
state location). Throwing a physical object,
by contrast, involves an initial application of
strong force with the object continuing to
move to a new location, even after the force
is no longer applied. Thus, “threw,” accord-
ing to the submapping, is not appropriate for
the case of boiling water, though it is just the
right term for “Babe Ruth’s homerun threw
the crowd into a frenzy.”

Now, how could a literalist philosopher
have any adequate account of the semantics
of throw, as revealed in this case of Ruth’s
home run? Will she say that there is a purely
literal way to express the type of causa-
tion involved here? But there isn’t. If we
say, “Babe Ruth’s homerun caused the crowd
to get emotionally excited,” we lose the
key semantic details expressed by “threw.”
“Caused to get excited” does not capture the
manner of the causation, which is rapid ini-
tial “force” followed by an extended trajec-
tory after the initial event.

The crucial moral of this example is that
the precise details of the semantics of basic
causation terms are determined only by the
submappings of the metaphors. The infer-
ences we make about causal situations come
from the metaphorical structure of our cau-
sation concepts. You cannot grasp the meaning
of the causal terms, nor can you do appropriate
causal reasoning, without the metaphors.

Moreover, the case of causation is even
more complicated than it first appears
because there turn out to be many differ-
ent metaphorical conceptions of types of
causation. Analyses to date reveal upwards
of twenty distinct metaphors that express
twenty kinds of causation (Lakoff & John-
son, 1999). A brief survey of just a few of
these additional metaphors is highly instruc-
tive. It smashes the illusion of core literal
concepts of causation and of any objectivist
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philosophy that pretends to be founded on
such concepts.

Consider, for instance, a second major
metaphor system for certain types of
causation, one that conceives of change of
state or having an attribute (or property) as
the acquisition of a possession.

THE OBJECT EVENT-STRUCTURE
METAPHOR

Source Domain Target Domain

[Transfer of [Change of

Possessions] State]

Possession >>>>>  Attribute

Movement of >>>>>  Change of state
possession

Transfer of >>>>>  Causation
possession

Desired objects ~ >>>>>  Purposes

The submapping Causation Is Transfer
Of Possession is evident in expressions such
as “Professor Johnson'’s lecture on causation
gave me a headache, but the aspirin ook
it away,” “Mary gave her cold to Janice,”
and “Janice caught Mary’s cold.” Moreover,
even our common philosophical notion of
a “property” is based on this metaphorical
mapping. What does it mean for an object to
“possess” a property? When something has
a property, it is in a certain state (defined by
that property). When something loses that
property, it no longer manifests the features
appropriate to that property. Additionally,
there are many other submappings within
this causation metaphor that specify various
ways of acquiring a desired object, which
equates metaphorically with acquiring a cer-
tain property or attribute and thus achieving
a purpose. For example, there is the submap-
ping Achieving A Purpose Is Getting Food,
as in “I'm hungry for advancement,” “All the
best jobs were gobbled up early on,” and “It
was a mouthwatering opportunity.” Each of
the various ways we acquire food, such as
hunting, fishing, and agriculture, show up in
the language of our purposeful action, as in

e Trying To Achieve A Purpose Is Hunting

“I'm still job hunting.” “She is aiming for rapid
advancement in the firm.” “Larry bagged a
promotion.” “That idea won't hunt.”

¢ Trying To Achieve A Purpose Is Fishing

“Ann landed a big promotion.” “Before that,
she had a line out for a new job.” “My boss is
always fishing for compliments.” “Every night
he’s out trolling for a date.”

e Trying To Achieve A Purpose Is Agricul-
ture

“Every worker should reap the fruits of his
or her labor.” “That promotion is ripe for the
picking.” “Harry’s been cultivating several job
prospects.”

Metaphorically based expressions like
these are not just colloquialisms, used
loosely in ordinary talk. Once again, the
submappings of the metaphor specify the
precise details of the semantics of causation
and determine what types of inferences we
will make. Some people harbor the illusion
that good science would merely avoid such
expressions in causal explanations. But, as it
turns out, there is no way to avoid the use
of one or another basic causal metaphor in
science, and scientists reason on the basis of
the entailments of the submappings of these
metaphors.

In the social sciences, for example, there
are a number of quite specific metaphors
that can be used for the types of causal expla-
nation appropriate for the science of those
fields. One especially common case is the
causal path metaphor.

THE CAUSAL PATH METAPHOR

Self-propelled motion >>>>> Action
Traveler >>>>> Actor
Locations >>>>> States
A Lone path >>>>> A natural
course of
action
Being on the path >>>>> Natural
causation
Leading to >>>>> Results in
End of the path >>>>> Resulting final
state
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Examples:

“Pot smoking leads to drug addiction.” “As
a nation, we're careening wildly down the
road to destruction.” “That path will get
you nowhere, man.” “You're heading for
catastrophe.”

The causal path metaphor plays a key
role in certain types of causal explanation
for human actions. It utilizes our common
knowledge about motion through space to
some destination: if you start down a certain
path, you will naturally end up where that
path leads you, unless something intervenes
to retard or block your progress. Metaphor-
ically, then, if you start down a certain
“path” of action, it will typically lead you
to a certain destination (end), unless some-
thing intervenes to retard or block your
metaphorical movement. This argument is
used by those who believe that certain
actions or behaviors will necessitate a cer-
tain specific outcome in the ordinary course
of events (as in the 1950s song lyric, “T'll
tell you son, you're gonna drive me to
drinkin’, if you don’t stop drivin’ that hot
rod Lincoln”). In politics, the causal path
metaphor can be even more decisive. One
often hears the argument that a certain third-
world country is “on the road to democ-
racy (read, capitalism),” so that, if we (the
United States) will just eliminate any poten-
tial obstacles (i.e., we intervene politically,
economically, militarily, or covertly), then
that country will naturally and inevitably
continue along the path to the desired end-
state (namely, democracy!). Millions of dol-
lars and sometimes even the lives of cit-
izens are sacrificed to supposedly ensure
the smooth unrestricted motion of some
metaphorical entity (a country, an economy,
or a political institution) along a metaphor-
ical causal path to a metaphorically defined
destination.

Another important metaphor in political
and economic debate is the plate tecton-
ics metaphor for social/political/economic
change, which is appropriated from the geol-
ogy of plate tectonics. According to the logic
of the metaphor, continual, long-term appli-
cation of “pressure” to a system, institution,
or state will eventually result in a rapid, mas-

sive causal consequence. The rapid, surpris-
ing disintegration of the Soviet Union is sup-
posed by some to be a classic example of
this process. Often, when large sustained
infusions of funds or manpower do not
appear to be producing the desired change
in a government or economy (usually both),
the plate tectonics metaphor is frequently
invoked to argue for the continued com-
mitment of resources by Congress, on the
assumption that we need just a little bit more
pressure to produce an eventual massive
transformation.

The analysis of the full range of
metaphors could be continued along simi-
lar lines. In Philosophy in the Flesh (1999),
George Lakoff and I summarized the map-
pings and entailments of nearly 20 differ-
ent causal metaphors, showing how several
of them are employed within various sci-
ences. A number of key philosophical points
emerge from these analyses:

1. Anadequate conceptual analysis (in this
case, of causation concepts) must pro-
vide generalizations that explain the
precise details of the semantics of the
terms and must explain the inferences
we make concerning those concepts.
The details of the semantics and infer-
ence structure of each causal concept
are provided by the submappings that
jointly constitute the metaphor.

2. Almost all of the basic causation con-
cepts we studied are metaphoric.

3. There appears to be what we called
a “literal skeleton” shared by all cau-
sation concepts, namely, that a cause
is a determining factor in a situation.
However, this bare skeleton is far too
underspecified to generate any serious
causal reasoning in the sciences. It is the
metaphors that give rise to the relevant
conceptual structure and that constrain
the appropriate causal inferences.

4. Several of the main causation metaphors
are mutually inconsistent. In other
words, there are significant metaphors
that have incompatible ontologies. For
example, in the location event-structure
metaphor, states are (stationary)
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locations, and the object or agent
changes by moving to a particular
(metaphorical) location. In contrast, in
the object event-structure metaphor,
a state is an object that moves, rather
than being a stationary location. Conse-
quently, these two metaphors cannot be
reduced to a consistent literal concept.
5. Causation is thus a massive radial cat-
egory. At the center of the category is
the closest thing to a literal conception —
something like the application of phys-
ical force to an object that results in
a change in its state or location. One
example of this is what we call “billiard-
ball causation.” Other less prototypical
kinds of causation are metaphorically

defined.

If we take stock of the argument so
far, the results are devastating for any lit-
eralist/objectivist philosophy. At least with
respect to causation, there is no single literal
concept of cause, nor are there even two or
three basic literal concepts. There is no set
of necessary and sufficient conditions that
define all causes. Instead, there are 20 or
more metaphorical concepts used by ordi-
nary people, scientists, and philosophers in
their reasoning about causation. This con-
clusion does not undermine science at all.
It only reminds us that different scientific
approaches rely on different metaphorical
concepts, which can be more or less appro-
priate in different situations and that dic-
tate what counts as evidence and argument
within a given science. What these analyses
do undermine are objectivist philosophies
that accept a classical theory of literal mean-
ing, a classical objectivist metaphysics, and a
classical correspondence theory of truth.

Moreover, it appears that what is true of
our causal concepts holds for all of our most
important abstract philosophical concepts.
The current evidence for this is inductive,
but it is very impressive. Many studies have
now shown the metaphorical constitution
of basic concepts in the sciences (Magnani
& Nersessian, 2002), law (Winter, 2001),
mathematics (Lakoff & Nufiez, 2000), ethics
(Fesmire, 2003; Johnson, 1993), medicine

(Wright, 2007), politics (Lakoff, 1996),
psychology (Fernandez-Duque & Johnson,
2002; Gibbs, 1994), music (Johnson & Lar-
son, 2003 ), and many other fields. In light
of this metaphorical constitution of our
abstract concepts, we need to rethink what
we are about as philosophers. There does not
now exist, and probably never will exist, an
exhaustive metaphorical analysis of the full
range of philosophical concepts and argu-
ments. That would be a daunting, unending
task. However, a surprisingly large number
of philosophical concepts have already been
subjected to conceptual metaphor analysis
over the past decade and a half. Here is a
partial list of some of the more prominent
concepts for which we have at least a pre-
liminary metaphorical analysis:

Event, Cause, Action, State, Property, Pur-
pose, Mind, Thought, Concepts, Reason,
Emotions, Knowledge, Attention, Commu-
nication, Self, Will, Moral Rule, Rights,
Justice, Duty, Good, Happiness, Society,
Democracy, Love, Marriage, Being, Num-
ber, Set, Infinity, Addition (Subtraction,
Multiplication, etc.), the Cartesian Plane,
and a host of other mathematical concepts.

The number of key concepts analyzed so
far, and the depth of those analyses, strongly
support the prospect that our abstract con-
cepts are defined by conceptual metaphor
and metonymy. If this is so, then philosoph-
ical analysis is primarily metaphor analy-
sis — working out the logic and inferential
structure of the metaphors that ground our
basic philosophical understanding of experi-
ence. Philosophical theories, like all theoret-
ical constructions, are elaborations of con-
ceptual metaphors. In a very strong sense,
philosophy is metaphor.

Metaphor and Contemporary Philosophy
of Language

The reality of conceptual metaphor and its
central role in abstract conceptualization
and reasoning calls into question large parts
of traditional western views of meaning
and truth, and it also challenges most of
contemporary philosophy of language. If our
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abstract concepts are metaphorically struc-
tured, then the classic objectivist/literalist
view must be false. According to
objectivist metaphysics and theory of
knowledge, the world consists of objects,
properties, and relations that exist in them-
selves, independent of human conceptual
systems and human agency. Meaning is a
matter of how our concepts map onto or
pick out aspects of this mind-independent
objective reality. Literal concepts are the
direct connection between what we think
(or what’s in our mind) and how the
world is, and this connection (sometimes
called “intentionality”) is the basis for the
possibility of truth, which is taken to be a
correspondence relation between proposi-
tions and states of affairs in the world. There
cannot be any significant role for metaphor
in this picture of mind and world because
the cognitive content of a metaphor would
need to be reducible to some set of literal
concepts or propositions, if it is to have any
meaning and play a role in truth claims.

Quite obviously, if conceptual metaphor
is essential for abstract thought, then the
classic objectivist/literalist picture cannot be
correct. Conceptual metaphor is a struc-
ture of human understanding, and the source
domains of the metaphors come from our
bodily, sensory-motor experience, which
becomes the basis for abstract conceptual-
ization and reasoning. From this perspec-
tive, truth is a matter of how our body-based
understanding of a sentence fits, or fails to fit,
our body-based understanding of a situation.
And when we are thinking with abstract con-
cepts, that understanding involves concep-
tual metaphor. There is a form of “correspon-
dence” here — a fitting of our understanding
of a statement and our understanding of a
situation. But this is not the classic corre-
spondence of literal propositions to objec-
tive states of affairs in the world. Instead,
the correspondence is mediated by embod-
ied understanding of both the sentence and
the situation.

In spite of the growing body of empiri-
cal research on conceptual metaphor that
has emerged over the past two decades, con-
temporary analytic philosophy of language

has refused to recognize the existence of
conceptual metaphor. This is not surprising,
considering that to do so would undermine
certain fundamental assumptions of analytic
philosophy. I want to examine briefly two
of the most popular contemporary views of
metaphor within analytic philosophy — that
of John Searle and the view shared by Don-
ald Davidson and Richard Rorty — in order
to show why they cannot accept the reality
of conceptual metaphor and how they are
done in by its existence.

Searle (1979) approaches metaphor from
a speech-act perspective, and he regards
the activity of speaking a language as a
highly conventionalized rule-governed form
of behavior. Searle is also a literalist. He
believes that the possibility of truth claims
and a robust realism requires that all mean-
ing be reducible to literal concepts and
propositions that can, in the last analy-
sis, correspond to states of affairs in the
world. Various types of illocutionary speech
acts would, according to Searle’s account,
be rule-governed functions on these basic
propositional contents. So, the problem of
metaphor within Searle’s philosophy of lan-
guage is to state the rules by which the lit-
eral sentence meaning (“S is P”) used for
a metaphorical utterance can come to be
interpreted by a hearer as a different literal
utterance meaning (“S is R”) (Searle, 1979).
On Searle’s view, the hearer must recog-
nize that the speaker cannot be intending to
convey the literal meaning of her utterance,
must then calculate the possible alternate
meanings she might possibly be intending,
and must finally determine which is the most
appropriate literal meaning in the present
context.

The problem with this literalist/
objectivist version of the speech-act
approach is that it simply cannot explain
how metaphors actually work. Searle
correctly sees that most metaphors are
not based on an underlying set of literal
similarities that might explain how P (in “S
is P”) calls up R (in “S is R”) when we hear
the metaphorical utterance. But Searle has
no alternative specification of the rules for
cases that cannot be based on similarities.
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He must surely recognize that his final
attempt to formulate a rule for certain types
of metaphors is no explanation at all!

Things which are P are not R, nor are they
like R things, nor are they believed to be R;
nonetheless it is a fact about our sensibil-
ity, whether culturally or naturally deter-
mined, that we just do perceive a connec-
tion. (Searle, 1979, p. 108)

Saying that it just “is a fact about our sensi-
bility” that we do make certain connections
does not explain anything. When a literalist
is forced to admit that certain metaphors are
not based on any literal similarities between
the source and target domains, then his
literalism leaves him without resources to
explain where the meaning comes from or
how it is possible.

Conceptual metaphor theory solves this
problem by rejecting literalism and by
recognizing the pervasive structuring of our
abstract concepts by metaphor. On this
view, metaphors are based on experiential
correlations and not on similarities. Joe
Grady (1997) has analyzed the experiential
grounding of a large number of what he calls
“primary metaphors” that are sometimes
combined into larger metaphor sys-
tems. Consider, for example, the primary
metaphor Affection Is Warmth. Grady
hypothesizes that this metaphor is based,
not on similarities between warmth and
affection, but rather on our experience,
from infancy, of being held affectionately
and feeling warmth. Multiple experiences
of this sort in childhood would involve a
neuronal co-activation of brain areas tied
to the experience of bodily warmth and
those tied to the subjective experience of
affection and nurturance. This co-activation
later becomes the basis for a primary
metaphor, Affection Is Warmth. One of
Searle’s well-known arguments against
the similarity theory of metaphor is that
there are no relevant literal similarities
between a person named Sally and a block
of ice that could explain the meaning of
the metaphorical expression, “Sally is a
block of ice.” Quite so, for this expression
is not based on similarities. Rather, it is an

instance of the primary metaphor Affection
Is Warmth, and so it is based on experiential
correlations (of affection and warmth),
rather than on similarities. If anything, the
similarities are a result of the experienced
correlation. However, Searle cannot accept
this alternative theory because his literalism
does not permit him to recognize that
metaphoric  source-to-target  mappings
could be equally as basic to our thought
as are literal concepts. Searle’s theory is
constrained by his traditional objectivist
views of meaning, knowledge, and truth.

Another extremely popular view of
metaphor is Donald Davidson’s deflationary
rejection of metaphoric meaning. In his 1978
article, “What Metaphors Mean,” Davidson
provocatively answers that they do not mean
anything at all or at least nothing beyond
the ordinary literal meaning of the utter-
ance. In short, Davidson simply denies that
metaphor is a semantic phenomenon, and he
thus denies that metaphor has anything to do
with making truth-claims: “We must give up
the idea that a metaphor carries a message,
that it has a content or meaning (except, of
course, its literal meaning)” (Davidson, 1978,
p. 45). Metaphor is only a pragmatic effect
achieved by using a certain literal utterance
to induce the hearer to notice something.
Davidson says that a metaphorical utterance
uses its literal meaning to “intimate” or “sug-
gest” some nonpropositional insight: “Seeing
as is not seeing that. Metaphor makes us see
one thing as another by making some lit-
eral statement that inspires or prompts the
insight.” (Davidson, 1978, p. 47).

Richard Rorty has become the flamboy-
ant spokesman for Davidson’s nonsemantic
theory of metaphor. Seizing on Davidson’s
claim that metaphor is not about proposi-
tional content or meaning of any kind, Rorty
describes metaphors as linguistic flares that
catch and redirect the hearer’s attention:

Tossing a metaphor into a conversation is
like suddenly breaking off the conversation
long enough to make a face, or pulling a
photograph out of your pocket and display-
ing it, or pointing at a feature of the sur-
roundings, or slapping your interlocutor’s
face, or kissing him. Tossing a metaphor
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into a text is like using italics, or illus-
trations, or odd punctuation or formats.
All these are ways of producing effects on
your interlocutor or your reader but not
ways of conveying a message. (Rorty, 1989,
p.18)

This view of metaphor as a nonsemantic
use of language for certain attention-getting
purposes has an important implication that
Rorty is quick to note. The distinction
between the “literal” and the “metaphorical”
is seen, not as one “between two sorts of
meaning, nor a distinction between two
sorts of interpretation, but as a distinc-
tion between familiar and unfamiliar uses
of noises and marks” (Rorty, 1989, p. 17).
According to Rorty, these “unfamiliar” marks
and noises somehow get us searching for new
vocabularies in which they are no longer
unfamiliar, but he has no account whatever
of how this process is supposed to work.

The considerable popularity of both
Searle’s and Davidson-Rorty’s view is eas-
ily understandable within the framework of
analytic philosophy of language. As different
as their two views may appear to be on the
surface, they both share a set of grounding
assumptions about meaning and truth that
are foundational for analytic philosophy. In
particular, they agree (1) that meaning is con-
ceptual and propositional in nature, (2) that
meaning is truth-conditional, and (3) that
only literal concepts can be the bearers of
meaning. Searle thinks that metaphors can
have a semantic content of sorts, but he is
at a loss as to how to explain that possibil-
ity, since he sees that they are not based on
literal similarities and don’t seem to be lit-
eral propositions. Davidson and Rorty think
that metaphors have no semantic content,
are not propositional, and so cannot be bear-
ers of truth.

Both theories are badly mistaken. Both
theories ignore the growing body of empir-
ical research on conceptual metaphor as
a basic operation of abstract thinking. It
should come as no surprise that neither
Searle nor Davidson pays any serious atten-
tion to the work of cognitive linguists on the
semantics of natural languages. If they did,

they would acknowledge the pervasive role
of conceptual metaphor in abstract concep-
tualization and reasoning. How could Searle,
or especially Davidson, explain our previous
analysis of the semantics and inference struc-
ture of our metaphors for causation? Their
literalist views have no resources whatever
to explain the polysemy and inference gen-
eralizations that are explained in cognitive
linguistics by the source-to-target mappings.
Rorty sees quite clearly that his view has
nothing whatsoever to say about the mean-
ing and motivation for basic metaphors in
science and philosophy:

For all we know, or should care, Aristo-
tle’s metaphorical use of ousia, Saint Paul’s
metaphorical use of agapé, and Newton's
metaphorical use of gravitas, were the
results of cosmic rays scrambling the fine
structure of some crucial neurons in their
respective brains. Or, more plausibly, they
were the result of some odd episodes in
infancy — some obsessional kinks left in
these brains by idiosyncratic traumata. It
hardly matters how the trick was done. The
results were marvelous. (Rorty, 1989, p. 17)

This is extremely clever, and beautifully
expressed, but it is quite wrongheaded. For
it does matter “how the trick was done.” It
does matter where these metaphors come
from — that is, why we have the ones we
do, how they are grounded experientially,
and how they shape our thought. Moreover,
there are (at least partial) answers to such
questions, answers provided by conceptual
metaphor theory, that challenge the basic
assumptions of contemporary analytic phi-
losophy of language.

Rorty is probably right that we aren’t
going to explain precisely why St. Paul came
up with the metaphor for love that he did.
But that does not mean that his metaphor
was an irrational, unmotivated miracle, or a
chance occurrence! Our inability to predict
what novel metaphors will emerge does not
entail the opposite extreme that metaphors
just happen, irrationally. On the contrary,
there is a great deal that we can say about
what St. Paul’s metaphor means, about how
it connects up with the other conceptual
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metaphors for love that were common in
his time (and in ours), and about how
his metaphor extends or creatively blends
aspects of these other metaphors. Concep-
tual metaphor theory can explain how this
new metaphor could possibly make any
sense to people and how they could draw
inferences about its implications for how
they should live their lives. Within cognitive
linguistics, there already exist extensive anal-
yses of the mappings for the key metaphors
for love in our culture (Kovecses, 1988,
2000; Lakoff & Johnson, 1980). Nor did the
Aristotlean conception of ousia spring fully
armed from the head of Aristotle. Lakoff and
Johnson (1999) have traced some of the main
steps in the development of the metaphori-
cal understanding of Being that begins with
the pre-Socratic philosophers, blossoms in
Plato, and is transformed in Aristotle. The
idea of Being is a construction from various
folk theories and conceptual metaphors con-
cerning the nature of categories and entities
in the world. Aristotle’s ousia is a remarkable
achievement, but it is not a miracle.

If, like Davidson and Rorty, you don’t see
that metaphor is a semantic phenomenon,
then it should come as no surprise that, like
them, you will regard metaphor merely as a
nonrational rupture in a conceptual system
(or, to use Rorty’s favorite term, a “vocab-
ulary”) that inexplicably gives rise to a new
way of talking. If you miss the experiential
grounding of primary metaphors, you will,
like Rorty, think that metaphor change is
relatively arbitrary and not rationally moti-
vated. Moreover, you will not recognize the
crucial role of metaphor in shaping and
constraining inference in ordinary mundane
thinking, scientific research, and philosophi-
cal theorizing. In other words, Davidson and
Rorty are literalists. Because they are obliv-
ious to the pervasive workings of concep-
tual metaphor in shaping our conceptual sys-
tems, they cannot see that or how metaphor
lies at the heart of human understanding and
reasoning.

Philosophy as Metaphor

Virtually all of our abstract concepts appear
to be structured by multiple, typically incon-

sistent conceptual metaphors. If this is true,
then philosophical theories are not systems
of foundational literal truths about reality
but rather elaborations of particular com-
plex intertwining sets of metaphors that
support inferences and forms of reasoning.
Humanizing and embodying philosophy in
this manner does not devalue it in any way.
On the contrary, it reveals why we have
the philosophies we do, explains why and
how they can make sense of our experience,
and traces out their implications for our
lives.

In Philosophy in the Flesh (1999), Lakoff
and Johnson analyzed several philosophi-
cal orientations to reveal their underlying
metaphors. That analysis included pre-
Socratic metaphysics, Platonic and Aris-
totelian doctrines of Being, Cartesian views
of mind and thought, and some of the found-
ing assumptions of analytic philosophy of
mind and language. As an example of how
a metaphorical analysis of this kind might
proceed, I want to consider Jerry Fodor’s
“Language of Thought” metaphor for mind,
since it has been so influential in recent phi-
losophy of mind. Fodor wants to defend
what he regards as a scientifically sophisti-
cated version of the widespread folk the-
ory that to have a mind is to have mental
states (e.g., beliefs, wants, fears, hopes) that
purport to be “about” aspects of our world.
Thinking, as he sees it, must consist of chains
of inner mental states that are somehow
connected to each other (i.e., one thought
leads to another) and that are also some-
how connected to aspects of our experience
(i.e., things in the world “cause” us to have
these specific mental representations that we
have). There are thus two major parts to
Fodor’s theory: (1) how the mental states
are related and (2) how those mental states
are connected to the world (or how they are
caused).

The first part of his theory consists of the
claim that these mental states form a “lan-
guage of thought”: “A train of thoughts . . .
is a causal sequence of tokenings of men-
tal representations which express proposi-
tions that are the objects of the thoughts”
(Fodor, 1987, p. 17). The language of thought
is purely computational:
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Mental states are relations between organ-
isms and internal representations, and
causally interrelated mental states suc-
ceed one amother according to computa-
tional principles which apply formally to
the representations. This is the sense in
which internal representations provide the
domains for such data processes as inform
the mental life. It is, in short, of the essence of
cognitive theories that they seek to interpret
physical (causal) transformations as trans-
formations of information, with the effect
of exhibiting the rationality of mental pro-
cesses. (Fodor, 1975, p. 198)

Fodor’s language of thought (sometimes
called “mentalese”), consists of symbols that
in themselves are completely meaningless
but that can be given meaning by the ways
in which they are caused, or “tokened,” by
certain events in the world. The mental
representations in this language of thought
are precisely like the arbitrary, meaningless
symbols in computer programs. Within a
computational program, operations are per-
formed entirely on the formal (syntactic)
features of the symbols, and Fodor believes
that such features can “mimic” what we
think of as semantic relations between our
various mental representations:

Within certain famous limits, the seman-
tic relation that holds between two symbols
when the proposition expressed by the one
is entailed by the proposition expressed by
the other can be mimicked by syntactic rela-
tions in virtue of which one of the symbols
is derivable from the other. (Fodor, 1987,

p.19)

The second key part of Fodor’s theory
concerns the causal grounding of the internal
representations. His claim is that these sym-
bols are mental representations because they
are caused by aspects of the world. Fodor
summarizes this aspect of his theory:

I want a naturalized theory of meaning:
a theory that articulates, in nonsemantic
and nonintentional terms, sufficient condi-
tions for one bit of the world to be about (to
express, represent, or be true of) another bit.

(Fodor, 1987, p. 98)

Fodor and his followers believe that the
language of thought hypothesis expresses

literal truths about the nature of mind,
namely, that the mind is a computational
functional program, that thinking is gov-
erned by syntactic rules, and that the mean-
ingless symbols of mentalese are given mean-
ing through their relation to aspects of our
experience that cause them to be tokened
in our minds. A large body of empirical
research in the cognitive sciences shows why
this view of mind cannot be correct, but that
is not my focus here. Rather, my point is to
show that Fodor’s entire model is composed
of a series of interwoven complex metaphors
that give rise to specific entailments about
the nature of mind and the operations of
thought.

Fodor’s key claim that all human think-
ing has the form of a language is an idea (a
false idea) deeply rooted in our ordinary and
philosophical ways of thinking. Because we
so often express our thoughts in language,
we are easily seduced into believing that
human thinking has the form of a language.
In other words, we presuppose the Thought
As Language metaphor.

THE THOUGHT AS LANGUAGE
METAPHOR

Source Domain Target Domain
[Linguistic Acts] [Thinking]
Linguistic activity =~ >>>>  Thinking
(speaking/
writing)
Words >>>>> Ideas
Sentences >>>>> Complex ideas
Spelling >>>>> Communicating
a sequence of
thoughts
Writing >>>>> Memorization

Our ordinary ways of thinking about the
operations of mind and thought draw mas-
sively on our conception of written and spo-
ken language. The idea that thoughts are
linguistic forms written in the mind is the
basis for expressions such as, “Let me make
a mental note of that,” “She’s an open book to
me — I can read her every thought,” “The
public misread the President’s intentions,”
and “Do you think I'm some kind of



50 MARK JOHNSON

mindreader?” Spoken language also provides
a rich source domain for our conception of
thinking as speaking, asin, “She doesn’t listen
to her conscience,” “I hear what you mean,”
“I can barely hear myself think,” and “That
sounds like a good idea.” The Thought As
Language metaphor covers all types of intel-
lectual activity, as in, “Liberals and conser-
vatives don’t speak the same language,” “He
can’t translate his good ideas into practice,”
“What is the vocabulary of basic philosophi-
calideas?” and “I wouldn't read too much into
what he’s saying.” Notice also that, according
to this mapping, careful step-by-step think-
ing is conceived as careful spelling, as when
we say, “Our theory of embodied meaning is
spelled out in Chapter 3,” “Do I have to spell
it out for you?” and “He always follows the
letter of the law.”

Fodor’s language of thought metaphor
makes intuitive sense to many people pre-
cisely because most of us assume that a
purely formal language can be meaningful
in the same way that a natural language is
meaningful. That is, we assume the formal
language metaphor.

THE FORMAL LANGUAGE

METAPHOR

Source Domain Target Domain

[Natural [Formal

Language| Language]

Written signs >>>>> Abstract formal
symbols

A natural language >>>>> A Formal
language

Sentences >>>>> Well-formed
symbol
sequences

Syntax >>>>  Principles for
combining

formal symbols

Fodor correctly understands that a truly
computational theory of mind requires that
the language of thought be a formal lan-
guage (akin to a computer language), and
that a formal language cannot be modeled
on a natural language. A “formal” language
is an artificial language that, unlike natu-

ral languages, consists entirely of arbitrary
meaningless symbols, each of which has spe-
cific formal (syntactic) features that play a
role in formal operations specified for the
language.

The key problem with this formal lan-
guage metaphor is that actual formal lan-
guages do not and cannot possess the key
features that make it possible for natural
languages to be meaningful. Consequently,
if Mind Is A Computational Program (i.e.,
the Mind As Computer metaphor), then the
Language of Thought will not, in itself, be
meaningful in any way. As a result, Fodor
must officially reject the formal language
metaphor. But then he is left with the prob-
lem of how an intrinsically meaningless Lan-
guage of Thought can somehow acquire
meaning.

Fodor’s answer is that “tokenings” of par-
ticular mental symbols must become “repre-
sentations” by being “caused” by objects and
events that we experience. In other words,
the “inner” mental symbols must be causally
connected to things outside the mind. In his
book Psychosemantics (1987), Fodor tries to
develop a causal theory of how the symbols
in mentalese can become meaningful, that
is, how the symbols can come to be related
to things “outside” the mind. Although I
cannot argue this here, Fodor is ultimately
unable to explain how there is a determi-
nate connection between being in a certain
situation and having certain specific symbols
tokened in the mind. He cannot establish
such relations for the reasons that Quine
earlier articulated; namely, the “input” is
always subject to multiple interpretations, so
there is seldom or never a one-to-one corre-
spondence between a mental symbol and an
aspect of the “world.”

Philosophy’s Debt to Metaphor

My interest here is not to evaluate the ade-
quacy of Fodor’s theory of mind and lan-
guage. It is, rather, to show that his theory
is based on a set of intertwined concep-
tual metaphors that operate, mostly uncon-
sciously, in our culture. It is no criticism
of a philosophical or scientific theory to
show the underlying metaphors on which
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it rests. Indeed, it is the metaphors that
make it possible for the theories to make
sense of our experience. All theories are
based on metaphors because all our abstract
concepts are metaphorically defined. Under
standing the constitutive metaphors allows
you to grasp the logic and entailments of
the theory. Thus, we will discover vari-
ous common metaphors underpinning our
philosophical theories, ranging from the
pre-Socratics’ notions of Being and physis,
to ideas about God in medieval theology,
to Cartesian doctrines of mind, and up to
21st-century neurocomputational theories of
cognition.

It would be impractical to try to sur-
vey the metaphorical foundations of all our
philosophical theories. But it is a task that
can and should be undertaken if we want
to understand the inner workings of any
particular theory in philosophy or science.
This task will always include a metaphor-
ical analysis of concepts such as cause,
being, reality, and event but also of all
aspects of mind and thought themselves,
such as the grounding metaphors for con-
cepts, reason, mind, thought, knowledge,
logical relations, and values that lie at the
heart of a specific theory. Even the theo-
ries of metaphor themselves must be ana-
lyzed. The theory of conceptual metaphor,
for example, employs metaphors of “map-
ping” and “projection” to conceptualize the
nature of metaphor itself. Such a conception
could never be absolute — could never tell the
whole story or cover all of the data — and so
we must always be self-reflectively aware of
our own metaphorical assumptions and their
limitations.

I have argued that the single biggest rea-
son that most traditional and contempo-
rary philosophy cannot recognize the per-
vasive, theory-constituting role of metaphor
in philosophy is the failure of philosophers
to acknowledge the existence of deep sys-
tematic conceptual metaphor. They cannot
recognize it because to do so would require
a fairly substantial revision of some of the
founding assumptions of their philosophies.
It would require them to abandon some of
their founding metaphorical conceptions in
favor of other metaphors. If you acknowl-

edge conceptual metaphor, then you have
to give up literalism. If you give up literal-
ism, you must abandon objectivist theories
of knowledge. If you reject objectivist meta-
physics and epistemology, you must aban-
don the classical correspondence theory of
truth. Eventually, you will have to rethink
even your most basic conception of what
cognition consists in.

The hold on us of objectivist and liter-
alist views is so strong that we are sorely
tempted to go to great lengths to salvage our
traditional theories of mind, thought, and
language. Searle ultimately falls back on a
form of literalism. Davidson retains his liter-
alism by denying that metaphors have mean-
ing beyond their literal sense. Rorty doesn’t
appear to be a literalist since he sees that
metaphors are terribly important in the his-
tory of philosophy, but he has no theoretical
resources to explain the phenomena as any-
thing more than contingent, irrational, inex-
plicable random events.

In sharp contrast, once you understand
how conceptual metaphors lie at the heart
of our abstract conceptualization and rea-
soning, you acquire a new set of tools for
analyzing, explaining, and criticizing philo-
sophical theories. Philosophies are built out
of conceptual metaphors. We need not be
slaves operating blindly under the harsh
influence of our metaphors. We can learn
what our founding metaphors are and how
they work. We can analyze the metaphors
underlying other cultures and philosophical
systems, too. Our ability to do this type of
analysis is, admittedly, always itself shaped
by metaphorical conceptions of which we
are hardly ever aware. However, we can
become aware of those metaphors, we can
subject them to critical evaluation, and we
can creatively elaborate them in develop-
ing new philosophies to help us deal with
the problems that confront us in our daily
lives.

Notes

1 In Philosophical Perspectives on Metaphor
(1981), I have surveyed some of the more
influential expressions in Western philosophy
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of the denial of a serious cognitive role for
metaphor.

2 The analysis of causal concepts that follows,
along with their role in shaping philosophy,
is adapted, with minor changes, from Lakoff
and Johnson (1999), chapter 11, which is an
extensive survey of the several metaphors
that define our multiple concepts of events
and causes.
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Rethinking Metaphor

Gilles Fauconnier and Mark Turner

1. Conceptual Mappings

The study of conceptual mappings, includ-
ing metaphoric mappings, has produced
great insights over the past several decades,
not only for the study of language but also
for the study of such subjects as scien-
tific discovery, design, mathematical think-
ing, and computer interfaces. This tradition
of inquiry is fulfilling its promises, with new
findings and new applications all the time.
Looking for conceptual mappings and their
properties proves to be a rich method for
discovery.! To the initial studies that focused
on cross-domain mappings and their most
visible products have now been added many
additional dimensions. Detailed studies have
been carried out on topics such as compres-
sion, integration networks, and the princi-
ples and constraints that govern them.?
This blooming field of research has as one
consequence the rethinking of metaphor.
We have a richer and deeper understand-
ing of the processes underlying metaphor
than we did previously. In this article, we
will illustrate the central areas of theo-
retical advance by looking in some detail

at the often-studied metaphor of TIME As
sPACE. The points we shall emphasize are
the following:

- Integration networks. Conceptual prod-
ucts are never the result of a single map-
ping. What we have come to call “con-
ceptual metaphors,” like TIME 1S MONEY
or TIME IS SPACE, turn out to be mental
constructions involving many spaces and
many mappings in elaborate integration
networks constructed by means of over-
arching general principles. These integra-
tion networks are far richer than the bun-
dles of pairwise bindings considered in
recent theories of metaphor.

— Cobbling and sculpting. Such integration
networks are never built entirely on the
fly nor are they preexisting conventional
structures. Integration networks under-
lying thought and action are always a
mix. On the one hand, cultures build
networks over long periods of time that
get transmitted over generations. Tech-
niques for building particular networks
are also transmitted. People are capable
of innovating in any particular context.
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The result is integration networks consist-
ing of conventional parts, conventionally
structured parts, and novel mappings and
compressions. This very general point is
illustrated in section 5 of our paper, with
the passage “Emily’s diary.”
Compression. A remarkable conclusion
of recent work which was overlooked
by both early metaphor theory and early
blending theory is that integration net-
works achieve systematic compressions.
The ability to use standard techniques
and patterns of compression and decom-
pression enables us to work at once
over elaborate integration networks. For
example, a cause—effect relation connect-
ing different mental spaces in the net-
work may be compressed into a repre-
sentation relation or an identity relation
within the integration network. Well-
known examples often discussed in the
blending literature include The Grim
Reaper, Digging one’s own grave, Clinton
and the Titanic3 For TIME AS SPACE,
watches, clocks, and other time-telling
devices anchor timepiece blends with
powerful built-in compressions.
Inference. Inference transfer is not in
itself the driving force behind metaphor.
In fact, it is typical for “source-domain”
inferences to be violated in the emergent
blended space. This is because topologies
in the multiple inputs may clash, so that
not everything will project to the blended
spaces.

Emergent structure. The focus on single
mapping and inference transfer in early
metaphor theory left out many of the
powers of integration networks, in par-
ticular the ability to develop emergent
structure based on preexisting concep-
tual structures and to achieve compres-
sions across them. In fact, as we shall
see, the metaphorical mappings that seem
most fundamental and observable, such as
SPACE — TIME, can themselves be emer-
gent in elaborate networks with succes-
sive blending.

Various species of conceptual integra-
tion. What were previously regarded as
separate phenomena and even separate

mental operations - counterfactuals,
framings, categorizations, metonymies,
metaphors, and so on — are consequences
of the same basic human ability for
double-scope blending. More specifically,
these phenomena are all the product
of integration networks under the same
general principles and overarching goals.
They are separable neither in theory nor
in practice: the majority of cases involve
more than one kind of integration. The
resulting products can belong simulta-
neously to any (or none) of the surface
types “metaphors,” “counterfactuals,”
“analogies,” “framings,” “categorizations,”
or “metonymies.” The networks discussed
below for the conception of time are
a case in point. As shown below, they
yield surface metaphors, counterfactuals,
metonymies, and frames.

2. Time Is Space, and Then Some

To illustrate how metaphor has been
rethought within the broader perspective of
integration networks and compression, we
will revisit the classic metaphor of time as
space and show in some detail that much of
what is going on in this metaphor has gone
unnoticed and therefore unexplained.*

Time as space is a deep metaphor for
all human beings. It is common across cul-
tures, psychologically real, productive, and
profoundly entrenched in thought and lan-
guage.

Once recognized, the mapping seems
nonproblematic: the ordering of space is pro-
jected to the ordering of time, and inferences
are obtained straightforwardly for the source
domain and projected to the target domain.
As established by metaphor theory, the new
conceptualization of the domain of time is
obtained through projection from space. For
example, the fact that time is measurable
and stable — inferences for which we do not
have independent evidence — comes from
the domain of space.’

But metaphors, this one included, involve
more than mappings or bindings between
two spaces. They involve many spaces, and
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they involve emergent structure in the net-
work. The apparently unproblematic map-
ping by itself will not account for the com-
plex emergent structure of the network and
the data that express it.

To see this, let us start by looking infor-
mally at the full emergent structure that
comes with this metaphor. Consider the fol-
lowing examples:

1. Three hours went by, and then he had
dinner.

2. *Three feet went by, and he was at the
door.

3. Minutes are quick but hours are slow.

4. *Inches go by faster than feet.

5. Those three hours went by slowly for
me, but the same three hours went by
quickly for him.

6. For me, the hours were minutes, but for
her, the minutes were hours.

7. At the end of the three hours, you will
have solved the problem, but at the end
of the same three hours, he will have
solved it and five more.

8. Time came to a halt.

9. Sure, it’s Friday afternoon, but Monday
morning is already staring us in the face.

10. Next week was an eternity away.

1. For me, the three hours were forever,
but for her, they did not exist.

12. It'll go by faster if you stop thinking
about it.

13. Our wedding was just yesterday.

14. Where have all those years disappeared?

15. Next week was an eternity away.

16. I didn’t see those years go by.

Example 1 shows that we have not merely
projected units of measurement onto time
but also turned those units into moving
objects. This does not come from project-
ing units of measurement onto time. In the
domain of space, a unit of measurement is
not a moving object. These are incompati-
ble sorts of elements. But in the blend, we
project onto a temporal experience both unit
of measurement and moving object from
the domain of space. Incompatible elements
in the domain for space are thus fused to
identity for time in the blend. The notion

of hours as simultaneously moving objects
and units of measurement is emergent in the
blended space.

Example 3 shows two things: that the
emergent, moving temporal units have
speed and that some have greater speed than
others. But how could this be? The con-
stituent parts of a moving object in space
must all move at the same speed. Hours
are composed of minutes. A straightforward
“metaphoric” projection would require that
minutes, hours, centuries, eons would all
have the same speed. What has happened is
that uncoupled objects that move at differ-
ent speeds in space are projected onto con-
stituent parts of a temporal interval in the
blend.

There is a paradox in the standard
metaphor analysis of time as space in hav-
ing a source domain of moving objects that
includes speed, since speed already seems to
require time. This paradox is resolved in the
standard analysis by assuming that motion
is uniform, so that speed is irrelevant. But
as we see, speed is relevant in the emer-
gent conception of time. In fact, example 5
shows that not only can speed be different
for different moving objects, but the same
moving object can have different speeds.
This is because we are also projecting to the
temporal units in the blend our subjective
experience of time and events. In our subjec-
tive, conscious experience, we have no reli-
able measure of time, but we do have strong
feelings about the pace of events. In the
blended structure, a “slow hour” is an hour
to which we project our subjective experi-
ence of the events of that hour. That is why
we can say, “For me, the hours were min-
utes, but for her, the minutes were hours.”
Some exceptionally fast hours can have the
speed of “normal” minutes. Some very slow
minutes can have the speed of “normal”
hours.

And it is not just as if units of time can go
fast or slowly; they can also stop altogether,
as in “Time came to a halt.”

And it’s not just as if units of time can
have variable speed. They can also have vari-
able existence, as in, “For me, the three hours
were forever, but for her, they did not exist.”
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In the topology of the domain of objects
moving in space, all moving objects must
be in different locations, and it is unusual
(except, e.g., in the case of trains) that they
follow the identical path. But in the blend
for time, we are all in the same spot, and the
very same times are moving past us on the
same path.

In the topology of the domain of objects
moving in space, the observers are typically
at different locations, which is why they
may experience the speed of the objects dif-
ferently. But in the blend for time, all the
observers are at the identical location. It is
not their relative locations that account for
the variation in perceived speed, but their
attitudes toward the events that account
for the variation in the speeds. The varia-
tion of speed for time is coming from the
input mental space of felt experience, not
from the domain of objects moving in space.
The resulting emergent structure is actually
incompatible with the physical space input.

In the topology of the domain of objects
moving in space, distance is well ordered.
Space is continuous and objects have per-
manence, and neither stretches of space nor
objects in them vanish. But salience of times
can be blended with temporal units to such
an extent that, in the blend, salient times
whose onset we fear can be closer and move
faster. If Monday is all-important and we
are anxious about what happens on Mon-
day, we can say, “Monday is staring me in the
face,” even if there are several days between
now and Monday. In the blend, salient times
whose onset we welcome can be farther
away and move more slowly, as in, “It’s eons
until my birthday,” or “My birthday never
gets any closer.”

To summarize, the topology of the blend
for time is incompatible with the domain of
objects moving in space in many fundamen-
tal ways:

— In the domain of space, units of mea-
surement are not moving objects. In the
blend, they are.

— In the domain of space, observers are not
at the same location and are not looking in
the same direction. In the blend, they are.

Accordingly, in the blend, everyone sees
the same moving objects (that is, sees the
same temporal units).

— In the domain of space, not all moving
objects are on the same path. In the blend,
they are.

— In the domain of space, observers in the
same location looking in the same direc-
tion would see not only the same mov-
ing objects but also the same speeds for
those objects. But in the blend, observers
are in the same location and looking
in the same direction and seeing the
same moving objects, but they perceive
(in principle) different speeds for those
objects.

— In the domain of space, all the objects
moving along a path exist, and the closer
ones are perceived as closer. But in the
blend, one more distant can seem closer,
and some of the objects can be nonexis-
tent.

— In the domain of space, you cannot speed
up or slow down the speed of the mov-
ing object by the quality of your atten-
tion. But in the blend, varying your atten-
tion can change the speed of the moving
object.

These various linguistic examples and the
emergent structures that make them possi-
ble derive from a systematic but elaborate
integration network that involves a number
of input spaces, blended spaces, vital rela-
tions, and compressions. We will go through
the relevant input spaces and intermediate
blends.

E: E is the input of Events. Human beings
are expert at parsing the world into events
(selling shoes, solving math problems, din-
ing) and objects. Here we take as given that
people can think of events and objects and
refer to them. This expertise includes under-
standing event shape, including ordering and
event type, and categorizing different events
as belonging to the same type or to differ-
ent types. Event spaces can include subjec-
tive experience of those events. Under this
parsing, a lecture is an event with many
participants — the lecturer, the audience,
the support staff — and each participant
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experiences the same event in a variety of
different possible ways. So the lecture can
be painful for me, pleasant for you, difficult
for the lecturer, easy for the technician, chal-
lenging for the interpreter.

X: An important kind of event for human
beings is motion through physical space
from point A to point B, with correspond-
ing objective and subjective experiences. We
call this subset of E the input of experienced
motion through physical space. Within X,
we have a number of existing correlations. If
we travel from A to B and then B to C, we
know that the event of traveling from A to
B is over before the event of traveling from
A to C is over. This comes from our ability
to order events. So, all else being equal, rela-
tive length corresponds to ordering of events.
AB is shorter than AC; the event <AB> is
over before the event <AC>. In this space,
the use of the notion of fast versus slow is
not the one used in physics but correlates
with the duration of events. So, in English,
we say that going from A to B is “faster” than
going from A to C, even if our speed in the
technical sense is the same. In X, the event
of traversing the path is connected with the
path.

E/X: E and X are blended in routine ways
to yield emergent structure. One conse-
quence of this blending is to create the com-
mon notion that has sometimes been called
the Event Structure Metaphor.® According
to this notion, we can “go through the lec-
ture” just as we can “go through the park”
because in the blend the event is motion
from one point to another. In the blend
E/X, any event has length and experienced
motion (including speed, in the everyday
sense of fast and slow rather than in the tech-
nical sense of physics). In E/X, the traveler
of input X is fused with the experiencer of
input E. The event in E is fused with the
event of traversing the path in X and with
the path in X. By this means, in the blend,
an event becomes a path, and completing the
event is traversing the path. As we can say
that one stretch of road is faster than another
because the event of traveling the first is
over before the event of traveling the other,
just so, we can say that one event is faster

than another. E/X is a blend of a quite dif-
fuse domain of events with a rather specific
human-scale subcase of traversing a path, so
that in the blend the perhaps diffuse event
can be transformed to human scale. In fact, it
seems from the data we have collected so far
that however complicated our understand-
ing of the domain of traversing paths (involv-
ing different terrain, vehicles, etc.), X takes
into account only the lengths of the paths,
so that for a given traveler, relative lengths
of paths determines relative durations of
traversal.

In the blended space, an event is an origin
and a destination. Two travelers may begin
at the same origin and arrive at the same
destination; yet, they might traverse differ
ent paths, so the event can be long for one
but short for the other and can be slow for
one and fast for the other.

M: The socially (and technologically)
constructed notion of time is then brought
in independently as the blended domain M
studied in The Way We Think (Fauconnier
& Turner 2002). For starters, analogous days
that we experience through observation — of,
say, sun, stars, color variation, and so on —
are compressed under blending into a single
cyclic day (see Figure 3.1).

This blended cyclic day, C, serves as one
input to yet another blended space, M. The
other input to M is a natural or technical
dynamic mechanism with structure that gets
partially and systematically mapped onto the
cyclic day. To give one example of the map-
ping between the “mechanism” input space
and the “cyclic day” input space, we map
the situation in which both rotating rods
on the face of a “clock” point to 12 in the
“mechanism” space onto the sun’s being at
its zenith in the cyclic day. In the blend,
M, the cyclic day is integrated with the
motion of the mechanism and we have addi-
tional shared events such as hours, minutes,
seconds, years.

C—A

\/
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Figure 3.1. The blended cyclic day (C).

M is built on the basis of standard,
normed, shared events such as “hands going
around the clock.” It yields emergent struc-
ture of hours, minutes, seconds, years, . . . ,
which do not exist before the creation of
these compressions to ideal events. These
are now, in M, standard shared events. The
culturally constructed domain, M, is thus a
subset of the general domain of events, E,
and some inputs to the blend M may have
motion in space, for technological or natu-
ral reason (hands on the clock, sand in the
hourglass, sun across the sky, . . .).

The crucial feature of these material time-
pieces is that they have, within tolerance,
matching onset and termination for the same
constructed events (minute, hour, day, . . .).
How they operate between onset and termi-
nation is unimportant for the mapping, as
is how they mark onset and termination, so
long as onset and termination stay invariant
across timepieces. If they match, then, for
purposes of the M network, we can com-
press various timepieces to one ideal time-

piece because the particular onsets compress
to the ideal onset and the particular termi-
nations compress to the ideal termination.
An analog clock works one way, with rods
sweeping out circles past numbers, while
a digital clock works another way, flashing
numbers on its screen, but we do not care:
each indicates the onset and termination of
the hour, and these indications are simulta-
neous when we set them side by side. The
universal idealized timepiece defines univer-
sal events in which everything in the uni-
verse participates. The change from onset to
termination defines, for example, an “hour.”
We conceive of everything in the universe
as going through that hour. How do we
in practice relate to this idealized universal
event? We relate to it because the compres-
sion guarantees that any local event involv-
ing motion of a tolerably accurate timepiece
(watch, hourglass, sun) maps on consistently
to the universal idealized event.

Notice that emergent in M we have uni-
versal events, but neither time nor measure.
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Since time is a measure of duration of events
in general, M cannot give us time. Itis instead
a sophisticated system of emergent universal
events. These universal events now have uni-
versal names — hour, minute, second.
E/X/M: Because M is a subset of E, it
maps naturally onto E/X. This is the basis
for an integration with inputs E/X on the
one hand and M on the other, yielding the
blended space E/X/M. In that blended space,
universal events in M become particular
local events in E/X. They are constrained
to contain local events within their span,
and any local event is contained in universal
events projected from M. This gives any local
event an additional dimension. Inescapably,
you cannot go through the local event with-
out going through the universal event that
has the same beginning and end. In the
emergent structure of the blended space, the
universal event becomes a universal spatial
length, and therefore a measure, analogous
to yards, meters, and so on.” This is why
any event has a length — it is an hour long,
a minute long, and so on. But, because of
this containment, subjective experience of
the local event is also for the experiencer
experience of the projected universal event.
So we can “go through an hour” just as we
can go “through a lecture,” and the hour can
be painful just as the lecture can be painful.
Because subjective experience varies, and
going through the lecture can be pleasant for
you but painful for me, so now, in E/X/M,
going through the hour can be pleasant for
you but painful for me, or fast for you but
slow for me because of the containment of
the local event in the projected universal
event. In M, the universal events are invari-
ant. Their duration cannot vary, nor can
they be painful or pleasant. But in E/X/M,
those universal events become local events
subjectively experienced, so they can vary
according to the experience, not only for dif-
ferent experiencers but also for the same
experiencer, depending on circumstances:
“T went through the first hour much more
quickly than the second hour.” Mastery of
the full network allows simultaneous access
to objective length and subjective length.
“It's amazing how the eight-hour work day
is longer on Monday than it is on Friday.” We

understand “the eight hours” as lying in M,
where the duration is invariant but “longer”
as lying in E/X/M, where it does vary; and
so the statement is not self-contradictory.

A
\/

E/XIM

Crucially, blending is not algorithmic, and
there are two different conventional ways to
blend E/X and M. M has events (rotating
rods for the clock) that we are all, within sig-
nificant tolerance, supposed to agree about.
Subjective experience does not differ for the
special kinds of events in M, and that is the
main reason that they are chosen to serve
in M. But in general, duration can vary in
E. There is a mapping between the events
in E/X and the events in M, and when we
blend them, we can preserve the topology
of M or the topology of E/X. If we pre-
serve the topology of M in the blended space
E/X/M, then we are all agreeing about the
duration of the events that are correlated
with the universal events. So, you ask how
long it took me to go through the lecture,
and I say, “It went on too long; it was an
hour and five minutes long.” I am using a
compressed blend E/X/M in which M topol-
ogy has been projected. But I can also use
the topology of duration from E/X and then
in the second conventional blend, the dura-
tion can vary, depending on subjective expe-
rience. I can say, “Centuries.” There is hyper-
bole being added, but now you know we are
in the E/X/M blend dominated by the topol-
ogy from E/X.

Hereafter, we will label the blend domi-
nated by E topology E/X/M and the blend
dominated by M topology E/X/M. The full
network at this point contains two crucial
blended spaces, E/X/M and E/X/M, with
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different emergent notions of time. But con-
ceptually, we have the ability to manipu-
late the full network with no contradiction,
choosing to operate in one blend when we
need subjective time and choosing to operate
in the other when we need objective time.
The rich conceptual notion of time as having
both objective and subjective dimensions is
emergent in the entire network. E/X/M has
uniform durations for all experiencers: they
are all on the same path because of the uni-
versal event with invariant durations. But in
E/X/Mblends, the separate experiencers can
be on different paths, with different dura-
tions of traversal, as in, “Remember that vis-
iting your parents goes faster for me than it
does for you.”

The network we just described has many
spaces, multiple projections, and hyper-
blends. Time in this network is not a prim-
itive input but rather a notion that emerges
from the full network. Once the entire net-
work is achieved, it automatically contains
as a by-product correspondences between
time and physical space that previous anal-
yses had to postulate: time and the time-
space conceptual mapping are emergent in
the network.

3. Duals

Metaphor theory recognizes that motion of
an ego through time as space has a dual,
namely, time as objects moving along a path
past a stationary observer. This is a valid
insight, but it, too, is a consequence of emer-
gence in a full integration network that we
will call the dual of E/X/M.

X has motion along a path. But motion is
relative. Even though we know we are mov-
ing relative to the sun, it looks to us as if the
sun is moving relative to us. When two trains
are moving side-by-side, we can easily be in
one and not know which one is moving. For
any scene we inhabit, we can take ourselves
as a point of reference, or something else as
a point of reference. If we are in fact moving
down the road, and take the tree as a point of
reference, then we are going by the tree. But
if we are in fact moving down the road and

take ourselves as the point of reference, then,
relative to us, the tree is going by us. We will
call the scene in which we take ourselves
as the stationary point of reference “the
relative motion scene.” In it, the tree is mov-
ing by us. We are not deluded by this fram-
ing. Relative motion is reflected straight-
forwardly in well-known examples such
as

The old tollhouse went by.
The rough stretch of road went by.
The forest went by.

In relative motion, the path and all the
things along it move, relative to you. X has
its relative motion counterpart, call it X'.
X’ is accurately described with expressions

like:

That stretch of road went by effortlessly.
The first five miles went by effortlessly.

By projection, the blended space E/X has
its relative motion counterpart, (E/X)’. In
(E/X)’, path/events move relative to the
experiencer, as in:

¢ The lecture went by effortlessly.
e The party went by pleasantly.

By projection, the blended space E/X/M has
its relative motion counterpart, (E/X/M)’. In

(E/X/M)’, the event paths also move relative
to the experiencer, as in:

The first two hours went by effortlessly.

E

7\
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In the relative motion counterparts, rela-
tive speed is preserved. If you moved slowly
through an event, then in the relative motion
counterpart, the event moves slowly by you.

As the E/X/M blended space can be dom-
inated by the topology of E or M, giving us
alternatively E/X/M or E/X/M, so (E/X/M)’
can be dominated by the topology of E or M,
giving alternatively (E/X/M)’ or (E/X/M)’.
In (E/X/M)’, all the universal events go by
the same for all the experiencers. But in
(E/X/M)’, they can go by differently for dif-
ferent experiencers or even for the same
experiencer. So, with respect to (E/X/M)’:

— Friday always goes by faster than Monday.

— The hours sped by for him but dragged
by for me.

— It took centuries for the hour to pass.

— Those three hours went by slowly for me,
but the same three hours went by quickly
for him.

With respect to (E/X/M)’, we have expres-
sions such as

— Minutes go by faster than hours.
— The same hour will go by whether you
are suffering or having fun.

In (E/X/M)’, the same hour has the same
durational properties for everyone, regard-
less of the events the hour contains. But in
(E/X/M)’, the “same” hour can have differ-
ent properties depending on the particular
experiencer.

Subjective experience can vary quickly
for a single experiencer, vary depending on
the focus, and even toggle back and forth like
a Necker cube, as in the following attested
piece of data:

— “Time goes by really slowly. At the same
time, it goes by really fast.” (CNN, said
by a man waiting for word on an Ameri-
can named “Michael” missing in the bomb
detonations in London in July 2005.)

There are many ways to take this. In one,
time is going by too slowly because Michael
is not showing up, but time is going by too
fast because the likelihood that Michael is

dead increases with every passing minute.

Finally, it must be mentioned, although
that is not the main focus of the present
analysis, that the motion of events and times
can be framed independently of an observer.
This is especially true of universal times
and planned events: Tuesday follows Mon-
day. The lecture will be followed by a recep-
tion. Moore (2007) discusses such framing
in detail. Nufiez et al. (2006) demonstrate
its psychological reality.

4. More Networks

We have seen so far that analysis of
metaphor requires analysis of elaborate inte-
gration networks producing what can seem
like straightforward mappings between two
domains taken as primitives. The ultimate
conceptual correspondence between time
(itself emergent) and physical space is real
and especially visible, but it is a final product
of emergent structure in the elaborate inte-
gration network, not something to postulate
as a basic primitive of human understanding.

Conceptual work is never-ending, and we
can continue to bring more spaces and even
networks into play with the elaborate inte-
gration network E/X/M. We can also use
general conceptual techniques on that exist-
ing network.

One standard conceptual technique is to
project agency into the occurrence of events,
according to which, in the blend, the event
is caused by the agent. In the blend with
objective time (i.e., shared universal events,
such as hours and minutes), all egos are con-
strained to move at the same rate. If we
project agency to that causal constraint, all
egos are moved through the shared univer
sal events at the same rate by an agent, in
this case often referred to as “Time,” or, his-
torically, “the hour.” In this new blend, the
emergent entity “Time” derives its motion
from the network in which times move but
derives its landmark from the network in
which Ego moves. Importantly, this new
agent is not a projection from the network of
moving shared events (hours, etc.). It is not
a particular hour that drives us along, but
the movement of Time: “Time marches on,”
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“Time waits for no man,” “Never fear: time
will carry us along,” and, from Macbeth:

Come what come may

Time and the hour runs through the
roughest day

(Act one, scene three)

Provisioned with the blend in which Time
the agent moves forward through objective
universal events, we can make an additional
blend in which Time moving through uni-
versal events is also moving through specific
events that are scheduled for those univer-
sal events. To say that your tooth extraction
was scheduled from 3 p.m. to 4 p.m. is to say
that Time moved through a universal event
(a particular hour) and the scheduled event
simultaneously.

Additionally, we can construct the blend
in which Ego moves not only through uni-
versal events (hours, etc.) but also actual
events that correspond to the scheduled
events in the schedule blend. Your actual
tooth extraction corresponds to the sched-
uled tooth extraction, but might actually be
a shorter or a longer or an interrupted event
relative to the scheduled event. Actual and
scheduled event need not coincide. Accord-
ingly, Time may reach the end of the sched-
uled event before Ego reaches the end of the
actual event. Moreover, Time may be closer
to the end of the scheduled event than Ego
is to the end of the actual event. In either
case, Ego has fallen behind Time, when the
comparison is between corresponding loca-
tions on the two paths. This makes other
frames, such as racing, available, as in the
examples from Chapter 1 of More Than
Cool Reason (Lakoff & Turner 1989) such as
“We are ahead of time” and “We are racing
against time.” Expressions like “Time {flies”
or “Time stands still” can also be construed
with respect to this blend, if the scheduled or
expected events differ from the actual ones.

Consider as an additional network that
can come into play our independent integra-
tion network involving memory and physi-
cal space. In memory, events can be “close”
or “distant,” “far apart,” “hard to access.”
Relevant linguistic data indicating blends of

» o«

memory and physical distance include “Call-
ing up things from the depths of your mem-
ory,” “Bringing a forgotten event to the sur-
face.” These blends of memory and physi-
cal distance can be blended with the E/X/M
networks, to produce items such as

— Our wedding was just yesterday.

— Where have all those years disappeared?

— The days of my youth are so close yet so
far away.

For purposes of terminology, we will refer
to the blend of memory and physical space
as R/S (for Recall/Space). When we blend
E/X/M with R/S, we get a new integration
E/X/M/R/S, which puts a metric on mem-
ory that uses the notion of time that is emer-
gent in the E/X/M networks. The subjec-
tive feeling in R/S that the wedding is very
accessible, very close, is mapped onto the
subjective feeling about the events of yester-
day. So the blend endows R/S with a met-
ric using the notion of time. Accordingly,
in the E/X/M/R/S blend, the word “yester-
day” provides an adequate indication of dis-
tance in memory. So in E/X/M, our wed-
ding was not yesterday (assuming it was 18
years ago). But the memory of the wed-
ding as experienced in R projects to yester-
day in E/X/M/R/S, where the wedding of
18 years ago can now be “yesterday.” In this
case, the ordering topology of R/S dominates
over the ordering topology in any version of
E/X/M.

Now consider “Where have all those years
disappeared?” Consider the reading in which
this means that the speaker cannot remem-
ber the events over several years. The events
in memory are gone, they map to corre-
sponding years in E/X/M, and, accordingly,
the years themselves are gone. But consider
the alternative reading in which the speaker
says, “My wedding was just yesterday. Where
have all those years disappeared?” It is inde-
pendently acknowledged that the objec-
tive distance of the wedding in E/X/M is
18 years. There is a clash between the con-
figuration in E/X/M and the configuration
in E/X/M/R/S. If the wedding was just yes-
terday in E/X/M/R/S (subjective memory
with a time-space-motion structure), then
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there is no space for the 18 years that are
right there in E/X/M (objective event real-
ity with a time-space-motion structure),
and those years must have disappeared. In
this integration, subjective memory wins
out over objective reality. Instead of objec-
tive reality’s indicating that your memory is
faulty, memory shows that the years must
be missing. If the reasoning is carried out
in objective reality, then we have examples
such as “My wedding seems like just yes-
terday. I must be losing it (on drugs, have
Alzheimer’s).” In that case, objective real-
ity wins over subjective memory. Exam-
ples such as “Where have all those years
disappeared?” and others below show that
when different mental spaces are built in
which there are clashes, then reasoning can
follow about that clash. Reasoning can be
conducted in one or another of the mental
spaces.

Take the variant, “My wedding seems like
yesterday. The years have really gone by
fast.” Again, the clash is between distance
in subjective memory and objective real-
ity. The reasoning is a very standard pattern
imported from ordinary motion and speed
in physical space. If the train departs city A
and you are in city B before you know it,
you can conclude either that B is close to
A or that the train travels very fast. Then if
you thought that A was close to B, and you
are told that in reality it is far from B, you
are forced to conclude that the train trav-
eled fast. So in the same way, if your sub-
jective memory tells you that your wedding
and today are close, but reality informs you
that they are in fact far apart, then you can
resolve the clash by concluding that moving
objects (here, times) have traveled fast.

But notice that variable speed of time
is not a property within (E/X/M)’ (invari-
ant universal time events) or within
(E/X/M/R/S)’ (relative distance of events
in memory). Variable speed of time is a
property within (E/X/M)’, the subjective
construction of time. The reasoning that
years must have gone by fast resolves the
clash between subjective memory and objec-
tive reality by inferring a greater speed in

(E/X/M) .

Time can fly, race, drag, or come to a com-
plete halt, as in “time stands still” or “time
froze.” In all these cases, we need to be oper-
ating in more than one mental space, and
there is some kind of clash between subjec-
tive experience and objective reality. For all
of them, we can focus on (E/X/M)’ in order
to resolve the clash. For example, if I think it
is Saturday, and I realize that it is really Mon-
day, then the clash is resolved in (E/X/M)’
by assuming that the days must have traveled
fast, and I can say, “Time flies.”

Other domains are covertly involved in
such networks. Expectations are run paral-
lel to experience, and they can clash for all
kinds of reasons. An extreme case is when we
say, “Time has frozen” or “come to a halt.”
We expected or desired events to be tak-
ing place, but their onset has not occurred.
In (E/X/M)’, times and events are blended
and move together. Events not happening is
the same as events not moving, and accord-
ingly subjective time is not moving. The feel-
ing can have many different causes. Sup-
pose we are watching a play whose script
we know well. At one point, an actor fails
to deliver his line, either because he has for-
gotten or tripped and needs to regain bal-
ance. Of course, events are going on, but
not the expected events, and the expected
events will take place, just not when we
expected them. The delay between expec-
tation and reality can be solved by recruiting
from (E/X/M)’ a variable speed for time of
zero. “Time froze while he tried to remem-
ber his line.”

5. Cobbling and Sculpting

Nathaniel Smith notes the following passage
in a novel:

Remarkable — when I am sitting on a cushion
on the floor, busy with

scissors and glue pot, the time just vanishes.
Before I know it the

latticed rectangle of pale autumn sunlight has
moved from the left

wall across the floor to the other wall and
Mrs. O’Carolan is calling



64 GILLES FAUCONNIER AND MARK TURNER

me for supper. Perhaps time is flowing faster up
there in the attic.

Perhaps the accumulated mass of the past gath-
ered there is pulling

time out of the future faster, like a weight on a
line. Or perhaps,

more mundanely, it is only that [ am getting
older every year and that

it is the accumulated weight of time behind me
that is unreeling the

years with ever-increasing speed. What a hor-
rible thing it must be to

grow older and find that ever-decreasing num-
ber of years hurrying you

faster, faster toward your grave, as if time were
impatient to be rid

of you.

(Ian McDonald, “Emily’s Diary, Novem-

ber 5, 1913,” in King of Morning, Queen of

Day, pp. §2-83.)

Although this may seem fanciful, it is eas-
ily understood exactly because it is exploit-
ing the network for time that we have dis-
cussed. A phrase such as “time just vanishes”
is standard and idiomatic, and, as we saw, a
result of resolving a clash between subjec-
tive experience and shared universal events.
The pale autumn sunlight’s moving across
the room is a local timepiece that can be put
into registration with other timepieces. As in
the general case, subjective feelings of dura-
tion are blended with speed of motion. But
now, the question arises, why would time
be operating this way? The answer, again a
standard derivative of the standard network,
is that time has a variable speed, and now a
new blend is constructed according to which
that motion is induced by standard physics.
Weight is pulling the timeline along. Inter-
estingly, this still preserves the registration
of the timepieces. Even though the subjec-
tive speed of time when you are doing cer-
tain things in the attic is much greater than
the subjective speed of time in the kitchen,
the time in the attic will match the time in
the kitchen whenever you go to the bother
of checking because that is a property of
E/X/M. This network allows us to get to a
point with different speeds at different spots
in the network, but the points will match

with M. The additional blending of “pulling
time” is simply opportunistically exploiting a
connection between objects and weight and
the fact that if you have more objects, you
have more weight. The mass in the past is
picking out events in the subjective space.
This subjective space is much fuller of events
from the past when you are in the attic,
among all those souvenirs, than it is in the
kitchen, where you are engaged in cooking
sausage to eat immediately. So when you go
down to the kitchen, your subjective space
changes, and the weight of the past dimin-
ishes with each step as you go down, so by
the time you get to the kitchen, time is run-
ning at its usual pace, no longer being pulled
precipitously along.

The variant of years being pulled faster
for older people because of the greater time
behind them is another way of resolving
the clash by blending the subjective space
in (E/X/M)’ with a concrete frame of the
pull of gravity. In the new blend, the “time
objects” are linked and the increasing weight
of those behind pulls the present and future
ones ever faster. It exploits the fact that in
(E/X/M)’, we know that the objects move
differently for different experiencers.

Spectacularly, in fact, in the last variant, it
follows that a small number of years is now
moving ever faster past you. In the relative
motion dual of this scene, you are therefore
moving faster toward the end, the grave. At
this point, there is a blend with intention-
ality. How does this feel? Now subjective
experience is restructured again to include
desire for the speed on the part of time, and
the cause of Time’s increasing the speed is
its impatience to get rid of you, that is, to
bring you to your end.

Conclusion

Metaphoric mappings, theory of metaphor,
and metaphor analysis need to be revised to
include permanent features of cognition:

- Integration networks
— Cobbling and sculpting
— Emergent structure
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Figure 3.2. Integration network for time as space, including dual.

— Compression
— Overarching goals other than projection
of inference.

We have shown in some detail, with TIME
AS SPACE, how to go about this revised and
deeper form of metaphorical analysis, taking
into account the aforementioned properties
of cognition. As far as we can tell, the consid-
erations we adduced apply quite generally to
any metaphorical analysis. The message for
all of us metaphor theorists is that we need
to go far beyond the usual focus on cross-
domain mapping and inference transfer. We
need to face squarely the far greater com-
plexity of integrations that lie behind observ-
able metaphorical conceptual systems. We
need to take into account their cultural his-
tory, and we need to account explicitly for
the emergent structures they produce, both
over cultural time and over individual time
(a child’s learning of the elaborate intercon-
nected integration networks). In the early
days of contemporary linguistics, the realiza-
tion that children mastered stunningly com-
plex syntactic and phonological structures
was often met with disbelief: how could tod-
dlers possibly know so much? We know bet-
ter today: the child’s cognitive brain leaves
in the dust our most powerful computers. So
there is nothing surprising in the discovery
that meaning construction is also supported

and effected by highly elaborate dynamic
systems. The challenge for the analyst is to
delve rigorously into these remarkable con-
structions of the mind.

The permanent features of cognition
that we have drawn attention to in the
present work are part of metaphor because
metaphor itself is one particularly impor-
tant and salient manifestation of concep-
tual integration. Double-scope integration,
which typically exploits clashes, is the hall-
mark of cognitively modern human beings.
And metaphor is one of its most powerful
products, one that often drives key aspects
of art, science, religion, and technology.

Notes

1 Lakoff and Johnson (1999), Coulson and
Oakley (2000, 2005), Gentner, Holyoak, and
Kokinov (z2001), Hofstadter (1995).

2 http://blending.stanford.edu, Fauconnier and
Turner (2002), Coulson (2001).

3 Fauconnier and Turner (2002, pp. 131-135),
Coulson (2001).

4 Evans (2003) provides an insightful dis-
cussion of the conceptualization of time
as revealed through linguistic usage and
points out many difficulties for Lakoff and
Johnson’s conceptual metaphor theory and
Grady’s (1997) approach in terms of pri-
mary metaphors. He proposes an approach
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in terms of multiple cognitive models which
we believe does not capture the deeper unity
of the phenomenon, explored in this chapter.
Nufiez and Sweetser (2006) provide impor-
tant (nonlinguistic) evidence based on ges-
ture in Aymara for space-time conceptual
mappings and aspects of their cultural vari-
ation. Moore (2007) emphasizes that tempo-
ral metaphor can be perspective-specific or
perspective-neutral.

Lakoff and Johnson (1999, pp. 130-161).

Espenson (1992), Lakoff and Johnson (1999,

PpP- 179-95).

7 This is the general feature of measure: for
something to be a meter long means that
extremities of the two objects map to each
other preserving metric topology. This is coin-
cidence of local events. To say that something
is ameter long s to fuse the local with the uni-
versal. In the space of physical space, before
you had the universal yardstick, let’s say, all
you could do is compare: this is longer than
that. Once you have a universal yardstick,
now everything has a length. There is now a
universal stuff (of course, this is an emergent
concept) just as there are universal events.
The meter is made out of universal stuff con-
ceptually, just as the hour is a universal event.
Get rid of 5 pounds, take 10 minutes out of
your lecture, how many square feet in your
house? etc.

o %1
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How Metaphors Create

Categories — Quickly

Sam Glucksberg

“I find people confusing . [because
they] . . . often talk using metaphor, such
as he was the apple of her eye, we had a real
pig of a day, they had a skeleton in the cup-
board. I think it [metaphor] should be called
a lie because a pig is not a day and people do
not have skeletons in their cupboards and . . .
imagining an apple in someone’s eye doesn’t
have anything to do with liking someone a
lot . . .” (Haddon, 2003, p. 15). So claims
Christopher Boone, the protagonist in Had-
don’s perceptive and riotously funny novel
about an autistic teenager trying to figure out
the world around him.

Like metaphor theorists from Aristotle
to contemporary philosophical, linguistic,
and psycholinguistic writers (cf. Bowdle &
Gentner, 2005; Fogelin, 1988; Searle, 1979),
metaphors such as Sam is a pig are consid-
ered to be false categorical assertions, and
so must be treated as similes (e.g., Sam is
like a pig) in order to be understood. A pref-
erence for simile over metaphor is clearly
endorsed by our autistic savant Christopher,
who, referring to a neighbor whom he dis-
likes intensely, observes, “He had a very hairy
nose. It looked like there were two very

small mice hiding in his nostrils. This is not a
metaphor, it is a simile, which means that it
really did look like there were two very small
mice hiding in his nostrils. And a simile is not
alie, unless it is a bad simile” (Haddon, 2003
p. 17).

In these few lines, Christopher Boone
neatly captures the traditional pragmatic
view of metaphor comprehension. Nominal
metaphors such as my lawyer is a shark or
my surgeon was a butcher are taken to be liter-
ally false. Literally false assertions are consid-
ered to be infelicitous because they violate
one of Grice’s (1975) conversational max-
ims, namely, to be truthful. As such, they
are defective if taken literally because they
do not make sense in the context of the
utterance. Therefore, a hearer or reader must
search for a nonliteral meaning that does
make sense. Understanding nonliteral mean-
ings thus requires three distinct processing
stages:

1. Derive the literal meaning of the utter-
ance.

2. Assess the interpretability of that mean-
ing in the utterance context.

67
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3. If the literal meaning does not make
sense in context, then search for a non-
literal meaning that does.

As Searle (1979) put it, “Where an utter-
ance is defective if taken literally, look for
an utterance meaning that differs from sen-
tence meaning” (p. 114). Applying this gen-
eral model to how people understand nom-
inal metaphors, we have the comparison
model of metaphor comprehension. Nom-
inal metaphors such as some roads are snakes
or my job is a jail are “defective” in that
they are literally false. One way to deal with
this problem would be to convert a literally
false categorical assertion into a true com-
parison assertion, that is, a simile. Similes
are always literally true because any two
things must always be alike in one way or
another, indeed, in an indeterminate number
of ways. This move produces the standard
pragmatic model of metaphor comprehen-
sion. According to this model, metaphors
are considered to be implicit similes. When
a statement of the form X is a Y is literally
false, then it is converted into a true simile,
X is like a Y, and then treated exactly as any
literal comparison (see Gentner, 1983).

This general comparison view has three
important, testable psychological implica-
tions. First, literal meanings have uncondi-
tional processing priority. Literal meanings
are always computed first and are com-
puted unconditionally. Nonliteral meanings
are never computed until literal meanings
are computed and found to be “defective” —
they do not make sense in context. Literally
intended language should thus be easier to
understand and should also take less time
to compute than nonliterally intended lan-
guage. In addition, nonliteral meaning com-
putation is optional: nonliteral meanings are
sought only if the literal meaning is uninter-
pretable. Thus, unless literal meanings won't
work, nonliteral meanings are ignored.

A second implication of this view is
that comparisons are easy to understand,
whether they are literal or metaphorical.
But, how do people solve the compari-
son problem? Since any two things can be
alike in innumerable ways, how do we iden-

tify precisely those ways that are intended?
Consider the old adage about inappropri-
ate comparisons: they are characterized as
comparing apples and oranges, reflecting a
belief that one can’t (or at least shouldn’t)
compare apples and oranges. A moment’s
reflection reveals that apples and oranges
can indeed be compared and that they share
many, many properties: both are edible, have
a warm color, round shape, similar in size,
contain seeds, grow on trees, good for mak-
ing juice, names begin with a vowel, and they
are unsuitable as balls in such games as ten-
nis, field hockey, or baseball. Clearly, solv-
ing the comparison problem requires more
than an exhaustive search for shared fea-
tures or properties. Substituting a simile for
a metaphor obviously doesn’t automatically
solve the comprehension problem.

A third implication of the comparison
view is that metaphors and similes are, to
all intents and purposes, interchangeable.
Metaphoric assertions can be put in either of
the two forms, X isa Y or X is like a Y. Are
these two forms used to express the same
meanings, or can their meanings differ sys-
tematically?

These three implications have been
empirically tested, and all three turn
out to be false. Instead, the following
three generalizations characterize metaphor
comprehension:

1. Literal meanings do not have uncondi-
tional priority, and so they are not neces-
sarily easier to compute than nonliteral
meanings. More importantly, metaphor
comprehension is not optional; it does
not depend on the defectiveness of
literal meanings. Instead, metaphor
comprehension is mandatory, that is,
automatic. Whether or not a literal
meaning makes sense in context, poten-
tial metaphorical meanings cannot be
ignored.

2. Metaphors are rarely understood via
comparison. Instead, they are usually
understood exactly as they appear, as
class-inclusion assertions. When some-
one says that their surgeon was a
butcher, that is what they intend: that
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their surgeon belongs to a category of
persons who are butchers in one way or
another.

3. Metaphors and similes are not inter-
changeable. These two forms express
different meanings, sometimes sub-
tly different, sometimes significantly
so. Furthermore, the differences
between similes and their correspond-
ing metaphors are systematic and
can be accounted for in a principled,
theoretically coherent way.

The central idea is that metaphors are cat-
egorical, class-inclusion assertions. For con-
ventional metaphors, the category preexists;
it had been established when the metaphor
was first coined. For novel metaphors, a cat-
egory is created and the metaphor vehicle
serves as the name of that category.! We will
examine these ideas in detail. We turn now
to the first issue: are literal meanings privi-
leged vis-a-vis metaphorical ones?

Priority of the Literal

The priority of the literal takes two forms:
relative ease of processing and uncondi-
tional temporal-order priority. With respect
to relative ease of processing, the long-
standing assumption that literally intended
utterances are understood more easily than
those intended nonliterally can be easily
rejected. At one extreme, familiar idioms are
no more difficult to understand than their
literal counterparts. Indeed, the idiomatic
meanings of expressions such as “kick the
bucket” are understood more rapidly than
their literal meanings (to die versus strike a
pail with one’s foot (Gibbs, Nayak, & Cut-
ting, 1989; see also Giora, 2003, on the
issue of graded salience). This is not at all
surprising, given that such expressions can
be stored in a phrasal lexicon along with
other familiar expressions such as clichés,
song titles, lines of poetry, and the like
(see Jackendoff, 1995). Understanding famil-
iar idioms may thus be very much like
understanding individual lexical items, via
direct access. More surprising, perhaps, is

that even novel metaphors can be under-
stood as rapidly as comparable literal expres-
sions, provided that the novel metaphors are
apt (Blasko & Connine, 1993). It seems that
given a linguistic input, literal and figurative
meanings, where available, are computed in
parallel, even in the absence of contextual
supports (McElree & Nordlie, 1999). Con-
sistent with these behavioral studies, stud-
ies using brain-recording (e.g., event-related
potential patterns) and brain-imaging tech-
niques (e.g., TMRI) find little evidence for
differences in brain area activation patterns
for literal versus metaphoric language pro-
cessing (Ahrens, 2004; Pynte et al., 1996;
Rapp et al,, 2007; but see Stringaris et al.,
2007).

If literal and figurative meanings are com-
puted in parallel and engage the same brain
areas for processing, then the second literal-
priority assumption — that nonliteral mean-
ing computation is optional — is also sus-
pect. We know that people cannot refuse to
understand literal language. Instead, under-
standing “occurs automatically without con-
scious control by the listener . . . loss of
control over one’s language comprehension
device may correspond to knowing a lan-
guage fluently” (Miller & Johnson-Laird,
1976, p. 166). Linguistic input automatically
triggers semantic and syntactic analyses that
generate literal sentence meaning (Fodor,
1983). Could those processes and analyses
that generate metaphorical meanings also be
automatically triggered by linguistic input?

Just as people cannot ignore literal mean-
ings, people cannot ignore metaphorical
meanings. A classic demonstration of the
automaticity of literal language process-
ing was provided by Stroop (1935), via
the eponymous Stroop interference effect.
Stroop had people attend to individual
color words such as red, yellow, or green.
These words were printed in various col-
ors, and Stroop instructed his participants
to ignore the words themselves, but instead
to name the color of the ink that the
words were printed in. When ink color and
color name matched, people could respond
quickly and accurately. When, however, they
mismatched, as when the word “red” was
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printed in green ink, the response of say-
ing “green” was significantly delayed. What
has come to be known as Stroop interference
demonstrated that fluent readers could not
ignore word meanings.

A version of Stroop’s paradigm provides
an analogous demonstration that people can-
not ignore metaphorical meanings. Glucks-
berg, Gildea, and Bookin (1982) asked peo-
ple to read sentences and to judge whether
they were literally true or false. Most of
the sentences were nonproblematic: they
were clearly either true or false; for exam-
ple, “some birds are robins” is unambigu-
ously true, “some birds are tables” is unam-
biguously false. However, a sentence such as
“some birds are flutes,” while literally false,
has some metaphorical truth to it. Just as
the word “red” printed in green ink produces
response conflict, a literally false sentence
that is metaphorically “true” should also pro-
duce response conflict if, indeed, people can-
not ignore metaphors. And that is exactly
what happened. People fell prey to the clas-
sic Stroop interference with literally false but
metaphorically true sentences: they took sig-
nificantly longer to correctly respond “false”
to these kinds of sentences than to unam-
biguously false literal sentences (for repli-
cations and extensions of these results, see
Blasko, 2004; Gildea, & Glucksberg, 1983;
Keysar, 1989).

The priority of the literal also fails when
people interpret noun—-noun combinations
such as shark lawyer or steel arms. Each of
these phrases can be interpreted either lit-
erally or metaphorically. For example, shark
lawyer can refer to a lawyer who represents
an environmental group dedicated to pro-
tecting rare species of sharks from extinction
or to a lawyer who is predatory and aggres-
sive, as in “my lawyer is a shark.” Similarly,
steel arms can refer to arms that are made of
steel (as in a machine of some sort or a robot)
or to human arms that are strong (metaphor-
ically, arms as strong and hard as steel). In
neither of these two cases are literal mean-
ings in any way “defective,” and so if literal
meanings do have priority, then they should
be the preferred interpretations. However,
if metaphorical meanings are generated as
automatically as literal ones, then we would

expect people to opt for metaphorical mean-
ings at least as often as literal ones. Gold-
varg and Glucksberg (1998) gave people two
types of noun-noun combinations: those
that could only be paraphrased literally, and
those that could be paraphrased both lit-
erally and metaphorically. For the literal-
only items, 82% of the interpretations were
unambiguously literal. In contrast, for the
items that could be paraphrased either
literally or metaphorically, 75% of the inter-
pretations were metaphorical. The over-
whelming preference for metaphorical inter-
pretation, even when the literal is perfectly
acceptable, is clearly inconsistent with the
assumption of literal priority. Even when
metaphors are in the implicit form of
a noun-noun combination, metaphorical
meanings cannot be ignored.

Conclusions on the Priority of the Literal

a. Speed of processing: metaphorical and
literal meanings are processed equally
quickly.?

b. Temporal priority: metaphorical and lit-
eral meanings are processed in parallel,
with neither having unconditional prior-
ity.

c. Automaticity: Neither literal nor
metaphorical meanings can be ignored.
When either is available, then they
are processed. In some circumstances,
when both are available, metaphorical
meanings may be preferred to literal
(in Giora’s terms [2003], they may be
more salient than the literal).

Understanding Metaphors:
A Comparison Process?

Understanding Comparisons

People can understand literal comparisons in
at least two ways. One way would be via
feature matching. The properties of the two
terms of a comparison are extracted and are
then matched with one another. Those prop-
erties that are in common to the two, as well
as those that are not in common, are then
used to establish the ground for the com-
parison, as well as the degree of similarity
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of the two concepts (cf. Gentner & Mark-
man, 1994; Tversky, 1977). An alternative
strategy can be used instead of property
extraction and matching. Instead of match-
ing the properties of the two concepts, one
can identify the closest superordinate cat-
egory that encompasses the two concepts
and then use that category’s properties as
the ground for the comparison. This latter
strategy is the one used in the similari-
ties subscale of the Wechsler Adult Intelli-
gence Scale (Wechsler, 1958). The similar-
ities subscale contains items such as “How
are oranges and lemons alike?” The correct
answer, provided in the test manual, is “both
are citrus fruits.” This category’s properties
constitute the ways in which oranges and
lemons are alike: they have the same kind
of skin, seeds, acidic juice, and so on. The
items increase in difficulty as the superordi-
nate category becomes increasingly abstract,
for example, “How are oranges and insects
alike?” One answer: both are organic.
These two approaches to understanding
literal comparisons are also applicable to
understanding metaphoric comparisons, or
similes. For example, one can try to under-
stand how lawyers and sharks are alike by
matching the properties of lawyers and of
sharks, as proposed by comparison theorists
such as Gentner and her colleagues (e.g.,
Gentner & Wolff, 1997). Alternatively, one
can use the categorical approach and seek
the closest category that encompasses the
two concepts, lawyer and shark. One answer
to the question of how lawyers and sharks
are alike is both are “sharks.” In what sense
can such a category be identified as “Sharks”?

Understanding Metaphors: Dual

Reference

Just as any two concepts or objects can be
alike in innumerable ways, so can any two
concepts or objects belong to innumerable
different categories. Consider three objects:
Tuna, Shark, and My lawyer. Tuna and Shark
are both fish, and they are also both foods.
Neither of these categories seem applicable
to “my lawyer,” but sharks and lawyers can
both belong to the category of predators,
that is, creatures that are vicious, aggressive,
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Figure 4.1a. Cross-categorization of Lawyer and

Shark.

and merciless (see Figure 4.1a). How shall we
call that category? One viable option is to use
the name of a stereotypical member of the
category of predators as the name of the cat-
egory itself, namely, “Shark.” The metaphor
vehicle, “Shark,” refers to a type, or category
of thing. In contrast, when it is used literally,
it refers to one member of that category, the
marine animal “shark.”

In this way, the term “shark” has dual
reference. When used in metaphor form,
it refers to the category of predators that
we can call “Sharks.” When used in simile
form, it refers to the literal shark. As Roger
Brown put it some years ago, “Metaphor dif-
fers from other superordinate-subordinate
relations in that the superordinate is not
given a name of its own. Instead, the name
of one subordinate (i.e., the metaphor vehi-
cle) is extended to the other” (Brown, 1958,
p. 140). Thus, in expressions such as My job
is a jail, the term “jail” refers to a category
of unpleasant, confining, difficult to get out
of, punishing situations that the literal jail
exemplifies. Both my job and jail now belong
to the metaphorical category “Jails.”

Dual reference is not an exotic lin-
guistic strategy that is exclusive to figu-
rative language. Instead, it is a common,
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“Shark” used as a metaphor vehicle refers to a
category of things, whereas used literally it refers
to a specific member of that category.

Figure 4.1b. Cross-categorization of Lawyer and

Shark.
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everyday referring strategy whenever a lan-
guage community lacks a name for a superor-
dinate category, yet needs a referring expres-
sion for that category. For example, this
strategy is exploited by speakers of classifier
languages, languages that generally do not
have names for superordinate categories.
Some of the Native American languages of
southwest United States are classifier lan-
guages and employ this strategy. In Hopi,
for example, the most typical tree is the cot-
tonwood, and so the name for the cotton-
wood tree is used to refer to trees in general
(Trager, 1936-1939). When speakers wish to
distinguish between cottonwood and other
kinds of trees, they use real-cottonwood for
that specific tree and cottonwood for the oth-
ers. Similarly, Shoshoni speakers use eagle for
all large birds of prey (Hage & Miller, 1976)
unless they wish to distinguish between
eagles and other large birds, in which
case they use real-eagle for that specific
bird.

In languages that generally have lexical
items for superordinate categories, the same
dual reference strategy can be used when a
novel category is created but has yet to be
named. Indeed, the use of a dual-referring
expression may well create that category, as
when we first use a term for a specific refer-
ent to refer generically to the category that
the referent exemplifies. Examples abound:
Kleenex for facial tissues in general, Xerox
for dry-paper copying machines, Jell-O for
gelatin desserts, and Jeep for all-purpose
four-wheel drive vehicles (derived originally
from the military term General Purpose, or
GP, vehicle). In some cases, nouns used in
this way can also be used as verbs, as in Xerox-
ing documents, or, in England, Hoovering to
refer to the act of vacuuming with, of course,
a Hoover vacuum cleaner.

Metaphoric categories can be named and
created in precisely this way. It took less
than a journalist’s day for the term “Enron”
to be used to refer to a newly created
category, the set of stunningly scandalous
corporate accounting schemes that fraudu-
lently enrich upper-echelon management while
incurring stockholder and employee losses of
unprecedented magnitude. Is it any wonder

that people latched on to a single term,
“Enron,” to simultaneously create and name
that category, as in, “who will be the next
Enron”? In most cases, the dual reference
of such terms as “Kleenex” or “Enron” goes
unnoticed, so natural is this discourse strat-
egy. In some expressions, however, the dual
reference function is transparent, as in “boys
will be boys,” where the first use of the
word “boys” refers literally to young human
males and the second to the category young
human males who behave in boisterous and
often offensive ways. Similarly, when Cam-
bodia misguidedly invaded Vietnam several
decades ago, the disastrous military venture
was referred to as “Cambodia has become
Vietnam’s Vietnam.” Here, the first men-
tion of Vietnam referred, metonymically,
to that country’s government and military,
while the second referred to the category
of disastrous military ventures that Viet-
nam had come to symbolize to America
and the rest of the world. Exactly this strat-
egy was used when a civil-rights lawyer
expressed concern for the Florida voting pro-
cess in the 2004 presidential election. Vot-
ing records had disappeared after computer
systems crashed after a primary election in
Miami-Dade County, where votes had been
disputed in the 2000 presidential election.
Said the chair of the Miami-Dade Election
Reform Coalition, “This shows that unless
we do something now — Florida is headed
toward being the next Florida” (Goodnough,
2004).

We can now understand what I like
to call the paradox of unlike things com-
pared. Literal comparison assertions com-
pare two “like” things: two things that
belong to the same taxonomic category, as
in coffee is like tea. Such comparisons can-
not be paraphrased as categorical assertions
because they are inevitably false: to say
that coffee IS tea doesn’t make much sense
(unless intended metaphorically!). In con-
trast, metaphoric comparisons — that is, sim-
iles — can usually be so paraphrased. Con-
sider the simile my lawyer is like a shark.
This assertion compares two “unlike” things,
that is, two things from widely disparate
categories, professional people and fish.



Metaphorical Shark Literal Shark
Vicious Vicious
Predatory Predatory

; Aggressive
Aggressive Tenacious
Tenacious Merciless
Merciless Can Swim

ete. Has Fins,
Sharp teeth,
Leathery skin,
Gills.........

Figure 4.2. Hypothetical vehicle properties.

Nevertheless, it can be paraphrased as a cat-
egorical assertion, my lawyer IS a shark.3

The property of similes and their corre-
sponding metaphors that makes such para-
phrases acceptable is the dual reference
function of the metaphor vehicle. In the
lawyer—shark example, the term “shark”
refers at two different levels of abstraction,
in the simile versus the metaphorical. In the
simile, the term “shark” refers at a basic level
of abstraction, the fish that lurks beneath
the ocean waves. This is the literal shark,
with properties such as vicious, predatory,
and aggressive but also having fins, gills,
and leathery skin (see Figure 4.2). In the
metaphor, the term “shark” refers at a higher
level of abstraction, the category of creatures
that the literal shark exemplifies. Among the
properties of this category are vicious, preda-
tory, and aggressive but not properties of lit-
eral sharks such as having fins, gills, or leath-
ery skin 4

Implications of Dual Reference for
Understanding Metaphors and Similes

Because the metaphor vehicle and the predi-
cate of the simile refer to different entities —
the categorical and the specific basic-level
concept, respectively — both the process and
product of comprehending the two forms
should differ systematically. Three phenom-
ena reflect the differences between under-
standing metaphors and understanding their
corresponding similes:
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1. Relative ease of understanding the two
forms.

2. Effects of highlighting the literal versus
metaphorical referents of the metaphor
vehicle.

3. Systematic differences in how the two
forms are interpreted.>

Ease of understanding. In similes, the predi-
cate of the comparison refers directly to the
literal exemplar of the metaphorical cate-
gory, e.g., the fish “shark” as an exemplar of
the metaphorical category of “sharks.” For
familiar metaphors and similes, there should
be little if any difference in comprehension
time because the work of sorting out the
relevant from the irrelevant properties of
the simile’s predicate has already been done.
Presumably, metaphor-irrelevant properties
of sharks, such as having gills and leath-
ery skin, can be swiftly rejected when we
encounter similes such as “my lawyer was
like a shark.” However, for relatively unfa-
miliar similes and metaphors, similes should
require more interpretative work because
they would tend to evoke both metaphor-
relevant and metaphor-irrelevant — that is
literal — properties. In contrast, metaphors,
because they refer directly at the categor-
ical level, should evoke only properties of
the category, not those of a category’s lit-
eral exemplars. This argument applies, of
course only to apt metaphors, metaphors
that employ an easily recognizable proto-
typical exemplar of a candidate metaphori-
cal category. Metaphors such as “Enron” and
“Florida” in appropriate contexts typify such
categories. Others clearly do not. For exam-
ple, their love was a filing cabinet would not be
easily and categorically understood because
filing cabinets do not exemplify any readily
recognizable metaphoric categories. In such
cases, people might well need to resort to
a comparison strategy, considering proper-
ties of filing cabinets that might plausibly
apply to romantic relationships. And peo-
ple often succeed, but only with effort, in
this case coming up with candidate prop-
erties of filing cabinets such as holds mem-
ories, cold and routine, and cluttered and

old.
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For more apt metaphors, the data are
sparse, but support the processing advan-
tage of metaphors over similes. In one par-
ticularly telling study, Johnson (1996) had
people read short paragraphs that ended in
either a metaphor or a corresponding simile.
People took less time integrating metaphors
into the preceding text than their corre-
sponding similes, suggesting that, indeed,
metaphors are easier to process than simi-
les. This is clearly inconsistent with the tra-
ditional notion that metaphors are under-
stood by first transforming them into similes.
Instead, they seem to be understood in their
own right: as categorical assertions.

Highlighting the literal versus the metaphor-
ical. If metaphor vehicles refer to abstract
superordinate categories, then calling atten-
tion to the basic-level literal meaning of a
metaphor vehicle should make comprehen-
sion more difficult. However, priming the
literal meaning of a metaphor topic should
have no deleterious effect because the topic
is used literally. We tested this prediction by
priming metaphors either with an irrelevant
literal property of the topic, or an irrele-
vant literal property of the vehicle. People
read metaphors such as my lawyer was a
shark, preceded by (a) neutral control sen-
tences, such as some tables are made of wood,
(b) irrelevant topic-property sentences, such
as some lawyers are married, and c) irrel-
evant vehicle-property sentences, such as
sharks can swim. People needed more time
to understand the metaphor when it was
preceded by the sharks-swim sentence than
when it was preceded by either the neu-
tral control or the irrelevant topic-property
sentences (Glucksberg, McGlone, & Man-
fredi 1997; McGlone & Manfredi, 2002°).
Apparently, calling attention to the basic-
level, concrete referent of a metaphor vehi-
cle interferes with its intended function, that
is, reference to the corresponding superordi-
nate metaphorical category.

If metaphor vehicles do refer to superor-
dinate categories and not to their basic-level
exemplars, then understanding a metaphor
should be comparable to understanding any
ambiguous utterance. When people under-
stand homonyms in context, such as the

word bank in the context of money, then
the contextually inappropriate meanings of
the word — such as “riverbank” — are inhib-
ited (Simpson & Kang, 1994). If under-
standing a metaphor also involves activat-
ing appropriate meanings and inhibiting
inappropriate ones, then understanding a
metaphor should involve inhibiting the
basic-level, literal meaning of the metaphor
vehicle. Gernsbacher, Keysar, Robertson,
and Werner (2001) asked people to read
either metaphors, such as my lawyer was
a shark, or literal statements, such as the
hammerhead is a shark, and then to ver
ify statements related to the literal meaning
of the metaphor vehicle, such as sharks are
good swimmers. People were much slower to
verify literal property statements following
metaphors than following literal assertions,
suggesting that literal meanings of metaphor
vehicles are inhibited during metaphor com-
prehension. We replicated this finding and,
in addition, demonstrated that the effect is
due to active inhibition of irrelevant, lit-
eral meanings, not just to strategic retrieval
strategies (Glucksberg, Newsome, & Gold-
varg, 2001). In this respect, metaphor com-
prehension involves the same comprehen-
sion mechanisms that are used for literal
language comprehension (see, for example,
Gernsbacher & Faust, 1991).

Metaphors Are Not Similes

UNDERSTANDING METAPHORS VERSUS
UNDERSTANDING SIMILES

A basic assumption underlying virtually all
theories of metaphor is that metaphors and
similes are, fundamentally, equivalent: they
mean the same thing. This assumption is
shared not only by comparison theorists,
who hold that metaphors are fundamen-
tally comparisons and processed as such, but
also by categorization theorists. Compari-
son theorists such as Gentner and her col-
leagues, for example, argue that any given
metaphor can be understood either as a sim-
ile, that is, a comparison assertion, or as
a categorization, that is, a class inclusion
assertion. They argue further that whether a
metaphor is understood as a comparison or
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as a categorization assertion depends on its
familiarity. Novel metaphors are invariably
understood as comparisons. With repeated
use, metaphors become conventionalized
and can then be understood as categorization
assertions and processed as such. They refer
to this argument as the career-of-metaphor
hypothesis. (Bowdle & Gentner, 2005). This
view obviously depends critically on the
assumption that metaphors and their corre-
sponding similes mean the same thing.

Categorization theorists rely just as crit-
ically on this assumption, that metaphors
and similes are virtual paraphrases of
one another. Whereas comparison theo-
rists argue that metaphors are understood
as implicit similes, categorization theorists
argue that the opposite is true: that simi-
les are understood as implicit categorization
assertions. Metaphors are not understood
by transforming them into similes. Instead,
they are intended as class-inclusion state-
ments and are understood as such. When
metaphors are expressed as comparisons,
then they are interpreted as implicit cate-
gory statements, rather than the other way
around (Glucksberg, 2001; Glucksberg &
Keysar, 1990). Recent evidence on how peo-
ple understand metaphors and their corre-
sponding similes suggest that both compar-
ison and categorization theories are wrong
in this respect. Metaphors and similes differ
systematically, and so neither can be inter-
preted in terms of the other.

Consider, first, how people interpret
metaphors and their corresponding sim-
iles. Ostensibly, metaphors and similes
should yield comparable interpretations,
with metaphors, perhaps, being somehow
more “vivid” (Ortony, 1979). We tested
this notion directly, by asking people to
paraphrase either metaphors or their cor-
responding similes. Half the participants in
this experiment paraphrased metaphors, the
other half similes. For the expression some
ideas are like diamonds, typical paraphrases
included responses such as some ideas are
rare and desirable, some ideas are so inter-
esting it is as though they shine and glitter,
and some ideas are very valuable. The ital-
icized properties that were attributed to

some ideas — rare, desirable, shine, glitter,
valuable — are all properties of the literal dia-
mond. This suggests that the predicate of a
simile does indeed refer directly to the basic-
level concept, in this case the literal gem, a
diamond. In contrast, metaphors tended to
attribute emergent properties to the topic,
properties that inhere in the superordinate
category of diamonds as valuable entities but
not to literal diamonds. Typical paraphrases
of this kind were some ideas are brilliant and
insightful and some ideas are fantastic and cre-
atively very unique. Clearly, literal diamonds
cannot be insightful, and “creatively very
unique” seems a stretch. Overall, metaphors
tended to be interpreted in this way, with
many more nonliteral, emergent attributions
than literal, basic-level ones. Similes tended
to attribute about an equal number of each
(Hasson, Estes, & Glucksberg, 2001; see
Figure 4.3). Clearly, metaphors are not just
more vivid than similes. Instead, they tend
to evoke more emergent properties than do
similes. As Richard Russo wrote in his satiri-
cal novel of academic life, metaphors are not
similes:

Sophomoric Student: “I like the clouds . . .
They're, like, a metaphor.”

Sarcastic Professor: “They are a metaphor
. . . if they were like a metaphor, they'd
be, like, a simile.” (Russo, 1997)

Although these data clearly show that
metaphors and their corresponding simi-
les may differ in their interpretations, the
case may still be made that these differ-
ences are rather subtle and could well be
produced by inferences drawn after ini-
tial comprehension. If this is so, then the
career-of-metaphor hypothesis might still
hold. Novel metaphors would be under-
stood via a comparison process and so would
not differ in interpretations from their cor-
responding similes. Conventional matters
might be understood via a categorization
operation, and be understood slightly dif-
ferently from their corresponding similes
via postcomprehension inferences. In order
to reject both the career-of-metaphor as
well as the categorization views that treat
metaphors and similes as equivalent, we
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Figure 4.3. Mean number of emergent and literal attributions as a

function of trope form.

need to show two things. First, that novel
metaphors, not just conventional ones, can
be privileged when in metaphor rather than
in simile form. This would directly contra-
dict the career-of-metaphor view, that novel
metaphors are understood as comparisons,
not as categorization assertions. Second, we
need to show that novel metaphors and their
corresponding similes can differ sharply in
their interpretations. This would contradict
the career-of-metaphor argument that novel
metaphors are understood as implicit com-
parisons, that is, similes. On the other side
of the coin, it would also contradict Glucks-
berg and Keysar’s (1990) claim that simi-
les are understood as implicit categorization
assertions.

ARE NOVEL METAPHORS BETTER AS SIMILES?

Bowdle and Gentner (2005) asked people
to judge whether novel and conventional
metaphoric assertions were preferable in
either metaphor or simile form. They found
that novel metaphors were preferred in sim-
ile form, while conventional ones were pre-
ferred in metaphor form. More tellingly,
they found that novel metaphoric assertions
were understood more quickly in simile than
in metaphor form, while the reverse was
true for conventional metaphors. These data
seem to support the career-of-metaphor
argument. As a metaphor becomes more
familiar, the more likely will it be treated
as a categorization rather than as a compari-

son assertion. There may, however, be a seri-
ous problem with this conclusion. We know
from earlier work that novel metaphors
are processed just as quickly as comparable
literal expressions, but only if the metaphors
are apt, that is, if they are good metaphors
(Blasko & Connine, 1993). The metaphors
used by Bowdle and Gentner may have var-
ied not only in conventionality but also in
aptness. One very real possibility is that their
novel metaphors, such as A fisherman is (like)
a spider, were just not very good metaphors.
Comparisons are more constrained attribu-
tive assertions than are categorizations, and
so for poor or limited metaphors, com-
parisons may be preferred to categorical
assertions. Conventional metaphors, on the
other hand, would tend to be reasonably
good ones; otherwise, they would not have
become conventional in the first place!

To address this issue, we developed a pro-
cedure to generate apt novel metaphors to
see whether they would be preferred and
more easily understood in categorical rather
than in comparison form (Haught & Glucks-
berg, 2004). We selected a set of apt and
comprehensible conventional metaphorical
assertions, such as My lawyer was (like) a
shark and Some ideas are (like) diamonds.
We then made them novel by modify-
ing the metaphor vehicle (for metaphors)
or the simile predicate term (for simi-
les), using adjectives that are applicable to
the metaphor topic, but not to the literal
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Fish? Well-paid Shark
vicious, aggressive,

merciless, etc....

(is a)

Well-paid Shark (like??)<4—— My Lawyer
Only the metaphorical shark can be well-paid.

Figure 4.4. A conventional metaphor with no
literal referent.

metaphor term, as in My lawyer was (like)
a well-paid shark or Some ideas are (like) the-
oretical diamonds. For such constructions, we
expected people to find the assertion apt and
comprehensible in metaphor form because
the metaphorical shark can be well paid, and
the metaphorical diamond can be theoreti-
cal. However, in simile form, the predicate
term refers at the literal, basic level, and so
these similes should be neither apt nor com-
prehensible (see Figure 4.4). After all, lit-
eral sharks can’t plausibly be well paid, and
real, literal diamonds can’t plausibly be the-
oretical (if they were, then they would be
fake diamonds!). These metaphors and sim-
iles would provide a counterexample for the
career-of-metaphor hypothesis: they would
be novel expressions that work in metaphor
form, but are difficult to interpret in simile
form.

We gave adjectivally modified metaphor-
ical assertions along with their original, non-
modified versions to college students in both
metaphor and simile forms. One group rated
each statement type in terms of how apt
the expressions were, that is, how well did
they communicate an idea or a character-
ization of the statement’s topic. An inde-
pendent group rated how comprehensible or
easy to understand each statement was. As
expected, the novel metaphors were rated
as apt as their original conventional counter-
parts. However, in simile form, they were
rated as much less apt. This finding sup-
ports the dual reference hypothesis, that the
metaphor vehicle in similes refers at the lit-
eral level, but in metaphors at the superor-
dinate metaphorical level. A metaphorical

shark can plausibly be well paid, but the lit-
eral marine creature is not something that
can be characterized in terms of salary or
monetary income (except perhaps in fish
markets or on restaurant menus). The com-
prehensibility ratings painted a similar pic-
ture, as did response times to judge the sen-
sibility of each type of statement. People
took about the same time to judge that the
novel and original metaphors were sensible,
but the novel similes took much longer to
judge than did the novel metaphors. These
data are clear. There is no advantage of sim-
iles over metaphors for novel metaphorical
assertions, whether in terms of rated aptness,
rated comprehensibility, or comprehension
time. To the contrary, novel metaphors were
privileged over novel similes.

But were these metaphors really novel?
After all, they were all based on con-
ventional, well-known metaphors. Can we
find truly novel metaphors that are privi-
leged in categorical over comparison form?
Fortunately, Bowdle and Gentner (2005)
provide the perfect source. They gener-
ated truly novel metaphors that are privi-
leged in comparison over categorical form
in two ways. First, when asked to rate
these metaphors, there was a marked pref-
erence for the comparison over the cate-
gorical form. Metaphors such as science is a
glacier were preferred in comparison form,
as in science is like a glacier, while con-
ventional metaphors, such as some jobs are
jail, were preferred in categorical form. Sec-
ond, their novel metaphors were understood
more quickly in comparison than in cate-
gorical form, while the reverse was true for
conventional metaphors. Were these results
due to the novelty of the metaphors that
were used, or instead to some other char-
acteristic, such as aptness? Jones and Estes
(2006) examined this question directly, and
found that aptness — that is, how good
a metaphor is — accounted for most of
the variance in preference for trope form,
as well as for differences in comprehen-
sion difficulty of comparison and categorical
forms. But what accounts for relative apt-
ness of metaphors, be they conventional or
novel?
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One answer to this question is suggested
by the ability for most metaphors to be para-
phrased quite adequately as similes and vice
versa. What makes this possible is the dual
reference function of metaphor vehicles, as
illustrated in Figure 4.b. In this conven-
tional metaphor, the vehicle “shark” is pol-
ysemous. In the categorical form, it refers
to the abstract metaphorical category that
we call “sharks,” which includes any crea-
ture thatis vicious, predatory, aggressive, and
which can characterize any living being from
card sharks to used car salespeople to lawyers
(alas). In comparison form, it refers to the
literal marine creature, shark. The shark—
lawyer metaphor is apt in both categorical
and comparison form because both types of
referents are available — the metaphorical as
well as the literal. However, we can imagine
metaphors for which only one type of refer-
ent is available: either for the literal for the
comparison form, or for the metaphorical
for the categorical form. Some adjectivally
modified metaphors, such as Many corporate
lawyers are well-paid sharks, exemplify the
metaphorical referent type. Because well-
paid literal sharks do not exist, this metaphor
has only the one type of referent, namely, the
abstract metaphorical category of predatory,
aggressive creatures. Hence, it can only be
understood as a categorical assertion, not as
a comparison.

In this special case, the metaphor vehi-
cle does not provide the capacity for dual
reference because the literal referent — well-
paid sharks — does not exist. Analogously,
Bowdle and Gentner’s metaphors also do
not provide for dual reference. Here, the
relevant abstract categories do not exist,
leaving only literal referents available, as in
the assertion science is a glacier. This asser-
tion is difficult to interpret in categorical
form because “glacier” does not call to mind
any interpretable abstract metaphorical cat-
egory. In contrast, the comparison Science
is like a glacier can be interpreted by invit-
ing the addressee to consider properties of
glaciers that might be applicable to “sci-
ence,” perhaps cold and dispassionate, per-
haps slow (or as Al Gore might remark,
melting down?). How can we render such

Geb gtaF ormab n Emp cabcer
B wg
(i sa)

T

sk e <4—=E8 nce
tal ghceca nbeem  cal

B tabcefi
O npeap

Figure 4.5. A novel metaphor with no literal
referent.

metaphors more interpretable in categorical
than in comparison form? Simply by mod-
ifying them so that instead of having no
metaphorical referent, they would now have
no literal referent, as in science is (like) an
empirical glacier. Since literal glaciers cannot
be empirical, science cannot be like them,
as illustrated in Figure 4.5. Other exam-
ples of literal-referent metaphors that can
be converted to metaphorical-referent ones
include A mind is (like) an idea-filled kitchen,
A newspaper is (like) a daily telescope, A bill-
board is (like) an advertising wart, and Moon
light is (like) romantic bleach.?

Using Bowdle and Gentner’s items and
their modified versions (as above), we
repeated their experiments to see (a)
whether we could replicate their results
when using their original items and (b)
whether we could completely reverse those
results when we used our modified versions
of them. In brief, we replicated their find-
ings with their original items and reversed
them with the modified items. People again
demonstrated a preference for compari-
son over categorical form for the orig-
inal, literal-referent metaphors but now
demonstrated a preference for categorical
over comparison form for the metaphor-
referent metaphors. Indeed, the preference
ratings for these latter metaphor types were
comparable to the ratings for conventional
metaphors. More telling, we found that peo-
ple understood literal-referent metaphors
more quickly in comparison than categor-
ical form but found the reverse for the
metaphor-referent metaphors (Glucksberg
& Haught, 2006a). Apparently, whether
a metaphor is understood more easily in
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categorical versus comparison form does
not depend on novelty or conventionality
but instead on the referential and seman-
tic properties of the metaphor. As Glucks-
berg and Haught (2006a) put it, “Different
metaphors will have different careers” (p.

928).

CAN METAPHORS AND SIMILES HAVE
DIFFERENT INTERPRETATIONS?

We turn now to a most important character-
istic of metaphors and their apparent simile
counterparts. We have already seen a case
in which novel metaphors are far more apt
and comprehensible than their simile coun-
terparts. Can we identify a case in which
a metaphor and a simile are equally apt
and comprehensible but turn out to have
quite different interpretations? If so, then
any theory of metaphor that relies on the
interpretative equivalence of metaphors and
similes must be revised to account for this
phenomenon.

We have already alluded to the possibil-
ity that a metaphor and its corresponding
simile might have distinctly different inter-
pretations. Consider the assertion that my
lawyer was/was like an old shark. In the sim-
ile form, the predicate old shark refers to the
literal marine creature. Old sharks, like old
fish in general, are not particularly attractive.
They tend to be past their prime, relatively
weak, slow; in short, they have the proper-
ties that are stereotypically associated with
old age. Accordingly, people should ascribe
properties such as ineffectual, weak, and
tired not only to the literal old shark but also
to the topic of the simile, the lawyer who is
likened to an old shark. In contrast, in the
metaphor My lawyer was an old shark, the
metaphor vehicle refers to the metaphorical
shark, not the literal one. Accordingly, peo-
ple should ascribe properties such as com-
petent, aggressive, and experienced to this
shark, as well as to the lawyer who is a mem-
ber of the category old sharks. Is this dif-
ference simply attributable to comparison
versus categorization in general.? Not at all.
For literal statements such as My lawyer was
(was like) an old pro, there seems to be no dif-
ference between the categorical and compar-

ison forms. In both cases, My lawyer is con-
sidered to be sharp, wise, and experienced.

We gave people metaphors and their
corresponding similes for which the literal
and metaphorical referents of the metaphor
vehicle had distinctly different properties, as
in these examples, along with typical inter-
pretations of them:

i. His job was/was like a secure jail.
Metaphor: His job was very unpleas-
ant and confining, but it was safe, like
having tenure.

Simile: His job was unpleasant and
confining, like a high-security prison.
ii. Some ideas are/are like small dia-
monds.
Metaphor: Some ideas are very valu-
able, have a lot of potential, and, if
developed, they can become big dia-
monds.
Simile: Some ideas are somewhat
valuable and have some potential,
but they are still small and there-
fore disappointing compared to big-
ger diamonds.

For tropes like these, people consistently
provided interpretations that sharply dif-
fered between their metaphor and simile
forms (Glucksberg & Haught, 2006b). The
implications for theories of metaphor are as
clear as they are important. Because
metaphors and their corresponding similes
can differ in interpretation, any theory that
assumes the equivalence of metaphors and
similes cannot be true. This holds for com-
parison theories that claim that metaphors
are understood by means of a comparison
process, as well as categorization theories
that claim that similes are invariably under-
stood as categorizations.

Comparison versus Categorization
Reconsidered

Since neither a pure comparisons nor a
pure class-inclusion theory is tenable, how
can we characterize these two processes for
comprehending metaphors? The career-of-
metaphor hypothesis seemed promising, but
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it ultimately failed for at least two rea-
sons. First, novel but apt metaphors are not
privileged in simile form over metaphor
form. Second, and more important, simi-
les may not have the same meaning as their
corresponding metaphors, and so the theory
must be able to account for any changes in
meaning as a metaphor becomes more con-
ventional.

An alternative to the career-of-metaphor
hypothesis might be the quality-of-
metaphor hypothesis. Really good meta-
phors work best as categorizations and some-
times work only as categorization assertions
(like the well-paid shark example). In such
metaphors, the vehicle concept is an ideal
exemplar of the category it represents. Poor
or limited metaphors might well work best
as similes, even when highly conventional.
Consider the familiar expression I felt like
a sardine in the context of jam-packed,
crowded situations. It has a very narrow,
indeed unidimensional, predication: to be
packed together like sardines in a can. In
no other respect is one characterized as
a sardine: not fishy, oily, small, or edible.
Probably because the attribution of one,
context-dependent sardine property is
intended, this familiar metaphor doesn’t
seem to work as a categorization assertion,
thatis, I felt I was a sardine doesn’t quite cap-
ture the same intention as I felt like a sardine.

For most metaphors, the simile and cat-
egorization forms yield the same interpre-
tations. When they appear in metaphor
form, they are understood as class-inclusion
assertions. When they appear in simile form,
there are two possibilities: they could be
understood either as implicit categoriza-
tions or as comparisons. When, however,
a metaphor and its corresponding simile
yield different interpretations, then only the
metaphor is understood as a categorization.
The simile must be understood as a com-
parison. Finally, when a metaphor cannot be
readily understood as a categorization, as in
the sardine example or as in the science-
glacier example, then it may be interpreted
as a comparison but only as a narrowly con-
strained one. Comparison and categoriza-
tion may thus be viewed as complemen-

tary strategies for understanding metaphors,
with the choice of strategy dependent on the
quality and aptness of the metaphor. Com-
parisons are resorted to when a categoriza-
tion doesn’t make much sense; categoriza-
tions are used when a metaphor is apt, even
when it is a novel metaphor.

Conclusions

We began our discussion of metaphor com-
prehension by considering three issues: The
priority of literal versus figurative mean-
ings, the role of comparison processes in
metaphor comprehension, and the relation
between a metaphor’s and a simile’s mean-
ing. We reached three important conclu-
sions.

1. Literal meaning does not have uncon-
ditional priority. Metaphor comprehension,
like language comprehension in general, is
automatic and mandatory. We cannot refuse
to understand, and when metaphoric mean-
ing is available, it will be processed (Giora,
2003; Glucksberg, 2001; Keysar, 1989).

2. Metaphors are not generally under-
stood as comparisons, but comparisons
may well be understood as categorizations,
whether they are literal or figurative. Simi-
les, in general will be understood as implicit
categorizations, but only when their corre-
sponding metaphors are apt.

3. Metaphors and similes are not always
interchangeable. Because of the dual refer-
ence function of metaphor vehicles, these
two forms can express different mean-
ings, sometimes subtly different, sometimes
quite sharply so. Indeed, not only can the
two forms yield different interpretations,
in some cases an expression may work
only in metaphor form (as in the well-
paid shark example) and in others only
in simile form (as in the sardine exam-
ple). This suggests very strongly that both
comparison and categorization processes can
be employed for understanding metaphors.
An issue for future research to resolve is,
what are the circumstances that lead to the
choice of one over the other strategy for
understanding both similes and metaphors?
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This issue is as yet unresolved, either for
literally or figuratively intended comparison
assertions.

And, to return to our autistic savant
Christopher Boone, we can reassure him that
metaphors are not lies, and they are not sim-
iles either!

Notes

1 For metaphors of the form X is a Y, X is the
topic of the assertion, and Y the vehicle. In the
surgeon—butcher example, the topic surgeon
is assigned to the vehicle category butchers
and inherits salient properties of that vehicle
category, such as grossly incompetent. In the
context of surgeon, incompetence is instan-
tiated as bloody, causing bodily injury, and
so. For the metaphor my butcher is a surgeon,
topic and vehicle roles are reversed and now
the topic butcher inherits stereotypical prop-
erties of the vehicle category surgeons, for
example, precise, expert, skillful.

2 Some metaphorically intended utterances
or expressions may well pose interpretative
problems and hence take longer to under-
stand. Indeed, some may be uninterpretable
for some people in some circumstances. For
a villager in Nepal who is unfamiliar with
American corporate greed and practices, an
expression such as “There’s going to be many
more Enrons down the road” would be com-
pletely opaque. Closer to home, non-apt
attempts at metaphor, such as “a mind is a
kitchen” or “a fisherman is a spider” (Bowdle
& Gentner, 2005 ) are difficult to interpret and
may well take a lot of time and distress. Even
seasoned journalists can leave their readers
hopelessly muddled in their zeal to coin novel
expressions, as in this excerpt from an article
on Martina Hingis’s negative opinions of con-
temporary women'’s tennis: “As the cerebral
point choreographer with the famous Chucky
Doll grin, she used to inspire the glamour lugs
on the women'’s tour to stretch their minds
when they clomped on the court to play her”
(Roberts, 2004, p. D1).

3 The interchangeability of similes and meta-
phors works most of the time, but as we shall
see, this is not a universal property of similes
and their corresponding metaphors.

4 The two levels of abstraction involved in
metaphor versus simile are reflected in the
definition of metaphor in the Oxford English

Dictionary (1996): A thing considered as rep-
resentative of some other (usually abstract)
thing: A symbol. The literal shark is repre-
sentative of the metaphorical shark category,
and so can be used as a symbol of that cate-
gory, as well as a referring expression for it.

5 This last phenomenon has the most critical
implication for theories of metaphor compre-
hension. If metaphors and their correspond-
ing similes can have quite different interpre-
tations, then any theory that requires this last
phenomenon has the most critical implica-
tion for theories of metaphor comprehension.
If metaphors and their corresponding similes
can have quite different interpretations, then
any theory that requires metaphors and sim-
iles to “mean” the same thing, such as com-
parison theory, cannot be viable.

6 This finding is analogous to Klein and Mur-
phy’s (2001) demonstration that polysemous
words — words that have different but related
senses, such as wrapping paper and daily
paper — do not prime one another. Appar-
ently, the literal and metaphorical senses of
metaphor vehicles behave much like the sev-
eral senses of polysemous words.

7 Lest the reader doubt that such expressions
can appear in normal text or conversation,
consider this metaphor from the New York
Times sports pages: “Coach Herman Edwards
had appealed to his players’ vanity leading
up to the game. Their pride was the garlic
clove that Edwards waved to stave off pes-
simism’s bloodthirsty advances” (K. Krouse,
October 25, 2005). Like our experimental
items, this metaphor has no possible literal
referent, and so is distinctly infelicitous in
comparison form; that is, Like the garlic clove
just doesn’t work here.
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A Deflationary Account of Metaphors*

Dan Sperber and Deirdre Wilson

Are metaphors departures from a norm of
literalness? According to classical rhetoric
and most later theories, including Gricean
pragmatics, they are. No, metaphors are
wholly normal, say the Romantic critics of
classical rhetoric and a variety of modern
scholars ranging from hard-nosed cognitive
scientists to postmodern critical theorists.
On the metaphor-as-normal side, there is a
broad contrast between those, like the cog-
nitive linguists Lakoff Talmy, or Faucon-
nier, who see metaphor as pervasive in lan-
guage because it is constitutive of human
thought, and those, like the psycholinguists
Glucksberg or Kintsch, or relevance theo-
rists, who describe metaphor as emerging
in the process of verbal communication.
While metaphor cannot be both wholly nor-
mal and a departure from normal language
use, there might be distinct, though related,
metaphorical phenomena at the level of
thought, on the one hand, and verbal com-
munication, on the other. This possibility

*  We are grateful to Ray Gibbs, Robyn Carston, and
Francois Recanati for valuable discussion and com-
ments on an earlier version.
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is being explored in the work of Raymond
Gibbs, for instance.? In this chapter, we focus
on the relevance-theoretic approach to lin-
guistic metaphors.

Relevance theory’s approach to metaphor
is deflationary. Most rhetorical, literary,
and philosophical traditions emphasize both
the importance and the distinctiveness of
metaphor. We acknowledge its importance
but dispute its distinctiveness. Certainly,
metaphors are ubiquitous in language use
and contribute to what Barthes called “le
plaisir du texte.” Specific uses of metaphors
by individual authors or in given literary gen-
res are indeed worthy of study, and so is the
very idea of metaphor as a culturally salient
notion with a long, rich history. Still, we
see metaphors as simply a range of cases at
one end of a continuum that includes lit-
eral, loose, and hyperbolic interpretations.
In our view, metaphorical interpretations are
arrived at in exactly the same way as these
other interpretations. There is no mecha-
nism specific to metaphor, no interesting
generalisation that applies only to them. In
other terms, linguistic metaphors are not
a natural kind, and “metaphor” is not a
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theoretically important notion in the study
of verbal communication. Relevance The-
ory’s account of metaphor is on the lean
side, and is bound to disappoint those who
feel that verbal metaphor deserves a full-
fledged theory of its own, or should be at the
centre of a wider theory of language, or even
of thought.

The widely accepted view that language
use is governed by a norm of literalness
(which is violated by metaphor and other
figurative uses — hence their distinctive-
ness) follows straightforwardly from the
even more widely accepted view that the
function of language in communication is
to allow the speaker to encode her meaning
and the hearer to decode it. Debunking this
“code model” view of human communica-
tion is a necessary first step towards putting
metaphor in a proper perspective.

The Function of Language
in Communication

A code is a systematic pairing of messages
and signals. Encoding a message into a signal
that a recipient can then decode is a very
simple way to communicate very simple
messages. Nonhuman animals do it all the
time. Formally speaking, human languages
are also codes: they are systems of sound-
sense pairs generated by an underlying gram-
mar. But although they are codes, human
languages are vastly different from the codes
of animal communication. First, and most
obvious, they are incomparably richer. Lan-
guages not only contain a vast repertoire of
expressive elements — the lexicon — with no
counterpart in animal signalling systems, but
these elements are combined by a syntax
with unbounded generative capacities.
Human languages differ from animal
codes in another respect that should
be equally obvious but is hardly ever
mentioned: they are grossly defective as
codes. If communication is to be achieved
purely by coding and decoding, each sig-
nal in the code must unambiguously con-
vey exactly the same content on all occa-
sions. Ambiguity — where the same signal is

paired with several messages — will stall the
decoding process. True, there are cases even
in animal communication where the exact
message encoded by a given signal varies
with the context. In the “bee dance,” for
instance, the orientation of the bees’ com-
municative movements indicates the direc-
tion in which pollen is to be found, but
this indication is relative to the position
of the sun at the time. Limited context-
sensitivity of this type can be handled by
automatic code-like rules of disambiguation
and accommodated in a coding-decoding
system. However, the interpretation of the
linguistic utterances that humans use to
communicate is far too context-sensitive to
be automatically achieved in purely code-
like terms. The sentences of a natural lan-
guage are typically multiply ambiguous;
they contain referential expressions whose
values cannot be assigned by decoding alone;
the senses they ambiguously encode are
often elliptical or incomplete; and there are
still other ways in which the encoded mean-
ing of a sentence falls short of determining
what it may be used to communicate.

So although a language is formally a code,
and human communication involves linguis-
tic coding and decoding, there is a con-
siderable gap between the semantic struc-
ture a sentence encodes and the meaning a
speaker manages to convey by uttering that
sentence in a given situation. In the case
of metaphors and other tropes, this gap is
often acknowledged as if it were an excep-
tion, and described in terms of a distinc-
tion between literal and figurative meaning.3
We claim that metaphors are not excep-
tional, and that the linguistic content of
all utterances, even those that are literally
understood, vastly underdetermines their
interpretation.

When we say that human languages are
defective as codes, we do not mean to imply
that there is something wrong with them,
or that we should want to improve on them
(as some philosophers in the analytic tradi-
tion once proposed). On the contrary, we
assume that human languages are exquisitely
well suited to performing their function in
communication. It is just that this function
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cannot be to encode speakers’ intended
meanings.

Humans communicate not only by using
language but also by producing a variety
of what we call “ostensive stimuli”: that is,
actions (e.g. gestures or speech) or traces
of actions (e.g. writings) that are manifestly
intended to attract an addressee’s attention
and convey some content. Many of these
ostensive stimuli do not belong to a code,
and so do not, properly speaking, encode
anything. By using ostensive stimuli, humans
are capable of communicating without lan-
guage and indeed without any other code.
How can a stimulus convey a meaning that it
doesn’t encode? By providing evidence that
the communicator intends to convey this
meaning.

Suppose that Mary is angry with Peter and
doesn’t want to talk to him. When he tries
to engage her in conversation, she might

(1) stare pointedly at the ceiling
(2) open a newspaper and start reading it.

These actions do not draw on any established
code. Nonetheless, what staring at the ceil-
ing or opening a paper suggests to Peter is
that Mary would rather do these things than
talk to him at that time. Given that these
actions are ostensive stimuli (i.e., are per-
formed in order to attract his attention and
convey some content to him), Peter under-
stands Mary to mean that she doesn’t want
to talk to him. He interprets her in this
way not because of some underlying code
that systematically pairs stimuli of this type
to a meaning of this type, but because her
actions bring this interpretation to mind,
and the best possible explanation of Mary’s
behaviour is to assume that this is just what
it was intended to do. A stimulus can con-
vey a meaning it does not encode by provid-
ing evidence that the communicator intends
to convey this meaning. Here, the mean-
ing is recovered not by decoding but by
inference.

What is true of uncoded communicative
stimuli is also true of coded stimuli used
in human communication: they too convey
their producer’s intended meaning not by

directly encoding it but by encoding some
evidence of it. In the situation described,
Mary might

(3) look angrily at Peter and clamp her
mouth firmly shut,

(4) look angrily at Peter, put a finger to her
lips, and whisper “Shhh!”

In (3) and (4), Mary makes a gesture conven-
tionally used to convey a request for silence,
from which Peter can infer that she does
not want to talk to him. Unlike the actions
in (1) and (2), clamping one’s mouth firmly
shut or whispering “Shhh” may be seen as
encoding some meaning, but this encoded
meaning is much vaguer than Mary’s own
meaning. For instance, the same gestures
might be used in other situations to convey a
request for secrecy. In the present situation,
though, they are enough to indicate Mary’s
meaning.

In the same situation as before, Mary
might also

(5) say, “I am deaf and dumb,”
(6) say, “I won't talk to you.”

Obviously, the decoded linguistic content
of Mary’s utterance in (5) does not directly
yield her meaning, but it provides a start-
ing point for inferring her meaning that is
not too different in effect from the gesture
of clamping one’s mouth shut, as in (3). In
both cases, what is activated in Peter’s mind
is the idea of its being impossible to talk, an
idea whose import is easy enough to work
out in the situation.

What about Mary’s utterance in (6)?
Surely this, at least, encodes her exact
meaning? In fact, it too falls some way short
of doing so: the future tense does not indi-
cate when Mary won't talk to Peter; the
indicative form does not indicate whether
she is expressing a prediction, a warning, or
a threat. On another occasion, she might
use the same sentence to promise Peter that
she will talk to the whole group rather than
just to him. Still, in the situation described,
Peter can reconstruct Mary’s full mean-
ing by starting from the linguistic content
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of her utterance and specifying it further
to reach a contextually plausible inter-
pretation.

What these examples illustrate is the gen-
eral point that, whether or not it involves the
use of a language or some other code, human
communication is inferential communica-
tion. The communicator provides some evi-
dence of her meaning and the addressee
infers this meaning on the basis of this evi-
dence and the context. The evidence may
or may not be coded, and if it is coded, it
may or may not be linguistic, but in each
case, it provides input to an inferential pro-
cess whose goal is to interpret the communi-
cator’s meaning. Which raises the following
question: what is the point of using a lan-
guage at all if the kind of thing it can be
used to achieve can also be achieved with-
out it? The point is that a language pro-
vides an unbounded repertoire of evidence
of the speaker’s meaning, evidence that can
be as nuanced, as complex, as richly struc-
tured as the speaker likes. Nonverbal kinds of
evidence are much more limited. With lan-
guage (and only with language) people can
communicate about anything they can think
about, whether they can point to it or not,
imitate it or not, and they can do this with
endless refinement. The fact that the inter-
pretations of utterances are not encoded but
merely evidenced by their linguistic mean-
ing does not detract from the richness of lin-
guistic communication, but, on the contrary,
enhances it: every single sentence may give
rise to an open array of interpretations which
go well beyond the encoded senses. Some of
the best illustrations of this are, of course,
creative metaphors.

How Relevance Guides Inferential
Comprehension

What we have sketched so faris a view of ver-
bal communication suggested by the work of
the philosopher Paul Grice, but more radi-
cal than his. Grice characterised a speaker’s
meaning as an overt intention to cause a
certain cognitive effect in an audience via
their recognition of one’s intention to cause

this effect (Grice, 1989, chapters 5-6, 14,
18). A speaker’s meaning, so understood,
is an intention, a mental state. The mental
states of others cannot be simply perceived
or decoded, but must be inferred from their
behaviour, together with background infor-
mation. What is special about a speaker’s
meaning as compared with other mental
states (which people usually keep to them-
selves) is that speakers intend their audience
to discover their meaning, and provide evi-
dence to that effect, in the form of commu-
nicative behaviour. This raises the possibility
that there might be an inferential procedure
uniquely adapted to comprehension.

Grice tended to take for granted — and
Searle explicitly argued — that when some-
one uses language to communicate, she is
presumed to express her meaning literally.
It can then be assumed by default that the
literal linguistic meaning of the utterance
is her meaning, or at least the explicit part
of her meaning (Grice’s “what is said”),
with only the implicit part (Grice’s “implica-
tures”) left to be inferred. This amounts, in
practice, to saying that part of the speaker’s
meaning is decoded and part is inferred.
Metaphors and other tropes, where the lin-
guistic meaning of the utterance is not even
part of the speaker’s meaning, are excep-
tional in this respect: Grice suggested that
in metaphor, the speaker is not really say-
ing what she appears to be saying, but
merely “makes as if to say” it, so that in
this case, the speaker’s meaning must be
wholly inferred. We claim, by contrast, that
verbal comprehension involves no presump-
tion of literalness and no default interpre-
tation, and that metaphors are in no way
exceptional. All human intentional commu-
nication works in the way outlined above:
the communicator produces a piece of evi-
dence of her meaning — the ostensive stim-
ulus — and the addressee infers her mean-
ing from this piece of evidence and the
context. Linguistic utterances are just one
type of ostensive stimulus. Verbal com-
munication is always context-sensitive and
inferential.

How exactly does inferential comprehen-
sion work? Relevance theory draws on a
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precise characterisation of relevance and its
role in human cognition to put forward
a testable account of the comprehension
mechanism, an account in which expecta-
tions of relevance play a crucial role.

We analyse relevance not just as a prop-
erty of utterances or other ostensive stimuli,
but as a property that any input to a cog-
nitive process might possess: sights, sounds,
utterances, thoughts, memories, supposi-
tions may all be relevant to an individual
at a given time. When is an input relevant?
When processing it in the context of previ-
ously available information yields new cog-
nitive effects. The input may answer a ques-
tion the individual had in mind, it may raise
or settle a doubt, suggest a hypothesis or
a course of action, confirm or disconfirm a
suspicion, correct a mistake. All these cog-
nitive effects involve a fruitful interaction
between the input and the context in which
itis processed. However, the interaction may
be more or less fruitful; inputs may be more
or less relevant.

What makes one input more relevant
than another? Suppose you are a caterer
making lunch for a group of 10 people, and all
you need to know is how many will want the
vegetarian menu. Then the information that
three of them are vegetarian would be more
relevant to you than the information that
three of them are Buddhists (from which
it follows that they are probably, though
not definitely, vegetarian). In general, it is
more informative to learn that someone is
a Buddhist than to learn that he is a vege-
tarian, but if the context is such that only
his food preferences are consequential, then
the less informative input is more relevant.
The greater the cognitive effects produced
by processing an input, the greater its rel-
evance (to the person processing it, at the
time).

However, cognitive effects are only one
of two factors that affect the relevance
of an input. The other is the processing
effort involved in achieving these effects.
Some effort of perception, memory or infer-
ence is required to represent the input,
access contextual information, and derive
cognitive effects. In the situation described

above, suppose that the choice is between a
straightforward statement that three of the
guests are vegetarian and a brochure with
a short biography of all 10 guests, mention-
ing inter alia whether they are vegetarian.
In this case, the brochure would be less rel-
evant than the straightforward statement:
although both would contain all the infor-
mation required, extracting this informa-
tion from the brochure would involve more
effort for the same effect, hence less rele-
vance. In a nutshell:

Degrees of relevance:

(a) The greater the cognitive effects achieved
by processing an input, the greater its
relevance.

(b) The smaller the processing effort required
to achieve these effects, the greater the
relevance.

At every moment in their waking lives,
humans have a huge variety of inputs com-
peting for their attention: things and events
they perceive, previous thoughts that have
not been fully digested, pending goals, and
so on. For contexts to use in processing these
inputs, they have a vast mental encyclopae-
dia of accumulated knowledge on which to
draw. At any given moment, most of these
inputs are not worth processing, and, for any
given input, most of this background infor-
mation is not worth activating: the result-
ing process would yield too few cognitive
effects to be worth the effort. Cognitive effi-
ciency is very much a matter of selecting the
most relevant inputs available at each point,
and processing them in the context of back-
ground information that will most enhance
their relevance. In fact, if there were not a
strong tendency to select maximally relevant
inputs, cognition would be an extremely
wasteful activity. We assume that, among the
many selective pressures that have driven
the evolution of human cognitive capac-
ities, there has been a constant pressure
on the cognitive system as a whole, on its
component parts, and on their articulation,
towards an efficient use of brain resources.
We therefore put forward the following
claim:
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Cognitive Principle of Relevance:

Human cognition tends to be geared to the
maximisation of relevance.

We are not claiming that humans always
succeed in maximising relevance, but only
that they have a sufficient tendency to do so
to make their massive investment in cogni-
tion evolutionarily worthwhile. More specif-
ically, we are claiming that human percep-
tual mechanisms tend to pick out potentially
relevant stimuli, human retrieval mecha-
nisms tend to activate potentially relevant
background assumptions, and human infer-
ential mechanisms tend to process them in
the most productive way, so that, overall,
attention tends to go to the inputs with the
greatest expected relevance. These claims
have a variety of experimentally testable
consequences (see van der Henst & Sperber,
2004). Here we are only concerned with the
consequences of the cognitive principle of
relevance for human communication.

Given the indefinite variety of possible
objects of attention and courses of thought,
it would be impossible for one person to pre-
dict what others will attend to, and what
thoughts it will prompt, if their attention
and thought processes were not guided by
considerations of relevance. The tendency
to maximise relevance is crucial to mak-
ing human mental processes relatively inter-
pretable and predictable. As a result of the
same tendency, it is possible not only to inter-
pret and predict, but also to manipulate the
mental processes of others, by producing a
stimulus which will predictably attract their
attention and be interpreted in foreseeable
ways. Jill knows it is relevant to Peter that all
his guests should be happy, so she leaves her
empty glass in his line of sight, anticipating
that he will pay attention and conclude that
she would like another drink. This is not yet
a case of inferential communication, because,
although Jill intends Peter to come to this
conclusion, she provides evidence only that
she is thirsty, and not that she intends to
inform Peter that she is thirsty. If instead she
had established eye contact with him and
waved her empty glass, or said to him, “My
glass is empty,” then the stimulus would be

ostensive, and her behaviour would be prop-
erly communicative.

Use of an ostensive stimulus as opposed
to a regular non-ostensive one provides the
addressee with information not only about
some state of affairs (e.g., the fact that Jill
would like another drink) but also about
the communicator’s intention to convey this
information, and to do so overtly. By pro-
ducing an ostensive stimulus, the communi-
cator openly requests the addressee’s atten-
tion. Since attention tends to go to the most
relevant inputs available, the communicator
implicitly conveys that her message is such
an input. The central claim of relevance-
theoretic pragmatics is that use of an osten-
sive stimulus raises expectations of relevance
not raised by other inputs, and that these
expectations guide the comprehension pro-
cess. More specifically, we claim:

Communicative Principle of Relevance:

Every act of inferential communication con-
veys a presumption of its own optimal rele-
vance.

The presumption of optimal relevance
mentioned in the communicative principle
has a precise content. The utterance (or
other communicative act) is presumed to
be relevant enough to be worth process-
ing, from which it follows that it must be
more relevant than other inputs competing
for the addressee’s attention at the time. In
some conditions, it can be presumed to be
even more relevant than that. Communica-
tor and addressee have at least one common
goal: that communication should succeed —
that is, that the addressee should understand
what the communicator meant. The more
relevant the utterance, and in particular the
less processing effort it requires, the more
likely it is that the addressee will under-
stand it successfully. The communicator can
therefore be expected, within the limits of
her expressive abilities, and without going
against her own goals (and in particular the
goal she is pursuing in communicating), to
have aimed at maximal relevance. So when
we say that every act of inferential commu-
nication conveys a presumption of its own
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optimal relevance, we mean something quite
precise: as much relevance as is compatible
with the communicator’s abilities and pref-
erences, and, in any case, enough relevance
to be worth processing.

The communicative principle of rele-
vance suggests both a path for the addressee
to follow in constructing the interpretation
of an utterance, and a stopping point. Since
effort is one of the two factors affecting rel-
evance, the appropriate path to follow is
one of least effort. The stopping point is
the point at which the current interpretation
(what the speaker is taken to have conveyed,
either explicitly or implicitly) satisfies the
expectations of relevance raised by the utter-
ance itself. From the speaker’s point of view,
the easiest way to increase the relevance of
her communication, and hence the chances
of being properly understood, is to express
herself (within the limits of her abilities and
preferences) so that the interpretation she
intends to convey is the first interpretation
the addressee will come across on the path
of least effort that meets the expectations of
relevance she herself has raised.

To illustrate, consider the following
exchange:

(7) Peter: For Billy’s birthday party, it would
be nice to have some kind of show.
Mary : Archie is a magician. Let’s ask
him.

Suppose that “magician” is ambiguous for
Peter, with two senses: (a) someone with
supernatural powers who performs magic,
and (b) someone who does magic tricks to
amuse an audience. In the context of a dis-
cussion about a show for a child’s birth-
day party, the second sense is likely to be
activated first, and the information (or the
reminder) that their friend Archie is a magi-
cian in this sense is likely to satisfy Peter’s
expectations of relevance by implying that
he might perform at Billy’s birthday party.
In presuming that her utterance would be
relevant to Peter, Mary must have expected
him to derive this implication, which can
therefore be seen as an implicit part of her
meaning, that is, an implicature. The dis-
ambiguation of “magician” as someone who

does magic tricks dovetails with this impli-
cature, and the two confirm one another by
jointly yielding an interpretation that is rel-
evant in the expected way.

The linguistic meaning of the sentence
“Let’s ask him” is very schematic and gappy,
leaving the second part of Mary’s utterance
wide open to an indefinite range of inter-
pretations. “Him” may refer to Archie, or
Billy, or someone else. “Ask” may be under-
stood as asking for advice, help, an opinion,
a favour, and so on. Thus, the whole sen-
tence might be used to mean Let’s ask Billy
whether he would like to have Archie perform
magic tricks at his birthday party. This inter-
pretation would make sense in the situation,
and would be quite compatible with Grice’s
maxims of conversation, or with standard
theories of discourse coherence. Still, in a
context where the first part of the utter-
ance (“Archie is a magician”) implicates that
Archie could perform magic tricks at Billy’s
party, the first interpretation found by fol-
lowing a path of least effort will be that
Peter and Mary should ask Archie to per-
form. Since this would satisfy Peter’s expec-
tations of relevance, he should accept it as
the intended interpretation, without look-
ing any further for alternative interpreta-
tions that might also be relevant. (None of
these other potential interpretations could
be optimally relevant, because extra pro-
cessing effort would be required to retrieve
them. They are therefore not worth consid-
ering unless there is some reason to think
that Mary has failed to express herself in an
optimally relevant way.)

In this example, Mary is speaking literally
(which shows how far even the interpreta-
tion of an utterance that is literally under-
stood can go beyond its linguistic meaning
and is not just a simple matter of decod-
ing). Our claim is that the very same pro-
cedure that yields a literal interpretation in
this case would yield a nonliteral interpreta-
tion in others.

Meaning Construction

The decoded senses of a word or other lin-
guistic expression in an utterance provide a
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point of departure for an inferential process
of meaning construction. The meaning con-
structed may be narrower than the decoded
meaning, as in (8) or (9):

(8) T have a temperature.
(9) Peter: Does Gérard like eating?
Mary: He's French!

In (8), “temperature” would be understood
as meaning a temperature above normal.4
What the speaker is communicating would
be false if her temperature were a regular
37°C/98.6°F. In (9), what Mary means is
not just that Gérard is a French national but
that he is what she regards as a prototypi-
cal Frenchman, and therefore someone who
likes eating.

On other occasions, the meaning con-
structed may be broader than the decoded
meaning, as in (10)—(14):

(10) Holland is flat.

(1) The stones form a circle.

(12) (On a picnic, pointing to a flattish rock):
That’s a table!

(13) (Handing someone a tissue): Here’s a
Kleenex.

(14) (Handing someone a paper napkin):
Here’s a Kleenex.

The uses of “flat” in (10) and “circle” in
(11) are cases of approximation. Approxi-
mation is a variety of loose use or broaden-
ing in which a word with a relatively strict
sense is extended to a penumbra of items
(what Lasersohn, 1999, calls a “pragmatic
halo”) that strictly speaking fall outside its
linguistically specified denotation. The uses
of “table” in (12) and “Kleenex” in (13) and
(14) are cases of category extension. Cate-
gory extension, another variety of loose use
or broadening, involves extending a word
with a relatively precise sense to a range
of items that clearly fall outside its linguis-
tically specified denotation, but that share
some contextually relevant properties with
items inside the denotation. Thus, the flat
rock referred to in (12) is definitely not a
table, but has properties which make it a
good substitute for a table on that occasion.
The tissue referred toin (13) is not a Kleenex,
but will do just as well. The paper napkin

referred to in (14) is not even a tissue, but
is the closest available thing to a tissue, and
will do almost as well.

With narrowing, literalness is in some
sense preserved: a high temperature is lit-
erally a temperature, and a Frenchman who
likes eating is literally a Frenchman. With
broadening, literalness is not preserved: Hol-
land is not literally flat, the stones do not
literally form a circle, the flattish rock is not
literally a table, and neither the tissue nor the
paper napkin is literally a Kleenex. However,
narrowing and broadening are not two func-
tionally distinct types of language use. They
both involve the same process of meaning
construction, which happens in some cases
to lead to a narrowing of the encoded con-
cept and in other cases to a broadening.

How are these narrowed or broadened
lexical meanings arrived at? By following the
relevance-guided comprehension procedure
outlined above. With (8) (“I have a temper-
ature”), a literal interpretation based on the
decoded meaning of “temperature” would be
an irrelevant truism, since anyone (or indeed
anything) has a temperature, just as it has a
mass or a location. In fact, there is no reason
to think that the hearer constructs and enter-
tains such a truism. Rather, what happens is
that the concept TEMPERATURE is activated
in the hearer’s mind and points him towards
a relevant interpretation. This concept has
a parameter that can take a range of values,
some of which would be relevant in the cir-
cumstances (by implying, for instance, that
the speaker is ill and unable to work). In the
process of arriving at a relevant overall inter-
pretation of the utterance, the decoded con-
cept TEMPERATURE provides a starting point
for constructing a narrowed ad hoc con-
cept TEMPERATURE* which ranges only over
contextually relevant temperatures: that is,
temperatures which depart from the human
norm in a way that is easily brought to mind,
with implications that are worth the hearer’s
processing effort.

Similarly, activation of the lexicalised
concept FLAT in (10) (“Holland is flat”) gives
access to a range of implications that would
follow from Holland’s being strictly flat: that
it is a good place for easy cycling or not a
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good place for mountaineering, for instance.
These implications hold (to different degrees
for different implications) even if Holland
is only approximately flat. In a context
where (10) is relevant, some of these impli-
cations will be immediately obvious to the
hearer and will fulfil his expectations of rel-
evance. The resulting overall interpretation
(including the presumption of relevance and
the implications that make the utterance rel-
evant) will be internally consistent on the
assumption that “flat” in (10) indicates the
speaker’s intention to convey that Holland is
FLAT*, where the ad hoc concept FLAT* rep-
resents an approximation to flatness which
is close enough to yield the implications
that make the whole utterance contextu-
ally relevant (for a detailed discussion of this
and related examples, see Wilson & Sperber,
2002).

In these two examples, the words “tem-
perature” or “flat” are used in an utterance
to evoke (or, more technically, to activate to
some degree) potential implications of the
encoded concepts TEMPERATURE Or FLAT.
More generally, we claim that ideas evoked
in comprehension stand in inferential rela-
tionships to the concepts that evoke them,>
and are not mere associations based on past
co-occurrence, with no inferential status.
That is, the ideas evoked by the presence of a
word in an utterance are likely to be true of
items in the linguistically specified denota-
tion of the word, or, equivalently, of items in
the extension of the concept encoded by the
word. In the case of narrowing, the impli-
cations hold across only part of the exten-
sion of the encoded concept (e.g., only some
temperatures imply illness). In the case of
broadening, the implications hold not only
of items in the extension of the encoded con-
cept but also of contextually salient items
which fall outside the extension, but which
share with items inside the extension proper-
ties that determine these implications (e.g.,
cycling is easy not only in flat but also in flat-
tish terrains).

Some of the implications evoked by
the presence of a word are simultaneously
evoked by the context. In (13) and (14)
(“Here’s a Kleenex,” said of a tissue or a

paper napkin), the implication It can be used
to blow one’s nose is activated in the hearer’s
mind not only by the word “Kleenex” but
also by the fact that he has just been sneez-
ing. Implications activated by both the utter-
ance and the context are the first to come
to mind, and are tentatively added to the
interpretation until the hearer’s expecta-
tions of relevance are satisfied. At that point,
the explicit content of the utterance (in
the case of an assertion, the propositions
whose truth the speaker is committing her-
self to) is retroactively determined by mutu-
ally adjusting the implicit and explicit com-
ponents of the interpretation. The explicit
content of an utterance must be such that
it contextually implies the implicit con-
tent. More technically, and in relevance-
theoretic terms, the explicatures of an utter-
ance must be such that, together with the
implicit premises of the utterance, they war-
rant the derivation of its implicit conclusions
(where both implicit premises and implicit
conclusions are kinds of implicature). (On
the mutual adjustment process, see Carston,
2002; Sperber & Wilson, 1998, 2005;
Wilson & Sperber, 2002, 2004.)

In the case of (8) (“I have a temperature”),
the result of the mutual adjustment process
is a contextual construal of “temperature”
as TEMPERATURE*, which is narrower than
the lexicalised concept TEMPERATURE. In
the case of (10) (“Holland is flat”), the result
is a contextual construal of “flat” as FLAT?,
which is broader than the lexicalised concept
FLAT. Narrowings and broadenings of mean-
ing are thus arrived at by exactly the same
procedure of online concept construction
and for the same reasons. In fact, as noted
by Carston (1997), they may be combined
in a single construal. Suppose that Mary in
(9) says of Gérard, “He’s French!” intend-
ing to implicate that he likes eating, when,
in fact, she knows that Gérard happens to
be a citizen of Monaco. She would then be
using neither the concept FRENCH, which
denotes French nationals and is encoded
(let us assume) by the word “French,” nor
an appropriate narrowing, FRENCH*, but
a concept FRENCH** which is narrower
in some respects and broader in others,
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denoting people who fit some prototype of
a French person without French national-
ity being either a sufficient condition or an
absolutely necessary one for inclusion in its
extension.

Strictly literal interpretations — those that
involve neither narrowing nor broadening of
the lexicalised concept — are arrived at by
exactly the same process of mutually adjust-
ing explicit content with implicit content. A
literal interpretation results when the impli-
cations that make the utterance relevant in
the expected way depend on the presence in
the explicit content of the lexicalised con-
cept itself (rather than some broadening or
narrowing of it).® Literal interpretations are
not default interpretations: they are not the
first to be considered, and they are not neces-
sarily easier to construct than nonliteral ones.
In fact, some literal interpretations are fairly
hard to get, as in (15):

(15) If Holland were flat, water would flow
from the borders towards the centre.

In describing a stretch of land as “flat,” we
broaden the concept by ignoring not only the
various types of unevenness present in any
terrain, but also the curvature of the earth.”
This second departure from the literal mean-
ing of “flat” is not so easily corrected.

There is a continuum of cases between
approximations such as (10) and (11) and
hyperboles. In fact, the same utterance
can be properly understood hyperbolically,
loosely, or literally, depending on the facts
of the matter, with no sharp dividing line
between the different interpretations. Con-

sider (16):
(16) Mary to Peter: The soup is boiling.

If Peter is too far away to observe the state of
the soup directly, how is he to select one of
these possible interpretations? On the basis
of considerations of relevance, suppose he is
upstairs working; when he smells the soup
that Mary is making and he says he is com-
ing down to taste it, Mary answers as in (16).
Then her utterance would be relevant as a
warning not to bother: “boiling” would func-
tion as a hyperbole, conveying too hot to taste.
Or suppose that Peter is making the soup but

has left the room, and Mary knows that the
soup should not be allowed to boil at this
stage. Then her utterance would be relevant
enough if the soup were almost boiling: a
loose, approximate use rather than a hyper-
bole. Suppose, finally, that Peter is making
the soup but has left the room, and Mary
knows that he wanted to skim it once it was
properly boiling. Then in order to be rele-
vant enough, her utterance would have to
be interpreted literally.

The Literal-Loose-Metaphorical
Continuum

There is a continuum of cases between lim-
ited category extensions such as (12)-(14)
and more creative ones such as (17) and (18):

(17) Zizek is another Derrida.
(18) For luggage, pink is the new black (New
York Times, September 4, 2003).

In (17), “Derrida” is used as a common
noun to denote a category of flamboy-
ant and obscure philosophers a la Derrida.
In (18), “black” is used to denote a cate-
gory of fashionable colours. In both cases,
a category is extended to include items
that share with its members some prop-
erties which may or may not be essen-
tial, but are at least salient. These exam-
ples of category extension, unlike the use
of “Kleenex” to refer to any tissue, are not
analysable as mere loose uses. The claim
in (17) is not that the differences between
Zizek and Derrida are inconsequential, but
that Zizek belongs to a broader category
of which Derrida is the most salient mem-
ber. The claim in (18) is not that pink is
pretty much the same as black, but that
it occupies, in the category of colours for
luggage, the place previously occupied by
black. Still, (17) and (18) are interpreted by
the usual process: the presence of the words
“Derrida” or “black” helps to activate impli-
cations about Zizek, on the one hand,
and the colour pink, on the other, that
make the utterance relevant in the expected
way. By mutually adjusting explicit con-
tent and implicatures, the explicit content is
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construed as containing an ad hoc concept
(DERRIDA* or BLACK*) that contextually
carries these implications.

There is a continuum of cases between
hyperbole and metaphor. It might seem at
first blush that hyperbole involves only a
quantitative difference between the concept
encoded and the concept contextually con-
structed, as in (19) below, while metaphor
also involves a qualitative difference, as
in (20):

(19) Joan is the kindest person on earth.
(20) Joan is an angel.

However, the quantitative/qualitative dis-
tinction is not sharp. For instance, (21) and
(22) would generally be classified as hyper-
boles rather than metaphors, although there
is both a quantitative and a qualitative dif-
ference between something that is credible
and something that is not, or between a saint
and an ordinary kind person:

(21) Joan is incredibly kind.

(22) Joan is a saint.

In any case, whether they are classified
as hyperboles or metaphors, (21) and (22)
would be interpreted in the same way: the
encoded concept helps to activate contex-
tual implications that make the utterance
relevant as expected, and the concept con-
veyed by the hyperbole/metaphor is one
of an outstanding type of kindness charac-
terised by these implications.

There is also a continuum of cases
between category extension and metaphor.
It might be argued that category extension
involves the projection of defining, or at least
characteristic, properties of the encoded
concept onto a broader category, as in (12)—
(14) and (17) and (18), whereas the type of
broadening involved in metaphor is based on
relatively peripheral or, at least, contingent
properties, as in (23) or (24):

(23) “Man is but a reed, the weakest in
nature.” (Blaise Pascal)
(24) My mind is cloudy.

Weakness is not a defining property of reeds
(and it is only a property relative to some

arbitrary comparison class); similarly, the
difficulty of discerning parts is not a defin-
ing property of clouds.

However, some metaphors are based on
fairly central properties of the lexicalised
category. For instance, when the term for an
animal body part is extended to a human
body part, as in (25), the result would gen-
erally be classified as a metaphor:

(25) Henry was proud of his mane.

A category may undergo successive broaden-
ings, with more peripheral extensions nec-
essarily losing some of the most central
features of the lexicalised category. Thus,
compare (17) (“Zizek is another Derrida”)
with (26) and (27):

(26) Rebecca Horn is the Derrida of con-
temporary art.

(27) “Ferran Adria is more Derrida than
Danko.” (attested: http://www.egullet.
org/tdg.cgi?’pg = ARTICLE-tabledan-
cingadria — Adria is the world famous
chef of El Bulli, Danko is a famous San
Francisco chef)

In each case, a different concept (DER-
RIDA*, DERRIDA**, DERRIDA***) is con-
structed, each marginally further away from
the original concept (if we accept that there
are concepts of individuals) or representa-
tion of Jacques Derrida.

Central and peripheral properties may
combine, as in (28), a comment on a clip of
George W. Bush allegedly wiping his glasses
on an unsuspecting woman’s shirt during an
appearance on Jay Leno’s TV show:

(28) We're all human Kleenex to him
(attested:  http://www.iflipflop.com/
2004/10/metaphor-george-bush-uses-
woman-as.html).

Here, the woman is implicitly described as
a Kleenex, since she (or at least her clothes)
can be used as one, and this carries the sug-
gestion that Bush sees people as disposable
artefacts with little value.

Most hyperboles involve only broaden-
ing of the encoded concept, with no nar-
rowing. In (19), for instance, “the kindest
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Table 5.1: Inferential steps in a literal interpretation

(a) Mary has said to Peter “Archie is a
magician.”

(b) Mary’s utterance is optimally
relevant to Peter.

(c) Mary’s utterance will achieve
relevance by addressing Peter’s
suggestion that they have a show
for Billy’s birthday party.

(d) Magicians (in one lexicalised sense
of the term, MAGICIAN,) put on
magic shows that children enjoy.

(e) Archie could put on a magic show
for Billy’s birthday party.

(f) Archie is a MAGICIAN,.

(g) Archie is a MAGICIAN, who could
put on a magic show for Billy’s
birthday party that the children

Decoding of Mary’s utterance.

Expectation raised by the recognition of Mary's utterance as a
communicative act.

Expectation raised by (b), given that Mary is responding to
Peter’s suggestion.

Assumption activated both by use of the word “magician” and
by Peter’s wish to have a show for Billy’s birthday party.
Tentatively accepted as an implicit premise of Mary's
utterance.

Implicit conclusion derivable from (d), together with an
appropriate interpretation of Mary'’s utterance, which would
make her utterance relevant-as-expected. Tentatively
accepted as an implicit conclusion of the utterance.

Interpretation of the explicit content of Mary's utterance as
decoded in (a) which, together with (d), would imply
(e). Interpretation accepted as Mary’s explicit meaning.

First overall interpretation of Mary’s utterance (explicit content
plus implicatures) to occur to Peter which would satisfy the
expectation of relevance in (b). Accepted as Mary'’s meaning.

would enjoy.

person on earth” (despite its singular form)
is broadened to cover all very kind people,
including Joan. By contrast, most metaphors
involve both narrowing and broadening, and
so cannot be seen simply as cases of cat-
egory extension. In the metaphorical (20),
“angel” is interpreted as ANGEL*, which is
narrowed, on the one hand, to cover only
prototypical kind, caring angels (excluding
avenging angels, angels of wrath, or fallen
angels) and broadened, on the other, to cover
all very kind, caring people. However, this
combination of narrowing and broadening is
not a defining feature of metaphor. In the
metaphorical (28), for instance, “Kleenex”
is broadened to something like the category
of DISPOSABLE ITEMS, and this includes not
only prototypical Kleenex but all Kleenex.

Inferential Steps

We see this continuity of cases, and the
absence of any criterion for distinguishing

literal, loose, and metaphorical utterances, as
evidence not just that there is some degree
of fuzziness or overlap among distinct cat-
egories, but that there are no genuinely
distinct categories, at least from a descrip-
tive, psycholinguistic, or pragmatic point of
view.9 Even more important than the lack
of clear boundaries is the fact that the same
inferential procedure is used in interpreting
all these different types of utterance. Let us
look in more detail at how this procedure
applies to the interpretation of two exam-
ples, one at the literal end of the continuum,
and the other at the metaphorical end.

At the literal end, we return to
example (7):

(7) Peter: For Billy’s birthday party, it would
be nice to have some kind of show.
Mary: Archie is a magician. Let’s ask
him.

Table 5.1 shows the inferential steps that
Peter goes through in interpreting the
first part of Mary’s utterance (“Archie is a
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Table 5.2: Inferential steps in a metaphorical interpretation

(a) Mary has said to Peter “My chiropractor is
a magician.”

(b) Mary’s utterance is optimally relevant to
Peter.

(c) Mary’s utterance will achieve relevance by
addressing Peter’s expressed concern
about his back pain.

(d) Chiropractors are in the business of
healing back pain.

(e) Magicians (in one lexicalised sense of the
term, MAGICIAN,) can achieve
extraordinary things.

(f) Mary’s chiropractor, being in the business
of healing back pain and able to achieve
extraordinary things, would be able to
help Peter better than others.

(g) Mary’s chiropractor is a MAGICIAN*
(where MAGICIAN* is a meaning suggested
by the use of the word “magician” in the
sense of MAGICIAN, and enabling the
derivation of (e)).

(h) Mary’s chiropractor is a MAGICIAN*, who
would be able to help Peter better than
others by achieving extraordinary things.

Decoding of Mary’s utterance.

Expectation raised by the recognition of Mary's

utterance as a communicative act.

Expectation raised by (b), given that Mary is

responding to Peter’s complaint.

Assumption activated both by use of the word

“chiropractor” and by Peter’s worry about his back
pain. Tentatively accepted as an implicit premise of
Mary’s utterance.

Assumption activated both by the use of the word

“magician” and by Peter’s worry that no ordinary
treatments work for him. Tentatively accepted as an
implicit premise of Mary’s utterance.

Implicit conclusion derivable from (d) and (e), together

with an appropriate interpretation of Mary's
utterance, which would make her utterance
relevant-as-expected. Tentatively accepted as an
implicit conclusion of the utterance.

Interpretation of the explicit content of Mary'’s

utterance as decoded in (a) which, together with
(d) and (e), would imply (f). Interpretation accepted
as Mary’s explicit meaning.

First overall interpretation of Mary’s utterance (explicit

content plus implicatures) to occur to Peter which
would satisfy the expectation of relevance in
(b). Accepted as Mary’s meaning.

magician”), with Peter's interpretive
hypotheses on the left, and his basis for
arriving at them on the right.

At the metaphorical end of the contin-
uum, consider (29):

(29) Peter: I've had this bad back for a while
now, but nobody has been able to help.
Mary: My chiropractor is a magician.
You should go and see her.

Table 5.2 shows, again in simplified form, the
inferential steps that Peter goes through in
interpreting the first part of Mary’s utterance
(“My chiropractor is a magician”).

In both cases, of course, interpreta-
tion is carried out “on line,” and starts
while the utterance is still in progress. We
assume, then, that interpretive hypothe-
ses about explicit content and implicatures

are developed partly in parallel rather than
in sequence, and stabilise when they are
mutually adjusted so as to jointly confirm
the hearer’s expectations of relevance. And
we are not, of course, suggesting that the
hearer consciously goes through just the
steps shown in the tables, with exactly
those premises and conclusions. We are not
making claims about exact sequences, con-
sciousness, or the representational format of
thought. We are making claims about fac-
tors which cause hearers to converge on an
interpretation that — in the case where com-
munication is successful — coincides with the
one intended by the speaker.

Although “magician” is interpreted liter-
ally in (7) and metaphorically in (29), the
same kind of process is involved in both
cases. With (7), the fact that one of the
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lexicalised senses of “magician” is
MAGICIAN,, someone who performs magic
tricks to amuse an audience, makes it
particularly easy to access implications
associated to this interpretation. Since
these implications end up satisfying the
hearer’s expectations of relevance and are
carried only by this precise meaning, one
of the lexicalised senses of “magician” is
selected by the comprehension process as
the contextually indicated meaning. With
(29), “magician” provides easy access to the
information that if someone is a magician,
they have extraordinary capacities, and
this is enough to ground an optimally
relevant overall interpretation. The concept
used in this interpretation is substantially
broader than MAGICIAN,, so in this case,
as a rhetorician would say, “magician” is
a metaphor. However, the hearer pays no
more attention to the fact that “magician” is
used metaphorically in (29) than he does to
the fact that it is used literally in (7).

For that matter, some people may have
only a single encoded sense for “magician”:
someone with supernatural powers who per-
forms magic. They would still have no dif-
ficulty arriving at an appropriate interpreta-
tion of (7) by extending the category of “real”
magicians to include make-believe ones. For
other people, the metaphorical sense may
have become lexicalised, so that “magician”
now has the additional encoded sense some-
one who achieves extraordinary things. They
would obviously have no trouble arriving at
an appropriate interpretation of (29). Mary
did not intend her utterance to be under-
stood literally in (7) and metaphorically in
(29); her communicative intentions — like
those of all speakers — are about content and
propositional attitude, not rhetorical classi-
fication.

Relevance theory’s resolutely inferen-
tial approach to comprehension suggests
a solution to the “emergent property”
issue raised in recent work on metaphor.'®

Consider (30):
(30) This surgeon is a butcher.

Clearly, what this utterance evokes is the
idea that the surgeon in question is grossly

incompetent, dangerous, and so on. The
problem, at least for theories of metaphor
based on associations or “connotations”, is
that being incompetent, dangerous, and so
on are not properties particularly associated
with either butchers or surgeons, so how do
these properties emerge when the two cate-
gories are associated as in (30)?

If we treat the relationship between an
utterance and its interpretation as inferen-
tial, then the issue is whether the proper-
ties that seem to “emerge” in the metaphor-
ical interpretation can in fact be inferred. It
should be obvious that the answer is “yes.”
Surgeons and butchers both characteristi-
cally cut flesh, but in quite different ways.
Surgeons cut live flesh; they cut as little as
possible, and with the utmost care to avoid
unnecessarily severing blood vessels, nerves,
or tendons, thus causing irreparable damage.
Butchers cut dead flesh to produce pieces
of meat for cooking; this places no prin-
cipled restriction on how much should be
cut (or minced, broken, pounded, etc.) and
puts a premium on severing nerves, tendons,
and other hard tissues. So a surgeon who
treats flesh as a butcher does would indeed
be grossly incompetent and dangerous. The
inferential path to an adequate understand-
ing of (30) involves an evocation of the way
butchers treat flesh and the construction on
that basis of an ad hoc concept BUTCHER*,
denoting people who treat flesh in the way
butchers do. Practically all butchers and (one
hopes) very few surgeons fall within the
extension of this concept. For a butcher,
beinga BUTCHER* is a quasi-pleonastic prop-
erty. For a surgeon, on the other hand, it does
imply gross incompetence — such an incon-
ceivable degree of incompetence, in fact,
that (30) must be seen not just as a metaphor
but also as a hyperbole.

A meat lover who cares about precise,
careful cuts might praise a butcher by
saying:

(31) This butcher is a surgeon.
The interpretation of (31) is symmetrical
with the one sketched above for (30), and

involves the construction of an ad hoc con-
cept SURGEON*, denoting people who cut
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flesh with extreme care. A butcher who is
also a SURGEON* is outstandingly competent
and trustworthy. The predicates BUTCHER*
and SURGEON?*, along with the implication
of incompetence for a surgeon who is a
BUTCHER* and of competence for a butcher
who is a SURGEON*, emerge unproblemat-
ically in the course of an inferential com-
prehension process guided by the search for
relevance.

Of course, examples (30) and (31) involve
emergent properties that are particularly
easy to analyse in inferential terms, and it
remains to be seen how far the full range
of cases can be dealt with along these lines.
However, this account seems promising, and
helps to bring out the contrast between infer-
ential approaches to metaphor and more tra-
ditional associationist approaches. All infer-
ential relationships are associations, but not
all associations are inferential. In claiming
that interpretation depends only on infer-
ential relationships, we might have seemed
to be depriving ourselves of some explana-
tory power. As this example suggests, just
the opposite is true."

Strength of Contextual Implications,
Strength of Implicatures

We maintain that metaphors are not a dis-
tinct category of language use, let alone a
discrete one. Are we then denying the obvi-
ous truth that metaphors often stand out
as particularly creative and powerful uses
of language? If not — and indeed we are
not — how are these uses of language to be
explained?

Utterances achieve relevance by produc-
ing cognitive effects. An utterance may have
many cognitive effects or only a few, and
these effects may be stronger or weaker. To
illustrate, suppose you get to the airport in
time for a flight due to arrive in Atlanta at
> p.m. Hearing an announcement that the
flight may be delayed, you say to an airline
employee:

(32) I have to be in Atlanta no later than 5
p.m. Will I make it?

She replies as in either (33) or (34):

(33) Well, your flight will be delayed by at
least 20 minutes.

(34) Well, your flight will be delayed by at
least 2 hours.

Both (33) and (34) imply (35), but only (34)
implies (36):

(35) You have at least 20 minutes to do as
you please before boarding.

(36) You have at least 2 hours to do as you
please before boarding.

(35) in turn implies (37), while (36) implies
both (37) and (38):

(37) You have time for a drink before board-
ing.

(38) You have time for a meal before board-
ing.

Clearly, (34) has more contextual implica-
tions than (33).

Both (33) and (34) also provide some
evidence for the conclusion in (39):

(39) You will get to Atlanta later than 5 p.m.

Another way of putting this is to say that
(33) and (34) weakly imply (39). Such weak
implications (or probabilifications) are also
cognitive effects, and contribute to the rele-
vance of a cognitive input.”* Since the prob-
ability of your arriving late is increased more
by (34) than by (33), (39) is a stronger
implication (and hence a stronger cognitive
effect) of (34) than of (33). Still, if you
were to assume on the basis of either utter-
ance that you will indeed get to Atlanta later
than 5 p.m., this assumption would depend
to a considerable extent on your own back-
ground beliefs (even more so in the case of
(33) than (34)), although it would of course
have been encouraged by what the airline
employee told you. Overall, this example
shows how the contextual implications of
an utterance may vary in both quantity and
strength.

A competent speaker must have good rea-
son to suppose that what she says will be rel-
evant to the hearer. The hearer himself may
have given her such a reason, in particular
by asking her a question, thereby letting her
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know that an answer would be relevant to
him. Thus, if a stranger comes up to you in
the street and asks what time it is, you can
feel confident that it would be relevant to tell
him the time, even if you neither know nor
care exactly how it would be relevant and
are implicating nothing more the presump-
tion of relevance that any utterance conveys
about itself.3

In most conversations or discourses, the
speaker cannot have good reason to think
that her utterances will be relevant enough
unless she has some positive idea of the cog-
nitive effects they will achieve. From the
hearer’s perspective, it is quite often safe
to assume that the speaker both expected
and intended him to derive some of the
implications that he does derive, for other-
wise she could not reasonably have supposed
that her utterance would be optimally rel-
evant to him. These intended implications
are implicatures of the utterance. An impli-
cature may be more or less strongly impli-
cated. The speaker may have in mind a spe-
cific implication on which the relevance of
her utterance depends, and a strong inten-
tion that the hearer should derive it; in that
case, it is strongly implicated. At the other
extreme, she may have in mind a vague range
of possible implications with roughly simi-
lar import, any subset of which would con-
tribute to the relevance of her utterance, and
a weak intention, for any of the implications
in that range, that the hearer should derive it;
these are weak implicatures. Her intentions
about the implicatures of her utterance may
fall anywhere between these two extremes.
The strength of an implicature is determined
by the manifest strength of the speaker’s
intention that a specific implication should
be derived. It is important to distinguish the
strength of an implicature from the strength
of a contextual implication (whether or not
it is also implicated), which is the probabil-
ity thatitis true, given that the premise from
which it is contextually derived is true.

When the airline employee replies to your
question in (32) (about whether you will get
to Atlanta by 5 p.m.) as in (33) or (34), she
must feel confident that, in telling you how
long the delay is likely to be, she is giving

you grounds for deriving a weak implica-
tion about the risk of your arriving late, thus
indirectly answering your question. In other
words, you can take her to be implicating
that you might indeed be late, leaving it up
to you to decide on the seriousness of the
risk. The implication is weak — even weaker
with (33) than with (34) — but it is fairly
strongly implicated.

Does the airline employee also impli-
cate (35) or (36) (that you have at least
20 minutes / 2 hours to do as you please
before boarding)? Although these implica-
tions go beyond simply providing an answer
to your question, they may help to make
the utterance optimally relevant to you in
a way the speaker might have both fore-
seen and intended. When a plane is delayed,
people generally want to figure out how
much time they will have at their disposal
before boarding. To that extent, the air-
line employee may be seen as implicating
(35) or (36). These are strong implications of
her utterance — they are very probably true —
but they are only weakly implicated, because
they add only marginally to the relevance
of the utterance, and so the speaker’s inten-
tion to convey them is not strongly manifest.
After all, she may have felt that her utterance
was relevant enough without even consider-
ing these further implications.

What about (37) (that you have time for
a drink), or (38) (that you have time for a
meal)? Does the airline employee also impli-
cate these by replying as in (33) or (34)?
Again, they are strong implications, which
might contribute to the relevance of her
utterance in a way the speaker could possi-
bly have foreseen, but they are even weaker
implicatures, since they are among a range of
implications with similar import (that you
have enough time to buy a magazine, or buy
and read one, that you have enough time to
do your e-mail, and so on), some of which
are likely to be relevant to you although the
speaker is not in a position to know which.
So she may be encouraging you to consider
any of these implications that might be rele-
vant to you, but not any specific one. These
are very weak implicatures, if they are impli-
cated at all. By contrast, if your question had
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been “Do I have time for a drink?” the reply
in (33) would strongly implicate (37), and
the reply in (34) would strongly implicate
(37) and weakly implicate (38), whereas
both replies would only weakly implicate
(39) (that you will get to Atlanta later than
5 p.m.), if they implicated it at all.

Poetic Effects

Optimal relevance may be achieved by an
utterance with a few strong implications,
many weak implications, or any combina-
tion of weak and strong implications. A
speaker aiming at relevance may implicate
(that is, anticipate and intend) a few strong
implicatures or a wide range of weak impli-
catures (which may themselves be strong
or weak implications). There are many
ways of achieving relevance, which differ in
both the strength of the implications con-
veyed and the strength with which they
are implicated.’* Here we are particularly
concerned with the case where relevance
is achieved through a wide array of weak
implications which are themselves weakly
implicated. The speaker — or writer, since
this method of achieving relevance is partic-
ularly well developed in literature — has good
reason to suppose that enough of a wide
array of potential implications with similar
import are true or probably true, although
she does not know which these are (hence,
they are weak implications) and is neither
able to anticipate nor particularly concerned
about which of them will be considered and
accepted by the audience (hence, they are
weakly implicated). We have argued that the
cognitive effects achieved by conveying such
a wide range of weak implicatures are iden-
tifiable as poetic effects (Sperber & Wilson,
1995, chap. 4, section 6; Pilkington, 2000).
The production of genuinely relevant
poetic effects can be a powerfully creative
form of language use (creative on the part of
both communicator and audience). Effects
of this type can be created by literal, loose,
or metaphorical forms of expression. Thus,
classical Japanese haikus, which are among
the most effective forms of poetry in world

literature, typically involve a literal use of
language. Consider Basho’s famous haiku
(written in 1680):

On a leafless bough

A crow is perched —

The autumn dusk.

(Translated by Joan Giroux, 1974)

This simple, literal description weakly impli-
cates a wide array of implications which
combine to depict a landscape, a season, a
moment of the day, a mood, and so on,
thereby achieving a powerful overall effect
which varies to some extent from reader to
reader.

By contrast, many metaphors are not par-
ticularly poetic. We are thinking here not so
much of conventional metaphors which may
have lost their poetic appeal, if they ever had
one (was the phrase “legs of a table” ever
poetic?) as of less conventional but not par-
ticularly creative metaphors used to high-
light a simple idea rather than suggest a
complex one. Consider (40), a political com-
ment on the Bush administration’s handling
of the 2005 Katrina hurricane, compared to
its handling of the 2001 terrorist attack on
the United States:

(40) Well, if 9/11 is one bookend of the
Bush administration, Katrina may be
the other. If 9/11 put the wind at Pres-
ident Bush’s back, Katrina’s put the
wind in his face. If the Bush-Cheney
team seemed to be the right guys to
deal with Osama, they seem exactly
the wrong guys to deal with Katrina
(Thomas Friedman, New York Times,
September 7, 2005)

Here, the use of the metaphors “bookend”
and “wind” to suggest opposing forces at two
ends of a continuum (a case of force dynam-
ics a la Talmy) is so flat that most readers
are likely to bypass the obvious relation-
ship between the wind and an explosion,
on the one hand, and still more obviously,
between the wind and a hurricane, on the
other: the cognitive effects derivable from
this relationship are unlikely to have been
intended, and are hardly worth the effort.
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Nonetheless, these metaphors serve to make
the author’s point, which is definitely not of
a poetic nature.

Although metaphors are neither neces-
sary nor sufficient for the creation of gen-
uine poetic effects, they are particularly well
suited to this purpose, for several reasons.
Consider, first, a trivial case of metaphor
such as (41):

(41) Woman to uncouth suitor: Keep your
paws off me!

Here, “your paws” refers unproblematically
to the hearer’s hands. Use of the word “paws”
also activates related notions, conceptions,
and images having to do with animal paws,
clumsiness, bestiality, and so on. From a
relevance theory perspective, the fact that
these ideas have been activated suggests that
they may be relevant, and the effort spent
in activating them, however marginal, sug-
gests that they should be relevant (otherwise,
the effort would have been wasted, contrary
to the presumption of optimal relevance).
While there is a wide range of possible impli-
catures which might contribute to the rele-
vance of the utterance (that the addressee
is clumsy, gross, lusting like a beast, and so
on), none of them is strongly implicated by
the speaker. We claim that they are weakly
implicated: the hearer is indeed encouraged
to consider at least some of them and see
them as part of the speaker’s meaning. It
is these vague effects that make the use of
“paws” marginally more relevant than the
use of “hands.”

According to classical rhetoric, the lit-
eral meaning of the word “paw” is replaced
in (41) by the figurative meaning HAND. In
more recent approaches based on category
extension, the literal meaning of “paw” is
extended to include any EXTREMITY OF A
LIMB (whether animal or human). In both
analyses — substitution of a figurative mean-
ing disjoint from the literal one, or inclusion
of the linguistically specified denotation in a
broader “figurative” denotation — suggestions
of clumsiness and bestiality are added to the
figurative meaning as “connotations” of the
word “paw.” Here, “connotations” are associ-
ations in a strictly associationist sense: they

are grounded in past co-occurrence and can
go in any direction.

In fact, the word “paw” has many asso-
ciations other than clumsiness and bestial-
ity which might be activated in a metaphor,
from the softness of a cat's paw to the
strength of a lion’s. Association of the type
appealed to in associationist psychology is
a process which is too vague, on the one
hand, and too powerful, on the other, to
account for the subtlety and directional-
ity of weak implicatures. As noted above,
we would rather appeal only to associations
based on properly inferential relationships
and, more generally, stick to an inferential
rather than associationist account of com-
prehension. In (41), the alleged connotations
are associated to the literal meaning of “paw”
(i.e., PAW), and not to its figurative mean-
ing HAND or EXTREMITY OF A LIMB. From
an inferential point of view, the idea that the
literal meaning of “paw” is discarded while its
connotations remain is even more puzzling
than the smile of the Cheshire cat: the cat’s
smile lingers at an empty location, whereas
the connotations of the literal meaning of
“paw” are supposed to adorn the figurative
meaning that has replaced it.

The alternative analysis we favour is the
one we have been defending throughout
this chapter. In processing (41), the hearer
develops (in parallel) tentative interpreta-
tions of the explicit and implicit compo-
nents of the speaker’s meaning, and stops
when they fit together in the sense that
the explicit content contextually implies the
implicated conclusions, and the explicit con-
tent and implicit content jointly satisfy the
hearer’s expectations of relevance. Given
that the relationship between explicit con-
tent and implicit content is properly infer-
ential, and given the nature of the mutual
adjustment process used to determine these
contents, the implications evoked by the
decoded senses of the words used in the
utterance must be genuine implications: that
is, they must hold at least part of the exten-
sion of the decoded senses. The ad hoc con-
cepts constructed to carry these implications
will then at least overlap with the concepts
encoded by the utterance (otherwise, we
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would be dealing with purely association-
ist rather than inferential relations). Since
the concepts PAW and HAND have disjoint
extensions, we claim that “paw” in (41) could
not be used to convey the meaning HAND.
Nor can it be used to convey EXTREMITY OF
A LIMB, since this broadened concept is not
specific enough to contextually imply clum-
siness, bestiality, and so on.

We assume that the ad hoc concepts built
on the basis of most metaphorical terms are
genuinely ad hoc: that is, they are adjusted
to the precise circumstances of their use and
are therefore unlikely to be paraphrasable
by an ordinary language expression. This
is why we resort to the “*” notation, and
represent the concept pragmatically con-
veyed by “paw” in (41) as PAW*. PAW* is
the most easily constructed concept whose
extension includes the hearer’s hands, and
which carries the weak contextual implica-
tions generally true of prototypical paws:
that they are used clumsily, grossly, and
so on. These weak implications are them-
selves weakly implicated: that is, they are
weakly intended by the speaker. The utter-
ance on this interpretation achieves opti-
mal relevance by making a strong explicit
request that the hearer remove his paws*
and weakly implicating that he is behav-
ing clumsily and grossly. PAW*, so construed,
involves both a broadening and a narrowing
of PAW, as do most ad hoc meanings con-
veyed by metaphorical uses.

So even a common metaphor such as
“Keep your paws off me!” achieves some
of its relevance through an array of weak
implicatures: a poetic touch, however mod-
est. In more creative metaphors, relevance
may depend to a much greater extent (or
even entirely) on such weak implicatures, in
a way that makes it quite appropriate to talk
of “poetic effects.” Consider the full version
of Carl Sandburg’s poem “Fog,” whose first
two lines are one of the most widely quoted
examples of creative metaphor:

The fog comes
on little cat feet.

It sits looking
over harbor and city

on silent haunches
and then moves on.

“On little cat feet” evokes an array of
implications having to do with silence,
smoothness, stealth. Taken together with the
following four lines, the phrase evokes a
movement which appears both arbitrary and
yet composed, so that it is tempting to see
it not as random but rather as guided by
mysterious dispositions. Poems are read and
re-read. On a second reading, the interpre-
tation of the whole poem provides part of
the context in which the first two lines are
understood. Not unlike Basho's literal haiku,
Sandburg’s extended metaphor weakly
implicates an ever-widening array of impli-
cations which combine to depict a place,
an atmosphere, a mood, achieving a pow-
erful overall effect that varies from reader to
reader and reading to reading. It is not part
of the explicit content of the poem that the
fog comes silently, or smoothly, or stealthily.
Rather, what is part of the explicit content
is that the fog comes ON-LITTLE-CAT-FEET*.
And what is this concept? It is the concept
of a property that is difficult or impossible
to define, a property possessed in particular
by some typical movements of cats (though
not all of them — little cat feet can also move
in violent or playful ways) and, according to
the poem, by the movement of fog. How is
this ad hoc concept ON-LITTLE-CAT-FEET*
arrived at? By taking the poet to be attribut-
ing to the coming of the fog that property
which contextually implies the very ideas
suggested by the phrase “little cat feet.”
The example of Sandburg’s poem should
help to clarify how and why metaphors are
indeed particularly likely to achieve opti-
mal relevance through the creation of poetic
effects: the effort required for ad hoc con-
cept construction calls for matching effects,
and given the freedom left to the inter-
preter in the construction process, these
effects are unlikely to consist in just a few
strongly implicated strong implications. It
is not that concept construction system-
atically demands more effort in the case
of metaphors (see Gibbs 1994a; Noveck,
Bianco, & Castry, 2001). Many metaphors
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are very easy to process, while, as any science
student knows, arriving at an adequate literal
understanding of a statement may take much
more effort than a loose or even a metaphor-
ical construal. Nor is it that literal expression
is intrinsically less capable than metaphor
of achieving poetic effects, as the compar-
ison between Bashd’s haiku and Sandburg’s
haiku-like poem shows. It is just that, on the
whole, the closer one gets to the metaphor
end of the literal/loose/metaphorical con-
tinuum, the greater the freedom of inter-
pretation left to hearers or readers, and
the more likely it is that relevance will
be achieved through a wide array of weak
implicatures: that is, through poetic effects.
So when you compare metaphors to other
uses of words, you find a bit more of this
and a bit less of that, but nothing deserv-
ing of a special theory, let alone a grand
one.

Notes

1 See, for instance, Lakoff and Johnson (1980);
Lakoff (1987, 1994); Lakoff and Turner
(1989); Talmy (2000); Fauconnier (1997);
Fauconnier and Turner (2002); Glucks-
berg (2001); Kintsch (2000); Sperber and
Wilson (1985/1986, 1995); Carston (1997,
2002); Wilson and Sperber (2002).

2 See Gibbs (19942, 1994b, 1998) and also his
debate with Gregory Murphy (Gibbs, 1996;
Murphy, 1996, 1997).

3 Some authors (e.g. David Lewis, 1975)
believe that figurative meanings are linguis-
tically encoded rather than pragmatically
inferred; however, this vastly increases both
the ambiguity of language and its gross defec-
tiveness as a code.

4 For many (perhaps most) speakers of English
today, “temperature” may be ambiguous
between a general sense and a narrower
one equivalent to fever. For these speakers,
“temperature” in (8) would have to be dis-
ambiguated rather than narrowed. Histori-
cally, however, this narrower linguistic mean-
ing will have been lexicalised as a result of
repeated pragmatic narrowings of a single
general meaning. In this case, and in others
where a narrowed or broadened meaning of a
term may have undergone lexicalisation, we

10

11

are discussing how it would be interpreted
in dialects where it has not yet become lex-
icalised. In fact, far from being an objection
to a pragmatic account, the frequent occur-
rence of lexicalised narrowings and broaden-
ings of lexical meanings calls for a pragmatic
account as a crucial component of historical
lexicology.

Strictly speaking, only propositions have
implications. When we talk (as we will) of
a concept’s having implications, we have in
mind the implications that propositions carry
in virtue of having this concept as a con-
stituent.

On the notion of a literal interpretation, see
Sperber and Wilson (1995, chap. 4, sections 6
and 7). On this account, when a metaphori-
cal use becomes lexicalised, an interpretation
that requires the presence of exactly this con-
cept in the explicit content will be strictly
literal.

It might be argued that a stretch of land is flat
in a second, lexicalised sense if every point
on its surface is at the same distance from
the centre of the earth (rather than being on
a plane), so that someone can travel across
it without going upwards or downwards. A
problem for this view is that the statement
“If all the land on earth were at sea level, the
earth would be flat” should then be true on
one reading, whereas in fact it seems simply
false.

This intuition underlies many classical rhetor-
ical treatments and also appears to motivate
Grice’s account (Grice, 1989, p. 34).

The distinction between literal and nonliteral
utterances may be relevant to normative con-
cerns, as in law, for instance (see Wilson &
Sperber, 2002, section 7).

See, for instance, Martinich (1984); Tour-
angeau and Rips (1991); Becker (1997);
Gineste, Indurkhya, and Scart (2000);
Carston (2002); Vega Moreno (2004, 2007);
Wilson and Carston (2006).

For an interesting proposal to account for
emergent properties by augmenting the
relevance-theoretic account with the machin-
ery of domain mappings, see Gibbs and Ten-
dahl (2006). The relations between “domain
mapping” accounts of metaphor and fully
inferential accounts deserve fuller explo-
ration than we can give them here. For now,
we simply note that if emergent properties
can be derived using only the independently
motivated inferential mechanisms outlined
above, then domain mappings may be best
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seen as a result of, rather than a prerequi-
site to, metaphor interpretation, and as con-
tributing to the interpretation process on the
effort side, by altering the accessibility of con-
textual assumptions and implications, rather
than playing the central role assigned to them
in most cognitive linguistic accounts (see
Wilson & Carston, 2006).

12 In fact, most contextual implications are typ-
ically made probable rather than certain by a
premise that contextually implies them, since
the implication is contingent on the truth of
other contextual premises that are generally
less than certain. Implying some conclusion
with certainty may be seen as a limiting case
of strongest possible contextual implication
(see Sperber & Wilson, 1995, chap. 2).

13 Actually, even in this case, you would have
to estimate how precise your answer should
be in order to be optimally relevant: could
you spare your hearer some processing effort
without any loss on the effect side by round-
ing the time to the nearest multiple of five
minutes, or would it be preferable in the cir-
cumstances to be accurate to the minute?
And from the hearer’s perspective, would it
be better in the circumstances to take an
answer such as “It’s ten past five” as an approx-
imation or as accurate to the minute? In most
ordinary situations, mutual adjustment of the
explicit content and the implicit presumption
of relevance will yield an interpretation in
which the response is understood as rounded
(see van der Henst, Carles, & Sperber,
2002).

14 Incidentally, we believe that pragmatic
approaches that idealise away differences in
the strength of implicatures (as most do)
are ignoring a central aspect of language
use.
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Metaphor as Structure-Mapping

Dedre Gentner and Brian Bowdle

Introduction

Metaphor is pervasive in language and
thought: in scientific discovery (Gentner,
1982; Gentner & Jeziorski, 1993; Gruber,
1995; Nersessian, 1992), in literature (Gibbs,
1994; Miller, 1993; Steen, 1989; Turner,
1987), and in everyday language (Fauconnier
& Turner, 1998; Lakoff & Johnson, 1980).
Not surprisingly, this richness has engen-
dered a number of approaches to metaphor
(Steen, 2007).

Our approach to metaphor centers on
the question of how metaphors are pro-
cessed. This approach unifies metaphor with
processes of analogy and similarity. We use
structure-mapping, a theory of analogy and
similarity,' as our framework. In the first
part of the chapter, we describe research
that shows that the real-time processing of
many metaphors and similes can be cap-
tured by detailed models from analogy. Then
we turn to studies of the processing of
large-scale conceptual metaphors such as
Love is a journey and present evidence that
such metaphors can be seen as extended
structure-mappings between domains.

In the second part, we lay out the “career
of metaphor” hypothesis, which considers
the evolution of figurative statements. We
review evidence in support of the claim that
figurative statements begin as novel compar-
ison statements and evolve gradually into
category-inclusion statements as the base
(or vehicle) terms develop an associated
metaphorical abstraction.

Metaphor Is Like Analogy

An analogy is a mapping between two
represented® situations in which common
relational structure is aligned (Gentner,
1983; Gentner & Markman, 1997; Holyoak,
Gentner, & Kokinov, 2001). According to
structure-mapping theory, analogical map-
ping is a process of establishing a struc-
tural alignment between two represented
situations and then projecting inferences3
(Falkenhainer, Forbus, & Gentner, 1989;
Gentner & Markman, 1997; Markman &
Gentner, 1993). An alignment consists of
an explicit set of correspondences between
the representational elements of the two
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situations with an emphasis on rela-
tional matches. The alignment is deter-
mined according to structural consistency
constraints: (1) one-to-one correspondence
between the mapped elements in the base
and target and (2) parallel connectivity, in
which the arguments of corresponding pred-
icates also correspond. In addition, the selec-
tion of an alignment is guided by the sys-
tematicity principle: a matching system of
relations connected by higher-order con-
straining relations such as causal relations is
preferred over a match with an equal
number of independent correspondences.
Once the alignment is made, further candi-
date inferences are spontaneously projected
from base to target (Falkenhainer et al,,
1989). Systematicity also guides analogical
inference: people do not import random
facts from base to target but instead project
inferences that complete the common sys-
tem of relations (Bowdle & Gentner, 1997;
Clement & Gentner, 1991).

Two analogy findings are particularly
relevant for metaphor. The first is evidence
demonstrating the systematicity preference:
people implicitly prefer analogies that share
large, deep relational structures (all else
being equal) (Forbus, Gentner, & Law, 1995;
Gentner, Rattermann, & Forbus, 1993);
and the same is true for metaphors. A
major determinant of aptness in metaphor
is the presence of a substantial relational
match (Gentner & Clement, 1988; Gentner
& Wolff, 1997). The second is that the
common system derived from a comparison
becomes more salient after the comparison
and more available for transfer to new con-
texts (Gentner, Loewenstein, & Thompson,
2003; Gick & Holyoak, 1983; Loewen-
stein & Gentner, 2001). Thus, the process
of comparison, including metaphorical
comparison, is a way of deriving new
abstractions.

Of course, not all metaphors are analo-
gies (see Gentner, 1982, for discussion).
Metaphors can range from purely relational
comparisons (analogies), as in (1), to purely
attributional comparisons, as in (2); and
some metaphors, such as (3), simply defy
description in terms of alignment.

Patience is bitter, but its fruit is sweet.

2. His eyes were deep pools of misery.
3. The voice of your eyes is deeper than all

the roses. (e. e. cummings)

Most of the metaphors studied in the psy-
chological literature are analogies — that
is, they convey chiefly relational commonali-
ties (e.g., Encyclopedias are gold mines, My job
is a jail) — though some are surface matches
(e.g., Hair is like spaghetti). Finally, a bit of
terminology: in naming the parts of a figura-
tive statement such as “An X is (like) a Y,”
X is the topic (or target in the terminology
of analogy), and Y is the vehicle (or base, or
source in analogical terminology).

Aptness and relationality. Adults in gen-
eral prefer relational metaphors, as noted
in the previous section. Gentner and
Clement (1988) had participants write our
descriptions of objects and then interpret
metaphors containing those objects (e.g.,
Blood wvessels are aqueducts). Whereas the
object descriptions contained both object
attributes (e.g., that blood vessels are
red, elastic, delicate) and relations (e.g.,
they carry blood through the body), the
metaphor interpretations focused mainly on
relations (e.g., both aqueducts and blood
vessels transport something needed; they
bring it to far parts of the system). More
importantly, Gentner and Clement (1988)
found that subjects’ judgments of the apt-
ness of metaphors were positively correlated
with the relationality of their interpretations
of those metaphors, and negatively corre-
lated with the degree to which their inter-
pretations relied on simple object proper-
ties. Thus, although relationality is not the
only influence on aptness (e.g., novelty and
fit with prior beliefs may enter in), still, to a
large degree, people consider metaphors apt
to the extent that they can find relational
interpretations for them.

The processing of metaphors. Structure-
mapping makes a number of predic-
tions about the processing of individual
metaphors that should follow if metaphors
are processed like analogies. SME serves as
a process model to motivate these predic-
tions. SME, the structure-mapping engine
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Target

Stage 1
Local matches

Stage 2
Structural

coalescence
into consistent
mappings

Stage 3
Small structures

combined into
maximal interpretation;
candidate inferences

Figure 6.1. SME’s three stages of mapping.

(Falkenhainer, Forbus, & Gentner, 1989;
Forbus, Ferguson, & Gentner, 1994; For-
bus, Gentner, & Law, 1995) utilizes a local-
to-global* alignment process to arrive at a
structural alignment of two representations.
Figure 6.1 shows SME’s three stages of map-
ping. In the first stage, SME begins blind
and local by matching all identical predi-
cates in the two representations. Semantic
similarity is captured through partial iden-
tities: e.g., give and donate both contain the
subpredicate “transfer possession” (see Gen-
tner & Kurtz, 2006; Yan, Forbus, & Gentner,
2003). This initial mapping is typically inc-
onsistent, containing many-to-one matches.
In the second phase, these local matches are
coalesced into structurally consistent con-
nected clusters (called kernels). The kernels

are essentially partial mappings — connected
sets of structurally consistent correspond-
ing base-target pairs. They are given struc-
tural evaluations that depend not only on
the sheer number of predicates but also on
the depth of the kernel’s relational system
(Forbus & Gentner, 1989).

In the third stage, the kernels are merged
into one or a few structurally consistent
global interpretations (mappings displaying
one-to-one correspondences and parallel con-
nectivity). SME does not produce all possible
interpretations (a psychologically implausi-
ble process); instead, it uses a greedy merge
algorithm (Forbus & Oblinger, 1990) that
operates in linear time over the number
of kernels. It begins with the maximal ker-
nel and then adds the largest kernel that is
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structurally consistent with the first one,
continuing until no more kernels can be
added without compromising consistency. It
then carries out this process beginning with
the second largest kernel to produce a sec-
ond interpretation.

SME then produces a structural evalua-
tion of the interpretation(s), using a kind of
cascade-like algorithm in which evidence is
passed down from predicates to their argu-
ments. This method is used — both here
and for the individual kernel evaluations
mentioned previously — because it favors
deep systems over shallow systems, even
given equal numbers of matches (Forbus &
Gentner, 1989). Up to this point, the pro-
cessing has been a role-neutral process
of alignment. Now, however, a directional
inference process takes place. Predicates
connected to the common structure in the
base, but not initially present in the target,
are projected as candidate inferences in the
target. Thus, structural completion can lead
to spontaneous unplanned inferences.

SME has several appealing features as
applied to metaphor. First, it begins blindly,
without needing to know the point of the
comparison in advance. Second, SME can
simultaneously derive two interpretations of
a comparison (e.g., a literal and a metaphori-
cal interpretation). Because metaphor is pro-
cessed in the same way as literal compar-
ison, there is no need to initiate a special
metaphoric processing routine. (Some the-
ories implicitly postulate different processes
for metaphor than for literal language, lead-
ing to a knotty problem: you have to know
that a statement is a metaphor in order to
process it; but you have to process it to
know that it is a metaphor.) Third, inference
occurs as a natural outcome of comparison,
fitting the psychological intuition that infer-
ences often arise unbidden from metaphors,
and may even surprise the reasoner.

Stages of processing. This framework gives
rise to a number of processing predictions,
of which we focus on these:

e Metaphor comprehension begins with
a symmetric (nondirectional) alignment
process.

e If an alignment is found, then fur-
ther inferences are directionally projected
from base to target.

e Thus, directionality in metaphor compre-
hension arises after the initial stage of pro-
cessing.

The assertion that metaphor is initially
nondirectional is highly counterintuitive
because, as Ortony (1979) pointed out,
strong directionality is one of the hall-
marks of metaphors. However, Gentner and
Wolff (1997, 2000; Wolff & Gentner, 2000)
have found evidence for these predictions.
In one set of studies, Wolff and Gentner
(2000) used the metaphor interference tech-
nique initially developed by Glucksberg,
Gildea, and Bookin (1982) to investigate
very early processing during metaphor com-
prehension. Glucksberg et al. had found
that when participants made true—false judg-
ments among statements like Some birds are
robins and Some birds are apples, they took
longer to reject metaphors (e.g., Some brains
are warehouses) than to reject ordinary false
statements (Some birds are warehouses), indi-
cating that metaphor processing is initiated
before literal processing has terminated.

Wolff and Gentner (2000) applied this
metaphor interference technique to inves-
tigate early processing: specifically, to ask
whether forward and reversed metaphors
differ in the early processing stages. For
forward metaphors, the results replicated
Glucksberg et al.’s interference effect: for-
ward metaphors (Some suburbs are para-
sites) took longer to reject than anomalous
statements. The key question is the reversed
metaphors. If metaphor is processed by
a symmetric alignment, then the reversed
metaphors will initially behave exactly like
the forward metaphors. But if the terms of
the metaphor are processed differently from
the start, as in Glucksberg’s attributive cat-
egory theory, then reversed metaphors will
not show an interference effect.5

Importantly, however, Wolff and Gen-
tner found precisely the same interfer-
ence effects for reversed metaphors as
for forward metaphors, supporting the
claim of an early nondirectional alighment
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process. These findings held even though the
metaphors had highly conventional vehicle
terms — such as parasites. These results are
consistent with the structure-mapping claim
that the initial processes in metaphor com-
prehension are symmetric alignment pro-
cesses.

Wolff and Gentner also verified that the
metaphors in the above study were strongly
directional. When participants were simply
asked to judge the comprehensibility of the
metaphors (rather than to assess literal truth
values), (1) as predicted, forward metaphors
were far more likely to be judged compre-
hensible than reversed metaphors; and (2) as
expected, response times were considerably
longer than in the true—false task. These find-
ings are consistent with the claim that even
for highly directional metaphors, direction-
ality emerges later in processing.

In a further study, Wolff and Gentner (in
preparation) used a deadline task to exam-
ine stages of processing. Participants were
shown forward (e.g., “A rumor is a virus”)
and reversed (e.g., “A virus is a rumor”)
metaphors and asked for comprehensibil-
ity judgments. Consistent with a symmet-
ric early alighment process, comprehensi-
bility judgments for forward and reversed
metaphors did not differ early in processing;
even though (as noted just above) forward
metaphors were judged far more compre-
hensible than reversed metaphors later in
processing. Overall, the findings suggest an
early symmetric alignment process followed
by a directional inference process.

Extended mappings. The structure-map-
ping view of metaphor extends naturally
to extended metaphors. Structure-mapping
predicts that people can process extended
metaphors and can incrementally extend
such mappings (Gentner, 1982; Forbus, Fer-
guson, & Gentner, 1994; Keane & Brayshaw,
1988). This interpretation is also consonant
with domain-mapping theories such as that
of Rumelhart and Abrahamson (1973) and
Tourangeau and Sternberg (1981) and with
theory (e.g., Kittay & Lehrer, 1981; Lakoff &
Johnson, 1980) and research suggesting that
metaphors are processed as large-scale con-
ceptual systems (Gibbs, 1990, 1994; Gibbs,

Nayak, & Cutting, 1989). In contrast, local-
ist theories — such as the attributional cat-
egory account (Glucksberg & Keysar, 199o0;
Glucksberg, McGlone, & Manfredi, 1997),
which views metaphors as category inclu-
sions — have no natural way of handling
extended metaphors.

Gentner and Boronat tested whether
extended metaphors are processed on-line as
domain mappings (Boronat, 199o; Gentner
& Boronat, 1992, Gentner, Bowdle, Wolff, &
Boronat, 2001; Gentner, 1992). Specifically,
our studies tested for a metaphoric consis-
tency effect — a rise in response time when
there is a shift in mapping from one base to
another, even where the target and even the
inferred meaning are equated. Our method
was inspired by the mixed metaphors fre-
quently captured by The New Yorker, for
example,

It seems that at every turn now in my
campaign, I am confronted with my fellow
Republicans stabbing me in the back.

and

The US. and the Middle East are on par-
allel but non-converging paths.

If people comprehend metaphors by set-
ting up structurally consistent, systematic
domain mappings, then a shift of metaphoric
base should create a disruption in the map-
ping process, and lead to slower process-
ing. We used this mixed metaphor tech-
nique to test whether people can carry
out an extended metaphorical mapping.
All the experiments followed the same
logic (see Figure 6.2). There were three
kinds of passages: those with a consistent
metaphoric mapping, those with an inconsis-
tent metaphoric mapping, and a literal control.

The consistent passages utilized the same
base throughout; for the inconsistent pas-
sages, the base was switched at the last
sentence. The three passages all had the
same story line, and all shared the same
last sentence — the target sentence (always
metaphorical), on which reading times were
collected. The passages differed in the main
body of the text. In the consistent passages,
the same global metaphor was used in the
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LITERAL

INCONSISTENT CONSISTENT CONTROL
METAPHOR B’IEthAPHOR (race terms
Debate as war cbale as race used literally)

His skill left his opponent
far behind him at the finish line.

Figure 6.2. Design of the domain-mapping study (Boronat, 1990; Gentner &

Boronat, 1992).

passage’s body as in the target sentence;
but in the inconsistent passages, a different
global metaphor was used in the body, so
that the target sentence required a switch
to a new metaphor (though it expressed the
same idea). In the literal controls, the body
contained all of the metaphoric terms of the
corresponding within-domain passages, but
these terms were used literally.®

For example, there were three versions
of a story about a debate (see Figure 6.2).
The consistent passage used the global
metaphor A DEBATE IS A RACE (e.g., he had
to steer his course carefully in the competition).
The inconsistent passage used the global
metaphor A DEBATE IS A WAR (e.g., he had to
use every weapon at his command in the com-
petition). For both passages, the last sentence
used the RACE metaphor (e.g., His skill left
his opponent far behind him at the finish line).
For the consistent passage, this represented a
continuation of the global metaphor. How-
ever, for the inconsistent passage, the crit-
ical final sentence made a switch from the
DEBATE AS WAR metaphor to the DEBATE
AS RACE metaphor.

The domain-mapping hypothesis pre-
dicts that the last sentence will be read
more quickly when it continues the same
metaphoric mapping as that in the passage
than when the global metaphor is changed
(i.e., faster in the consistent condition than
in the inconsistent condition), because the

former extends an established base-to-target
mapping, while the latter disrupts it. In
short, the domain-mapping account predicts
that the critical test metaphors will be read
faster in the consistent condition than in
the inconsistent condition. In contrast, local-
ist metaphor theories, such as the class-
inclusion theory of Glucksberg and Keysar
(1990) and Glucksberg, McGlone, and Man-
fredi (1997), would predict no difference
between the two metaphoric conditions,
since the key (metaphoric) sentence is the
same.

In the first two studies, we used novel
figuratives from existing conceptual map-
pings. The results showed a metaphoric con-
sistency effect, consistent with the domain-
mapping account: Subjects read the critical
last sentence significantly faster when it
extended the existing mapping (consis-
tent version) than when it switched the
metaphoric mapping (inconsistent version).
The critical last sentence was also read faster
following the metaphorically consistent pas-
sage than it was following the matched lit-
eral control passage, ruling out the possi-
bility that the reading time advantage for
the metaphorically consistent passages could
be attributed to mere associative priming
between the words in the passage and the
words in the final sentence.

The evidence thus supports the domain-
mapping hypothesis for novel figuratives.
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However, the results were quite different
for conventional figuratives. In two further
studies, Gentner and Boronat utilized pas-
sages that contained conventional figura-
tives, often from the same global concep-
tual metaphors as the novel figuratives in the
earlier studies? — for example, DEBATE AS
WAR — but here the individual metaphors
were conventional.

When the individual metaphors were
highly conventional, the metaphoric con-
sistency effect disappeared (Gentner &
Boronat, 1992; see also Keysar, Shen, Glucks-
berg, & Horton, 2000). There was no
apparent cost of shifting between global
metaphors. This suggests that the local-
ist account may be correct for conven-
tional figuratives: for highly conventional
metaphors, the metaphorical interpretation
becomes an alternate word sense, and the
metaphor can then be processed on a lex-
ical basis. However, one must go beyond
sentence-by—sentence processing to account
for the global mapping effects found for the
novel figuratives.

Directional asymmetry: How can a com-
parison approach account for the strong direc-
tionality of metaphors? People show strong
directional preferences in metaphor. For
example, (1) seems far better as a metaphor

than does (2):

1. Some jobs are jails.
2. Some jails are jobs.

The strong directionality of metaphors
has been used to argue that metaphors are
essentially class-inclusion statements (which
are clearly asymmetric) rather than compar-
isons. But research on analogy shows robust
asymmetries in analogy and similarity as
well. In processing analogy and metaphor,
the initial symmetric alignment process is
followed by directional inferences. Further,
because inferences are understood to flow
from base to target, people prefer compari-
son statements that have the more informa-
tive term in the base position.

Bowdle and Gentner (1997) explored
asymmetry in comparison by giving partici-
pants two brief narrative passages that were
similar except that one passage (the sys-

tematic passage) contained a causal struc-
ture linking the events, and the other (the
nonsystematic passage) did not. Participants
preferred the direction of comparison that
placed the systematic passage in the base;
and when asked to generate inferences from
one passage to the other, they overwhelm-
ingly drew inferences from the more system-
atic passage to the less systematic one. These
findings show that asymmetry in analogy fol-
lows naturally from a preference for rich
inferential potential. Notably, this strong
asymmetry only occurred for alignable pairs
of passages. When the passages were unre-
lated, participants had no order preference,
and simply drew inferences independently
from within one passage or the other.

We suggest that this preference for hav-
ing the more systematic representation as
the base can explain the directional asym-
metry of metaphor. Indeed, as Bowdle and
Gentner (1997) suggested, systematicity
imbalance is likely to be far stronger for
metaphor than for literal similarity, with a
concomitantly greater directional asymme-
try. This would fit with the human predilec-
tion for metaphors that draw on highly
familiar domains, such as spatial relations
and bodily force dynamics — domains that are
understood well enough to provide inferen-
tial structure for other domains (Fauconnier
& Turner, 1998; Lakoff & Johnson, 1980).

The Career of Metaphor

Novel and conventional figuratives differ
in their behavior. Consider first a novel
metaphoric base term, snowflake. With-
out being paired with a target, it is dif-
ficult to guess what meaning the term
might be used to metaphorically convey.
When paired with a target, however, the
meaning becomes clear. For example, the
metaphor Children are snowflakes conveys
that each child is unique. Further, pair-
ing a novel base with different targets can
lead to different abstractions. For example,
the metaphor Accolades are snowflakes con-
veys that praise is ephemeral. In general,
novel metaphoric bases do not automatically
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evoke metaphoric categories in isolation.
Further, the fact that they can take on radi-
cally different meanings in different contexts
suggests that the comprehension of novel
metaphors involves a comparison between
the two terms.

Consider next a conventional metaphoric
base term, gold mine. Even when it is not
paired with a target, the hearer can already
guess the metaphoric meaning of this term:
something that is a source of something valu-
able. Further, pairing this base with a range
of different targets (e.g., an encyclopedia,
the World Wide Web, a shopping mall, even
the backyard) does not substantially alter
its meaning. Unlike novel bases, conven-
tional bases can automatically evoke stable
metaphoric categories.

These observations, together with Wolff
and Gentner’s findings, led us to propose
a theoretical framework for figurative pro-
cessing that takes into account the effects of
conventionalization. We have called this
theory the career of metaphor (Bowdle, 1998;
Bowdle & Gentner, 1995, 1999, 2005; Gent-
ner & Bowdle, 2001; Gentner & Wolff, 1997;
Wolff & Gentner, 2000). According to the
career of metaphor hypothesis, a metaphor
undergoes a process of gradual abstraction
and conventionalization as it evolves from its
first novel use to becoming a conventional
“stock” metaphor. This process results in a
shift in mode of alignment. Novel metaphors
are processed as comparisons, in which the
target concept is structurally aligned with
the literal base concept. But each such align-
ment makes the abstraction more salient, so
if a given base is used repeatedly in a parallel
way, it accrues a metaphoric abstraction as
a secondary sense of the base term. When
a base term reaches a level of conventional-
ity such that its associated abstract schema
becomes sufficiently accessible, the term can
function as a category name.

Importantly, on our account, the basic
process for understanding a figurative state-
ment remains the same — an initial struc-
tural alignment followed by the directional
projection of inferences (and sometimes
by re-representation). What changes with
conventionalization is not the process itself

but the representation of the base term,
whose metaphorical abstraction becomes
more salient and more accessible. As the base
term develops a clear metaphorical abstrac-
tion that can be accessed during compre-
hension, a kind of short cut becomes avail-
able. The listener can access the abstract
metaphorical sense directly instead of having
to derive it by aligning the two literal terms.
Thus, the alignment process shifts from a
horizontal alignment — that is, a comparison
between two literal meanings — to a vertical
alignment — that is, a comparison between a
concrete literal meaning (for the target term)
and an abstraction (for the base term). In
general, aligning with an abstraction is eas-
ier than aligning with a more concrete rep-
resentation (e.g., Ross, 1989), because there
are fewer inconsistent predicates. Therefore,
as conventionalization occurs there will be
a corresponding decrease in comprehension
time (Bowdle & Gentner, 2005).

Metaphor and category formation. While
novel metaphors do not depend on the appli-
cation of metaphoric categories, they may be
used to create such categories. According to
the career of metaphor hypothesis, novel and
conventional metaphors draw on different
representations and, hence, involve different
comprehension strategies: novel metaphors
are processed by direct comparison, whereas
conventional metaphors are processed by
accessing the metaphorical abstraction and
applying it (via structural alignment) to the
target — essentially treating the base term
as a category of which the target is an
instance. This shift from horizontal to ver-
tical alignment is not coincidental; rather, it
is a natural consequence of the structural
alignment process used to interpret novel
metaphors.

Consider again how novel metaphors are
processed according to structure-mapping
theory. First, the target and base are placed
in structural correspondence. Second, fur-
ther predicates connected to the aligned sys-
tem in the base are mapped to the tar-
get as candidate inferences, which then
count as further correspondences. One out-
come of this process is that the resultant
system of commonalities is highlighted.
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Both the common system and the set of
related inferences become more salient and
more likely to be used in future situations.
This process of highlighting and abstrac-
tion is also seen in studies of analogical rea-
soning in which learners appear to induce
problem schemas as a result of structural
alignment (e.g., Gentner, Loewenstein, &
Thompson, 2003; Gick & Holyoak, 1983;
Loewenstein & Gentner, 2001; Novick &
Holyoak, 1991; Ross & Kennedy, 1990). It
is also consistent with abstraction models
of category learning (e.g., Elio & Anderson,
1981). Further, because structural alignment
favors connected relational systems (Bowdle
& Gentner, 1997; Clement & Gentner, 1991,
Gentner & Medina, 1998), the abstractions
that arise are often relational systems that
have explanatory power.

On this view, when a given concept is
encountered as the base of a metaphor for
the first time, it does not evoke a metaphoric
category independently of the target; rather,
the category emerges from the alignment
of the target and base. However, if the
same abstraction is derived repeatedly in
the context of the base, it may become
conventionally associated with that term
and may eventually be lexicalized as a sec-
ondary meaning of the base term. Only
once a base term reaches this level of con-
ventionality does it achieve dual represen-
tation of the type described by Glucks-
berg and Keysar (1990). This account is
in line with Swinney and Cutler’s (1979)
lexical representation hypothesis, according
to which idioms and other conventional-
ized “stock” expressions have stable nonlit-
eral meanings that can be accessed directly
without needing to be derived anew. This
hypothesis is supported by findings indicat-
ing that the nonliteral meanings of idioms
(Cacciari & Tabossi, 1988; Gibbs, 1980, 1994;
Gibbs & O’Brien, 1990) and conventional-
ized metaphors (Blank, 1988; Blasko & Con-
nine, 1993; Swinney & Cutler, 1979) are pro-
cessed as fast, or faster, than their literal
meanings. As Giora (1997) has persuasively
argued, whenever a term is associated with
more than one meaning, the most salient of
these meanings will typically dominate dur-

ing comprehension, even if this meaning is
figurative rather than literal.

Evidence for the career of metaphor
hypothesis has mounted over the past
decade. As discussed earlier in this chap-
ter, Gentner and Wolff (1997) found that
only when the base terms of metaphors
were highly conventional did they prime
metaphor comprehension more effectively
than the target terms. More generally, it has
repeatedly been demonstrated that conven-
tional metaphors are processed more quickly
and automatically than novel metaphors
(e.g., Blank, 1988; Gildea & Glucksberg,
1983; Martin, 1992). This pattern buttresses
the conclusion that conventionalization
results in a shift in metaphor processing from
on-line active interpretation to retrieval of
stored meanings (Bowdle & Gentner, 1995,
1999, 2005; Gentner et al., 2001; Gentner &
Wolff, 1997; Wolff & Gentner, 2000).

An important implication of the career of
metaphor framework is that metaphors can
indeed give rise to new categories but only
over time, as they become conventionalized.
Thus, the career of metaphor view agrees in
part (but not entirely) with Glucksberg and
Keysar’s (1990) category-inclusion model.
In their original theory, the base or vehi-
cle gives rise to a metaphoric category that
is either already associated with or newly
derived from the base term. Our evidence
supports the first claim but not the second:
a metaphor can be processed as a cate-
gory statement if there is already an abstrac-
tion associated with the base; but otherwise,
comparison of the two literal representations
is necessary, and the abstraction emerges
from the alignment process. Thus, highly
conventional metaphors can indeed serve as
category statements, but novel metaphors in
general do not.

Degrees of conventionalization. This evo-
lution can be described in terms of four
stages of conventionalization, as shown in
Figure 6.3. In a novel metaphor (as dis-
cussed earlier), the base concept has no stan-
dard metaphorical category attached to it,
although the comparison between base and
target will promote the formation of such
a category. In a conventional metaphor, the
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Figure 6.3. Living and dead metaphors.

base refers simultaneously to a literal con-
cept and to a metaphoric category. Typically,
the relationship between these senses is
clearly recognizable: for example, the term
river (as in Time is a river) has two associ-
ated senses: namely, a large stream of flow-
ing water and anything that moves contin-
uously forward. For these kinds of polyse-
mous bases, the two senses may be processed
simultaneously (Williams, 1992). However,
metaphors often evolve further, to the point
where the metaphoric sense seems to stand
on its own, with only a tenuous relation to
the literal sense. These are often called frozen
metaphors or dead metaphors.

The conclusion of this evolutionary pro-
cess is the death of metaphors as such
(though, Phoenix-like, they often take on
new life as literal category senses). Thus, in
dead, metaphors, the base term refers only
to the derived abstract sense, which is now
taken as a literal meaning; the original spe-
cific sense no longer exists. A good exam-
ple is the term blockbuster (as in “Star Wars”

was a blockbuster), which roughly means
something that has a profound popular effect.
This term does not seem metaphoric; in
fact, most people are unaware of the original
sense of blockbuster, namely, a bomb that can
demolish an entire city block.

But on the way from conventional
metaphor to dead, metaphor, there is an
intriguing intermediate stage, which we call
dead, metaphors. These are similar to con-
ventional metaphors in possessing both a lit-
eral and a metaphorical meaning, but for
dead, metaphors, the relation between lit-
eral and metaphorical has become obscure.
For example, temporal prepositions (e.g., AT
nine o’clock, ON Monday, IN January) have
been analyzed as metaphoric extensions of
spatial prepositions (e.g., AT the swimming
pool, ON the cruise ship, IN the Pacific Ocean;
e.g., Clark, 1973; Traugott, 1978). However,
a series of studies by Sandra and Rice (1995)
suggests that people often do not recog-
nize the semantic relationships between the
spatial and temporal uses of prepositions.
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Of course, the fact that people do not read-
ily notice the relation does not rule out
implicit connections. For example, we use
two systems of space-time metaphors —
ego-moving (e.g., We are fast approaching the
holidays) and time-moving (e.g., Exams are
coming closer). Although speakers typically
appear unaware of the metaphorical nature
of such usages (see McGlone & Harding,
1998), Gentner, Imai, and Boroditsky (2002)
found a metaphoric consistency effect, indi-
cating that these two systems are processed
as coherent mappings. Further, Boroditsky
(2000) found a priming effect from spa-
tial sentences to temporal uses of the same
metaphors. This is consistent with Gibbs’s
(1980) finding that dead, metaphors can be
“awakened” to their metaphorical roots in
some circumstances.

The career of metaphor hypothesis is con-
sistent with the idea that metaphor is a pri-
mary source of polysemy — metaphors allow
words with specific meanings to take on
additional related meanings (e.g., Dirven,
1985; Lee, 1990; Lehrer, 1990; MacCormac,
1985; Miller, 1993; Nunberg, 1979; Sweetser,
1990). Over the career of a metaphor, it can
move from having but a single stored (lit-
eral) meaning (the novel metaphor stage)
to being polysemous (for conventional and
dead, metaphors), and, sometimes, on to
again having but a single meaning, namely
the derived abstract sense (the dead, case).

Metaphors and Similes

Proponents of category-based approaches
to metaphor comprehension point out that
nominal metaphors have the same grammat-
ical form as literal class-inclusion statements,
namely, An X is a Y (e.g., Glucksberg &
Keysar, 1990; Kennedy, 1990; Shen, 1992).
However, nominal metaphors can also be
paraphrased as similes — figurative compar-
isons of the form X is like Y — which are
grammatically identical to literal comparison
statements. Thus, we can say both Time is a
river and Time is like a river.

What is the cognitive status of metaphor—
simile distinction? The dominant view is that

similes are simply clearer than metaphors,
explicitly inviting a figurative compari-
sion. For example, many theorists have
assumed that metaphors are understood as
implicit similes (e.g., Kintsch, 1974; Miller,
1979; Ortony, 1979; Tirrell, 1991). Consis-
tent with this view, Vosniadou and Ortony
(1986) found that children were better able
to understand similes than metaphors, as
would follow from the idea that similes more
directly invite the necessary comparison
process. However, Glucksberg and Keysar
(1990) have argued the reverse position:
that similes are understood as implicit
metaphors. This is in keeping with their
class-inclusion model of figurative meaning:
Metaphors directly suggest class-inclusions,
and similes must be converted to metaphors
in order to be processed.

We propose an integrative account of the
metaphor-simile distinction — namely, gram-
matical concordance (Bowdle, 1998; Bowdle
& Gentner, 1995, 1999, 2005; Gentner &
Bowdle, 2001). A central intuition behind
grammatical concordance is that linguistic
form tells us something about function. Here
we adopt Glucksberg and Keysar’s (1990)
insight that metaphors are seen as category
statements, but we take the idea a step fur-
ther, and argue that linguistic form also tells
us something about similes — namely, that
they are seen as comparisons.

On this view, metaphors and similes
invite different comprehension strategies.
Because metaphors are grammatically iden-
tical to literal class-inclusion statements,
they invite categorizing the target as a
member of a category named by the base.
Likewise, because similes are grammatically
identical to literal comparison statements,
they invite comparing the target with the
literal base concept. The combination of
grammatical concordance with the career of
metaphor hypothesis leads to a set of predic-
tions, and thus offers a valuable route toward
testing the career of metaphor hypothesis
(Bowdle, 1998; Bowdle & Gentner, 1995,
1999, 2005; Gentner & Bowdle, 2001).

Consider first the case of novel figura-
tive statements. According to the career of
metaphor hypothesis, such statements are



120 DEDRE GENTNER AND BRIAN BOWDLE

interpreted as comparisons between the two
literal concepts. Thus, they should most
felicitously be phrased as similes. The sim-
ile form invites comparison, which accords
with the comprehension strategy required. If
a novel figurative is phrased as a metaphor,
the hearer is invited to access a stored
metaphorical sense which does not in fact
exist, so comprehension is initially thwarted.
The hearer must then start over using a
comparison process — a horizontal alignment
with the literal concept evoked by the base.

Now consider the case of conventional
figurative statements. According to the
career of metaphor hypothesis, such state-
ments may be interpreted either as compar-
isons or as class-inclusions, as the base term
refers simultaneously to a specific literal con-
cept and to an abstract metaphoric category.
Thus, either form — simile or metaphor —
can be processed directly. For conventional
figurative statements, then, metaphors are
interpreted as class-inclusions, whereas sim-
iles are interpreted as comparisons.

This account generates several testable
predictions (see Bowdle, 1998; Bowdle &
Gentner, 2005; Gentner & Bowdle, 2001).
Here, we summarize some findings on gram-
matical form preference and comprehension
time. Later, we turn to studies of the conven-
tionalization process itself.

Grammatical form preferences. If conven-
tionalization results in a processing shift
from comparison to categorization, then
there should be a corresponding shift in
people’s preference. People should prefer
the comparison (simile) form for novel fig-
uratives and the categorization (metaphor)
form for conventional figuratives. Therefore,
Bowdle and Gentner (2005) gave individuals
novel and conventional figuratives and asked
which form they preferred for each state-
ment. To calibrate the results, we also gave
participants literally similar statements (e.g.,
lemon — orange), for which the compari-
son form is most natural, and literal category
statements (e.g., robin — bird), for which
the categorization form is most natural.

As expected, the “X is Y” form was
strongly preferred for literal categorizations
and the comparison form (“X is like Y”)

for literal similarity. More importantly, con-
sistent with our predictions, the preference
for the metaphor form was far higher for
conventional figurative statements than for
novel figurative statements. Indeed, partic-
ipants’ preference for the comparison form
was as strong for novel figuratives as it was
for literal similarity statements. The conven-
tional figuratives were more mixed, consis-
tent with the claim that conventional figu-
ratives may be treated either as comparisons
or as categorizations.

Processing  predictions. The career of
metaphor hypothesis also makes clear pre-
dictions about the effects of conventionality
on on-line comprehension. One prediction
is that conventional figuratives will be faster
to interpret than novel figuratives overall.
This is because conventionalization results
in storing a metaphorical abstraction; and,
as noted earlier, vertical mappings between
a target and an abstract category will tend
to be computationally less costly than
horizontal mappings between two concrete
concepts from different domains.®

A more critical prediction concerns the
effects of conventionality on the relative
comprehension times of metaphors and
similes. Because novel figuratives must be
interpreted as comparisons, novel similes
should be easier to comprehend than novel
metaphors. This is because the simile form
directly invites comparison, whereas the
metaphor form prompts the expectation
that an abstract metaphorical category is
available — a kind of bait-and-switch, since
this expectation will be unfulfilled in a novel
figurative. In contrast, conventional figura-
tives should be easier to comprehend as
metaphors than as similes. This is because
the metaphor form invites categorization — a
relatively simple vertical alignment between
the target and the abstract metaphoric cat-
egory named by the base. Here the simile
form, by inviting comparison, invites a more
demanding horizontal alignment between
the target and the literal base concept.

We collected participants’ comprehen-
sion times for novel and conventional
figurative statements phrased as either
metaphors or similes. The results were



METAPHOR AS STRUCTURE-MAPPING 121

as predicted. First, conventional figuratives
were interpreted faster than novel figura-
tives. And second, there was an interaction
between conventionality and grammatical
form, such that novel similes were faster
than novel metaphors, but conventional
metaphors were faster than conventional
similes.

Naturalistic evidence. There is also indi-
rect evidence on the real-life process of
conventionalization. First, Zharikov and
Gentner (2002) examined the course of
development over history for a set of fig-
uratives, based on their occurrences in
the Oxford English Dictionary. The results
showed a frequent pattern of an initial literal
meaning, followed over time by figurative
uses with overt comparison marking (such
as simile form), followed by metaphorical
uses. Table 6.1 shows the example of sanctu-
ary, which initially referred to a place of wor-
ship and came over time to have a secondary
reference to any safe place. As predicted by
the career of metaphor account, its initial
figurative uses had overt similarity markings
(e.g., She was as safe as in a Sanctuary . . .)
with the metaphoric form (e.g., A Sanctuary
was opened in his Court . . .) occurring later,
presumably as the metaphorical abstraction
became conventionalized.

Second, a study of natural text by Ron-
cero, Kennedy, and Smyth (2006) suggests
that (at least for conventional target-base
pairs) similes are more likely than metaphors
to be accompanied by explanations. Ron-
cero et al. searched the Internet for figu-
rative expressions linking concepts such as
crime and disease — either as similes (crime
is like a disease) or as metaphors (crime is a
disease). They found that similes were more
likely than metaphors to be accompanied by
explanations such as “Crime is like a disease
because it spreads by direct personal influ-
ence.” They concluded that similes may be
preferred when the writer wants to express
an out-of-the-ordinary relation between the
target and the base. Given that a base has a
conventional meaning, if the writer wants to
invite going beyond that meaning, a return
to the simile form is one way to invite a fresh
comparison between base and target.

Table 6.1: Timeline of occurrences
of literal and figurative meanings
for sanctuary

Initial literal meaning

I. a holy place — a building or place set apart for
the worship of God or of one or more divinities:
applied, e.g., to a Christian church, the Jewish
temple and the Mosaic tabernacle, a heathen
temple or site of local worship, and the like; also
fig. To the church or the body of believers

1340 . . . in that sanctuary oure lord sall be
kynge . . .

1382 And thei shulen make to me a seyntuarye,
and Y shal dwelle in the myddil of hem.

1530. Sanctuarie, a place hallowed and
dedicate vnto god.

II.a — a church or other sacred place in which, by
the law of the medieval church, a fugitive from
justice, or a debtor, was entitled to immunity
from arrest. Hence, in a wider sense, applied to
any place in which by law or established custom
a similar immunity is secured to fugitives.

1374 To whiche Iugement they nolden nat obeye
but defendedyn hem by the sikernesse of holy
howses, that is to seyn fledden in to sentuarye.

1463—4 Eny persone. .that shall dwelle or
inhabit within the Sayntwarie and Procyncte
of the same Chapell.

[First figurative meaning]

1568 Vsing alwaise soch discrete moderation, as
the scholehouse should be counted a
sanctuarie against feare.

1596 That all the while he by his side her bore,

She was as safe as in a Sanctuary.

[First unmarked figurative meaning]
1700 To form his Party, Histories report, A
Sanctuary was opened in his Court, Where
glad Offenders safely might resort.

Apiness. Some researchers have sug-
gested that the simile-metaphor difference
is one of aptness rather than of convention-
ality (e.g., Chiappe, Kennedy, & Smykowski,
2003; Glucksberg, 2003; Jones & Estes,
2005). Specifically, it is claimed that the
metaphor form is preferred for highly apt fig-
uratives and the simile form for less-apt figu-
ratives. This view is consistent with the sense
that the metaphor form seems to suggest
a stronger relationship between the target
and base concepts than the simile form (e.g.,
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Glucksberg & Keysar, 1990; Kennedy, 1990).
Indeed, some studies have found a corre-
lation between aptness and conventional-
ity (e.g., Bowdle & Gentner, 2005; Jones &
Estes, 2005).

However, there are problems with this
line of argument. First, aptness is highly
correlated with many other aspects of fig-
urative statements, including relationality
(Gentner & Clement, 1988), ease of inter-
pretation, degree of metaphoricity, imagery,
subjective familiarity, and the number of
alternative interpretations possible (Katz,
Paiio, Marschark, & Clark, 1988), as well
as with ease of comprehension (Chiappe,
Kennedy, & Chiappe, 2003). Thus, it’s not
clear whether aptness itself or one or more
of these correlated dimensions is involved
here. It's also not clear how aptness could
play a causal role in figurative language pro-
cessing, as it seems to arise as part of the pro-
cess of evaluating a metaphor (e.g., Gerrig &
Healy, 1983; Gibbs, 1994). Third, the empir-
ical findings are not encouraging. For exam-
ple, Bowdle & Gentner (2005) found a sig-
nificant negative correlation between rated
aptness and preference for the metaphor
form among novel figurative statements.
That is, the more apt a novel figurative
was, the more strongly the simile form
was preferred over the metaphor form.
For conventional figuratives, there was no
difference in aptness between similes and
metaphors.

In our view, the likeliest contributor to
metaphor preference is relational similarity.
There is evidence that relational similarity
is a major determinant of aptness (Gent-
ner & Clement, 1988) and that it can
facilitate online processing (Wolff & Gent-
ner, 2000). Indeed, Aisenman (1999) pro-
posed that the preference for metaphor
form increases with the degree of relational
match. Although Aisenman found positive
evidence, her study did not control con-
ventionality. When Zharikov and Gentner
(2002) orthogonally varied both base con-
ventionality and the relationality of the figu-
rative’s interpretation'® and elicited partici-
pants’ form preferences, the results showed a
strong effect of conventionality in determin-

ing a preference for metaphor form, and only
a marginal main effect of relationality. In a
further study, when participants were give
the same figurative statements and asked
to rate their agreement with either a rela-
tional or an attributional interpretation, they
strongly preferred the relational interpreta-
tion for both metaphors and similes.

Aisenman’s idea that relational similarity
contributes to the strength and aptness of a
metaphoric mapping seems correct. But the
evidence to date suggests that conventional-
ity is a far stronger determinant of preference
for the metaphoric form.

From simile to metaphor — the in vitro
conventionalization of novel figuratives. The
most dramatic evidence for the career of
metaphor hypothesis would be a demon-
stration that conventional metaphoric cate-
gories can be generated by repeated and con-
sistent figurative comparisons involving the
same base term. Therefore, we decided to
test this claim directly by seeing whether we
could speed up the process of conventional-
ization from years to minutes. The idea was
to give participants multiple similes with the
same base term and parallel meanings, and
then test whether this shifted their prefer-
ence towards the metaphor form for that
base term.

There were two phases. The key manip-
ulation occurred in the first (study) phase,
in which participants were given a subset of
the later test items. These items were always
given in simile form in the study phase. Each
subject received one-third of the items in
the multiple-similes condition and one-third
in the multiple-literal condition; the remain-
ing third was not shown during study and
served as the control condition. (Item con-
dition was counterbalanced over subjects.)
In the multiple-similes condition, the key
simile (e.g., An obsession is like a tumor)
had its base term paired with two new tar-
get terms to create new similes (e.g., Doubt
is like a tumor, A grudge is like a tumor)
with roughly parallel interpretations. In the
multiple-literal condition, each base term
was paired with new target terms to create
two further literal comparisons (e.g., A blis-
ter is like a tumor; An ulcer is like a tumor).
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For both these conditions, these examples
were followed by an incomplete statement
of the form “- is like a tumor.” Participants
were asked to complete it by writing a target
term that would make it “similar in meaning
to the first two.”

The second (test) phase, which occurred
after a 20-minute filler task, was a grammat-
ical form preference test. Participants saw a
large set of figuratives (e.g., An obsession is
(like) a tumor). This included the figuratives
they had seen in the study task, plus other
figuratives (both novel and conventional),
that they had not seen in the study phase. For
each statement, they indicated their prefer-
ence for the simile form versus the metaphor
form on a sliding scale.

The key items were the figuratives used
in the study task. Consistent with the career
of metaphor account, participants were
more likely to prefer the metaphor form
(i.e., the categorization form) for items in
the multiple-similes condition than for items
in the multiple-literal condition, which did
not differ from items not seen before. Strik-
ingly, seeing/generating a set of novel similes
led to a shift toward preferring the metaphor
form. (Note that this cannot be explained
in terms of a novel-form preference, for
there was no such shift in the multiple-
literal condition). A further striking point
is that the same figuratives were judged in
all conditions; thus, the presumed aptness
of the match was held constant. Simply
by varying the metaphoric conventionality
of the base term — by varying participants’
experience aligning parallel figurative uses,
we were able to induce a shift towards the
metaphoric form.

These results are evidence that aligning
parallel figuratives (even in our brief in vitro
condition) can give rise to an abstraction that
becomes associated with the base; and, fur-
ther, that the existence of such an abstraction
leads to a preference for the metaphor form.

Summary

We have suggested that metaphor is like
analogy — that the basic processes of anal-

ogy are at work in metaphor. Specifically,
we suggest that structural alignment, infer-
ence projection, progressive abstraction, and
re-representation are employed in the pro-
cessing of metaphor and simile. This view
can help resolve some tensions in the
field: for example, on this view, metaphor
both reflects parallels (Murphy, 1996) and
creates new similarities (Lakoff, 1990)
between the domain compared, via struc-
tural alignment and candidate inferences,
respectively.

We further propose that individual
metaphors evolve over the course of their
lives from comparison — horizontal align-
ment between literal meanings — in the
early stages to categorization — vertical align-
ment between the literal target term and
the base’s metaphorical abstraction — as
they become conventionalized. Convention-
alization often results in local metaphoric
categories, but it can also take the form
of large-scale conventional systems of
metaphors.

The career of metaphor account offers a
unified theoretical framework for the study
of metaphor, analogy, and similarity (see
Steen [2007] for an extended discussion of
these issues). It renders explicit the process-
ing differences between metaphors at differ-
ent levels of conventionality and provides a
mechanism for the metaphoric generation of
polysemous words. Finally, it reconciles the
seemingly opposing intuitions behind tradi-
tional comparison models and more recent
categorization models. Comparison is not
inimical to categorization, but rather engen-
ders it over time.
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Notes

1 Although structure-mapping is best known
as a theory of analogy, metaphor has been
a focus of the work from its inception (e.g.,
Gentner, 1982).

2 Structure-mapping theory assumes the exis-
tence of structured representations made up
of entities and their attributes, functions that
map entities to dimensions or to other enti-
ties, relations between objects, and higher-
order relations between relations.

3 This discussion is taken chiefly from
structure-mapping theory (Gentner, 1983;
Gentner & Markman, 1997) and its compu-
tational model, SME, the structure-mapping
engine (Falkenhainer, Forbus, & Gentner,
1989; Forbus, Gentner, & Law, 1995; Forbus
& Oblinger, 1990). However, the basic tenets
are accepted by most current models of anal-
ogy (e.g., Holyoak & Thagard, 1989; Hummel
& Holyoak, 1997; Keane & Brayshaw, 1988;
Kokinov & Petrov, 2001; Larkey & Love,
2003; Ramscar & Yarlatt, 2000).

4 Local-to-global is not the same as bottom-
up, a point that occasionally engenders confu-
sion. In SME, processing starts by identifying
matching nodes at any level of the structure,
from higher-order relations to concrete per-
ceptual attributes. These local identities are
then coalesced into global system-mappings
(Falkenhainer et al., 1989; Forbus et al.,
1995).

5 The attributive category theory can pre-
dict a metaphoric slowdown for forward
metaphors, such as some suburbs are parasites,
by assuming that participants implicitly expe-
rience a fit between the target, suburbs, and
the metaphorical category associated with
parasite, and that this spontaneous catego-
rization temporarily overrides their ability to
notice that the statement is literally false. But
this explanation is highly implausible for a
reversed metaphor, such as some parasites are
suburbs. Although it might be possible to find
a category associated with suburb that could
apply to parasite, the search for such a match
would be laborious and deliberate — hardly
likely to spontaneously capture participants’
attention and prevent them from noticing
that the statement is literally false.

6 In this condition, participants encountered
the terms from the metaphoric base domain
in the passage but not the metaphor itself
(until the final test sentence). If the facili-

tation for the consistent condition over the
inconsistent condition were due merely to
associative priming, the final sentence should
not differ between the consistent condition
and the literal control condition.

7 Note that in both cases, the global metaphors
themselves were often familiar conceptual
metaphors (e.g., Debate as war); the differ-
ence lay in whether the individual metaphors
were novel or conventional.

8 Of course, if the two concrete concepts are
literally similar to each other, the comparison
will be quite fast to process, because there
will be many mutually supporting matches
at both the relational level and the object-
attribute level (see Gentner & Kurtz, 2006,
for evidence).

9 One difficulty in sorting out the evidence
is that some researchers have manipulated
the familiarity of the whole figurative state-
ment (that is, the base—target pair; e.g., Blasko
& Connine, 1993; Chiappe, Kennedy, &
Smykowski, 2003), rather than the conven-
tionality of the base term (the focus of the
career of metaphor). These two factors are
by no means identical, and sorting out the
evidence is not straightforward.

10 To vary the figuratives’ interpretations, each
figurative was preceded by a short descrip-
tion of the target that focused either on object
attributes or on relational structure.
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How the Mind Computes the Meaning
of Metaphor

A Simulation Based on LSA

Walter Kintsch

The title of this chapter needs immediate
expansion: “some types of metaphor” would
be a more exact, if too long a title. A major
claim of this chapter is that there is no sin-
gle psychological process for metaphor com-
prehension but that the process of compre-
hending a metaphor depends on the type
of metaphor and varies widely from simple
associative mechanisms to elaborate prob-
lem solving. Metaphor as a class makes sense
linguistically, but it is not meaningful from a
computational standpoint to lump together
the automatic, immediate comprehension
of simple metaphors and the problem solv-
ing required to interpret an artful literary
metaphor. It has often been recognized that
conventional and novel metaphors may be
processed in different ways (e.g., Bowdle &
Gentner, 2005), but the claim made here
goes beyond that: the simplest metaphors
are processed in the same way as literal
statements, while more complex metaphors
require analogical reasoning.

Table 7.1 lists four classes of metaphors,
without any claim that these provide
an exhaustive classification or span the
full range. The goal is merely to frame

the present discussion. There are obvi-
ous differences in automaticity between
these examples: (a) and (b) are easy and
automatic; (c¢) and (d) require a great
deal of deliberate analysis. Of course, once
any metaphor has been encountered often
enough, its meaning need no longer be com-
puted but is simply recalled from memory
(Gentner, Bowdle, Wolff, & Boronat, 2001).
The focus here is on computation, however.
I discuss a model for (a) that simulates the
essential aspects of human comprehension
for literal sentences as well as metaphors of
this kind. T also offer half of a model for
(b) but have next to nothing to say about
(c) and nothing at all to say about (d). Thus,
the computational approach discussed here
is still restricted to relatively simple prob-
lems.

Computational models of psychological
processes have several advantages over the-
ories stated only verbally. They demon-
strate that the postulated processes actually
work the way they are said to and allow
one to test their implications. However, it
is not an easy task to model how metaphors
are comprehended because that depends on

129
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Table 7.1: Examples of different types of
metaphors

Types of metaphors: Examples:
(a) Simple metaphors My lawyer is a shark
of the form N,-is-N, My surgeon is a
butcher
(b) Simple analogy She blew up at me
based metaphors She shot down all of

my arguments

(c) Complex The universe is a

analogy-based computer
metaphors
(d) Literary metaphors ~ We are the eyelids of

defeated caves

the knowledge the comprehender has that
is relevant to the metaphor. In metaphor
comprehension, we use our knowledge to
create new meaning, new knowledge. Thus,
before we can even start modeling compre-
hension, we need some way to represent
human knowledge, which is a quite non-
trivial requirement for there are no exist-
ing models of human knowledge that are
fully adequate, comprehensive, and objec-
tive. There are two ways out of this dilemma.
Instead of working with a general model
of human knowledge, the theorist can feed
the comprehension model whatever knowl-
edge is required. Several existing models
are discussed that take this approach. These
models have made significant contributions
to our understanding of comprehension,
but they are incomplete because they cir-
cumvent the question how the knowledge
representations relevant to understanding
are constructed. Here, I propose to focus
instead on the very process of constructing
knowledge representations in comprehen-
sion, using latent semantic analysis, or LSA,
to model human knowledge. LSA is not a
fully adequate model of all of human knowl-
edge, but it is comprehensive and objective,
and it captures enough of how word mean-
ings are represented to serve as a useful basis
for modeling higher cognitive processes that
are strongly knowledge dependent, includ-
ing metaphor comprehension.

LSA infers meaning relations among
words and texts by observing how words
are used in a very large number of docu-
ments, comprising millions of word tokens
(Landauer & Dumais, 1997; Landauer,
McNamara, Dennis, & Kintsch, 2007). LSA
constructs a semantic space that is both
a generalization and an abstraction of the
input data. It is a generalization because
LSA fills in the gaps in the data, so that
it is possible to estimate meaning relation-
ships among words and texts that have
never been directly observed in the cor-
pus. It is an abstraction because LSA dis-
cards incidental information and focuses on
the essential semantic relations. The method
that is used to construct a semantic space
is dimension reduction via singular value
decomposition, a well-known mathematical
technique. A good way to think about a
semantic space is as a map of meanings: one
can look up in this map the semantic dis-
tance between any items, where items may
be words or sentences or whole texts. How-
ever, the map of meanings is more com-
plicated than the familiar two-dimensional
maps because about 300 dimensions are
needed to adequately represent the seman-
tic space. Items are vectors in this space, and
their semantic relatedness is given by the
cosine of the angle between their vectors.
The cosine is a measure like the more famil-
iar correlation coefficient, where values close
to +1 indicate high levels of similarity, and
o indicates independence, except that there
are no large negative values in the seman-
tic space because there are no real seman-
tic opposites (antonyms are, in fact, highly
related semantically). For example, tree and
bark are semantically related with a cosine
of .70; tree and irees are almost as highly
related, with a cosine of .57 (one tree and
many trees are related, but by no means the
same), while tree and computer have a cosine
of o. Another concept that is made much use
of in the present chapter is that of a semantic
neighborhood. The semantic neighborhood
of a word consists of the words that have the
highest cosine with it in the semantic space.
Thus, tree is a close neighbor of bark, the
third closest; dog is also a neighbor of bark,
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but a more distant one, being the 72nd clos-
est, reflecting the fact that the tree-meaning
of the homonym bark dominates the dog-
meaning in the corpus on which the LSA
space used for these computations is based.
However, in the neighborhood of barked (a
different word than bark for LSA), dog s the
closest neighbor, whereas tree is nowhere to
be found. Readers are invited to check these
examples or explore their own on the Web
site http://lsa.colorado.edu.

What does this all have to do with
metaphors? According to the model pro-
posed here, simple metaphors like My sur-
geon is a butcher are understood by modify-
ing the vector that represents the meaning
of surgeon in LSA in such a way that those
parts that are related to butcher become
emphasized and unrelated parts are de-
emphasized, that is, by creating a contextu-
alized vector that represents surgeon-who-is-
a-butcher. The same process underlies literal
comprehension: to understand My surgeon is
skillful, a surgeon-who-is-skillful vector is cre-
ated in much the same way.

Word Senses, Literal and Metaphorical

A caricature of the way most cognitive scien-
tists currently conceive of how the meaning
of words is represented in the mind might
go something like this. There exists a mental
lexicon that is a bit like a real lexicon in that
it lists all the literal meanings and senses of
all the words. There are significant contro-
versies about various aspects of this general
scheme, such as how to retrieve the right
sense at the right time, or about the role
of perceptual information or embodiment,
but the general scheme of listing senses and
meanings is widely accepted. LSA suggests
a completely different approach, discarding
the whole concept of a mental lexicon. What
LSA does is to infer a context-free seman-
tic representation for the meaning of each
word — a vector in the semantic space. Thus,
the homonym bark (which can refer to the
sound dogs make, the surface of tree trunks,
or a certain type of sailing ship) is repre-
sented by a single vector that mixes up the

dog- and tree-, and ship- meanings of bark;
similarly, in LSA, there is a single vector
for the verb give, which has 44 senses in
WordNet (http://wordnet.princeton.edu/).
Nevertheless, when these ambiguous vec-
tors are used in context, sensible results are
obtained. Thus, bark is strongly related to
both tree (cos = .70) and dog (cos = .34),
but dog and tree are not related (cos = .06).
However, people are aware of the different
meanings of bark and the many senses of give,
and if LSA is to mimic how people perceive
meaning, it too must be capable of contex-
tualizing the meaning of a word.

The predication model of Kintsch (2001)
is an algorithm that allows word senses and
meanings to emerge when an LSA vector
is used in context. Thus, instead of a list
of different meanings in a mental lexicon,
a contextual meaning is generated from the
context-free LSA vector every time a word
is used. The word vector is subtly, or not so
subtly, modified by the context it appears
in. What a word means in this model is
always different, depending on the context
of its use. Word senses are not fixed but
are emergent. There is no mental lexicon;
instead, meaning is always generated anew
from two components: the context-free vec-
tor that represents a word in the LSA
space and the context in which the word is
used.

In the construction-integration model of
Kintsch (1998), discourse representations
are built up through a spreading activation
process in a network defined by the con-
cepts and propositions in a text. Predica-
tion works the same way: a network is con-
structed containing the word to be modified
and its semantic neighborhood and linked
to the context; spreading activation in that
network ensures that those elements of the
neighborhood most strongly related to the
context become activated and are able to
modify the original word vector. Figure 7.1
shows how the meaning of bark is generated
in the context of dog and in the context of
tree. In the actual model, the semantic neigh-
borhood of bark would be much larger; for
simplicity, only three neighbors of bark are
shown in Figure 7.1, linked to both bark and
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Figure 7.1. Spreading activation networks for the generation
of the contextual meaning of bark in the context of dog and
tree. Only three items from the neighborhood of bark are
included. The link strengths of positive links (plain lines) are
the cosines between words; the total strengths of negative
links (dashed lines) are chosen to equal the sum of the

positive links.

the context word (either dog or tree) by their
cosine values. The three neighbors them-
selves inhibit each other in such a way that
the total positive and negative link strength
balance. As a result of spreading activation
in these networks, words in the semantic
neighborhood of bark that are related to the
context become activated, and words that
are unrelated become deactivated. Thus, in
the context of dog, the activation of kennel
becomes 1 and the activation of the other
two words becomes o; in the context of tree,
the activation values for lumber, kennel, and
canoes become 1, o, and .02, respectively.
The contextual meaning of bark,,, is then
the centroid of the bark and kennel vectors;
that of bark,., is the (weighted) centroid of
bark, lumber, and canoes. Barkg,, becomes
more dog-like and less tree-like; the opposite
happens for bark,,.. If we had considered
more than just three neighbors and selected
a larger set of context-relevant neighbors to
modify the bark vector two distinct mean-
ings of bark would have emerged: selecting
the six most highly activated neighbors to
modify bark from a neighborhood of 500,
the cosine between barky.. and barky, is
only .03. Furthermore, barkg,, is no longer
related to tree, cos = —.04, and bark,,, is no
longer related to dog, cos = .o2.

The effect of predication on homonyms
that have unrelated meanings is quite dra-

matic. That is not always the case. Words
have different senses. In the present view,
they have infinitely many senses, a new one
in every context the word is used, but these
senses need not differ much from each other.
For instance, if the adjective long is used in
the context of time, its vector is hardly mod-
ified at all, for time selects neighbors of long
that are already very close to it (and hence
have little effect when combined with the
original vector); when long is used in the
context yard, its meaning is changed a lit-
tle more because slightly different neighbors
are emphasized in the context of yard than
in the context of time; however, when we
talk about a long story, the sense of long is
noticeably different than in a yard long: it
moves away from measure and distance and
comes closer to book and read (for more
detail, see Kintsch, in press). Similarly, the
house vector in the context of yard is not
much modified, but the context House of
Representatives quite changes the house vec-
tor, de-emphasizing the house-yard relation
and moving it closer to Congress and Senate.
In general, one can say that when words are
used in the way they are normally used, con-
text will have little effect on their meaning
because high-frequency contexts are already
well reflected by their LSA vector. How-
ever, if a word is used in an unexpected
way, context affects its meaning a great deal,
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modifying its vector to reflect the unusual
(or less usual) context.

The model of a generative lexicon
sketched here (also Kintsch, 2001, 2007)
sidesteps many of the problems encountered
by the conventional view of the mental lexi-
con. (Klein & Murphy, 2001, although adopt-
ing that view, provide an excellent discussion
of the serious difficulties faced by models of
the mental lexicon). But the mental lexicon
is not the primary concern of this chapter;
the point here is, rather, that metaphor com-
prehension comes for free with the predica-
tion model. More specifically, the compre-
hension of metaphors of type (a) in Table
7.1 may involve no more than the same sort
of sense generation that is needed every time
a word is employed when it is used literally.
Literal comprehension and metaphor com-
prehension, at least for the simplest kind of
metaphors, involve the same psychological
process, except that there is more of it in the
metaphor case. Predication often doesnot do
much when words are used in their canon-
ical sense; when they are used metaphori-
cally, the effects of predication are always
pronounced, in contrast.

The Predication Model for
Simple Metaphors

Three lines of argumentation will be used
here to evaluate the claim that (simple)
metaphors and literal comprehension are
the same in terms of the psychological pro-
cesses involved. First, it will be shown that
the predication algorithm yields intuitively
sensible interpretations of metaphors. Sec-
ond, the algorithm will be used to simu-
late some experimental results from the psy-
cholinguistic literature. Finally, an attempt
will be made to situate the present model
in the context of the literature on metaphor
and metaphor comprehension.

To show that predication generates sen-
sible interpretations of metaphors is not a
very strong argument, but it is a necessary
precondition. Predication generates a vector,
that is, a list of 300 numbers that by itself
is totally uninterpretable. Kintsch (2000,

2001) demonstrated that this vector moves
in the direction it is supposed to when com-
pared with intuitively compelling seman-
tic landmarks. Thus, shark alone is strongly
related to swim and fins and only moder-
ately related to viciousness and bloodthirsty;
however, the sharklawyer that is generated
from My lawyer is a shark is less related
to the fish and more strongly to viciousness
and bloodthirsty. Thus, what we say about
lawyer is not that he is a fish (though resid-
ual fish-meanings are still there, too!) but
that he is vicious and dangerous. Consider the
reversible metaphor My surgeon is a butcher—
My butcher is a surgeon with respect to the
landmarks scalpel and axe. Surgeon is related
to scalpel, cos = .29, but not to axe, cos
= .05. Butcher is related to axe, cos = .37,
but not to scalpel, cos = .o1. Surgeon in the
butcher context, however, is more strongly
related to axe, cos = .42, than to scalpel,
cos = .10. Conversely, butcher in the surgeon
context has a cos = .25 with scalpel and cos
= .26 with axe. According to this model, not
even a surgeon-like butcher quite sheds his
image.

A somewhat stronger test of the model
involves its ability to simulate experimen-
tal results reported in the literature on
metaphor comprehension. Kintsch (2000)
has shown that the model can account for
the qualitative results of two priming stud-
ies. In the first of these studies, by Glucks-
berg, McGlone, and Manfredi (1997), the
time readers took to comprehend metaphors
was measured as well as the interpretation
that they generated. The metaphors were
presented in two experimental conditions,
with a literal prime and alone. For instance,
if the metaphor to be comprehended was
My lawyer is a shark, the literal prime would
be Sharks can swim. Glucksberg et al. found
that readers interpreted the metaphors as
intended in both conditions, but that they
took significantly longer when literal primes
preceded them. Simulations with the pred-
ication model yield just this pattern: the
final outcome is the same in the model,
with and without prime, but a literal prime
activates all the literal links in the seman-
tic neighborhood and it takes several cycles
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of spreading activation before that activation
is overcome and the appropriate metaphori-
cal links begin to dominate. Without the lit-
eral prime, the metaphorical links are strong
from the very beginning. The final state is the
same, however, with and without a prime:
the model settles on the intended metaphor-
ical interpretation.

Another experiment that was simulated
in Kintsch (2000) is just the reverse of the
study just described: at issue is the compre-
hension of a simple literal statement (such
as Sharks are good swimmers), with either a
literal prime (The hammerhead is a shark)
or a metaphorical prime (My lawyer is a
shark). Gernsbacher and Keysar (1995) have
shown that people have no problem verify-
ing the target statement in either case, but
the metaphorical prime slows them down. In
the model, the literal prime activates all the
right links in the semantic neighborhood, so
that they have an advantage when the target
statement is presented for verification; the
metaphorical prime, however, gives an initial
advantage to all the wrong links when the lit-
eral target has to be verified; it takes several
cycles of a spreading activation to overcome
that advantage, but overcome it will be, as
both people and the model understand the
target statement correctly.

Kintsch and Bowles (2002) have used the
predication model to explore the differences
between easy to understand and difficult to
understand metaphors. Subjects rated alarge
number of metaphors of the form N; is N,
for ease of comprehension on ascaleof1tos.
For instance, The mosquito is a vampire was
rated easy (1.29), while Happiness is a ditch
was rated difficult (4.20). Subjects also com-
pleted sentence frames of the form N; is —
with what they thought each metaphor was
supposed to mean. For example, in response
to Some jobs are jails, the 30 subjects
gave the following responses: confining (six
times), dead ends (twice), hell (twice), pris-
ons with no escape (twice), and 18 answers
given only by one person, such as endless
and hard to get out of. The average cosine
between pairs of responses in this set is .37.

Easy and difficult metaphors differed
greatly in the responses they elicited. First,

almost half of the subjects gave the same
response (or paraphrases) when the inter-
pretation was easy, versus only 21% for dif-
ficult metaphors. For difficult metaphors,
subjects often did not come up with a
response at all, which never happened for
easy metaphors. Also, responses were more
coherent for easy metaphors (the average
cosine among responses was .64) than for
difficult metaphors (cos = .55). All of
these differences were statistically signifi-
cant. What is surprising here is not that sub-
jects are more consistent when they inter-
pret easy metaphors, but how consistent
their responses still are even to metaphors
whose interpretation is far from obvious.
The model simulations help us to under-
stand why.

The first question Kintsch and Bowles
asked was whether the model generates
interpretations of metaphors that are like
the ones people generate. To answer this
question, the cosine was computed between
the metaphor vector the model generated
(i.e.,, the centroid of N,, N,, and four of
its neighbors that are most strongly related
to N,) and the total set of responses pro-
duced by the subjects. This cosine turned
out to be cos = .51 on the average, which
is a sizeable value, hugely above the cosine
between the metaphor vector and a ran-
dom set of words of equal size. Interestingly,
this value was the same for easy and diffi-
cult metaphors. In one case, there are a few
strong responses given by most subjects; in
the other, there is a more widely distributed
response set, but the model accounts for
both. Closer inspection of what the model
does may help us understand what peo-
ple do. For easy metaphors, such as Hap-
piness is gold, the model does not have to
look far among the close neighbors of gold
to find ones that are related to happiness;
for instance, precious is a very close neigh-
bor of gold with a cosine of .67, and it is
also strongly related to happiness, cos = .30.
Thus, the model will zero in on a few strong
responses, as people do. One might think
that with difficult metaphors what happens
is that the model has to search for neighbors
much farther down the list to find something
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appropriate. Thus, for Happiness is a diich,
anything happiness-related in the neighbor-
hood of ditch is very far away from ditch.
But at that point, the spreading activation
process does not activate that item strongly
enough because the cosine with ditch is too
low. Thus, no strongly activated item related
to both words is found, and the most strongly
activated words happen to be spurious items
that are related only to one or the other of
the words in the metaphor, not both. Thus,
for Happiness is a ditch, whatever common-
ality there is in the subjects responses are
either words related to ditch only (deep) or
words related to happiness only (precious) —
subjects respond with something, and the
model computes something, but in either
case, it is not really an interpretation of the
metaphor but a stopgap.

Kintsch and Bowles (2002) conclude,
albeit tentatively, that the predication model
can predict the aptness of a metaphor: if the
model finds a close neighbor of the predi-
cate that is at all related to the argument,
readers will consider it an apt metaphor,
much as envisaged in the salience imbalance
theory of Ortony (1979). However, gener-
ating a metaphorical meaning is not a mat-
ter of feature transfer: the neighbors that are
selected by the predication model to create a
metaphorical interpretation of a word do not
simply become attributes of that word but
rather, by being merged into the word vec-
tor, change its relation to the whole seman-
tic space, with possibly wide-ranging effects
throughout that space.

Many questions about metaphor com-
prehension remain to be answered, how-
ever. If literal statements and metaphors
are processed the same way, how is it pos-
sible that people have no trouble saying
that My lawyer is a shark is a metaphor
and Sharks can swim is not? Of course,
human judgment is not always as reliable —
it may take some convincing before the lin-
guistically untrained undergraduate accepts
that The stock market went down involves a
metaphor, but in general, there is a real dis-
tinction there. An explanation may involve
the notion of embodiment: for literal state-
ments, the nonverbal representation maps

directly into the verbal one, whereas this
may not be the case for metaphorical state-
ments. Another distinction that needs to be
made is that between metaphors and simi-
les (e.g., Glucksberg, 2001). The predication
model creates contextualized representa-
tions in the same way for both. It may be the
case, however, that the linguistic cues is-a
versus like are instructions to treat these rep-
resentations differently: for an is-a metaphor
to be apt, all that is required is that there are
one or a few links between the near neigh-
borhood of the predicate and the argument;
the like in a simile, however, requires that
most or at least many of the neighbors of
the predicate are appropriate for the argu-
ment. Thus, He eats like a pig implies that
his eating was like that of a pig in most
respects, while He is a pig may say something
about his behavior, character, even appear-
ance, without disputing the obvious differ-
ence in many other respects between man
and pig. However, these questions deserve
more systematic research before these spec-
ulations can be considered as more than
tentative.

The most important claim made by the
present model is that literal and metaphoric
comprehension are the same. Historically, a
sharp distinction has been made between
literal and figurative language. Metaphor
was considered a way to express literal
semantics indirectly: if a statement does
not make sense literally, it must be reinter-
preted metaphorically (e.g., Searle, 1979). A
series of psychological experiments in the
1970s and 1980s has provided conclusive
evidence against this sequential view, how-
ever (for a review, see Gibbs, 1994). Cur-
rently, two classes of theories of metaphor
dominate the discussion in cognitive sci-
ence and compete with each other. Literal
and figurative comprehension are thought to
involve either parallel processes or are con-
sidered essentially the same. According to
Lakoff and Johnson (1980) and Gibbs (1994)
metaphor comprehension occurs in paral-
lel with literal comprehension, but it is spe-
cial because metaphors are understood with
reference to a set of conceptual metaphors,
which are organizing principles in long-term
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memory. According to Glucksberg and his
collaborators (for a review, see Glucksberg,
1998), metaphor and literal comprehension
are the same: metaphors are understood
not by accessing conceptual metaphors from
long-term memory but by creating an ad hoc
category in working memory. The present
model is closely related to Glucksberg’s
class-inclusion model. The main difference
is that it spells out exactly how that new
category is generated in context.

But the predication model is not nec-
essarily in conflict with the Lakoff-Gibbs
approach either. Predication works by select-
ing context appropriate information from
the semantic neighborhood of words, which
contains information about the conceptual
schemata that are claimed to be essential for
metaphor comprehension. Thus, the neigh-
borhood of love must contain items relevant
to the various love-schemata, such as love
is a journey, love is insanity, love is a bat-
ile, and so on. A particular metaphor about
love would pick out items relevant to one
of these schemata to construct a unique and
novel concept in working memory, thereby
creating a new class in the Glucksberg sense,
or accessing a Lakoffian knowledge schema.
The difference between a literal statement
like Love is an emotion and a metaphor like
Love is madness might simply be that a
different body of knowledge becomes rel-
evant — what we know about emotions
in one case, and what we have learned
about how people behave when they are in
love. One might argue, then, about whether
human knowledge is indeed organized in
terms of metaphorical knowledge schemata
as posited by Lakoff but the difference
between parallel and same processing of
metaphors disappears in the present model.
Thus, expressing a theory in computational
terms, in this case, does not help us to dis-
tinguish between alternatives, but questions
whether these theories are in fact alterna-
tives as far as processing is concerned. In the
present framework, literal and metaphorical
statements are processed the same way but

might very well depend on distinct bodies of
knowledge.

Metaphor and Analogy

So far, we have restricted ourselves to
metaphors of type (a) in Table 7.1, simple
N,-is-N, constructions. Metaphors of type
(b) are considerably more complicated from
a processing standpoint because of a shift in
emphasis from semantic content to seman-
tic relations. It no longer suffices to look
at how the meaning of a word, its seman-
tic content, is modified when it is used
metaphorically, but what matters is the
semantic relationship between words. To
understand She blew up at me, it is not suf-
ficient to let she select the items it likes
out of the neighborhood of blew up; under-
standing requires a deeper analysis in this
case. Many authors (e.g., Gentner & Mark-
man, 1997; Gentner et al., 2001; Lakoff &
Johnson, 1980) have pointed out that such
metaphors are based on an underlying anal-
ogy, and that understanding requires that
the unexpressed implied elements of that
analogy must in some way be reconstructed.
To understand what she did, we must note
that she corresponds to some object that can
blow-up — a kettle, a bomb, or even a wvol-
cano, whatever happens to be most salient
in one’s personal experience — and that blow-
up corresponds to something like become-
angry. The analogy problem that needs to
be solved in this case is (volcano) : blow-up
: she : (become-angry). Volcano and become-
angry are enclosed with brackets, because
the whole point of a metaphor is that these
can be left vague and underspecified; it is
some container that blows up, and she acts
in a violent and destructive manner. What is
important is that the relation between vol-
cano : blow-up and person : become-angry is
preserved. In LSA terms, we generate a vec-
tor in the semantic space that is related to
“person” in the same way that blow-up is
related to “volcano” —naming it become-angry
is only for our convenience and a little mis-
leading, for the whole point is that we have
created a vector in the semantic space that
does not correspond to an existing literal
expression in our language, thereby extend-
ing the expressivity of language.
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Table 7.2: Sample analogy problems (after
Mangalath, Quesada, & Kintsch, 2004)

scissors : cut diversion : boredom

knife : cut assurance : uncertainty
clamp : sharpen enmity : hatred

pen : write secrecy : curiosity
chair : sing reward : deed

sluggishness : fatigue

A complete computational model of how
people understand metaphors like She blew
up at me does not yet exist. However, to
understand such metaphors, an underlying
analogy problem must be solved, and the
predication model has been extended to
solving analogy problems.

A set of 374 analogy problems from old
versions of the Scholastic Aptitude Test
(SAT) collected by Turney and Littman
(20035) was used as a test bed. These prob-
lems are all of the same form as the exam-
ples shown in Table 7.2, with answers to be
selected from a set of multiple-choice alter-
natives. Intuitively, people solve these prob-
lems by considering the meaning of each
of the word pairs to determine the nature
of the semantic relations that exist between
the words. Are they related as an instance
to a class, or a part to a whole, or as oppo-
sites — or in some other way? If one or more
prominent semantic relations are detected
between the words of the source pair, peo-
ple analyze the relations between the words
in the target pairs and look for the alternative
that most closely matches the source pair in
terms of the semantic relationship between
the words.

In the case of the scissors : cut exam-
ple, the most obvious semantic relation that
links these two words is “is-used-to” which
matches the relation in two of the target
pairs, (a) knife : cut as well as (c) pen:
write. These are said to be the structurally
related target pairs, and both would be cor-
rect answers in an analogy test. Alternative
(b) is semantically similar to the source pair
butis not structurally related because clamps
are not used to sharpen.

Mangalath, Quesada, and Kintsch (2004)
have proposed a model of analogical prob-
lem solving that mimics the way people
solve such problems. First, the meaning of
the source words is contextually elaborated.
This is done with the predication algorithm
in exactly the same way as for metaphors.
Specifically, the contextualized meaning of
each word in the context of the other is gen-
erated, yielding a vector composed of the
two words themselves and whatever seman-
tic neighbors are most relevant to each in
the context of the other. Second, this vec-
tor representing the contextualized meaning
of a word pair is compared with a number
of prominent semantic relations that have
been identified in the linguistic literature,
specifically, 10 between-word relations that
have been identified in WordNet (Fellbaum,
1998). Each relation is characterized for this
purpose by a set of words commonly used
to express this relation. Table 7.3 shows the
semantic relations and their corresponding
words that have been employed in the anal-
yses reported by Mangalath et al.

The cosines between the scissors-cut vec-
tor and hyponymy or antonymy words, for
example, will be relatively low (kind-of or
opposite-of do not fit in well with scissors-
cut), whereas the cosines between the use
and entailment words will be higher (scissors
have the purpose of cutting, cut may imply
scissors, etc.). To determine which multiple-
choice alternative is most like the source
pair in terms of semantic relations, the
model computes the correlation between
the cosines of the source pair and the 10 rela-
tions and the cosines of each alternative pair
and the 10 relations. In the present example,
these correlations are r = .99 for knife-cut
(i.e., the semantic relations between scissors-
cut and knife cut are identical), and r = .86
for pen-write, also very high. The semanti-
cally similar (scissors and clamp are related,
as are cut and sharpen) but structurally unre-
lated (clamps are not used to sharpen) dis-
tracter clamp-sharpen correlates less highly
than the semantically dissimilar but struc-
turally related pen-write, r = .79. The
unrelated alternative chair-sing, does not
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Table 7.3: Ten semantic relations and the words used to express these relations (after

Mangalath, Quesada, & Kintsch, 2004)

(i). Hyponymy — X is a type of Y (for example — Maple:Tree) {Subordinate of, superordinate to,
rank, class, category, family, genus, variety, type of, kind of, hyponym}
(ii). Degree — X means extremely Y (Pour:Drip) {level, stage, point, magnitude, extent, greater,

lesser, intensity, severity, extreme, degree}

(iii). Meronymy — The parts of X include the Ys (Body:Arm) {part, whole, component, made up of,
portion, contains, constituent, segment, piece of, composite, meronym}

(iv). Taxonomy — X is an item in the category Y (Milk:Beverage) {classification, containing,
structure, relationship, hierarchy, system, framework, taxonym}

(v). Synonymy — X is the same as Y (Work:Labor) {equivalent, equal, likeness, match,

interchangeable, alike, same as, similar, close to, like, synonym}

(vi). Antonymy — X is the opposite of Y (Find:Hide) {opposite, unlike, different, antithesis,
opposed, contradiction, contrast, reverse, anti, not the same as, antonym}

(vii). Characteristic — X is a characteristic of Y (Dishonesty:Liar) {indicative, representative of,
typical of, feature, attribute, trait, property, mannerism, facet, quality, characteristic}

(viii). (Plurality — X is many Ys (Throng:People) {mass, bulk, several, many, lots of, numerous, crowd,

group, more, number, plural}

(ix). Endonymy — X entails Y (Coop:Poultry) {entails, require, evoke, involve, suggest, imply,

presuppose, mean }

(x). Instrument — X is used to Y (Scissors:Cut) {do with, manipulate, operate, function, purpose,

role, action, utilize, employ, use}

correlate at all, » = .22. Figure 7.2 shows
the pattern of results obtained for the second
example shown in Table 7.2. The pattern
of cosines between the source pair boredom-
diversion and the semantic relations corre-
lates most highly with the correct choice
assurance-uncertainty, r = .96. The two
alternatives that share some relational simi-
larity with the correct choice, enmity-hatred
and secrecy-curiosity, yield high correlations,
r = .55 and r = .61, respectively. The alter-
natives that are clearly different structurally
yielded low correlations, r = .29 for reward-
deed, and r = .15 for sluggishness-fatigue.
The Mangalath et al. model was evaluated
against the whole set of 374 analogy prob-
lems from old SAT tests collected by Turney
and Littman (2005). The model chose the
correct response on 48 % of the problems and
erred on 34%. For the remaining 18%, the
model failed to produce an answer because
one or more words in the problem did not
appear in the corpus on which LSA was
based. That corpus was the General Read-
ing Space (available at Isa.colorado.edu) that
estimates the total reading material that

a typical high school graduate might have
read, amounting to about 11 million words.
Thus, the model’s performance should be
compared to the performance of students
taking the SAT, not to highly educated
people who would get most of these SAT
problems correct. In fact, Mangalath et al.
estimated that their model performed at a
level corresponding to the 41st percentile of
college-bound seniors. They also reported an
experiment in which the solution rates of
college freshmen for various analogy prob-
lems were compared with each other and
the model. The model’s solution rates on
different problems were just as similar to
that of the college freshman as one student
to another. Thus, the model’s performance
does not appear to be discernibly different
from that of the students who might be
expected to take the SAT.

Turney and Littman (2005) achieve a
comparable performance rate, with 47% cor-
rect solutions, which improved to 56% in
a newer version of their model (Turney,
2004). Their system is an artificial intel-
ligence system, not a model of human



HOW THE MIND COMPUTES THE MEANING OF METAPHOR 139

[Analogy Pair - Relation sense] correlation

Cosine - Analogy across relationship domain

N & Ry S o >

aps di €0 bedm
esll== 35 aoe oOer tah
ein bed
A ececy cr ip
)i & Wad deed
g 55 fapg

Figure 7.2. The cosines between 10 semantic relations and the analogy diversion : boredom and five

alternatives.

problem solving and involves searching a
very large database for the relations that
exist between the various word pairs. There
are other psychological models of analogy
making and several well-developed theo-
ries. The present model is quite compati-
ble with the theoretical thinking on analogy
(e.g., Gentner, 1983; Holyoak & Thagard,
1989). Its main contribution is that it is
a computational model that, unlike other
computational models, builds its own prob-
lem representation in an automatic way and
does not have to rely on hand-coded repre-
sentations. There are computational models
that can handle more difficult analogy prob-
lems (French, 2002, provides a review), but
they bypass the crucial initial step of gen-
erating the knowledge representation for a
problem.

The model of analogy so far developed
is a building block for a complete computa-
tional model of metaphor understanding for
metaphors of type (b) in Table 7.1. What is
missing is a component that generates the
terms for the analogy from memory. The
existing model demonstrates, however, that
a system based on associative knowledge like
LSA can be extended to model analytical
reasoning and hence may someday be capa-

ble of modeling comprehension for more
complex metaphors.

Metaphors as Expressions of
Similarity, Category Membership,
and Analogies

At various points in this chapter, com-
parisons were made between the present
model and the rich psycholinguistic litera-
ture on metaphor. A recent paper by Bowdle
and Gentner (2005) provides a convenient
framework to make these comparisons more
systematic, thus placing the present model
more precisely within the existing literature.

Bowdle and Gentner (2005) have com-
pared and contrasted three different views
of metaphoric mapping: the classical theory
that metaphors express similarities (of
which Aristotle and Ortony, 1979, are
representative); the view of Glucksberg
and others that metaphors express category
memberships (e.g., Glucksberg & Keysar,
1990); and their own model, which regards
metaphors as analogies. They discuss a num-
ber of problems of the first two approaches.
Since the present model is clearly
related to both of these approaches, it is



140 WALTER KINTSCH

instructive to see how it fares with respect
to these criticisms. Bowdle & Gentner find
four problems with similarity models.

1. Similarity models beg the question,
which properties are selected for the
comparison. Thus, in Dew is a veil, there
are numerous properties of dew and veil
(e.g., silent) that are irrelevant to the
meaning of the metaphor. The present
model never selects properties but adds
word vectors. Since both dew and veil are
related to silent in more or less the same
way, their vector sum will have the same
relation to silent as either term alone.
Hence, irrelevant properties are not (or
only minimally) affected by the predi-
cation algorithm.

2. Similarity models have problems with
the asymmetry of metaphors. The
predication procedure is essentially
asymmetric.

3. Features can mean something different
in different contexts, for example, both
men and wolves are predatory, but what
that means is quite different. In the
predication model, when predatory is
predicated about wolves its vector rep-
resentation is different than when it is
predicated about men.

4. Metaphors may transfer whole knowl-
edge systems from one domain to
another, as in The mind is a computer, or
the example shown in Table 7.1 (¢). This
is a criticism of the present model, too,
which has not been extended to com-
plex system analogies.

5. Thus, the first three criticisms that Bow-
dle and Gentner have about similarity-
based models of metaphor are no prob-
lem for the present model. They also
make two criticisms of the category-
based models.

6. It is not clear how category member-
ship models arrive at the appropriate
category. In their example, A child is
a snowflake elicits the category unique-
ness, while Youth is a snowflake requires
the category transience. In the present
model, all categories are constructed
interactively from topic and vehicle

as the metaphor is comprehended, so
no preexisting categories have to be
selected (as in the interactive property
attribution model of Glucksberg et al.,
1997)-

7. Bowdle and Gentner object to the com-
putational complexity of category-based
models because it would “place unrea-
sonable demands on a hearer’s men-
tal capacity” (p. 195). As the present
model shows, that is not necessarily a
problem: the predication algorithm is a
simple spreading activation process in an
already established semantic network,
no more complex than many existing
models of human performance. Spread-
ing activation is presumably a parallel
process in the brain and makes only
small demands on its resources.

The model proposed here combines
aspects of similarity comparisons and cat-
egory classification, but it does not suffer
from most of the limitations that Bowdle
and Gentner noted for these types of models.
Furthermore, it includes an analogy compo-
nent. It is, however, limited to rather simple
forms of metaphor and analogy. In its present
form, it cannot deal with complex, system-
based analogies that are central to some of
the most interesting types of metaphor.

The Creativity of Language

Metaphor researchers typically are not sat-
isfied with studying comprehension in the
laboratory under controlled and hence
unnatural conditions, or with computer sim-
ulations of simple examples. The work
reported here has been restricted to a limited
range of metaphors — type (a) in Table 7.1,
with a partial exploration of type (b). Both
of these are simple metaphors whose com-
prehension is typically automatic and effort-
less. Indeed, one might complain that nei-
ther really involves what makes metaphors
so interesting for most people — the cre-
ative aspect of cognition. Suppose we grant
that people really understand simple, con-
ventional metaphors in the manner sketched
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here. Some researchers who believe that
metaphor is essential to creative thought
might not find this work relevant to their
concerns. That would be a mistake, however,
and a fundamental misunderstanding of the
creativity of language. What this chapter
demonstrates is that human thought is cre-
ative even in its simplest forms, that mean-
ings are never fixed, to be picked out ready-
made from the right drawer when needed
but are emergent, to be generated in the con-
text of use. This is true for literal word senses
as well as for metaphor, where the con-
textual effects are particularly noticeable.
Creative thought is found not only in deep,
literary metaphors or complex, scientific
analogies but is pervasive in language, even if
we can only model it explicitly in its simplest
forms.

It has often been argued that metaphor
represents an extension of the range of what
language can express. People are simply
unwilling to be silent about what they can-
not talk about — they use metaphor instead.
However, metaphor and literal comprehen-
sion are still considered by most authors
to be different processes. The present work
suggests that, while they clearly differ in
linguistic analysis, in terms of psychological
processes their underlying continuity should
be emphasized.

The kind of computational model pre-
sented here is at present unable to cope with
complex metaphors. Type (c) is well beyond
its scope. To understand such metaphors, we
need to compute not merely a single anal-
ogy as in the previous examples. Instead,
a whole analogical structure must be gen-
erated that may have many different cor-
respondences and alignments.! There are
models of analogy making that can deal
with complex structures, for example, like
mapping the solar system into atomic struc-
ture. Such models (e.g., Forbus, Gentner, &
Law, 1995; Hummel & Holyoak, 1997)
can perform more complex mappings than
the present model. However, because they
rely on hand-coded propositional knowl-
edge representations, they circumvent an
essential component of the comprehension
process, the construction of the problem-

relevant knowledge representation, which is
the focus of the present approach.

Writers have often reported that the very
act of writing down an idea helped them to
clarify it. Ideas in the head sometimes appear
brilliant, only to be unmasked as unformed
and incoherent when we try to put them
down on paper. The virtue of computational
modeling is much like that of writing down
our thoughts: it forces us to think through
a problem and face its implications. This
chapter demonstrates how this approach,
which has been successful in many areas of
research, can also be effective in the study
of metaphor.

Note

1 Furthermore, this example (The universe is a
computer) is an empty metaphor for most of
us because understanding it requires a great
deal of technical knowledge about quantum
mechanics that we don’t have.
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Is Metaphor Unique?

Rachel Giora

Introduction

Is metaphor unique as assumed by Aristotle
(350 BCE-a, b) and more recently by Grice
(1975) and Searle (1979)? Is metaphor more
creative than literal language? Are the pro-
cesses involved in making sense of nonlit-
eral language different from those involved
in interpreting literal utterances? The fol-
lowing literal pun (1) and the (originally
Hebrew) metaphors in (2) and (3) (in ital-
ics for convenience) might help illustrate
these questions. The first example appeared
in Haareiz in English; the second exam-
ple appeared in an editorial of the far-left
Israeli magazine Etgar; the third example
projects the attitude of a rightwing Israeli
journalist toward the prospective Road Map
Agreement between the Palestinians and the
Israelis:

(1) Till barriers do them part

Together, the separation fence, the Law
of Citizenship, and the curfew are break-
ing down and restructuring marriages in
Arab society. (Ettinger, 2004)

(2) The anti globalization movement . . .
refused to point an accusing finger at
the political address responsible for the
economic chaos — the White House and
its satellites. Bin Laden made concrete,
even if lunatic, the insubstantial slogan
of the [anti globalization] movement.
(“Smash Capitalism,” 2003, p. 3)

(3) Yeah, during two years they [the
Palestinians] are to pay lip service
{Hebrew: ‘lip tax’} to democracy. But
they are not required to pay hard cash —
to truly and sincerely accept the exis-
tence of a Jewish state. (Shavit, 2003)

The first example is a literal pun. It gives
rise to two literal meanings: a novel one,
which is made explicit (Till barriers do them
part) and a salient one, which is evoked by
the explicit and which is associated with
the marriage vows (Till death do us part).
The interplay between these two meanings,
allowed by the activation and retention of
both, makes up the message of the utter-
ance. It alludes to the damage inflicted on
Palestinian families by the Israeli brutal
occupation. The second example seems

143
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to invite activation and retention of the
salient, nonliteral sense of a conventional
metaphor - the anticapitalism sense of
Smash Capitalism — alongside its less salient,
somewhat literal meaning which evokes the
sense of real smashing of some of the sym-
bols of capitalism (on meaning salience, see
Giora, 1997, 2003 see also section on “Mod-
els of Metaphor Processing,” this chapter).
The third example features a (Hebrew) con-
ventional idiomatic phrase — pay lip service —
which is suggestive of an apparent, insin-
cere commitment. In addition, it features a
novel metaphor — pay hard cash — which, in
the given context, is an extension of both
the literal and nonliteral senses of the previ-
ous idiom, alluding to the opposite of that
idiom, that is, to some substantial, binding
commitment.

Do we engage in different processes, then,
when trying to make sense of such literal
and nonliteral uses? Admittedly, in all the
examples, the salient sense of the expres-
sions cannot escape our mind even when
apparently inappropriate: The novel literal
use of Till barriers do them part activates the
salient literal vow Till death do us part. The
novel literal use of Smash Capitalism allows
an insight into the salient nonliteral sense of
the metaphor — the anticapitalism protest —
on top of the novel literal interpretation
of the collocation alluding to the physical
destruction of trade center buildings, which
is now brought to the fore (see also Giora,
Fein, Kronrod, et al., 2004). Similarly, the
novel metaphor in (3) — pay hard cash —
draws on the conventionalized nonliteral
use of pay lip service intending, however,
to get across its opposite — a binding com-
mitment, while echoing the literal monetary
sense.

The third example is particularly inter-
esting because it also resonates' with
metaphors, appearing earlier in the text
(see 4). These also include a negative
metaphor (does not include such an obvious
barter) whose salient literal meaning derives
from the same semantic field (of financial or
monetary exchanges) as the metaphors that
follow it:

(4) The road map does not include such an
obvious barter. Instead it goes back to
the old mistake of giving a huge credit
to a suspicious loaner. It gets back to the
belying medicine of postponing the pay
day. (Shavit, 2003)

Such extensions (as seen in both 3 and
4) suggest that the literal meaning of the
negated metaphor has been activated (via
intra-lexical priming; see Fodor, 1983, p. 81)
and has not been suppressed automatically
even in the presence of a contextual cue to
the contrary. Instead, it has been retained
for future purposes. Thus, even when a local
contextual cue such as negation alerts the
comprehender to the contrary, suppression
is kept on hold until late context either
invites it or not (see, Giora, Fein, Aschke-
nazi, & Alkabets-Zlozover, 2007).

These literal and metaphoric examples
help shed light on an enduring question
in the pragmatics and psycholinguistics of
metaphor. They suggest that, contra the tra-
ditional view, which assumes the unique-
ness of metaphor (Grice, 1975; Searle, 1979),
metaphors and literals need not differ but
instead may involve similar processes and
products. In what follows, I will adduce evi-
dence that argues against the uniqueness
hypothesis.

Apparently, some of the issues to be dis-
cussed here belong in the early stages of
comprehension, disclosing early processes,
while others belong in the later interpreta-
tion processes, disclosing utterance products
(on the time course of metaphor interpreta-
tion involving early processes and late prod-
ucts, see Gibbs, 1993, 1994, pp. 115-119; see
also section on “Models of Metaphor Pro-
cessing”). Early stages pertain to bottom-up,
automatic, and stimulus-driven processes
such as lexical access; later processes per-
tain to the products of these processes,
which involve top-down procedures such as
inferencing, loosening or narrowing of ini-
tial outputs, and suppression or even reten-
tion of inappropriate outputs. The various
models of figurative language have different
assumptions and predictions concerning the
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time course of metaphor understanding in
as far as early processes and late products are
concerned.

Models of Metaphor Processing

Metaphor theories can be viewed as either
advocating the supremacy of context effects
or subscribing to the priority of lexical
effects. Though they all acknowledge the
effects of context on the products of meta-
phor, they disagree as to the size of the effect
and its time course. The various assumptions
have different implications with regard to
the issue of metaphor uniqueness.

On the Temporal Priority
of Context Effects

THE DIRECT ACCESS VIEW

Most contemporary theorists advocate the
superiority of contextual over lexical pro-
cesses. They assume a single mechanism that
is sensitive to both linguistic and nonlin-
guistic information. On this view, contex-
tual information interacts with lexical pro-
cesses very early on, and when context is
sufficiently rich and supportive, it allows
comprehension to proceed smoothly and
seamlessly, selectively accessing appropriate
meanings while blocking incompatible albeit
salient ones. Consequently, early processes
should involve no contextually inappropri-
ate phase (Ortony, Schallert, Reynolds, &
Antos, 1978). This should be particularly
true of meanings of complete phrases or sen-
tences (Gibbs, 1994).

Given that a strong prior context allows
early processes to involve no inappropri-
ate outputs, no suppression or retention
of such outputs is anticipated when later
interpretation processes take place. That is,
a view that attributes to (rich) contextual
information a major role in the early stages
of comprehension, predicts no differences
between metaphors and literals embedded
in such a context (see Ortony et al., 1978).
This view, however, will find it difficult to
account for the involvement of “inappro-

priate” literal meanings in metaphor com-
prehension and interpretation (examples
2—4; though one could argue they might be
reactivated).

THE CONSTRAINT-BASED

SATISFACTION MODEL

A more recent version of the direct access
view is the constraint-based satisfaction
model. According to this view, comprehen-
sion is achieved through parallel satisfac-
tion of multiple probabilistic constraints,
including constraints from lexical represen-
tations. According to constraint-based mod-
els, if contextual constraints outnumber
lexical constraints, they will win over, and
comprehension will proceed seamlessly, tap-
ping only appropriate meanings (Katz &
Ferretti, 2001, 2003; Pexman, Ferretti, &
Katz, 2000). According to this version of the
direct access view, differences in processes
would be a result of difference in the amount
of constraints biased in favor of one inter-
pretation rather than between literals and
metaphors.

On the Temporal Priority
of Lexical Meanings

THE STANDARD PRAGMATIC MODEL

The direct access view argues against the
standard pragmatic model (Grice, 1975;
Searle, 1979), which posits the priority of
literal meanings. This view, which assumes
that literal meanings of both words and sen-
tences should be accessed initially, regard-
less of contextual information, concedes that
the consequences of initial input analyses are
accidental. While they may result in contex-
tual fit, they might just as well lead to mis-
match with prior context, which would then
have to be redressed. Alleviating such disso-
nances would, in many cases, invite suppres-
sion of contextually inappropriate outputs.
The standard pragmatic model, then, pre-
dicts initial literally oriented processes for
both literals and metaphors, with a second
stage of adjustment in the case of metaphors
only. According to this model, somewhat
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downstream, literal meanings of metaphors
will have to be suppressed. Much like the
direct access view, this view will find it
difficult to account for the involvement of
‘inappropriate’ literal meanings in metaphor
comprehension and interpretation as shown
by examples 2—4, though, again, one could
argue that these meanings might be reacti-
vated.

THE UNDERSPECIFICATION VIEW

The underspecification model of metaphor
comprehension (Frisson & Pickering, 2001;
Pickering & Frisson, 2001) also posits the pri-
ority of lexical effects. It assumes that lexical
entries are stored as highly abstract, under
specified entities. Initially, metaphors (and
other polysemies) are accessed via a single,
abstract core. Context effects should occur
following lexical access and determine the
contextually appropriate, specific meaning
of the metaphor. Results indeed show that
only when resolution is required, compre-
henders use contextual information to home
in on the more specific, contextually appro-
priate sense.

Somewhat similar views are enter-
tained by relevance-oriented theoreti-
cians (Carston, 2002; Sperber & Wilson,
1986/1995, this volume). Though there is
no commitment to an underspecification
view, metaphor interpretation is taken to
be fully shaped by context only following
initial access of minimal output — logical
forms and linguistic meanings. The final
interpretation is achieved via loosening and
narrowing down of these initial outputs
(Carston, 2002, pp. 323-359). Narrowing
down involves the extension of conceptual
material and is thus consistent with an
underspecification view of the lexicon.
Loosening, which involves the subtraction
of conceptual material, seems less so.
Discarding features of a concept that has
already been accessed, however, is in line
with the view that metaphor interpretation
involves suppression of inappropriate fea-
tures. But this might just as well be true of
literals as well. On this view, then, literals
and metaphors need not differ.

THE GRADED SALIENCE HYPOTHESIS
Following the modular view (Fodor, 1983),
the graded salience hypothesis (Giora, 1997,
1999, 2003; Peleg, Giora, & Fein, 2001,
2004) assumes two distinct mechanisms
that run parallel. One is bottom-up, stim-
ulus driven, and sensitive only to linguis-
tic stimuli; another is top-down, predictive
and integrative, and sensitive to both linguis-
tic and extra-linguistic knowledge. Unlike
the traditional modular assumption (Fodor,
1983 ), however, the graded salience hypoth-
esis assumes that the bottom-up, modular
mechanism is salience sensitive: more salient
responses — responses coded in the men-
tal lexicon and foremost on our mind due
to, for example, conventionality, frequency,
familiarity, or prototypicality — are accessed
faster than and reach sufficient levels of acti-
vation before less salient ones. Accordingly,
such responses would be accessed upon
encounter, regardless of contextual infor-
mation or authorial intent. Low salience
responses, however, may not reach a thresh-
old and may not be visible in a context biased
toward the more salient meaning of the stim-
ulus. Nonsalient meanings are not coded.
They are constructed on the fly as a result
of top-down processes.

Though this model seems to argue in
favor of the temporal priority of salient
responses, it does not discard the possibil-
ity of the temporal priority of nonsalient
meanings. Rather, a highly predictive con-
text may facilitate responses on its own
accord very early on. Still, it would not inter-
fere with automatic, stimulus-driven lexical
processes and would not block activation
of salient responses. Though the contex-
tual mechanism has a predictive role that
may speed up derivation of the appropri-
ate responses, it would not obstruct inap-
propriate, coded responses upon encounter
of the stimulus. Indeed, contextual infor-
mation may be strong and even faster than
lexical processes, so that it may evoke appro-
priate meanings even before the linguistic
stimulus is encountered. This may be par-
ticularly true when the stimulus is placed at
the end of a strong sentential context, after
most information has been accumulated and
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integrated, allowing effective guessing and
inferential processes. However, it does not
interact with lexical processes but runs
parallel (Peleg et al., 2001, 2004). Unlike
the modular view (Fodor, 1983), then, the
graded salience hypothesis does not always
predict slower contextual effects and resul-
tant sequential processes. Neither does it
assume that activation of a whole linguis-
tic unit should be accomplished before con-
textual information comes into play. Rather,
across the communication route, context
and linguistic processes run parallel, with
contextual information evoking meanings on
its own accord, yet affecting only the end
product of the linguistic process.
Additionally, the graded salience hypoth-
esis does not assume that contextually inap-
propriate meanings should be discarded
unconditionally on account of their local
contextual misfit (for a different view, see
Gernsbacher, Keysar, Robertson, & Werner,
2001; Swinney, 1979). Instead, it views late
processes such as retention of relevant and
irrelevant information and suppression of
contextually inappropriate outputs as more
attentive to global discourse considerations,
such as global coherence, than to local ones,
such as local coherence (Giora, 2003; Giora,
Fein, Aschkenazi, et al., 2007). Thus, even if
the literal meaning of metaphors seems irrel-
evant in a given context (local coherence;
negation), it might be retained because it
is perceived as instrumental in construct-
ing the appropriate metaphoric interpre-
tation or as conducive to the interpreta-
tion of the next expression in line (global
coherence). This might explain the avail-
ability of the apparently inappropriate literal
meaning of pay lip service in the extended
novel metaphor pay hard cash (3) which
follows it (global resonance). This may also
account for the availability of this literal
meaning in the metaphors (credit; loaner,
pay day) that follow the negated metaphor
(do not include such an obvious barter) in
(4). This might also explain the availability
of an inappropriate, metaphorically related
meaning (fast) in the following (originally
Hebrew) negated metaphor (in bold for
convenience), which was retained in the

mind of the producer echoing his interlocu-
tor’s thought, in spite of a local cue to the
contrary:

(s) A:Listen, with your car, you are there,
maximally, in 5 minutes . . .
B: Come on . . . My Daihatsu is not a
jet. A fast car . . . superb car . . .
But there’s a limit . . . (Cited in Altiti
& Arvatz, 2005; Giora, 2000)

This view of suppression and retention,
then, runs counter to the assumptions of the
alternative models and suggests that both
retention and suppression are not automatic
but attentive to global discourse considera-
tions.

According to the graded salience hypoth-
esis, then, the relevant distinction is not
between metaphors and literals but between
salient and less salient meanings. Salient
meanings will always be accessed, which
explains the involvement of such mean-
ings in examples 1—5, regardless of figura-
tiveness or literality. Less salient meanings
will lag behind. Retention and suppression
will affect salient and less salient meanings
alike, whether or not they are “appropriate,”
depending on their discourse role.

Context Effects: Inhibition/
Suppression/Retention

Although the direct access models and the
standard pragmatic approach disagree as
to whether early processes are sensitive to
prior contextual information, they agree that
later processes are. This is also true of the
relevance theoretic account and the under-
specification model. On these views, the
output of later integration processes involves
only contextually appropriate meanings.
Even if inappropriate senses have infiltrated
early processes, they would later be subdued
by a rich and supportive context and be
replaced with contextually appropriate
alternatives. Thus, if My surgeon is a butcher
involves reference to a literal “butcher”
whose salient property is “using knives
to chop messily or clumsily,” this literal
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property would be discarded once the
abstract metaphoric sense of “messiness
and clumsiness” is constructed (Glucksberg,
Newsome, & Goldvarg, 2001). In contrast,
according to the suppression/retention
hypothesis supplementing the graded
salience hypothesis (Giora, 2003; Giora
& Fein, 1999b), suppression of salient,
“inappropriate” meanings is not automatic.
It would take effect only if meanings
interfere with constructing the appropriate
interpretation. However, if these meanings
are not detrimental to comprehension or
if they are conducive to the appropriate
interpretation (e.g., the literal meaning of
metaphors and ironies), suppression would
not be triggered (see Giora, Fein, Laadan,
Wolfson, Zeituny, Kidron, Kaufman, and
Shaham, 2007). Indeed, at times, salient
meanings would not be suppressed even
when they interfere with contextually
appropriate interpretations, because they
would be too hard to quench on account
of their high salience (e.g., the idiomatic
meanings of familiar idioms, see example
9). Theories, then, that do not subscribe
to early inhibition processes, acknowledge
later suppression effects whether automatic
or pragmatically oriented.

According to the direct access view and
the constraints-based model, however, one
could, in fact, expect early inhibition of
inappropriate meanings. Thus, when con-
text is strong and supportive, initial acti-
vation of inappropriate word and sentence
meanings will be aborted. Such processing
should result in exclusive activation of con-
textually appropriate products. Inhibition,
then, relates to early context effects, which
should be able to monitor initial activation
of responses.

Findings

Inhibition of Contextually
Inappropriate Properties

Is there support for the view that context
penetrates lexical processes and selects con-
textually appropriate meanings exclusively
while inhibiting incompatible ones? In Peleg

et al. (2001), we argued against the inhibi-
tion hypothesis. Using lexical decision tasks,
we demonstrated that even a strong and sup-
portive (Hebrew) context (Sarit’s sons and
mine went on fighting continuously. Sarit said
to me: These delinquents won't let us have
a moment of peace) did not inhibit salient
but contextually incompatible meanings
(“criminal”) of targets (delinquent) which
were as available as contextually compati-
ble meanings (“kids”). This was true even
where contextual information should have
been highly effective, as when target words
were placed at the end of sentences and
probed immediately afterward (Sarit’s sons
and mine went on fighting continuously. Sarit
said to me: A moment of peace won't let us
have these delinquents).

Similarly, in Rubio Fernandez (2007), fol-
lowing figuratively biasing contexts, such as
John doesn’t like physical contact. Even his
girl friend finds it difficult to come close to
him. John is a cactus., salient, literal mean-
ings, whether directly relevant to the (novel)
metaphor (“spike”) or not (“plant”), were
accessed immediately at o msec delay and
retained even at a 400 msec delay.

Likewise, in Hasson and Glucksberg
(2006), “inappropriate” figurative meanings
(“fast”) of negated metaphors (The train
to Boston was no rocket) related to the
metaphoric target (rocket) were accessed ini-
tially in spite of a contextual cue (negation)
to the contrary. They were accessible at short
and medium delays of 150 and 500 msec.

Note that even when, due to a strong con-
text, reading times of literal and nonliteral
interpretations of whole sentences did not
differ significantly (Inhoff, Lima, & Carroll,
1984; Ortony et al., 1978), incompatible
(literal) meanings of metaphors were
nonetheless accessed on account of their
salience (Brisard, Frisson, & Sandra, 2001;
Janus & Bever, 1985). In all, such findings
argue against the inhibition hypothesis.
They show that salient meanings were
always accessed, regardless of context.

Will contextually incompatible mean-
ings of whole sentences, rather than just
their constituents, be activated, regardless of
context? According to the graded salience
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hypothesis (Giora, 1997, 1999, 2003), they
will if they are highly salient. Indeed, read-
ing times of whole sentences whose sen-
tential meaning is salient (e.g., familiar
idioms) were slower when rich prior context
biased them towards their less salient, literal
interpretation (Gibbs, 1980; Giora, Fein,
Kronrod, et al., 2004). There is then no evi-
dence for inhibition of highly salient but
incompatible meanings when the literal-
nonliteral issue is considered.

Suppression of Contexiually
Incompatible Properties

Will incompatible meanings activated ini-
tially be discarded as inappropriate follow-
ing lexical processes? A number of stud-
ies have attempted to test suppression of
contextually inappropriate, particularly lit-
eral meanings of metaphors. An outstand-
ing study in this respect is Keysar’s (1994),
which showed that suppression of inappro-
priate meanings of whole sentences does not
distinguish literal from metaphorical inter-
pretations. If context falsifies the literal inter-
pretation or renders it implausible, compre-
henders opt for the metaphorical one; if
context renders the metaphorical interpre-
tation implausible, readers opt for the lit-
eral one. If both are acceptable, comprehen-
sion is seamless; if both are unacceptable,
comprehension runs into difficulty (Keysar,
1989). Context effects thus apply to literal
and metaphorical interpretations in a simi-
lar fashion.

Some theories assume suppression of
metaphor “inappropriate” (literal) proper-
ties even in the absence of prior context.
One such example is the class inclusion view
(Cacciari & Glucksberg, 1994; Glucksberg &
Keysar, 1990; Shen, 1992). According to this
view, metaphors of the form X is a Y (That
defense lawyer is a shark) involve a dual ref-
erence to both a basic-level (literal) concept
(the literal “shark”) and to an ad hoc, super-
ordinate category constructed on the basis
of the basic-level concept (the metaphor-
ical “tenacity”). This dual reference, how-
ever, is momentary. Once the superordinate
category has been constructed, basic-level

information is discarded, enabling a straight-
forward, frictionless understanding of the
metaphor. Suppression of basic-level infor-
mation thus allows for the metaphor vehi-
cle to uniquely refer to the superordinate
category.

To test this suppression hypothesis,
Gernsbacher et al. (2001) presented partici-
pants with either a metaphoric (That defense
lawyer is a shark) or a literal (That large
hammerhead is a shark) class inclusion state-
ment as primes, followed by basic-level tar-
get statements (Sharks are good swimmers).
Reading times of basic-level targets were
slower following a metaphoric than follow-
ing a literal prime. Given that suppression
comes with a cost (Gernsbacher, 1990), such
findings are consistent with the view that
basic-level meanings are suppressed during
metaphor interpretation.

However, it is possible that these basic-
level (literal) meanings have been rejected
on account of their irrelevance to the
metaphor interpretation rather than on
account of their basic-level abstraction. Had
basic-level, metaphor relevant alternatives
tested (such as “teeth” or “jaws” when “shark”
is at stake), findings might have been differ-
ent.

Indeed, in Rubio Fernandez (2007), fol-
lowing a metaphor (John is a cactus), only
relevant basic-level meanings (“spike”) were
accessible both at short (o, 400 msec) and
long (1000 msec) delays. In contrast, irrele-
vant superordinate meanings (“plant”) were
accessible only at the short delays. Such find-
ings demonstrate that basic-level meanings
need not be discarded on account of their
basic-level abstraction. Instead, when rele-
vant, they are retainable and partake in the
construction of the contextually appropriate
metaphoric interpretation despite their con-
textual misfit.

Hasson and Glucksberg’s (2006) study
demonstrates reduced levels of activation
of irrelevant metaphoric meanings (“fast”)
of negated metaphors (The train to Boston
was no rocket) presented out of a spe-
cific discourse context. Recall that in
their study Hasson and Glucksberg showed
that at short delays, incompatible concepts
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(“fast”) were accessible, despite a contex-
tual (negation) cue to the contrary. How-
ever, 1000 msec after offset of the negative
statements, no facilitation of incompatible
meanings (“fast”) was observed. Following
negation, then, and in the absence of a
specific context, metaphor incompatible
meanings were reduced to baseline levels.
In a follow-up on Hasson and Glucksberg,
however, Giora, Fein, Aschkenazi, et al.
(2007) showed that once these items were
furnished with late relevant contexts (The
train to Boston was no rocket. The trip to the
city was *fast*, though.), negated metaphors
(“rocket”) facilitated related concepts (fast)
even as long as 1000 msec following their
offset. Such results demonstrate that, in the
presence of a context motivating retention,
suppression was not triggered.

Note, further, that, as predicted by
the retention hypothesis (Giora & Fein,
19993, 1999b) studies investigating affirma-
tive metaphors demonstrated that only inap-
propriate meanings that interfered with the
final interpretation of the utterances were
suppressed. In contrast, incompatible mean-
ings (e.g., literal meanings of metaphors)
conducive to the final interpretation of non-
literal utterance were retained. Thus, in
Williams (1992), salient meanings (“strict”)
of familiar metaphors (firm) were shown to
be activated initially, regardless of context
(about “teacher,” “bed”). They were how-
ever suppressed only in a context (about
“bed”) in which they were disruptive. In con-
trast, salient meanings (“solid”) conducive
to the utterance interpretation (firm teacher)
retained their initial levels of activation even
after a long delay, despite their apparent
inappropriateness.

Complementarily, findings obtained from
word-fragment completion tasks, which tap
later processes, showed that salient (lit-
eral) meanings of low familiar idioms were
retained in idiomatically biasing contexts,
suggesting that their apparent inappropri-
ateness or “irrelevance” in that context did
not trigger their suppression (Giora & Fein,
1999b). Indeed, as assumed by the sup-
pression/retention hypothesis (Giora, 2003;
Giora & Fein, 1999b), since metaphoric and

idiomatic interpretations of such strings rely
on their literal interpretation for their final
output, there is no need for these irrelevant
interpretations to be discarded, as they are
not disruptive (see also Cacciari & Glucks-
berg, 1995).

Additional support for this pragmatic
view of suppression comes from findings that
in literally biasing contexts, retention of the
literal interpretations of idioms superceded
that of the idiomatic meanings of idioms. In
these contexts, where in fact the idiomatic
meanings had no role in constructing the
final literal interpretation of the utterance,
they were not retained. The same pat-
tern was found for high and low famil-
iar metaphors (though not for unfamiliar
metaphors; Giora & Fein, 1999b). Interest-
ingly the opposite was found for familiar
proverbs and their familiar literal interpre-
tation (Ferretti, Schwint, & Katz, 2007). In
an ERP study, Ferretti et al. found that,
although reading times did not distinguish
figurative from literal targets, brain waves
indicated ease of processing in literally rather
than in figuratively biasing contexts. It might
be the case that the familiar proverbial
meaning of proverbs does not interfere with
its literal interpretation. In all, such find-
ings support the view that metaphors and
literals are processed along the same lines.
When the literal interpretation is disruptive
to metaphoric interpretation it is discarded
(Giora & Fein, 1999b; Rubio Fernandez,
2007; Williams, 1992); when the metaphoric
interpretation interferes with making sense
of figurative items biased towards their lit-
eral interpretations, these interpretations are
discarded (Giora & Fein, 1999b). When it is
not, it is retained (Ferretti et al., 2007).

Is suppression triggered when no specific
context is mentioned? Not really. Indeed,
when tested out of a given context, familiar
metaphoric words seemed to discard their
metaphoric meaning in the left hemisphere.
However, these meanings were retained in
the right hemisphere. For instance, in Anaki,
Faust, and Kravetz (1998), word primes
(stinging), having salient metaphoric and lit-
eral meanings, were shown to be accessed
both literally and metaphorically in the left
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hemisphere but only metaphorically in the
right hemisphere. However, after a delay, the
metaphoric meaning was retained only in the
right hemisphere, while in the left hemi-
sphere, it was suppressed, retaining only
the literal meaning. The left hemisphere,
then, discarded the metaphoric information,
which was, however, retained in the right
hemisphere.

Retention of Contextually
Incompatible Properties

According to the retention hypothesis
(Giora, 2003; Giora & Fein, 1999b), mean-
ings made available by lexical processes
would be retained even when contextu-
ally incompatible provided they are con-
ducive, or, at least, not detrimental to the
final representation of the output. Evidence
of retention of such incompatible meanings
was found in the lab as well as in naturally
occurring discourses. Recall that in Williams
(1992) and Rubio Fernandez (2007), salient,
literal meanings of metaphors, which were
shown to be activated initially regardless
of contextual fit, were retained when they
contributed to the final interpretation of
the utterance. However, meanings, which
were disruptive to the metaphor represen-
tation, were not preserved (see previous
section). Similar findings were also demon-
strated by Allbritton (1992, as reported in
Gibbs, 1994; see also Allbritton, McKoon, &
Gerrig, 1995). In this study, recognition of
incompatible, literally related probes (“boil-
ing”) was facilitated following a paragraph
that instantiated a conventional metaphor
involving this meaning both in the out-
set (Edward was boiling with anger) and at
the end — at the priming sentence posi-
tion (Hoping to prevent a scene, she tried to
lower his thermostat). Such facilitation was
not observed following a similar paragraph
whose final priming sentence was unre-
lated to that metaphor. In addition, peo-
ple showed preference for metaphor res-
onance. They preferred metaphorical text
progression, instantiating the same literal
source domain, over one that did not. Thus,
blow your stack was preferred over bite

your head off (both alluding to anger) as
a continuation of a description of anger,
which was put in terms of heated fluid
in a container (Gibbs, 1994, p. 163; Nayak
& Gibbs, 1990). This suggests that so-
called metaphor irrelevant meanings might
be retained for discoursal purposes such as
maintenance of metaphor resonance. (For
evidence demonstrating lack of metaphori-
cal resonance, see Shen & Balaban, 1999).
These findings, then, suggest that, instead of
suppressing locally incompatible meanings
(e.g., literal meanings of metaphors), context
might affect their retention because they
might become instrumental in future pro-
cesses (see Giora, Fein, Aschkenazi, et al.,
2007