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Overview 

Part I: GEB 

lntrodnction: A Mnsico-Logical Offering. The book opens with the story of Bach's Musical Offering. 
Bach made an impromptu visit to King Frederick the Great of Prussia. and was requested to improvise 
upon a theme presented by the King. His improvisations formed the basis of that great work The 
Musical Offering and its story form a theme upon which I "improvise" throughout the book, thus 
making a sort of "Metamusical Offering". Self-reference and the interplay between different levels in 
Bach are discussed; this leads to a discussion of parallel ideas in Escher's drawings and then Godel's 
Theorem. A brief presentation of the history of logic and paradoxes is given as background for 
Godel's Theorem. This leads to mechanical reasoning and computers, and the debate about whether 
Artificial intelligence is possible. I close with an explanation of the origins of the hook-pai1icularly 
the why and wherefore of the Dialogues. 

Three-Pait Invention. Bach wrote fifteen three-part inventions. In this three-part Dialogue. the Tortoise 
and Achilles- -the main fictional protagonists in the Dialogues- -are "invented" by Zeno (as in fact 
they were, to illustrate Zeno's paradoxes of motion). Very short, it simply gives the flavor of the 
Dialogues to come. 

Chapter I: The MU-puzzle. A simple fonnal system (the MIU-system) is presented, and the reader is 
urged to work out a puzzle to gain fainiliarity with fonnal systems in general. A number of 
fundainental notions are introduced: 
string, theorem. axiom, rule of inference, derivation, fonnal system. decision procedure, working 
inside/Outside the system. 

Two-Pait Invention. Bach also wrote fifteen two-part inventions. This two-part Dialogue was written not 
by me, but by Lewis Carroll in 1895. Carroll borrowed Achilles and the Tortoise from Zeno, and I in 
tum borrowed them from Carroll. The topic is the relation between reasoning. reasoning about 
reasoning, reasoning about reasoning about reasoning, and so on. It parallels, in a way, Zeno's 
paradoxes about the impossibility of motion, seeming to show, by using infinite regress, that 
reasoning is impossible. It is a beautiful paradox. and is referred to several times later in the book 

Chapter II: Meaning and Form in Mathematics. A new formal system (the pq-system) is presented. 
even simpler than the MIU-system of Chapter L Apparently meaningless at first, its symbols are 
suddenly revealed to possess meaning by virtue of the form of the theorems they appear in. This 
revelation is the first importai1t insight into meaning: its deep connection to isomorphism. Various 
issues related to meaning are then discussed, such as truth, proof, symbol mai1ipulation, and the 
elusive concept. "form". 

Sonata for Unaccompanied Achilles. A Dialogue which imitates the Bach Sonatas for unaccompanied 
violin. In particular, Achilles is the only speaker, since it is a transcript of one end of a telephone call, 
at the far end of which is the Tortoise. Their conversation concerns the concepts of ''figure" and 
"ground" in various 
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contexts---e.g., Escher's art. The Dialogue itself fonns an example of the distinction, since Achilles' 
lines form a "figure"_ and the Tortoise's tines-implicit in Achilles' lines-form a "ground". 

Chapter III: Figure and Gronnd. The distinction between figure and ground in art is compared to the 
distinction between theorems and nontheorems in formal systems. The question "Does a figure 
necessarily contain the same information as its ground?" lead' to the distinction between recursively 
enumerable sets and recursive sets. 

Contracrostipunctus. This Dialogue is central to the book, for it contains a set of paraphrases of Godel's 
self-referential construction and of his Incompleteness Theorem. One of the paraphrases of the 
Theorem says, "For each record player there is a record which it cannot play." The Dialogue's title is a 
cross between the word "acrostic" and the word "contrapunctus", a Latin word which Bach used to 
denote the many fugues and canons making up his Alt of the Fugue. Some explicit references to the 
Alt of the Fugue are made. The Dialogue itself conceals some acrostic tricks. 

Chapter IV: Consistency, Completeness, and Geometry. The preceding Dialogue is explicated to the 
e:\.ient it is possible at this stage. This leads back to the question of how and when S)mbols in a 
fonnal system acquire meaning. The history of Euclidean and non-Euclidean geometry is given, as an 
illustration of the elusive notion of "undefined temIS ". This leads to ideas about the consistency of 
different and possibly "rival" geometries. Through this discussion the notion of undefined temIS is 
claimed, and the relation of undefined terlllS to perception and thought processes is considered. 

Litde Hamwnic Labyrinth. This is based on the Bach organ piece by the saine naine. It is a playful 
introduction to the notion of recursive-i.e., nested- structures. It contains stories within stories. The 
fraine story, instead of finishing as expected, is left open, so the reader is left dangling without 
resolution. One nested story concerns modulation in music-particularly an organ piece which ends in 
the wrong key, leaving the listener dangling without resolution. 

Chapter V: Recursive Structures and Processes. The idea of recursion is presented in many different 
contexts: musical patterns, linguistic patterns, geometric structures, mathematical functions, physical 
theories, computer prograt11S, and others. 

Canon by Inteirallic Augmentation. Achilles and the Tortoise try to resolve the question. "Which 
contains more information-a record, or the phonograph which plays it?" This odd question arises 
when the Tortoise describes a single record which, when played on a set of different phonographs, 
produces two quite different melodies: B-A-C-H and C-A-G-E. It tt.mIS out, however, that these 
melodies are "the saine", in a peculiar sense. 

Chapter VI: The Location of Meaning. A broad discussion of how meaning is split ainong coded 
message, decoder, and receiver. Exainples presented include strands of DNA, undeciphered 
inscriptions on ancient tablets, and phonograph records sailing out in space. The relationship of 
intelligence to "absolute'' meaning is postulated. 

Chromatic Fantasy. And Feud. A short Dialogue beai"it1g hardly any resemblance. except in title. to 
Bach's Chromatic Fantasy and Fugue. It concerns the proper way to manipulate sentences so as to 
preserve truth-and in particular the question 
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of whether there exist rules forthe usage of the word "and". This Dialogue has much in common with 
the Dialogue by Lewis Carroll. 

Chapter VII: The Propositional Calculus. It is suggested how words such as "and" can be governed by 
formal rules. Once again, the ideas of isomorphism and automatic acquisition of meaning by S)mbols 
in such a system are brought up. All the examples in this Chapter, incidentally, are "Zentences"
sentences taken from Zen koans. This is purposefully done, somewhat tongue-in-cheek, since Zen 
koans are deliberately illogical stories. 

Crab Canon. A Dialogue based on a piece by the same name from the Musical Offering. Both are so 
named because crabs (supposedly) walk backwards. The Crab makes his first appearance in this 
Dialogue. It is perhaps the densest Dialogue in the book in ternIS of fonnal trickery and level-play. 
Giidel, Escher. and Bach are deeply intertwined in this very short Dialogue. 

Chapter VIII: Typographical Number Theory. An e:\.iension of the Propositional Calculus called 
"TNT" is presented. In TNT, number-theoretical reasoning can be done by rigid symbol manipulation. 
Differences between formal reasoning and human thought are considered. 

A Mu Offering. This Dialogue foreshadows several new topics in the book. Ostensibly concerned with 
Zen Buddhism and koaiIS, it is actually a thinly veiled discussion of theoremhood and 
nontheoremhood, truth and falsity, of strings in number theory. There are fleeting references to 
molecular biology-particularly the Genetic Code. There is no close affinity to the Musical Offering, 
other than in the title and the playing of self-referential gaines. 

Chapter IX: Mumon and Godel. An attempt is made to talk about the strange ideas of Zen Buddhism. 
The Zen monk Mumon, who gave well known commentaries on mai1y koans, is a central figure. In a 
way, Zen ideas bear a metaphorical resemblance to some contemporat}' ideas in the philosophy of 
mathematics. After this "Zennet}'", Godel's fundainental idea of Godel-numbering is introduced, and a 
first pass through Godel's Theorem is made. 

Part ll: EGB 

Prelude . .. This Dialogue attaches to the next one. They are based on preludes and fugues from Bach's 
WeJJ-Tempered Clarier. Achilles and the Tortoise bring a present to the Crab, who has a guest: the 
Anteater. The present turns out to be a recording of the WT C; it is immediately put on. As they 
listen to a prelude, they discuss the structure of preludes and fugues, which leads Achilles to ask how 
to hear a fugue: as a whole, or as a sum of patis? This is the debate between holism and reductionism, 
which is soon taken up in the Ant Fugue. 

Chapter X: Levels of Description, and Computer Systems. Various levels of seeing pictures, 
chessboards, and computer systems are discussed. The last of these is then exainined in detail. This 
involves describing machine languages, assembly languages, compiler languages, operating systems, 
and so forth. Then the discussion turns to composite systems of other types, such as sports teains, 
nuclei, atoms, the weather, and so forth. The question arises as to how many intermediate levels 
exist---or indeed whether any exist. 
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... Ant Fugue. An imitation of a musical fugue: each voice enters with the same statement. The theme
holism versus reductionism---is introduced in a recursive picture composed of words composed of 
smaller words, etc. The words which appear on the four levels of this strange picture are "HOLISM", 
"REDUCTIONISM", and "l\Ill"'. The discussion veers off to afriend of the Anteater's-Aunt Hillary, 
a conscious ant colony. The various levels other thought processes are the topic of discussion. Many 
fugal tricks are ensconced in the Dialogue. As a hint to the reader, references are made to parallel 
tricks occurring in the fugue on the record to which the foursome is listening. At the end of the Ant 
Fugue, themes from the Preluderetum, transformed considerably. 

Chapter XI: Brains and Thoughts. "How can thoughts be supported by the hardware of the brain?" is 
the topic of the Chapter. An overview of the large-scale and small-scale structure of the brain is first 
given. Then the relation between concepts and neural activity is speculatively discussed in some detail. 

English French German Suite. An interlude consisting of Lewis Carroll's nonsense poem "Jabberwocky" 
together with two translations: one into French and one into German. both done last century. 

Chapter XII: Minds and Thoughts. The preceding poems bring up in a forceful way the question of 
whether languages, or indeed minds, can be "mapped" onto each other. How is conununication 
possible between two separate physical brains? What do all human brains have in connnon? A 
geographical analogy is used to suggest an answer. The question arises, "Can a brain be understood, 
in some objective sense. by an outsider?" 

Aria nith Diverse Variations. A Dialogue whose form is based on Bach's Goldberg Variations, and 
whose content is related to number-theoretical problems such as the Goldbach conjecture. This hybrid 
has as its main purpose to show how number theory's subtlety stems from the fact that there are many 
diverse variations on the theme of searching through an infinite space. Some of them lead to infinite 
searches, some of them lead to finite searches, while some others hover in between. 

Chapter XIII: BlooP and FlooP and GlooP. These are the names of three computer languages. BlooP 
programs can carry out only predictably finite searches, while FlooP programs can carry out 
unpredictable or even infinite searches. The purpose of this Chapter is to give an intuition for the 
notions of primitive recursive and general recursive functions in number theory, for they are essential 
in GOdel's proof. 

Air on G's String. A Dialogue in which GOdel's self-referential construction is mirrored in words. The 
idea is due to W. V. 0. Quine. This Dialogue serves as a prototype for the next Chapter. 

Chapter XIV: On Formally Undecidable Propositions of TNT and Related Systems. This Chapter's 
title is an adaptation of the title ofGOdel's 1931 article, in which his Incompleteness Theorem was first 
published. The two major parts of Godel's proof are gone through carefully. 11 is shown how the 
assumption of consistency of TNT forces one to conclude that TNT (or any similar system) is 
incomplete. Relations to Euclidean and non-Euclidean geometry are discussed. Implications for the 
philosophy of mathematics are gone into with some care. 
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Bi1thday Cantatatata ... In which Achilles cannot convince the wily and skeptical Tortoise that today is 
his (Achilles') birthday. His repeated but unsuccessful tries to do so foreshadow the repeatability of 
the Godel argument. 

Chapter XV: Jumping out Of the System. The repeatability of GOdel's argmnent is shown, with the 
implication that TNT is not only incomplete. but "essentially incomplete". The fairly notorious 
argument by J. R. Lucas, to the effect that Godel's Theorem demonstrates that human thought catmot 
in any sense he "mecl1at1ical", is at1alyzed and found to he wanting. 

Edilj'ing Thoughts of a Tobacco Smoker. A Dialogue treating of mat1y topics. with the tlm1st being 
problems connected with self-replication and self-reference. Television catneras filming television 
screens, and viruses and other subcellular entities which assemble themselves, are atnong the 
exatnples used. The title comes from a poem by J. S. Bach himself, which enters in a peculiar way. 

Chapter XVI: Self-Ref and Self-Rep. This Chapter is about the connection between self-reference in 
its various guises, and self-reproducing entities (e.g., computer progrruns or DNA molecules). The 
relations between a self-reproducing entity and the mechanisms e:\.'temal to it which aid it in 
reproducing itself (e.g., a computer or proteins) are discussed-particularly the fuzziness of the 
distinction. How information travels between various levels of such systems is the central topic of 
this Chapter. 

The Magnilicrab, Indeed. The title is a pun on Bach's Magnificatin D. The tale is about the Crab, who 
gives the appearance of having a magical power of distinguishing between true and false statements 
of number theory by reading them as musical pieces, playing them on his flute, and determining 
whether they are "beautiful" or not. 

Chapter XVII: Church, Turing, Tarski, and Others. The fictional Crab of the preceding Dialogue is 
replaced by various real people with amazing mathematical abilities. The Church-Turing Thesis. 
which relates mental activity to computation, is presented in several versions of differing strengths. 
All are analyzed, particularly in terms of their implications for simulating humat1 thought 
mecl1at1ically, or progrrumning into a machine an ability to sense or create beauty. The connection 
between brain activity and computation brings up some other topics: the halting problem of Turing, 
and Tat-ski's Truth Theorem. 

SHRDLU, Toy of Man's Designing. This Dialogue is lifted out of an article by Terry Winograd on his 
progratn SHRDLU; only a few natnes have been cl1at1ged. In it, a progratn connnunicates with a 
person about the so-called "blocks world" in rather impressive English. The computer progratn 
appears to exhibit some real understat1ding-in its limited world. The Dialogue's title is based on 
Jesu, Joy of Man's Desiring, one movement of Bach's Cat1tata 147. 

Chapter XVIII: Artificial Intelligence: Retrospects. This Chapter opens with a discussion of the 
fatuous "Turing test"-a proposal by the computer pioneer Alan Turing for a way to detect the 
presence or absence of "thought" in a machine. From there, we go on to an abridged history of 
Artificial Intelligence. This covers progratns that can- -to some degree-play gatnes. prove theorems, 
solve problems, compose music, do mathematics, and use "natural language" (e.g., English). 
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Contraiactus. About how we unconsciously organize our thoughts so that we can imagine hypothetical 
variants on the real world all the time. Also about aberrant variants of this ability-such as possessed 
by the new character, the Sloth. an avid lover of French fries, and rabid hater of counterfactuals. 

Chapter XIX: Artificial Intelligence: Prospects. The preceding Dialogue triggers a discussion of how 
knowledge is represented in layers of conte:\.'ts. This leads to the modern .'\.I idea of "frames". A 
frame-like way of handling a set of visual pattern puzzles is presented. for the purpose of 
concreteness. Then the deep issue of the interaction of concepts in general is discussed, which leads 
into some speculations on creativity. The Chapter concludes with a set of personal "Questions and 
Speculations" on AI and minds in general. 

Sloth Canon. A canon which imitates a Bach canon in which one voice plays the same melody as 
another, only upside down and twice as slowly, while a third voice is free. Here, the Sloth utters the 
same lines as the Tortoise does, only negated (in a liberal sense of the term) and twice a' slowly, 
while Achilles is free. 

Chapter X."X: Strange Loops, Or Tangled Hierarchies. A grand windup of many of the ideas about 
hierarchical systems and self-reference. It is concerned with the snarls which arise when systems tum 
hack on themselves-for example, science probing science, govenunent investigating govennnental 
wrongdoing, art violating the rules of art. and finally, humans thinking about their own brains and 
minds. Does Godel's Theorem have anything to say about this last "snarl"? Are free will and the 
sensation of consciousness connected to Godel's Theorem? The Chapter ends by tying Godel, Escher, 
and Bach together once again. 

Six-Pait Ricercar. This Dialogue is an e:\.·uberant game played with many of the ideas which have 
permeated the book. It is a reenactment of the story of the Musical Offrring, which began the book; it 
is simultaneously a "translation" into words of the most complex piece in the Musical Offrring: the 
Six-Pait Rirercar. This duality imbues the Dialogue with more levels of meaning than any other in the 
book. Frederick the Great is replaced by the Crab, pianos by computers, and so on. Many surprises 
arise. The Dialogue's content concerns problems of mind. consciousness. free will. Artificial 
Intelligence, the Turing test, and so forth, which have been introduced earlier. It concludes with an 
implicit reference to the beginning of the book, thus making the book into one big self-referential 
loop, S)mbolizing at once Bach's music, Escher's drawings, and Godel's Theorem. 
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FIGURE I. Johann Sebastian Bach, in 17-18. From a painting by Elias Gottlieb Haussmann. 
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Introduction: 
A Musico-Logical Offering 

Author: 
FREDERICK THE GREAT, King of Prussia_ came to power in 1740. Although he is 

remembered in history books mostly for his military astuteness, he 'vas also devoted to the 

life of the mind and the spirit. His court in Potsdam was one of the great centers of 

intellectual activity in Europe in the eighteenth century. The celebrated mathematician 

Leonhard Euler spent twenty-five years there. Many other mathematicians and scientists 

came, as well as philosophers-including Voltaire and La Mettrie, who wrote some of their 

most influential works while there. 
But music was Frederick's real love. He was an avid flutist and composer. Some of his' 

compositions are occasionally performed even to this day. Frederick was one of the first 

patrons of the arts to recognize the virtues of the newly developed "piano-forte" ("soft

loud"). The piano had been developed in the first half of the eighteenth century as a 

modification of the harpsichord. The problem with the harpsichord was that pieces could 

only be played at a rather uniform loudness-there was no way to strike one note more 
loudly than its neighbors. The "soft-loud", as its name implies, provided a remedy to this 

problem. From Italy, where Bartolommeo Cristofori had made the first one. the soft-loud 

idea had spread widely. Gottfried Silbermann, the foremost German organ builder of the 

day, was endeavoring to make a "perfect" piano-forte. Undoubtedly King Frederick was the 

greatest supporter of his efforts-it is said that the King owned as many as fifteen 

Silbermann pianos! 

Bach 
Frederick was an admirer not only of pianos. but also of an organist and composer by the 

name of J. S. Bach. This Bach's compositions were somewhat notorious. Some called them 

"turgid and confused", while others claimed they were incomparable masterpieces. But no 

one disputed Bach's ability to improvise on the organ. In those days, being an organist not 

only meant being able to play, but also to e:\.iemporize, and Bach was known far and wide 
for his remarkable extemporizations. (For some delightful anecdotes about Bach's 

e:\.iemporization, see The Bach Reader. by H. T. David and A. Mendel.) 

In 1747, Bach was sixty-nvo, and his fame, as well as one of his sons, had reached 

Potsdam; in fact, Carl Philipp Emanuel Bach was the Capellmeister (choirmaster) at the 
court of King Frederick. For years the King had let it be known, through gentle hints to 

Philipp Emanuel, how 
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pleased he would be to have the elder Bach come and pay him a visit; but this wish had never 

been realized. Frederick was particularly eager for Bach to try out his new Silbermann 

pianos. which he (Frederick) correctly foresaw as the great new wave in music. 

It was Frederick's custom to have evening concerts of chamber music in his court. Often 
he himself would be the soloist in a concerto for flute. Here we have reproduced a painting of 

such an evening by the German painter Adolph von Menzel, who, in the 1800's, made a 

series of paintings illustrating the life of Frederick the Great. At the cembalo is C. P. E. Bach, 

and the figure furthest to the right is Joachim Quantz, the King's flute master-and the only 

person allowed to find fault with the King's flute playing. One May evening in 1747, an 

unexpected guest showed up. Johann Nikolaus ForkeL one of Bach's earliest biographers. 

tells the story as follows: 

One evening, just as he was getting his flute ready, and his musicians were assembled, an officer brought 
him a list of the strangers who had arrived. With his flute in his hand he ran over the list, but inunediately 
turned to the assembled musicians, and said, with a kind of agitation, "Gentlemen, old Bach is come." 
The flute was now laid aside, and old Bach, who had alighted at his son's lodgings, was inunediately 
sununoned to the Palace. Wilhelm Friedemaim, who accompanied his father. told me this story, and I 
must say that I still think with pleasure on the maimer in which he related it. At that time it was the 
fashion to make rather prolix compliments, The first appearance of J. S. Bach before so great a King, 
who did not even give him time to change his traveling dress for a black chai1ter's gown, must 
necessarily be attended with mai1y apologies. I will not here dwell on these apologies, but merely 
observe, that in Wilhelm Friedemaim's mouth they made a formal Dialogue between the King and the 
Apologist. 
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Bu1 what is more imp011ain thai1 this is that the King gave up his Concet1 for this evening, and 
invited Bach, then already called the Old Bach, to try his fortepianos, made by Silbennaim, which 
stood in several rooms of the palace. [Forkel here inserts this footnote: "The pianofortes manufactiu-ed 
by Silbermaim, of Freyberg, pleased the King so much, that he resolved to buy them all up. He 
collected fifteen. I hear that they all now stai1d unfit for use in various comers of the Royal Palace."] 
The musicians wen1 with him from room to room, and Bach was invited everywhere to try them and 
to play unpremeditated compositions. After he had gone on for some time, he asked the King to give 
him a subject for a Fugue, in order to execute it inunediately without any preparation. The King 
admired the learned maimer in which his subject was thus executed ex1empore: and. probably to see 
how far such art could be carried, expressed a wish to hear a Fugue with six Obligate parts. But as it is 
not every subject that is fit for such full hai"Inony. Bach chose one himself, and inunediately executed 
it to the astonishment of all present in the saine magnificent and learned maimer as he had done that 
of the King. His Majesty desired also to hear his perfonnai1ce on the organ. The nex1 day therefore 
Bach was taken to all the organs in Potsdatn. as he had before been to Silbermaim's fortepianos. After 
his reti1m to Leipzig, he composed the subject. which he had received from the King, in three and six 
parts. added several artificial passages in strict canon to it. and had it engraved. under the title of 
"Musikalisches Opfer" [Musical Offering], and dedicated it to the inventor.1 



FIGURE:!. Flute Concert in Sanssouci, by Adolph von Menzel (185:!). 
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FIGURE 3. The Royal Theme. 

When Bach sent a copy of his Musical Offering to the King, he included a dedicatory 

letter, which is of interest for its prose style if nothing else- rather submissive and 

flattersome. From a modern perspective it seems comical. Also. it probably gives something 

of the flavor of Bach's apology for his appearance.2 

MOST GRACIOUS KING! 

In deepest humility I dedicate herewith to Your Majesty a musical offering, the noblest part of which 
derives from Your Majesty's own august hand. With awesome pleasure I still remember the very 
special Royal grace when, some time ago, during my visit in Potsdam, Your Majesty's Self deigned to 
play to me a theme for a fugue upon the clavier, and at the same time charged me most gra~iously to 
can")' it out in Your Majesty's most august presence. To obey Your Majesty's command was my most 
humble duty. I noticed very soon, however, that, for lack of necessary preparation, the execution of 
the task did not fare as well as such an excellent theme demanded. I resolved therefore and promptly 
pledged myself to work out this right Royal theme more fully, and then make it known to the world. 
This resolve has now been carried out as well as possible, and it has none other than this 
irreproachable intent, to gl01-:if)·, if only in a small point, the fame of a monarch whose greatness and 
power, as in all the sciences of war and peace, so especially in music, evet")'One must admire and 
revere. I make bold to add this most humble request: may Your Majesty deign to dignify the present 
modest labor with a gracious acceptance, and continue to grant Your Majesty's most august Royal 
grace to 

Leipzig. July 7 
1747 

Your Majesty's 
most humble and obedient servant, 

THE AUTHOR 

Some twenty-seven years later, when Bach had been dead for twenty-four years, a 

Baron named Gottfried van Swieten-to whom, incidentally, Forkel dedicated his biography 

of Bach, and Beethoven dedicated his First Symphony-had a conversation with King 

Frederick, which he reported as follows: 
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He [Frederick I spoke to me. among other things, of music. and of a great organist named Bach. 
who has been for a while in Berlin. This artist [Wilhelm Friedemann Bach] is endowed with a 
talent superior, in depth of hannonic knowledge and power of execution, to any I have heard or 
can imagine, while those who knew his father daim that he, in tum, was even greater. The King 



is of this opinion, and to prove it to me he sang aloud a chromatic fugue subject which he had 
given this old Bach. who on the spot had made of it a fugue in four parts. then in five parts. and 
finally in eight parts. 3 

Of course there is no way of knowing whether it was King Frederick or Baron van 

Swieten who magnified the story into larger-than-life proportions. But it shows how 

powerful Bach's legend had become by that time. To give an idea of how extraordinary a six

part fugue is, in the entire Well-Tempered Clavier by Bach, containing forty-eight Preludes 

and Fugues, only two have as many as five parts, and nowhere is there a six-part fugue! One 

could probably liken the task of improvising a six-part fugue to the playing of si~iy 

simultaneous blindfold games of chess, and winning them all. To improvise an eight-part 

fugue is really beyond human capability. 

In the copy which Bach sent to King Frederick, on the page preceding the first sheet of 

music, was the following inscription: 

FIGURE./. 
("At the King's Command, the Song and the Remainder Resolved with Canonic Art.") Here 

Bach is punning on the word "canonic", since it means not only "with canons" but also "in 

the best possible way". The initials ofthis inscription are 

RICERCA R 

- an Italian word, meaning "to seek". And certainly there is a great deal to seek in the 
Musical Offering. It consists of one three-part fugue, one six-part fugue, ten canons, and a 

trio sonata. Musical scholars have concluded that the three-part fugue must be, in essence, 

identical with the one which Bach improvised for King Frederick. The six-part fugue is one 

of Bach's most complex creations, and its theme is, of course, the Royal Theme. That theme, 

shown in Figure 3, is a very complex one, rhythmically irregular and highly chromatic (that 

is, filled with tones which do not belong to the key it is in). To write a decent fugue of even 

two voices based on it would not be easy for the average musician! 
Both of the fugues are inscribed "Ricercar", rather than "Fuga". This is another 

meaning of the word; "ricercar" was, in fact, the original name for the musical form now 

known as "fugue". By Bach's time. the word "fugue" (or fi.Jga, in Latin and Italian) had 

become standard, but the term "ricercar" had survived, and now designated an erudite kind 

of fugue, perhaps too austerely intellectual for the common ear. A similar usage survives in 

English today: the word "recherche" means, literally, "sought out", but carries the same kind 

of implication, namely of esoteric or highbrow cleverness. 

The trio sonata forms a delightful relief from the austerity of the fugues and canons, 

because it is very melodious and sweet, almost dance-
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able. Nevertheless, it too is based largely on the King's-theme, chromatic and austere as it 

is. It is rather miraculous that Bach could use such a theme to make so pleasing an interlude. 

The ten canons in the Musical Offering are among the most sophisticated canons Bach 

ever wrote. However, curiously enough. Bach himself never wrote them out in full. This 

was deliberate. They were posed as puzzles to King Frederick. It was a familiar musical 

game of the day to give a single theme, together with some more or less trick.·y hints, and to 

let the canon based on that theme be "discovered" by someone else. In order to know how 

this is possible, you must understand a few facts about canons. 

Canons and Fugues 

The idea of a canon is that one single theme is played against itself. This is done by having 

"copies" of the theme played by the various participating voices. But there are many ways 
to do this. The most straightforward of all canons is the round, such as "Three Blind Mice", 

"Ro~"' Row, Row Your Boat", or "Frere Jacques". Here, the theme enters in the first voice 

and, after a fixed time-delay, a "copy" of it enters, in precisely the same key. After the same 
fixed time-delay in the second voice, the third voice enters carrying the theme, and so on. 

Most themes will not harmonize with themselves in this way. In order for a theme to work 
as a canon theme, each of its notes must be able to serve in a dual (or triple_ or quadruple) 

role: it must firstly be part of a melody, and secondly it must be part of a harmonization of 

the same melody. When there are three canonical voices, for instance, each note of the 

theme must act in two distinct harmonic ways, as well as melodically. Thus, each note in a 

canon has more than one musical meaning; the listener's ear and brain automatically figure 

out the appropriate meaning, by referring to conte:\.i. 
There are more complicated sorts of canons, of course. The first escalation in 

complexity comes when the "copies" of the theme are staggered not only in time, but also in 

pitch; thus, the first voice might sing the theme starting on C, and the second voice, 

overlapping with the first voice, might sing the identical theme starting five notes higher, on 

G. A third voice, starting on the D yet five notes higher, might overlap with the first two, 

and so on. The ne:\.i escalation in complexity comes when the speeds of the different voices 
are not equal; thus, the second voice might sing twice as quickly, or twice as slowly, as the 

first voice. The former is called diminution, the latter augmentation (since the theme seems 

to shrink or to expand). 

We are not yet done! The next stage of complexity in canon construction is to invert 
the theme, which means to make a melody which jumps down wherever the original theme 

jumps up, and by exactly the same number of semitones. This is a rather weird melodic 

transformation, but when one has heard many themes inverted, it begins to seem quite 
natural. Bach was especially fond of inversions, and they show up often in his work-and 

the Musical Offrringis no exception. (For a simple example of 
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inversion, try the tune "Good King Wenceslas". When the original and its inversion are sung 

together, starting an octave apart and staggered with a time-delay of two beats, a pleasing 

canon results.) Finally. the most esoteric of "copies" is the retrograde copy-where the 

theme is played backwards in time. A canon which uses this trick is affectionately known as 

a crab canon, because of the peculiarities of crab locomotion. Bach included a crab canon in 
the Musical Offering, needless to say. Notice that every type of "copy" preserves all the 

information in the original theme, in the sense that the theme is folly recoverable from any 

of the copies. Such an information-preserving transformation is often called an 

isomoiphism, and we will have much traffic with isomorphisms in this book. 

Sometimes it is desirable to relax the tightness of the canon form. One way is to allow 

slight departures from perfect copying, for the sake of more fluid harmony. Also, some 
canons have "free" voices-voices which do not employ the canon's theme, but which 

simply harmonize agreeably with the voices that are in canon with each other. 
Each of the canons in the Musical Ofkring has for its theme a different variant of the 

King's Theme, and all the devices described above for making canons intricate are exploited 

to the hilt; in fact, they are occasionally combined. Thus, one three-voice canon is labeled 

"Canon per Augmentationem. contrario Motu": its middle voice is free (in fact_ it sings the 

Royal Theme), while the other t\vo dance canonically above and below it, using the devices 

of augmentation and inversion. Another bears simply the cryptic label "Quaerendo 

invenietis" ("By seeking, you will discover"). All of the canon puzzles have been solved. 

The canonical solutions were given by one of Bach's pupils, Johann Philipp Kirnberger. But 

one might still wonder whether there are more solutions to seek! 

I should also explain briefly what a fugue is. A fugue is like a canon, in that it is 

usually based on one theme which gets played in different voices and different keys. and 

occasionally at different speeds or upside down or bachvards. However, the notion of fugue 

is much less rigid than that of canon, and consequently it allows for more emotional and 

artistic expression. The telltale sign of a fugue is the way it begins: with a single voice 

singing its theme. When it is done, then a second voice enters, either five scale-notes up, or 

four down. Meanwhile the first voice goes on, singing the "countersubject": a secondary 
theme, chosen to provide rhythmic, harmonic, and melodic contrasts to the subject. Each of 

the voices enters in turn. singing the theme. often to the accompaniment of the 

countersubject in some other voice, with the remaining voices doing whatever fanciful 

things entered the composer's mind. When all the voices have "arrived", then there are no 
rules. There are, to be sure, standard kinds of things to do - but not so standard that one 

can merely compose a fugue by formula. The two fugues in the Musical Offering are 

outstanding examples of fugues that could never have been "composed by formula". There 
is something much deeper in them than mere fugality. 

All in all, the Musical Offering represents one of Bach's supreme accomplishments in 

counterpoint. It is itself one large intellectual fugue, in 
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'vhich many ideas and forms have been 'voven together, and in 'vhich playful double 

meanings and subtle allusions are commonplace. And it is a very beautiful creation of the 

human intellect 'vhich '"e can appreciate forever. (The entire 'vork is 'vonderfully described 

in the book J.S. Bach's Musical Ofkring, by H. T. David.) 

An Endlessly Rising Canon 

There is one canon in the Musical Ofkring 'vhich is particularly unusual. Labeled simply 

"Canon per Tonos", it has three voices. The uppermost voice sings a variant of the Royal 

Theme, 'vhile underneath it, nvo voices provide a canonic harmonization based on a second 

theme. The lmver of this pair sings its theme in C minor ('vhich is the key of the canon as a 

'vhole ), and the upper of the pair sings the same theme displaced up,vards in pitch by an 

interval of a fifth. What makes this canon different from any other, hmvever, is that 'vhen it 

concludes---or, rather, seems to conclude-it is no longer in the key ofC minor, but nmv is 

in D minor. Somehow Bach has contrived to modulate (change keys) right under the 

listener's nose. And it is so constructed that this "ending" ties smoothly onto the beginning 

again; thus one can repeat the process and return in the key of E, only to join again to the 

beginning. These successive modulations lead the ear to increasingly remote provinces of 

tonality, so that after several of them, one 'vould expect to be hopelessly far mvay from the 

starting key. And yet magically, after exactly six such modulations, the original key of C 

minor has been restored! All the voices are exactly one octave higher than they 'vere at the 

beginning, and here the piece may be broken off in a musically agreeable '"ay. Such_ one 

imagines, was Bach's intention; but Bach indubitably also relished the implication that this 

process could go on ad infinitum, which is perhaps why he wrote in the margin ''As the 

modulation rises, so may the King's Glory." To emphasize its potentially infinite aspect, I 

like to call this the ''Endlessly Rising Canon" .. 

In this canon. Bach has given us our first example of the notion of Strange Loops. The 

"Strange Loop" phenomenon occurs whenever, by moving upwards (or downwards) through 

the levels of some hierarchical system, we unexpectedly find ourselves right back where we 

started. (Here, the system is that of musical keys.) Sometimes I use the term Taugled 

Hierarchy to describe a system in which a Strange Loop occurs. As we go on, the theme of 

Strange Loops will recur again and again. Sometimes it will be hidden, other times it will be 

out in the open; sometimes it \Vill-be right side up, other times it will be upside down, or 

backwards. "Quaerendo invenietis" is my advice to the reader. 

Escher 

To my mind, the most beautiful and powerful visual realizations of this notion of Strange 

Loops exist in the work of the Dutch graphic artist M. C. Escher, who lived from 1902 to 

1972. Escher was the creator of some of the 
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FIGURE 5 Waterfall, by MC Escher(lithograph, 1961). 

most intellectually stimulating drmvings of all time. Many of them have their origin in 
paradox, illusion, or double-meaning. Mathematicians 'vere among the first admirers of 

Escher's drmvings. and this is understandable because they often are based on mathematical 
principles of symmetry or pattern . . . But there is much more to a typical Escher drmving 
than just symmetry or pattern; there is often an underlying idea, realized in artistic form. 

And in particular, the Strange Loop is one of the most recurrent themes in Escher's 'vork. 

Look, for example, at the lithograph Waterfall (Fig. 5), and compare its six-step endlessly 

falling loop 'vith the six-step endlessly rising loop of the "Canon per Tonos". The similarity 

of vision is 
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FIGURE 6. Ascending and Descending, by M C Escher (lithogmph. 1960). 
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remarkable. Bach and Escher are playing one single theme in t\vo different "keys": music 
and art. 

Escher realized Strange Loops in several different 'vays, and they can be arranged 

according to the tightness of the loop. The lithograph Ascending and Descending (Fig. 6), 

in 'vhich monks trudge forever in loops, is the loosest version, since it involves so many 

steps before the starting point is regained. A tighter loop is contained in Waterfall, 'vhich_ 

as '""e already observed, involves only six discrete steps. You may be thinking that there is 

some ambiguity in the notion of a single "step"-for instance, couldn't Ascending and 

Descending be seen just as easily as having four levels (staircases) as forty-five levels 

(stairs)? It is indeed true that there is an inherent 

FIGURE 7. Hand with Reflecting Globe. Self-portTait by M C. EscheT (JithogTaph. 1935). 
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FIGURE 8. Metamorphosis II, by M C. Escher (woodcut, 19.5 cm. x .JUUcm .. 1939-.JU). 
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haziness in level-counting, not only in Escher pictures, but in hierarchical, many-level 

systems. We 'vill sharpen our understanding of this haziness later on. But let us not get too 

distracted nmv! As \Ve tighten our loop. 've come to the remarkable Drawing Hands (Fig. 

135), in 'vhich each ofhvo hands drmvs the other: a hvo-step Strange Loop. And finally, the 

tightest of all Strange Loops is realized in Print Gallery (Fig. 142): a picture of a picture 

'vhich contains itself. Or is it a picture of a gallery 'vhich contains itself? Or of a tmvn 'vhich 

contains itself? Or a young man 'vho contains himself? (Incidentally, the illusion underlying 
Ascending and Descending and Waterfall \Vas not invented by Escher, but by Roger 

Penrose, a British mathematician, in 1958. Hmvever, the theme of the Strange Loop 'vas 

already present in Escher's 'vork in 1948- the year he drew Drawing Hands. Print Gallery 

dates from 1956.) 

Implicit in the concept of Strange Loops is the concept of infinity, since 'vhat else is a 

loop but a 'vay of representing an endless process in a finite 'vay? And infinity plays a large 

role in many of Escher's drmvings. Copies of one single theme often fit into each other, 

forming visual analogues to the canons of Bach. Several such patterns can be seen in 

Escher's famous print Metamorphosis (Fig. 8). It is a little like the "Endlessly Rising 

Canon": 'vandering further and further from its starting point. it suddenly is back. [n the tiled 

planes of Metamorphosis and other pictures, there are already suggestions of infinity. But 

'vilder visions of infinity appear in other drmvings by Escher. In some of his drmvings, one 

single theme can appear on different levels of reality. For instance, one level in a drmving 
might clearly be recognizable as representing fantasy or imagination; another level 'vould be 

recognizable as reality. These hvo levels might be the only explicitly portrayed levels. But 

the mere presence of these hvo levels invites the vie,ver to look upon himself as part of yet 

another level; and by taking that step. the vie,ver cannot help getting caught up in Escher's 

implied chain of levels, in 'vhich, for any one level, there is ahvays another level above it of 

greater "reality", and like,vise, there is ahvays a level belmv, "more imaginary" than it is. 

This can be mind-boggling in itself. Hmvever, 'vhat happens if the chain of levels is not 

linear, but forms a loop? What is real, then, and 'vhat is fantasy? The genius of Escher 'vas 

that he could not only concoct, but actually portray, dozens of half-real, half-mythical 

'vorlds, 'vorlds filled 'vith Strange Loops, 'vhich he seems to be inviting his vie,vers to enter. 

Godel 

In the examples 've have seen of Strange Loops by Bach and Escher, there is a conflict 

benveen the finite and the infinite, and hence a strong sense of paradox. Intuition senses that 

there is something mathematical involved here. And indeed in our mvn century a 

mathematical counterpart 'vas discovered, 'vith the most enormous repercussions. And, just 

as the Bach and Escher loops appeal to very simple and ancient intuitions-a musical scale, 
a staircase-so this discovery, by K. Godel, of a Strange Loop in 

15 



FIGURE9_ KurtGOdel 

16 



mathematical systems has its origins in simple and ancient intuitions. In its absolutely barest 

form, Godel's discovery involves the translation of an ancient paradox in philosophy into 

mathematical terms. That paradox is the so-called Epimenides paradox. or liar paradox. 

Epimenides 'vas a Cretan 'vho made one immortal statement: "All Cretans are liars." A 
sharper version of the statement is simply ''I am lying"; or, "This statement is false". It is that 

last version \Vhich I 'vill usually mean 'vhen [ speak of the Epimenides paradox. It is a 

statement 'vhich rudely violates the usually assumed dichotomy of statements into true and 

false, because if you tentatively think it is true, then it immediately backfires on you and 

makes you think it is false. But once you've decided it is false, a similar backfiring returns 

you to the idea that it must be true. Try it! 

The Epimenides paradox is a one-step Strange Loop, like Escher's Print Galleiy. But 

hmv does it have to do 'vith mathematics? That is 'vhat Godel discovered. His idea 'vas to 

use mathematical reasoning in exploring mathematical reasoning itself This notion of 

making mathematics "introspective" proved to be enormously pmverful, and perhaps its 
richest implication \Vas the one Godel found: Godel's [ncompleteness Theorem. What the 

Theorem states and how it is proved are nvo different things. We shall discuss both in quite 

some detail in this book. The Theorem can be likened to a pearL and the method of proof to 

an oyster. The pearl is prized for its luster and simplicity; the oyster is a complex living 

beast 'vhose innards give rise to this mysteriously simple gem. 

Godel's Theorem appears as Proposition VI in his 1931 paper "On Formally 

Undecidable Propositions in Principia Mathematica and Related Systems I." It states: 

To every co-consistent recursive class k of fonnulae there correspond recursive class-signs r. 

such that neither vGen rnor Neg ( vGen r) belongs to Fig (k) (where vis the Ji-ee vaiiable of r). 

Actually, it 'vas in German, and perhaps you feel that it might as 'veil be in German any,vay. 

So here is a paraphrase in more normal English: 

All consistent axiomatic formulations of number theorv 
include undecidable propositions. . 

This is the pearl. 
In this pearl it is hard to see a Strange Loop. That is because the Strange Loop is buried 

in the oyster-the proof. The proof of Godel's Incompleteness Theorem hinges upon the 

'vriting of a self-referential mathematical statement, in the same 'vay as the Epimenides 

paradox is a self-referential statement of language. But \Vhereas it is very simple to talk 

about language in language, it is not at all easy to see how a statement about numbers can 

talk about itself In fact, it took genius merely to connect the idea of self-referential 

statements 'vith number theory. Once Godel had the intuition that such a statement could be 

created, he 'vas over the major hurdle. The actual creation of the statement 'vas the 'vorking 

out of this one beautiful spark of intuition. 
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We shall examine the Godel construction quite carefully in Chapters to come, but so 

that you are not left completely in the dark, I 'vill sketch here, in a fe'v strokes. the core of 

the idea. hoping that 'vhat you see 'vill trigger ideas in your mind. First of alL the difficulty 
should be made absolutely clear. Mathematical statements-let us concentrate on number

theoretical ones-are about properties of,vhole numbers. Whole numbers are not statements, 

nor are their properties. A statement of number theory is not about a statement of number 

theory; it just is a statement of number theory. This is the problem; but Godel realized that 

there 'vas more here than meets the eye. 
Godel had the insight that a statement of number theory could be about a statement of 

number theory (possibly even itself), if only numbers could somehmv stand for statements. 

The idea of a code, in other 'vords, is at the heart of his construction. In the Godel Code, 
usually called ''Godel-numbering", numbers are made to stand for symbols and sequences of 

symbols. That 'vay, each statement of number theory, being a sequence of specialized 

symbols, acquires a Godel number, something like a telephone number or a license plate, by 

'vhich it can be referred to. And this coding trick enables statements of number theory to be 

understood on hvo different levels: as statements of number theory, and also as statements 

about statements of number theory. 

Once Godel had invented this coding scheme, he had to 'vork out in detail a 'vay of 

transporting the Epimenides paradox into a number-theoretical formalism. His final 

transplant of Epimenides did not say, "This statement of number theory is false", but rather, 
"This statement of number theory does not have any proof'. A great deal of confusion can be 

caused by this, because people generally understand the notion of "proof' rather vaguely. In 

fact, Godel's 'vork 'vas just part of a long attempt by mathematicians to explicate for 

themselves 'vhat proofs are. The important thing to keep in mind is that proofs are 

demonstrations within fixed systems of propositions. In the case of Godel's 'vork, the fixed 

system of number-theoretical reasoning to 'vhich the 'vord "proof' refers is that of Prmcipia 

Mathematica (P.M), a giant opus by Bertrand Russell and Alfred North Whitehead, 

published behveen 1910 and 1913. Therefore, the Godel sentence G should more properly be 

'vritten in English as: 

This statement of number theory does not have any proof in the system of Principia 

Mathematica. 

Incidentally, this Godel sentence G is not Godel's Theorem- no more than the Epimenides 

sentence is the observation that "The Epimenides sentence is a paradox." We can nmli state 

'vhat the effect of discovering G is. Whereas the Epimenides statement creates a paradox 

since it is neither true nor false. the Godel sentence G is unprovable (inside P.M.) but true. 

The grand conclusion? That the system of Prmcipia Mathematica is ''incomplete"-there are 

true statements of number theory 'vhich its methods of proof are too 'veak to demonstrate. 
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But if Prmcipia Mathematics,vas the first victim of this stroke, it 'vas certainly not the 
last! The phrase "and Related Systems" in the title of Godel's article is a telling one; for if 

Godel's result had merely pointed out a defect in the 'vork of Russell and Whitehead. then 

others could have been inspired to improve upon P.M and to ouhvit Godel's Theorem. Bu1 

this 'vas not possible: Godel's proof pertained to any axiomatic system 'vhich purported to 

achieve the aims \Vhich Whitehead and Russell had set for themselves. And for each 

different system, one basic method did the trick. In short, Godel shmved that provability is a 

'veaker notion than truth, no matter 'vhat axiomatic system is involved. 

Therefore Godel's Theorem had an electrifying effect upon logicians, mathematicians, 

and philosophers interested in the foundations of mathematics. for it shmved that no fixed 

system, no matter hmv complicated, could represent the complexity of the 'vhole numbers: 0, 

1, 2, 3, ... Modern readers may not be as nonplussed by this as readers of 1931 'vere, since in 

the interim our culture has absorbed Godel's Theorem, along 'vith the conceptual revolutions 

of relativity and quantum mechanics, and their philosophically disorienting messages have 

reached the public, even if cushioned by several layers of translation (and usually 

obfuscation). There is a general mood of expectation, these days, of "!imitative" results-but 

back in 1931, this came as a bolt from the blue. 

Mathematical Logic: A Synopsis 

A proper appreciation of Godel's Theorem requires a setting of conte:\.i. Therefore, [ 'vill 

nmv attempt to summarize in a short space the history of mathematical logic prior to 1931-

an impossible task. (See DeLong, Kneebone, or Nagel and Ne,vman, for good presentations 

of history.) It all began 'vith the attempts to mechanize the thought processes of reasoning. 

Nmv our ability to reason has often been claimed to be 'vhat distinguishes us from other 

species; so it seems some,vhat paradoxical, on first thought, to mechanize that 'vhich is mos1 

human. Yet even the ancient Greeks kne'" that reasoning is a patterned process, and is at 

least partially governed by statable laws. Aristotle codified syllogisms, and Euclid codified 

geometry; but thereafter, many centuries had to pass before progress in the study of 

axiomatic reasoning would take place again. 
One of the significant discoveries of nineteenth-century mathematics was that there are 

different, and equally valid, geometries-where by "a geometry" is meant a theory of 

properties of abstrac1 points and lines. It had long been assumed that geometry was what 
Euclid had codified, and that, although there might be small flaws in Euclid's presentation, 

they were unimportant and any real progress in geometry would be achieved by extending 

Euclid. This idea was shattered by the roughly simultaneous discovery of non-Euclidean 

geometry by several people-a discovery that shocked the mathematics community, because 

it deeply challenged the idea that mathematics studies the real world. How could there be 

many differ-
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ent kinds of "points" and "lines" in one single reality? Today, the solution to the dilemma 
may be apparent, even to some nonmathematicians-but at the time, the dilemma created 

havoc in mathematical circles. 

Later in the nineteenth century, the English logicians George Boole and Augustus De 

Morgan \Vent considerably further than Aristotle in codil}-'ing strictly deductive reasoning 
patterns. Boole even called his book "The Laws of lhought''---surely an exaggeration, but it 

\Vas an important contribution. Le\vis Carroll \Vas fascinated by these mechanized reasoning 

methods, and invented many puzzles \Vhich could be solved \Vith them. Gottlob Frege in Jena 

and Giuseppe Peano in Turin \Vorked on combining formal reasoning \Vith the study of sets 

and numbers. David Hilbert in Gottingen \Vorked on stricter formalizations of geometry than 

Euclid's. All of these efforts \Vere directed tmvards claril}-'ing \Vhat one means by "proof'. 

In the meantime, interesting developments \Vere taking place in classical mathematics. 

A theory of different types of infinities, knmvn as the theOIJ' of sets, \Vas developed by Georg 

Cantor in the 1880's. The theory \Vas pmverful and beautiful, but intuition-defying. Before 

long, a variety of set-theoretical paradoxes had been unearthed. The situation \Vas very 

disturbing, because just as mathematics seemed to be recovering from one set of paradoxes

those related to the theory of limits. in the calculus- along came a \Vhole ne\v set. \Vhich 

looked \Vorse! 

The most famous is Russell's paradox. Most sets, it \vould seem, are not members of 

themselves-for example, the set of\valruses is not a \Valrus, the set containing only Joan of 

Arc is not Joan of Arc (a set is not a person)- and so on. ln this respect, most sets are rather 
"run-of-the-mill". Hmvever, some "self-s\vallmving" sets do contain themselves as members, 

such as the set of all sets, or the set of all things except Joan of Arc, and so on. Clearly, every 

set is either run-of-the-mill or self-s\vallmving, and no set can be both. Now nothing prevents 
us from inventing R: the set of all run-of-the-mill self At first, R might seem a rather run-of

the-mill invention-but that opinion must be revised \Vhen you ask yourself, "Is R itself a 
run-of-the-mill set or a self-s\vallmving set?" You \Vill find that the ans\ver is: "R is neither 

run-of-the-mill nor self-s\vallmving, for either choice leads to paradox." Try it! 

But if R is neither run-of-the-mill nor self-s\vallmving, then \Vhat is it? At the very 

least, pathological. But no one \Vas satisfied \Vith evasive ans\vers of that sort. And so people 

began to dig more deeply into the foundations of set theory. The crucial questions seemed to 
be: "What is \VTong with our intuitive concept of'set'? Can we make a rigorous theory of sets 

which corresponds closely with our intuitions, but which skirts the paradoxes?" Here, as in 

number theory and geometry, the problem is in trying to line up intuition with formalized, or 

axiomatized, reasoning systems. 

A startling variant of Russell's paradox, called "Grelling's paradox", can be made using 
adjectives instead of sets. Divide the adjectives in English into two categories: those which 
are self-descriptive, such as "pentasyllabic", "awkwardnessful", and "recherche", and those 

which are not, such 
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as "edible", "incomplete", and "bisyllabic". Nmv if \Ve admit "non-self-descriptive" as an 

adjective, to \Vhich class does it belong? If it seems questionable to include hyphenated 

\Vords, \Ve can use t\vo terms invented specially for this paradox: autological (= "self
descriptive"), and heterological (= "non-self-descriptive"). The question then becomes: "Is 

'heterological' heterological?" Try it! 

There seems to be one common culprit in these paradoxes, namely self-reference, or 

"Strange Loopiness". So if the goal is to ban all paradoxes, \vhy not try banning self

reference and anything that allmvs it to arise? This is not so easy as it might seem, because it 

can be hard to figure out just \Vhere self-reference is occurring. It may be spread out over a 

\Vhole Strange Loop \Vith several steps. as in this "expanded" version of Epimenides. 

reminiscent of Drawing Hauds: 

The following sentence is false. 

The preceding sentence is true. 

Taken together, these sentences have the same effect as the original Epimenides paradox; yet 

separately, they are harmless and even potentially useful sentences. The "blame" for this 

Strange Loop can't be pinned on either sentence-only on the \Vay they "point" at each other. 

In the same \Vay. each local region of Ascending aud Descending is quite legitimate: it is 

only the \Vay they are globally put together that creates an impossibility. Since there are 

indirect as \Veil as direct \vays of achieving self-reference, one must figure out hmv to ban 

both types at once-if one sees self-reference as the root of all evil. 

Banishing Strange Loops 

Russell and Whitehead did subscribe to this vie\v, and accordingly, Principia Mathematica 

\Vas a mammoth exercise in exorcising Strange Loops from logic, set theory, and number 

theory. The idea of their system \Vas basically this. A set of the lmvest "type" could contain 

only "objects" as members- not sets. A set of the ne:\.i type up could only contain objects, 

or sets of the lmvest type. In general_ a set of a given type could only contain sets of lmver 

type. or objects. Every set \Vould belong to a specific type. Clearly. no set could contain 

itself because it \vould have to belong to a type higher than its mvn type. Only "run-of-the
mill" sets exist in such a system; furthermore, old R-the set of all run-of-the-mill sets-no 

longer is considered a set at all, because it does not belong to any finite type. To all 

appearances, then, this theoiy of types, \Vhich \Ve might also call the "theory of the abolition 
of Strange Loops", successfully rids set theory of its paradoxes, but only at the cost of 

introducing an artificial-seeming hierarchy. and of disallmving the formation of certain kinds 

of sets-such as the set of all run-of-the-mill sets. Intuitively, this is not the \Vay \Ve imagine 

sets. 
The theory of types handled Russell's paradox, but it did nothing about the Epimenides 

paradox or Grelling's paradox. For people \Vhose 
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interest \Vent no further than set theory, this \Vas quite adequate-but for people interested in 

the elimination of paradoxes generally, some similar "hierarchization" seemed necessary, to 

forbid looping back inside language. At the bottom of such a hierarchy \vould be an object 

language. Here, reference could be made only to a specific domain-not to aspects of the 

object language itself (such as its grammatical rules, or specific sentences in it). For that 

purpose there \vould be a metalanguage. This experience of nvo linguistic levels is familiar 

to all learners of foreign languages. Then there \vould be a metametalanguage for discussing 

the metalanguage, and so on. It \vould be required that every sentence should belong to some 

precise level of the hierarchy. Therefore, if one could find no level in \Vhich a given 

utterance fit then the utterance \vould be deemed meaningless. and forgotten. 

An analysis can be attempted on the t\vo-step Epimenides loop given above. The first 

sentence, since it speaks of the second, must be on a higher level than the second. But by the 

same token, the second sentence must be on a higher level than the first. Since this is 

impossible, the t\vo sentences are "meaningless". More precisely, such sentences simply 

cannot be formulated at all in a system based on a strict hierarchy of languages. This 

prevents all versions of the Epimenides paradox as \Veil as Grelling's paradox. (To \Vhat 

language level could "heterological" belong?) 

Nmv in set theory, \Vhich deals \Vith abstractions that \Ve don't use all the time, a 

stratification like the theory of types seems acceptable, even if a little strange-but \Vhen it 

comes to language, an all-pervading part of life, such stratification appears absurd. We don't 

think of ourselves as jumping up and dmvn a hierarchy of languages \Vhen \Ve speak about 
various things. A rather matter-of-fact sentence such as, "In this book, [criticize the theory 

of types" \vould be doubly forbidden in the system \Ve are discussing. Firstly, it mentions 

"this book", \Vhich should only be mentionable in a "metabook"-and secondly. it mentions 

me-a person \Vhom I should not be allmved to speak of at all! This example points out hmv 

silly the theory of types seems, \Vhen you import it into a familiar context. The remedy it 

adopts for paradoxes-total banishment of self-reference in any form-is a real case of 

overkill, branding many perfectly good constructions as meaningless. The adjective 

"meaningless", by the \Vay, \vould have to apply to all discussions of the theory of linguistic 

types (such as that of this very paragraph) for they clearly could not occur on any of the 

levels-neither object language. nor metalanguage. nor metametalanguage. etc. So the very 

act of discussing the theory \vould be the most blatant possible-violation of it! 

Nmv one could defend such theories by saying that they \Vere only intended to deal 

\Vith formal languages-not \Vith ordinary, informal language. This may be so, but then it 

shmvs that such theories are extremely academic and have little to say about paradoxes 

except \Vhen they crop up in special tailor-made systems. Besides, the drive to eliminate 
paradoxes at any cost, especially \Vhen it requires the creation of highly artificial formalisms, 
puts too much stress on bland consistency, and too little on the 
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quirk)' and bizarre, \Vhich make life and mathematics interesting. It is of course important to 
try to maintain consistency. but \Vhen this effort forces you into a stupendously ugly theory. 
you knmv something is \Vrong. 

These types of issues in the foundations of mathematics \Vere responsible for the high 

interest in codifying human reasoning methods \Vhich \Vas present in the early part of this 

century. Mathematicians and philosophers had begun to have serious doubts about \Vhether 

even the most concrete of theories, such as the study of \Vhole numbers (number theory), 

\Vere built on solid foundations. [f paradoxes could pop up so easily in set theory-a theory 

\Vhose basic concept, that of a set, is surely very intuitively appealing-then might they not 

also exist in other branches of mathematics? Another related \Vorry \Vas that the paradoxes of 

logic, such as the Epimenides paradox, might turn out to be internal to mathematics, and 

thereby cast in doubt all of mathematics. This \Vas especially \Vorrisome to those-and there 

\Vere a good number-\vho firmly believed that mathematics is simply a branch oflogic (or 

conversely, that logic is simply a branch of mathematics). In fact, this very question-- " Are 

mathematics and logic distinct, or separate?"-\vas the source of much controversy. 

This study of mathematics itself became knmvn as metamathematics---or occasionally. 

metalogic. since mathematics and logic are so interhvined. The most urgent priority of 

metamathematicians \Vas to determine the true nature of mathematical reasoning. What is a 

legal method of procedure, and \Vhat is an illegal one? Since mathematical reasoning had 

ahvays been done in "natural language" (e.g., French or Latin or some language for normal 

communication), there \Vas ahvays a lot of possible ambiguity. Words had different meanings 

to different people, conjured up different images, and so forth. lt seemed reasonable and even 

important to establish a single uniform notation in \Vhich all mathematical \Vork could be 

done, and \Vith the aid of,vhich any hvo mathematicians could resolve disputes over \Vhether 

a suggested proof \Vas valid or not. This \vould require a complete codification of the 

universally acceptable modes of human reasoning, at least as far as they applied to 

mathematics. 

Consistency, Completeness, Hilbert's Program 

This \Vas the goal of Principia Mathematica. \Vhich purported to derive all of mathematics 
from logic, and, to be sure, 'vithout contradictions! I1 'vas 'videly admired, but no one \Vas 
sure if (1) all of mathematics really \vas contained in the methods delineated by Russell and 
Whitehead, or (2) the methods given \Vere even self-consistent. Was it absolutely clear that 
contradictory results could never be derived, by any mathematicians \Vhatsoever, follmving 
the methods of Russell and Whitehead? 

This question particularly bothered the distinguished German mathematician (and 
metamathematician) David Hilbert, \Vho set before the \Vor!d community of mathematicians 
(and metamathematicians) this cha!-
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lenge: to demonstrate rigorously-perhaps follmving the very methods outlined by Russell 

and Whitehead-that the system defined in Principia Mathematica \Vas both consistent 

(contradiction-free), and complete (i.e .. that every true statement of number theory could be 

derived \Vithin the frame\vork drmvn up in PM). This \Vas a tall order, and one could 

criticize it on the grounds that it \Vas some\vhat circular: hmv can you justit\· your methods 

of reasoning on the basis of those same methods of reasoning? It is like lifting yourself up by 

your mvn bootstraps. (We just don't seem to be able to get mvay from these Strange Loops!) 

Hilbert \Vas fully mvare of this dilemma, of course, and therefore expressed the hope 

that a demonstration of consistency or completeness could be found \Vhich depended only 

on "finitistic" modes of reasoning. These \Vere a small set of reasoning methods usually 

accepted by mathematicians. In this \Vay, Hilbert hoped that mathematicians could partially 

lift themselves by their mvn bootstraps: the sum total of mathematical methods might be 

proved sound, by invoking only a smaller set of methods. This goal may sound rather 

esoteric, but it occupied the minds of many of the greatest mathematicians in the \Vorld 

during the first thirty years of this century. 

In the thirty-first year, hmvever, Godel published his paper, \Vhich in some \vays 

utterly demolished Hilbert's program. This paper revealed not only that there \Vere 

irreparable "holes" in the axiomatic system proposed by Russell and Whitehead, but more 

generally, that no axiomatic system \Vhatsoever could produce all number-theoretical truths, 

unless it \Vere an inconsistent system! And finally, the hope of proving the consistency of a 

system such as that presented in P.M. \Vas shmvn to be vain: if such a proof could be found 

using only methods inside PM, then-and this is one of the most mystit\·ing consequences 

ofGodel's \Vork-PM itself,vould be inconsistent! 

The final irony of it all is that the proof of Godel's Incompleteness Theorem involved 

importing the Epimenides paradox right into the heart of Principia Mathematica, a bastion 

supposedly invulnerable to the attacks of Strange Loops! Although Godel's Strange Loop 

did not destroy Principia Mathematica. it made it far less interesting to mathematicians, for 

it shmved that Russell and Whitehead's original aims \Vere illusory. 

Babbage, Computers, Artificial Intelligence ... 
When Godel's paper came out, the \Vorld \Vas on the brink of developing electronic digital 

computers. Now the idea of mechanical calculating engines had been around for a \Vhile. In 

the seventeenth century, Pascal and Leibniz designed machines to perform fixed operations 

(addition and multiplication). These machines had no memory, hmvever, and \Vere not, in 

modern parlance, programmable. 

The first human to conceive of the immense computing potential of machinery \Vas the 

Londoner Charles Babbage (1792-1871). A character \Vho could almost have stepped out of 

the pages of the Piclmick Papers, 
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Babbage \Vas most famous during his lifetime for his vigorous campaign to rid London of 
"street nuisances"-organ grinders above all. These pests. loving to get his goat_ \vould come 

and serenade him at any time of day or night and he Would furiously chase them dmvn the 

street. Today, \Ve recognize in Babbage a man a hundred years ahead of his time: not only 

inventor of the basic principles of modern computers, he \Vas also one of the first to battle 

noise pollution. 

His tirst machine, the "Difference Engine", could generate mathematical tables of 

many kinds by the "method of differences". But before any model of the "D.E." had been 

built, Babbage became obsessed \Vith a much more revolutionary idea: his "Analytical 

Engine". Rather immodestly, he \\'Tote. "The course through which I arrived at it was the 

most entangled and perplexed which probably ever occupied the human mind. "4 Unlike any 
previously designed machine, the A.E. was to possess both a "store" (memory) and a ''mill" 

(calculating and decision-making unit). These units were to be built of thousands of intricate 

geared cylinders interlocked in incredibly complex ways. Babbage had a vision of numbers 

swirling in and out of the mill under control of a program contained in punched cards-an 

idea inspired by the Jacquard loom, a card-controlled loom that wove amazingly complex 

patterns. Babbage's brilliant but ill-fated Countess friend. Lady Ada Lovelace (daughter of 

Lord Byron), poetically commented that "the Analytical Engine weaves algebraic pattems 

just as the Jacquard-loom weaves flowers and leaves." Unfortunately, her use of the present 

tense was misleading, for no A.E. was ever built, and Babbage died a bitterly disappointed 

man. 

Lady Lovelace, no less than Babbage, was profoundly aware that with the invention of 

the Analytical Engine, mankind was flirting with mechanized intelligence-particularly if 

the Engine were capable of "eating its own tail" (the way Babbage described the Strange 

Loop created when a machine reaches in and alters its own stored program). In an l 842 

memoir,5 she wrote that the A.E. "might act upon other things besides number''. While 

Babbage dreamt of creating a chess or tic-tac-toe automaton, she suggested that his Engine, 

with pitches and harmonies coded into its spinning cylinders, "might compose elaborate and 

scientific pieces of music of any degree of complexity or extent." In nearly the same breath, 

however, she cautions that "The Analytical Engine has no pretensions whatever to originate 

anything. It can do whatever we know how to order it to perform." Though she well 

understood the power of artificial computation, Lady Lovelace was skeptical about the 

artificial creation of intelligence. However, could her keen insight allow her to dream of the 

potential that would be opened up with the taming of electricity? 

In our century the time was ripe for computers---computers beyond the wildest dreams 

of Pascal, Leibniz, Babbage, or Lady Lovelace. In the 1930's and l940's, the first "giant 

electronic brains" were designed and built. They catalyzed the convergence of three 
previously disparate areas: the theory of axiomatic reasoning. the study of mechanical 

computation, and the psychology of intelligence. 
These same years saw the theory of computers develop by leaps and 

25 



bounds. This theory \Vas tightly linked to metamathematics. [n fact, Godel's Theorem has a 

counterpart in the theory of computation, discovered by Alan Turing, \Vhich reveals the 

existence of ineluctable "holes" in even the most pmverful computer imaginable. [ronically. 

just as these some\vhat eerie limits \Vere being mapped out, real computers \Vere being built 

\Vhose pmvers seemed to grmv and grmv beyond their makers' pmver of prophecy. Babbage, 

\Vho once declared he \vould gladly give up the rest of his life if he could come back in five 

hundred years and have a three-day guided scientific tour of the ne\v age, \vould probably 

have been thrilled speechless a mere century after his death-both by the new machines, and 

by their unexpected limitations. 

By the early 1950's. mechanized intelligence seemed a mere stone's thrmv mvay: and 

yet, for each barrier crossed, there ahvays cropped up some ne\v barrier to the actual creation 

of a genuine thinking machine. Was there some deep reason for this goal's mysterious 

recession? 

No one knmvs \Vhere the borderline bet\veen non-intelligent behavior and intelligent 

behavior lies; in fact, to suggest that a sharp borderline exists is probably silly. But essential 

abilities for intelligence are certainly: 

to respond to situations very flexibly; 
to take advantage of fortuitous circumstances: 
to make sense out of ambiguous or contradictory messages; 
to recognize the relative importance of different elements of a 

situation; 
to find similarities bet\veen situations despite differences \Vhich 

may separate them; 
to drmv distinctions bet\veen situations despite similarities \Vhich 

may link them; 
to synthesize ne\v concepts by taking old concepts and putting 

them together in ne\v \vays; 
to come up \Vith ideas \Vhich are novel. 

Here one runs up against a seeming paradox. Computers by their very nature are the 

most inflexible, desireless, rule-follmving of beasts. Fast though they may be, they are 

nonetheless the epitome of unconsciousness. Hmv, then, can intelligent behavior be 

programmed? Isn't this the most blatant of contradictions in terms? One of the major theses 

of this book is that it is not a contradiction at all. One of the major purposes of this book is to 

urge each reader to confront the apparent contradiction head on. to savor it_ to turn it over. to 

take it apart, to \Vallmv in it, so that in the end the reader might emerge \Vith ne\v insights 

into the seemingly unbreachable gulf bet\veen the formal and the informal, the animate and 

the inanimate, the flexible and the inflexible. 

This is \Vhat Artificial Intelligence (AI) research is all about. And the strange flavor of 

AI \Vork is that people try to put together long sets of rules in strict formalisms \Vhich tell 
inflexible machines hmv to be flexible. 

What sorts of "rules" could possibly capture all of \Vhat \Ve think of as intelligent 

behavior, hmvever? Certainly there must be rules on all sorts of 
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different levels. There must be many "just plain" rules. There must be "metarules" to modi!}' 

the "just plain" rules; then "metametarules" to modi!}' the metarules, and so on. The 

flexibility of intelligence comes from the enormous number of different rules. and levels of 

rules. The reason that so many rules on so many different levels must exist is that in life, a 

creature is faced \Vith millions of situations of completely different types. In some situations, 

there are stereotyped responses \Vhich require "just plain" rules. Some situations are mixtures 

of stereotyped situations - thus they require rules for deciding \Vhich of the "just plain" rules 

to apply. Some situations cannot be classified-thus there must exist rules for inventing ne\v 

rules . .. and on and on. Without doubt. Strange Loops involving rules that change 

themselves. directly or indirectly. are at the core of intelligence. Sometimes the complexity 

of our minds seems so ovenvhelming that one feels that there can be no solution to the 

problem of understanding intelligence-that it is \Vrong to think that rules of any sort govern 

a creature's behavior, even if one takes "rule" in the multilevel sense described above . 

... and Bach 

In the year 1754, four years after the death of J. S. Bach, the Leipzig theologian Johann 

Michael Schmidt '"rnte, in a treatise on music and the soul, the following noteworthy 

passage: 

Not many yearn ago it was reported from France that a man had made a statue that could play 
various pieces on the Fleuttraversiere, placed the flute to its lips and took it down again, rolled its 
eyes, etc. But no one has yet invented an image that thinks. or wills. or composes, or even does 
anything at all similar. Let anyone who wishes to be convinced look carefully at the last fugal 
work of the above-praised Bach, which has appeared in copper engraving, but which was left 
unfinished because his blindness intervened, and let him observe the art that is contained therein; 
or what must strike him as even more wonderful, the Chorale which he dictated in his blindness to 
the pen of another: Wenn nir in hochsten Nothen seyn. I am sure that he will soon need his soul if 
he wishes to observe all the beauties contained therein, let alone wishes to play it to himself or to 
form a judgment of the author. Everything that the champions of Materialism put forward must fall 
to the ground in view of this single example. 6 

Quite likely, the foremost of the "champions of Materialism" here alluded to was none 

other than Julien Offroy de la Mettrie-philosopher at the court of Frederick the Great, 

author of L'homme machine ("Man, the Machine"), and Materialist Par Excellence. It is now 

more than 200 years later, and the battle is still raging between those who agree with Johann 

Michael Schmidt, and those who agree with Julien Offroy de la Mettrie, I hope in this book 

to give some perspective on the battle. 

"Godel, Escher, Bach" 

The book is structured in an unusual way: as a counterpoint between Dialogues and 

Chapters. The purpose of this structure is to allow me to 
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present ne\v concepts hvice: almost every ne\v concept is first presented metaphorically in a 

Dialogue, yielding a set of concrete, visual images; then these serve, during the reading of the 

follmving Chapter. as an intuitive background for a more serious and abstract presentation of 

the same concept. In many of the Dialogues I appear to be talking about one idea on the 

surface, but in reality I am talking about some other idea, in a thinly disguised \Vay. 

Originally, the only characters in my Dialogues \Vere Achilles and the Tortoise, \Vho 

came to me from Zeno ofElea, by \Vay ofLe\vis Carroll. Zeno ofElea, inventor of paradoxes, 

lived in the fifth century B.C. One of his paradoxes \Vas an allegory, \Vith Achilles and the 

Tortoise as protagonists. Zeno's invention of the happy pair is told in my first Dialogue, 

Three-Part Invention. In 1895. Le\vis Carroll reincarnated Achilles and the Tortoise for the 

purpose of illustrating his mvn ne\v paradox of infinity. Carroll's paradox, \Vhich deserves to 

be far better knmvn than it is, plays a significant role in this book. Originally titled ''What the 

Tortoise Said to Achilles", it is reprinted here as Two-Part Invention. 

When I began \Vriting Dialogues, somehow I connected them up \Vith musical forms. I 

don't remember the moment it happened; I just remember one day \Vriting "Fugue" above an 

early Dialogue, and from then on the idea stuck. Eventually I decided to pattern each 

Dialogue in one \Vay or another on a different piece by Bach. This \Vas not so inappropriate. 

Old Bach himself used to remind his pupils that the separate parts in their compositions 

should behave like "persons \Vho conversed together as if in a select company". I have taken 

that suggestion perhaps rather more literally than Bach intended it; nevertheless I hope the 

result is faithful to the meaning. I have been particularly inspired by aspects of Bach's 

compositions \Vhich have struck me over and over, and \Vhich are so \Veil described by David 

and Mendel in The Bach Reader: 
His form in general was based on relations between separate sections. These relations ranged from 
complete identity of passages on the one hand to the return of a single principle of elaboration or a 
mere thematic allusion on the other. The resulting patterns were often symmetricaL but by no means 
necessarily so. Sometimes the relations between the various sections make up a maze of interwoven 
threads that only detailed analysis can unravel. Usually, however, a few dominant features afford 
proper orientation at first sight or hearing, and while in the course of study one may discover unending 
subtleties, one is never at a loss to grasp the unity that holds together every single creation by Bach. 6 

I have sought to \veave an Eternal Golden Braid out of these three strands: Godel, 

Escher, Bach. I began, intending to \Vrite an essay at the core of \Vhich \vould be Godel's 

Theorem. I imagined it \vould be a mere pamphlet. But my ideas expanded like a sphere, and 

soon touched Bach and Escher. It took some time for me to think of making this connection 

explicit, instead of just letting it be a private motivating force. But finally I realized that to 

me, Godel and Escher and Bach \Vere only shadmvs cast in different directions by some 

central solid essence. I tried to reconstruct the central object. and came up \Vith this book. 
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Three-Part Invention 

Achilles (a Greek warrior, the fleetest of foot of all mo1tals) and a ToJtoise are standing together 

on a dusty nmway in the hot sun. Far doirn the nmway, on a tall flagpole, there hangs a large 

rectangular flag. The flag is solid red. except where a thin ring-shaped hole has been cut out of it. 

through which one can see the sly. 

Achilles: What is that strange flag dmvn at the other end of the track? It reminds me 

somehmv of a print by my favorite artist, M. C. Escher. 

Tortoise: That is Zeno's flag. 
Achilles: Could it be that the hole in it resembles the holes in a Mobius strip Escher once 

dre\v? Something is \Vrong about that flag, I can tell. 
Tortoise: The ring \Vhich has been cut from it has the shape of the numeral for zero, \Vhich is 

Zeno's favorite number. 

Achilles: But zero hasn't been invented yet! It \Vill only be invented by a Hindu 

mathematician some millennia hence. And thus, Mr. T, my argument proves that such a 

flag is impossible. 

Tortoise: Your argument is persuasive, Achilles, and [ must agree that such a flag is indeed 

impossible. But it is beautiful any\vay, is it not. 

Achilles: Oh, yes, there is no doubt of its beauty. 
Tortoise: I \vonder if its beauty is related to its impossibility. I don't knmv; 

['ve never had the time to analyze Beauty. It's a Capitalized Essence; 

and I never seem to have the time for Capitalized Essences. 
Achilles: Speaking of Capitalized Essences, Mr. T, have you ever \Vondered about the 

Purpose of Life? 

Tortoise: Oh, heavens, no. 
Achilles: Haven't you ever \Vondered \vhy \Ve are here, or \Vho invented 

us? 
Tortoise: Oh, that is quite another matter. We are inventions of Zeno (as you \Vill shortly 

see); and the reason \Ve are here is to have a footrace. 

Achilles: A footrace? Hmv outrageous! Me, the fleetest of foot of all mortals, versus you, the 

ploddingest of all plodders! There can be no point to such a race. 

Tortoise: You might give me a head start. 
Achilles: It \vould have to be a huge one. 
Tortoise: I don't object. 
Achilles: But I \Vill catch you, sooner or later-most likely sooner. 
Tortoise: Not if things go according to Zeno's paradox, you \Von't. Zeno is hoping to use our 

footrace to shmv that motion is impossible, you see. It is only in the mind that motion 

seems possible, according to Zeno. In truth. Motion Is Inherently Impossible. He proves 

it quite elegantly. 
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FIGURE 10. Mo bi us Strip I, by M. C Escher (wood-engraving printed from tour blocks, 
1961). 

Achilles: Oh, yes, it comes back to me nmv: the famous Zen koan about Zen Master Zeno. 

As you say, it is very simple indeed. 

Tortoise: Zen koan? Zen Master? What do you mean? 
Achilles: It goes like this: T\vo monks \Vere arguing about a flag. One said, "The flag is 

moving." The other said, "The \Vind is moving." The sixth patriarch, Zeno, happened to 

be passing by. He told them. "Not the \Vind. not the flag; mind is moving." 

Tortoise: I am afraid you are a little befuddled, Achilles. Zeno is no Zen master; far from it 

He is, in fact, a Greek philosopher from the tmvn ofElea (\vhich lies hall\vay benveen 
points A and B). Centuries hence, he \Vill be celebrated for his paradoxes of motion. In 

one of those paradoxes, this very footrace bet\veen you and me \Vill play a central role. 

Achilles: I'm all confused. I remember vividly hmv I used to repeat over and over the names 
of the six patriarchs of Zen, and I ahvays said, "The sixth patriarch is Zeno, the si:\.ih 

patriarch is Zeno ... " (Suddenly a soft warm breeze picks up) Oh. look. Mr. 

Tortoise-look at the flag \Vaving! Hmv I love to \Vatch the ripples shimmer through 

its soft fabric. And the ring cut out of it is \Vaving, too! 
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Tortoise: Don't be silly. The Hag 1s impossible, hence it can't be \Vaving. The \Vind 1s 
\Vavmg. 

(At this moment, Zeno happens by) 

Zeno: Hallo! Hulloo! What's up? What's ne\v? 

Achilles: The flag is moving. 
Tortoise: The \Vind is moving. 
Zeno: 0 Friends, Friends! Cease your argumentation! Arrest your vitriolics! Abandon your 

discord! For I shall resolve the issue for you forth,vith. Ho! And on such a fine day! 
Achilles: This fellmv must be playing the fool. 
Tortoise: No, \vait, Achilles. Let us hear \Vhat he has to say. Oh, Unknmvn Sir, do impart to 

us your thoughts on this matter. 

Zeno: Most \Villingly. Not the \Vind, not the flag-neither one is moving, nor is anything 

moving at all. For I have discovered a great Theorem. \Vhich states: "Motion Is 

Inherently Impossible." And from this Theorem follmvs an even greater Theorem

Zeno's Theorem: 

"Motion Unexists." 
Achilles: "Zeno's Theorem"? Are you, sir, by any chance, the philosopher Zeno ofElea? 

Zeno: I am indeed, Achilles. 
Achilles (scratching his head in pualement): Nmv hmv did he knmv my name? 
Zeno: Could I possibly persuade you nvo to hear me out as to 'vhy tills is the case? I've 

come all the \Vay to Elea from point A this afternoon, just trying to find someone \Vho'll 

pay some attention to my closely honed argument. But they're all hurrying hither and 

thither, and they don't have time. You've no idea hmv disheartening it is to meet \Vith 

refusal after refusal. Oh, but I'm sorry to burden you \Vith my troubles. I'd just like to 

ask one thing: Would the nvo of you humor a silly old philosopher for a fe\v 

moments---only a fe'"- I promise you-in his eccentric theories? 

Achilles: Oh, by all means! Please do illuminate us! I know I speak for both of us, since my 

companion, Mr. Tortoise, was only moments ago speaking of you with great 

veneration-and he mentioned especially your paradoxes. 

Zeno: Thank you. You see, my Master, the fifth patriarch, taught me that reality is one, 

immutable, and unchanging; all plurality, change, and motion are mere illusions of the 

senses. Some have mocked his views; but I \Vill show the absurdity of their mockery. 

My argument is quite simple. I will illustrate it with two characters of my own 

Invention: Achilles (a Greek warrior, the fleetest of foot of all mortals), and a Tortoise. 

In my tale, they are persuaded by a passerby to run a footrace down a runway towards a 

distant flag \Vaving in the breeze. Let us assume that, since the Tortoise is a much 

slower runner, he gets a head start of~ say, ten rods. Now the race begins. In a few 

bounds, Achilles has reached the spot where the Tortoise started. 
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Achilles: Hah! 
Zeno: And nmv the Tortoise is but a single rod ahead of Achilles. Within only a moment, 

Achilles has attained that spot. 

Achilles: Ho ho! 
Zeno: Yet, in that short moment, the Tortoise has managed to advance a slight amount. In a 

Hash, Achilles covers that distance, too. 

Achilles: Hee hee hee! 
Zeno: But in that very short Hash, the Tortoise has managed to inch ahead by ever so little, 

and so Achilles is still behind. Nmv you see that in order for Achilles to catch the 

Tortoise, this game of "try-to-catch-me" \Vill have to be played an INFINITE number 

of times-and therefore Achilles can NEVER catch up \Vith the Tortoise! 

Tortoise: Heh heh heh heh! 
Achilles: Hmm ... hmm ... hmm ... hmm ... hmm ... That argument sounds \Vrong to me. And 

yet, I can't quite make out \Vhat's \Vrong \Vith it. 

Zeno: Isn't it a teaser? It's my favorite paradox. 
Tortoise: Excuse me, Zeno, but I believe your tale illustrates the \Vrong principle, does it 

not? You have just told us \Vhat \Vill come to be knmvn, centuries hence, as Zeno's 
"Achilles paradox", \Vhich shmvs (ahem!) that Achilles \Vill never catch the Tortoise; 

but the proof that Motion [s Inherently Impossible (and thence that Motion Unexists) 

is your "dichotomy paradox". isn't that so? 

Zeno: Oh, shame on me. Of course, you're right. That's the one about hmv, in getting from A 

to B, one has to go hall\vay first-and of that stretch one also has to go hall\vay, and 

so on and so forth. But you see, both those paradoxes really have the same flavor. 

Frankly, I've only had one Greatldea-- ljust exploit it in different \vays. 

Achilles: I s\vear, these arguments contain a fla\'1. I don't quite see where, but they cannot be 

correct. 

Zeno: You doubt the validity of my paradox? Why not just try it out? You see that red flag 

down there, at the far end of the runway? 

Achilles: The impossible one, based on an Escher print? 
Zeno: Exactly. What do you say to you and Mr. Tortoise racing for it, allowing Mr. Ta fair 

head start of, well, I don't know

Tortoise: How about ten rods? 
Zeno: Very good-ten rods. 
Achilles: Any time. 
Zeno: Excellent! How exciting! An empirical test of my rigorously proven Theorem! Mr. 

Tortoise, will you position yourself ten rods upwind? 

(The Tortoise moves ten rods closer to the flag.) 

Are you both ready? 

Tortoise and Achilles: Ready! 

Zeno: On your mark! Get set! Go! 
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CHAPTER 

The MU-puzzle 

Formal Systems 
ONE OF THE most central notions in this book is that of a formal system. The type of formal 

system I use \Vas invented by the American logician Emil Post in the 1920's, and is often 

called a "Post production system". This Chapter introduces you to a formal system and 

moreover, it is my hope that you \Vill \Vant to explore this formal system at least a little; so to 

provoke your curiosity, I have posed a little puzzle. 

"Can you produce MU?" is the puzzle. To begin \Vith. you \Vill be supplied \Vith a 

string(,vhich means a string ofletters). *Not to keep you in suspense, that string \Vill be ML 

Then you \Vill be told some rules, \Vith \Vhich you can change one string into another. If one 

of those rules is applicable at some point, and you \Vant to use it, you may, but-there is 

nothing that \Vill dictate \Vhich rule you should use, in case there are several applicable rules. 

That is lef1 up to you-and of course, that is \Vhere playing the game of any formal system 

can become something of an art. The major point, \Vhich almost doesn't need stating, is that 

you must not do anything \Vhich is outside the rules. We might call this restriction the 

"Requirement of Formality". In the present Chapter, it probably 'von't need to be stressed at 

all. Strange though it may sound, though, I predict that \Vhen you play around \Vith some of 

the formal systems of Chapters to come, you \Vill find yourself violating the Requirement of 

Formality over and over again, unless you have \Vorked \Vith formal systems before. 

The first thing to say about our formal system-the MIU-system-is that it utilizes 

only three letters of the alphabet: M. I. U. That means that the only strings of the MIU
system are strings \Vhich are composed of those three letters. Belmv are some strings of the 

MIU-system: 

MU 

UIM 

MUUMUU 

UllUMIUUIMUllUMIUUIMUllU 

* In this book, we shall employ the following conventions when we refer to strings. When the string 
is in the same typeface as the text, then it will be enclosed in single or double quotes. Punctuation which 
belongs to the sentence and not to the string under discussion will go outside of the quotes, as logic 
dictates. For example, the first letter of this sentence is 'F', while the first letter of 'this sentence'-is 't'. 
When the string is in Quadrata Roman, however, quotes will usually be left off. unless clarity 
demands them. For example, the first letter of Quadrata is Q. 
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But although all of these are legitimate strings, they are not strings \Vhich are "in your 

possession". In fact, the only string in your possession so far is MI. Only by using the rules, 

about to be introduced, can you enlarge your private collection. Here is the first rule: 

RULE I: If you possess a string \Vhose last letter is I, you can add on a U at the end. 

By the \Vay, if up to this point you had not guessed it, a fact about the meaning of "string" is 

that the letters are in a fixed order. For example. Ml and IM are nvo different strings. A string 

of symbols is not just a "bag" of symbols, in w"hich the order doesn't make any difference. 

Here is the second rule: 

RULE II: Suppose you have Mx. Then you may add Mxxto your collection. 

What I mean by this is shmvn belmv, in a fe\v examples. 

From MIU, you may get MIUIU. 

From MUM, you may get MUMUM. 

From MU, you may get MUU. 

So the letter x' in the rule simply stands for any string; but once you have decided \Vhich 
string it stands for, you have to stick \Vith your choice (until you use the rule again, at \Vhich 

point you may make a ne\v choice). Notice the third example above. [1 shmvs hmv, once you 

possess MU, you can add another string to your collection; but you have to get MU first! I 

\Vant to add one last comment about the letter x'.· it is not part of the formal system in the 

same \Vay as the three letters 'M', 'I', and 'U' are. It is useful for us, though, to have some \Vay 

to talk in general about strings of the system, symbolically-and that is the function of the 

x'.· to stand for an arbitrary string. If you ever add a string containing an 'x' to your 
"collection", you have done something \Vrong, because strings of the MIU-system never 

contain "x" 's! 

Here is the third rule: 

RULE III: If Ill occurs in one of the strings in your collection, you may make a ne\V string 

\Vith U in place of Ill. 

Examples: 

From UMlllMU, you could make UMUMU. 

From Miiii, you could make MIU (also MUI). 
From llMll, you can't get any,vhere using this rule. 
(The three l's have to be consecutive.) 
From Miii, make MU. 

Don't, under any circumstances, think you can run this rule bachvards, as in the follmving 
example: 
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From MU, make Miii. <= This is wrong. 

Rules are one-\vay. 
Here is the final rule: 

RULE IV: If UU occurs inside one of your strings, you can drop it. 

From UUU, get U. 
From MUUUlll, get MUlll. 

There you have it. Now you may begin trying to make MU. Don't \Vorry if you don't get it. 

Just try it out a bit-the main thing is for you to get the flavor of this MU-puzzle. Have fun. 

Theorems, Axioms, Rules 

The ans\ver to the MU-puzzle appears later in the book. For nmv. \Vhat is important is not 

finding the ans\ver. but looking for it. You probably have made some attempts to produce 

MU. In so doing, you have built up your m\'11 private collection of strings. Such strings, 

producible by the rules, are called theorems. The term "theorem" has, of course, a common 

usage in mathematics which is quite different from this one. It means some statement in 

ordinary language which has been proven to be true by a rigorous argument, such as Zeno's 
Theorem about the "unexistence" of motion, or Euclid's Theorem about the infinitude of 

primes. But in formal systems. theorems need not be thought of as statements-they are 

merely strings of symbols. And instead of being proven, theorems are merely produced, as if 

by machine, according to certain typographical rules. To emphasize this important 

distinction in meanings for the word "theorem", I will adopt the following convention in this 

book: when "theorem" is capitalized, its meaning will be the everyday one-a Theorem is a 

statement in ordinary language which somebody once proved to be true by some sort of 

logical argument. When uncapitalized, "theorem" will have its technical meaning: 

a string producible in some formal system. In these terms. the MU-puzzle asks whether MU 
is a theorem of the MIU-system. 

I gave you a theorem for free at the beginning, namely Ml. Such a "free" theorem is 

called an axiom-the technical meaning again being quite different from the usual meaning. 

A formal system may have zero, one, several, or even infinitely many axioms. Examples of 

all these types will appear in the book: 

Every formal system has symbol-shunting rules, such as the four rules of the MIU
system. These rules are called either rules of production or rules ofinfrrence. I will use both 

terms. 

The last term which I wish to introduce at this point is derivation. Shown below is a 

derivation of the theorem MUllU: 
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(1) Ml 
(2) Mii 

ax10m 
from (1) by rule II 



(3) Miiii 
(4) MllllU 
(5) MUIU 
(6) MUIUUIU 
(7) MUllU 

from (2) by rule II 
from (3) by rule I 
from (4) by rule III 

from ( 5) by rule II 
from (6) by rule IV 

A derivation of a theorem is an explicit, line-by-line demonstration of hmv to produce that 

theorem according to the rules of the formal system. The concept of derivation is modeled on 

that of proof. but a derivation is an austere cousin of a proof. It \Vould sound strange to say 

that you had proven MUllU, but it does not sound so strange to say you have denvedMUllU. 

Inside and Outside the System 

Most people go about the MU-puzzle by deriving a number of theorems, quite at random, 

just to see \Vhat kind of thing turns up. Pretty soon, they begin to notice some properties of 

the theorems they have made; that is \Vhere human intelligence enters the picture. For 

instance, it \Vas probably not obvious to you that all theorems \vould begin \Vith M, until you 

had tried a fe\v. Then, the pattern emerged, and not only could you see the pattern, but you 

could understand it by looking at the rules, \Vhich have the property that they make each ne\v 

theorem inherit its first letter from an earlier theorem; ultimately, then. all theorems' first 
letters can be traced back to the first letter of the sole axiom Ml-and that is a proof that 

theorems of the MIU-system must all begin \Vith M. 

There is something very significant about \Vhat has happened here. It shmvs one 

difference benveen people and machines. It \vould certainly be possible-in fact it \vould be 

very easy-to program a computer to generate theorem after theorem of the MIU-system; 

and \Ve could include in the program a command to stop only upon generating U. You nmv 

knmv that a computer so programmed \\'ould never stop. And this does not amaze you. But 

what if you asked a friend to try to generate U? It would not surprise you it he came back 

after a while, complaining that he can't get rid of the initial M, and therefore it is a wild goose 

chase. Even if a person is not very bright, he still cannot help making some observations 

about what he is doing, and these observations give him good insight into the task-insight 
which the computer program, as we have described it, lacks. 

Now let me be very explicit about what [ meant by saying this shows a difference 

benveen people and machines. I mean1 that it is possible to program a machine to do a 

routine task in such a way that the machine will never notice even the most obvious facts 

about what it is doing; but it is inherent in human consciousness to notice some facts about 

the things one is doing. But you knew this all along. [f you punch "l" into an adding 

machine, and then add L to it, and then add 1 again, and again, and again, and continue doing 

so for hours and hours, the machine will never learn to anticipate you, and do it itself, 

although any person would pick up the 
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repetitive behavior very quickly. Or, to take a silly example, a car \Vill never pick up the 

idea, no matter how much or how \Veil it is driven, that it is supposed to avoid other cars and 

obstacles on the road; and it \Vill never learn even the most frequently traveled routes of its 
mvner. 

The difference, then, is that it is possible for a machine to act unobservant; it is 

impossible for a human to act unobservant. Notice I am not saying that all machines are 

necessarily incapable of making sophisticated observations; just that some machines are. 

Nor am I saying that all people are ahvays making sophisticated observations; people, in 

fact, are often very unobservant. But machines can be made to be totally unobservant; and 

people cannot. And in fact most machines made so far are pretty close to being totally 

unobservant. Probably for this reason, the property of being unobservant seems to be the 

characteristic feature of machines, to most people. For example, if somebody says that some 

task is "mechanical", it does not mean that people are incapable of doing the task; it implies, 

though, that only a machine could do it over and over \Vithout ever complaining, or feeling 

bored. 

Jumping out of the System 
It is an inherent property of intelligence that it can jump out of the task \Vhich it is 

performing, and survey \Vhat it has done; i1 is ahvays looking for, and often finding, 

patterns. Nmv I said that an intelligence can jump out of its task, but that does not mean that 

it ahvays \Viii. Hmvever, a little prompting \Vill often suffice. For example, a human being 

\Vho is reading a book may grmv sleepy. Instead of continuing to read until the book is 

finished, he is just as likely to put the book aside and turn off the light. He has stepped "out 

of the system" and yet it seems the most natural thing in the \Vorld to us. Or, suppose person 
A is \Vatching television \Vhen person B comes in the room, and shmvs evident displeasure 

\Vith the situation. Person A may think he understands the problem, and try to remedy it by 

exiting the present system (that television program), and flipping the channel knob, looking 

for a better shmv. Person B may have a more radical concept of \Vhat it is to "exit the 

system"- -namely to turn the television off! Of course, there are cases \Vhere only a rare 

individual \Vill have the vision to perceive a system \Vhich governs many peoples' lives, a 

system \Vhich had never before even been recognized as a system; then such people often 

devote their lives to convincing other people that the system really is there, and that it ought 

to be exited from! 

Hmv \Veil have computers been taught to jump out of the system? I \Vill cite one 

example \Vhich surprised some observers. In a computer chess tournament not long ago in 
Canada, one program---the \Veakest of all the competing ones---had the unusual feature of 

quitting long before the game \Vas over. It \Vas not a very good chess player, but it at least 

had the redeeming quality of being able to spot a hopeless position, and to resign then and 

there, instead of\vaiting for the other program to go through the 
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boring ritual of checkmating. Although it lost every game it played, it did it in style. A lot of 

local chess experts \Vere impressed. Thus, if you define "the system" as "making moves in a 

chess game"_ it is clear that this program had a sophisticated. preprogrammed ability to exit 
from the system. On the other hand, if you think of "the system" as being '\vhatever the 

computer had been programmed to do", then there is no doubt that the computer had no 

ability \Vhatsoever to exit from that system. 

It is very important \Vhen studying formal systems to distinguish \Vorking nithin the 

system from making statements or observations about the system. I assume that you began 

the MU-puzzle, as do most people, by \Vorking \Vithin the system; and that you then 

gradually started getting an.'i:ious. and this an.'i:iety finally built up to the point \Vhere \Vithout 

any need for further consideration, you exited from the system, trying to fake stock of \Vhat 

you had produced, and \Vondering \vhy it \Vas that you had not succeeded in producing MU. 

Perhaps you found a reason \vhy you could not produce MU; that is thinking about the 

system. Perhaps you produced MIU some\vhere along the \Vay; that is \Vorking \Vithin the 

system. Nmv I do not \Vant to make it sound as ifthe t\vo modes are entirely incompatible; I 

am sure that every human being is capable to some extent of \Vorking inside a system and 

simultaneously thinking about \Vhat he is doing. Actually. in human affairs. it is often next to 

impossible to break things neatly up into "inside the system" and "outside the system"; life is 

composed of so many interlocking and intenvoven and often inconsistent "systems" that it 

may seem simplistic to think of things in those terms. But it is often important to formulate 

simple ideas very clearly so that one can use them as models in thinking about more complex 
ideas. And that is \vhy I am shmving you formal systems; and it is about time \Ve \Vent back 

to discussing the MIU-system. 

M-Mode, I-Mode, U-Mode 

The MU-puzzle \Vas stated in such a \Vay that it encouraged some amount of exploration 

\Vithin the MIU-system-deriving theorems. But it \Vas also stated in a \Vay so as not to 

imply that staying inside the system \vould necessarily yield fruit. Therefore it encouraged 

some oscillation bet\veen the t\vo modes of \vork. One \Vay to separate these t\vo modes 

\vould be to have t\vo sheets of paper; on one sheet, you \Vork "in your capacity as a 
machine", thus filling it \Vith nothing but M's, l's, and U's; on the second sheet, you \Vork "in 

your capacity as a thinking being"_ and are allmved to do \Vhatever your intelligence 

suggests-\vhich might involve using English, sketching ideas, \Vorking bachvards, using 

shorthand (such as the letter x,'.), compressing several steps into one, modil\·ing the rules of 

the system to see \Vhat that gives, or \Vhatever else you might dream up. One thing you might 

do is notice that the numbers 3 and 2 play an important role, since l's are gotten rid of in 
three's, and U's in t\vo's-and doubling oflength (except for the M) is allmved by rule II. So 

the second sheet might 
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also have some figuring on it. We \Vill occasionally refer back to these nvo modes of dealing 
\Vith a formal system, and \Ve \Vill call them the Mechanical mode (M-mode) and the 

Intelligent mode (I-mode). To round out our modes. \Vith one for each letter of the MIU

system, I \Vill also mention a final mode-the Un-mode (U-mode), \Vhich is the Zen \Vay of 

approaching things. More about this in a fe\v Chapters. 

Decision Procedures 

An observation about this puzzle is that it involves rules of t\vo opposing tendencies-the 

lengthening rules and the shortening rules. T\vo rules (I and II) allmv you to increase the size 

of strings (but only in very rigid, prescribed \vays, of course); and nvo others allmv you to 

shrink strings some\vhat (again in very rigid \vays). There seems to be an endless variety to 

the order in \Vhich these different types of rules might be applied, and this gives hope that 

one \Vay or another, MU could be produced. It might involve lengthening the string to some 

gigantic size. and then e~iracting piece after piece until only nvo symbols are left or. \Vorse 

yet. it might involve successive stages of lengthening and then shortening and then 

lengthening and then shortening, and so on. But there is no guarantee of it As a matter of 

fact, \Ve already observed that U cannot be produced at all, and it \Vill make no difference if 

you lengthen and shorten till kingdom come. 

Still, the case of U and the case of MU seem quite different It is by a very superficial 

feature of U that \Ve recognize the impossibility of producing it: it doesn't begin \Vith an M 
(\vhereas all theorems must). It is very convenient to have such a simple \Vay to detect 

nontheorems. Hmvever, \Vho says that that test \Vill detect all nontheorems? There may be 

lots of strings \Vhich begin \Vi th M but are not producible. Maybe MU is one of them. That 
\vould mean that the "first-letter test" is of limited usefulness, able only to detect a portion of 

the nontheorems, but missing others. But there remains the possibility of some more 

elaborate test \Vhich discriminates perfectly benveen those strings \Vhich can be produced by 
the rules, and those \Vhich cannot Here \Ve have to face the question, "What do \Ve mean by 

a test?" It may not be obvious \vhy that question makes sense. or is important in this 
conte~i. But I \Vill give an example of a "test" \Vhich somehmv seems to violate the spirit of 

the \vord. 
Imagine a genie \Vho has all the time in the \Vorld, and \Vho enjoys using it to produce 

theorems of the MIU-system, in a rather methodical \Vay. Here, for instance, is a possible 

\Vay the genie might go about it: 
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Step 1: Apply every applicable rule to the axiom Ml. This yields 
t\vo ne\vtheorems: MIU, Mii. 

Step 2: Apply every applicable rule to the theorems produced in 
step 1. This yields three ne\vtheorems: MllU, MIUIU, Miiii. 



Step 3: Apply every applicable rule to the theorems produced in step 2. This yields five new 

theorems: MllllU, MllUllU, MIUIUIUIU. Mllllllll, MUI. 

This method produces every single theorem sooner or later, because the rules are applied in 

every conceivable order. (See Fig. 11.) All of the lengthening-shortening alternations \Vhich \Ve 

mentioned above eventually get carried out. Hmvever, it is not clear hmv long to \Vait for a 

given string 

0. Ml 

I. 
~~ 

¢" ~~ 
~5'" ¢"" ~'~ 

2. 

:1. MIUIUIUIU MllUllU MllllU Mllllllll MUI MIU 

I I //\ ~II\~ \\ \ 

MU 

FIGURE 11. A systematically constrncted "tree" of all the theorems of the MIU-system. The Nth level 
doirn contains those theorems whose derivations contain exactly N steps. The encnrled numbers tell 
which rule was employed Is MU anywhere in this tree? 

to appear on this list, since theorems are listed according to the shortness of their derivations. 
This is not a very useful order, if you are interested in a specific string (such as MU), and you 

don't even knmv if it has any derivation, much less hmv long that derivation might be. 

Now \Ve state the proposed "theoremhood-test": 

Wait until the string in question is produced; \Vhen that happens, you knmv it is a 
theorem-and if it never happens, you knmv that it is not a theorem. 

This seems ridiculous, because it presupposes that \Ve don't mind \Vaiting around literally an 

infinite length of time for our ans\ver. This gets to the crux of the matter of \Vhat should count 

as a "test". Of prime importance is a guarantee that \Ve \Vill get our ans\ver in a finite length of 

time. If there is a test for theoremhood, a test \Vhich does ahvays terminate in a finite 
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amount of time, then that test is called a decision procedure for the given formal system. 

When you have a decision procedure, then you have a very concrete characterization 

of the nature of all theorems in the system. Offhand. it might seem that the rules and axioms 

of the format system provide no less complete a characterization of the theorems of the 

system than a decision procedure \Vould. The tricky \Vord here is "characterization". 

Certainly the rules of inference and the axioms of the MIU-system do characterize, 

implicitly, those strings that are theorems. Even more implicitly, they characterize those 

strings that are nottheorems. But implicit characterization is not enough, for many purposes. 

If someone claims to have a characterization of all theorems, but it takes him infinitely long 

to deduce that some particular string is not a theorem. you \Vould probably tend to say that 

there is something lacking in that characterization-it is not quite concrete enough. And that 

is \vhy discovering that a decision procedure exists is a very important step. What the 

discovery means, in effect, is that you can perform a test for theoremhood of a string, and 

that, even ifthe test is complicated, it is guaranteed to terminate. In principle, the test is just 

as easy, just as mechanical, just as finite, just as full of certitude, as checking \Vhether the 

first letter of the string is M. A decision procedure is a "litmus test" for theoremhood! 

Incidentally, one requirement on formal systems is that the set of axioms must be 

characterized by a decision procedure-there must be a litmus test for axiomhood. This 

ensures that there is no problem in getting off the ground at the beginning, at least. That is 

the difference benveen the set of axioms and the set of theorems: the former ahvays has a 

decision procedure, but the latter may not. 

I am sure you \Vill agree that \Vhen you looked at the MIU-system for the first time, 

you had to face this problem exactly. The lone axiom \Vas knmvn, the rules of inference 

\Vere simple. so the theorems had been implicitly characterized-and yet it \Vas still quite 

unclear \Vhat the consequences of that characterization \Vere. In particular, it \Vas still totally 

unclear \Vhether MU is, or is not, a theorem. 

41 



FIGURE L!. Sk)' Castle, by MC Escher(woodcut, 19.!8). 
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Two-Part Invention 

or, 
Mat the Tortoise Said to Achilles 

by Lewis Carroll 1 

Achilles had overtaken the Tortoise, and had seated himself comfortably on its back. 
"So you've got to the end of our race-course?" said the Tortoise. "Even though it 

DOES consist of an infinite series of distances? I thought some \Viseacre or other had 
proved that the thing couldn't be done?" 

"It CAN be done," said Achilles. "It HAS been done! Solvitur ambulando. You see the 

distances \Vere constantly DThIINISHING; and so-'' 

"But if they had been constantly INCREASING?" the Tortoise interrupted. "Hmv 
then?" 

"Then [ shouldn't be here," Achilles modestly replied; "and YOU \Vould have got 

several times round the \Vorld, by this time!" 

"You flatter me-FLATTEN, [mean," said the Tortoise; "for you ARE a heavy \Veight, 

and NO mistake! Well nmv, \Vould you like to hear of a race-course_ that most people fancy 

they can get to the end of in t\vo or three steps, 'vhile it REALLY consists of an infinite 

number of distances, each one longer than the previous one?" 
"Very much indeed!" said the Grecian \Varrior, as he dre\v from his helmet (fe\v 

Grecian \Varriors possessed POCKETS in those days) an enormous note-book and pencil. 

"Proceed! And speak SLO\VL Y, please! SHORTHAND isn't invented yet!" 

"That beautiful First Proposition by Euclid!" the Tortoise murmured dreamily. "You 

admire Euclid?" 

"Passionately! So far, at least, as one CAN admire a treatise that \Von't be published for 
some centuries to come!" 

"Well, nmv, let's take a little bit of the argument in that First Proposition-just TWO 

steps, and the conclusion drmvn from them. Kindly enter them in your note-book. And in 
order to refer to them conveniently, let's call them A, B, and Z:-
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(A) Things that are equal to the same are equal to each other. 
(B) The t\vo sides of this Triangle are things that are equal 

to the same. 

(Z) The t\vo sides of this Triangle are equal to each other. 

Readers of Euclid \Vill grant, I suppose, that Z follmvs logically from A and B, so 

that any one \Vho accepts A and Bas true, MUST accept Z as true?" 

"Undoubtedly! The youngest child in a High School-as soon as High 



Schools are invented, \Vhich \Vill not be till some t\vo thousand years later-\vill grant 
THAT." 

"And if some reader had NOT yet accepted A and B as true. he might still accept the 

SEQUENCE as a VALID one, I suppose?" 
"No doubt such a reader might exist. He might say, 'I accept as true the Hypothetical 

Proposition that, IF A and B be true, Z must be true; but I DON' I accept A and B as true.' 

Such a reader \Vould do \Visely in abandoning Euclid, and taking to football." 

"And might there not ALSO be some reader \Vho \Vould say 'I accept A and B as true, 

but I DON'T accept the Hypothetical'?" 

"Certainly there might. HE, also, had better take to football." 
"And NEITHER of these readers," the Tortoise continued. "is AS YET under any logical 

necessity to accept Z as true?" 

"Quite so," Achilles assented. 
"Well, nmv, I \Vant you to consider ME as a reader of the SECOND kind, and to force 

me, logically, to accept Z as true." 

"A tortoise playing football \vould be-" Achilles \Vas beginning. 
"-an anomaly, of course," the Tortoise hastily interrupted. "Don't \Vander from the 

point. Let's have Z tirst, and football aftenvards!" 

"I'm to force you to accept Z, am I?" Achilles said musingly. "And your present 

position is that you accept A and R but you DON'T accept the Hypothetical-" 

"Let's call it C," said the Tortoise. 
"-but you DON'T accept 

(C) If A and B are true, Z must be true." 

"That is my present position," said the Tortoise. 
"Then I must ask you to accept C." 
"I'll do so," said the Tortoise, "as soon as you've entered it in that notebook of yours. 

What else have you got in it?" 

"Only a te\v memoranda," said Achilles, nervously fluttering the leaves: "a fe\v 
memoranda of-of the battles in \Vhich I have distinguished myself!" 

"Plenty of blank leaves, I see!" the Tortoise cheerily remarked. "We shall need them 

ALL!" (Achilles shuddered.) "Now \Vrite as I dictate:-

(A) Things that are equal to the same are equal to each other. 
(B) The nvo sides of this Triangle are things that are equal to the same. 
(C) If A and Bare true, Z must be true. 
(Z) The t\vo sides of this Triangle are equal to each other." 

"You should call it D, not Z," said Achilles. "It comes NEXT to the other three. If you 
accept A and B and C, you 1IDST accept Z." 
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"And \vhy must I?" 
"Because it follmvs LOGICALLY from them. If A and Band Care true, Z MUST be true. 

You can't dispute THAT, I imagine?" 
"If A and B and Care true, Z l\IUST be true," the Tortoise thoughtfully repeated. "That's 

ANOTHER Hypothetical, isn't it? And. ifl failed to see its truth, I might accept A and B and C, 
and STILL not accept Z, mightn't I?" 

"You might," the candid hero admitted; "though such obtuseness \Vould certainly be 
phenomenal. Still. the event is POSSIBLE .. So 1 must ask you to grant ONE more 
Hypothetical." 

"Very good. I'm quite \Villing to grant it. as soon as you've \Vritten it dmvn. We \Vill call 
it 

(D) If A and B and C are true, Z must be true, 

Have you entered that in your note-book?" 
"I HA VE!" Achilles joyfully exclaimed, as he ran the pencil into its sheath. "And at 

last \Ve've got to the end of this ideal race-course! Nmv that you accept A and Band C and 

D, OF COURSE you accept Z." 

"Do I?" said the Tortoise innocently. "Let's make that quite clear. I accept A and Band 

C and D. Suppose I STILL refused to accept Z?" 
"Then Logic \Vould take you by the throat, and FORCE you to do it!" Achilles 

triumphantly replied. "Logic \Vould tell you. 'You can't help yourself. Now that you've 

accepted A and Band C and D, you l\IUST accept Z!' So you've no choice, you see.'' 

"Whatever LOGIC: is good enough to tell me is \Vorth WRITING DOWN," said the 

Tortoise. "So enter it in your book, please. We \Vill call it 

(E) If A and B and C and D are true. Z must be true. 

Until I've granted THAT, of course I needn't grant Z. So it's quite a NECESSARY step, you 
see?" 
"I see," said Achilles; and there \Vas a touch of sadness in his tone. Here the narrator, having 

pressing business at the Bank, \Vas obliged to leave the happy pair, and did not again pass the 

spot until some months aftenvards. When he did so, Achilles \Vas still seated on the back of 

the much-enduring Tortoise, and \Vas \Vriting in his notebook, \Vhich appeared to be nearly 

full. The Tortoise \Vas saying. "Have you got that last step \Vritten dmvn? Unless I've lost 

count, that makes a thousand and one. There are several millions more to come. And 
WOULD you mind, as a personal favour, considering \Vhat a lot of instruction this colloquy 

of ours \Vill provide for the Logicians of the Nineteenth Century-WOULD you mind 

adopting a pun that my cousin the Mock-Turtle \Vill then make, and allmving yourself to be 
renamed TAUGHT-us?" 

"As you please," replied the \Veary \Varrior, in the hollmv tones of despair, as he buried 

his face in his hands. "Provided that YOU, for YOUR part, \Vill adopt a pun the Mock-Turtle 
never made, and allmv yourself to be re-named A KILL-EASE!" 
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CHAPTER II 

Meaning and Form in 
Mathematics 

THIS Two-Part Invention \Vas the inspiration for my t\vo characters. Just as Le\vis Carroll 
took liberties \Vith Zeno's Tortoise and Achilles, so have I taken liberties \Vith Le\vis Carroll's 

Tortoise and Achilles. In Carroll's dialogue. the same events take place over and over again. 

only each time on a higher and higher level; it is a \Vonderful analogue to Bach's Ever-Rising 

Canon. The Carrollian Dialogue, \Vith its \Vit subtracted out, still leaves a deep philosophical 

problem: Do words and thoughts follow formal mies, or do they not? That problem is the 

problem of this book. 

In this Chapter and the next, \Ve \Vill look at several ne\v formal systems. This \Vill give 

us a much \Vider perspective on the concept of formal system. By the end of these t\vo 

Chapters. you should have quite a good idea of the pmver of formal systems. and \Vhy they 

are of interest to mathematicians and logicians. 

The pq-System 

The formal system of this Chapter is called the pq-system. It is not important to 

mathematicians or logicians-in fact, it is just a simple invention of mine. Its importance lies 

only in the fact that it provides an excellent example of many ideas that play a large role in 

this book. There are three distinct symbols of the pq-system: 

p q 

-the letters p, q, and the hyphen. 
The pq-system has an infinite number of axioms. Since \Ve can't \Vrite them all dmvn, 

\Ve have to have some other \Vay of describing \Vhat they are. Actually. \Ve \Vant more than 

just a description of the axioms: \Ve \Vant a \Vay to tell \Vhether some given string is an axiom 

or not. A mere description of axioms might characterize them fully and yet \Veakly-\vhich 

\Vas the problem \Vith the \Vay theorems in the MIU-system \Vere characterized. We don't 

\Vant to have to struggle for an indeterminate-possibly infinite- length of time, just to find 

out if some string is an axiom or not. Therefore, \Ve \Vill define axioms in such a \Vay that 

there is an obvious decision procedure for axiomhood of a string composed of p's, q's, and 

hyphens. 
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DEFINITION: xp-qx- is an axiom, \Vhenever xis composed of hyphens only. 

Note that 'x'must stand for the same string of hyphens in both occurrences. For example, --p
q--- is an axiom. Tlie literal expression 'xp - qx-' is not an axiom, of course (because 'x' does 

not belong to the pq-svstem): it is more like a mold in \Vhich all axioms are cast-and it is 

called an axiom schema. 

The pq-system has only one rule of production: 

RULE: Suppose x, y, and z all stand for particular strings containing only hyphens. And 

suppose that xpyqzis knmvn to he a theorem. Then xpy-qz- is a theorem. 

For example, take xto be'--', yto be'---', and zto be'-'. The rule tells us: 

If --p---q- turns out to be a theorem, then so \Vill --p----q--. 

As is typical of rules of production, the statement establishes a causal connection bet\veen 

the theoremhood oft\vo strings. but \Vithout asserting theoremhood for either one on its mvn. 
A most useful exercise for you is to find a decision procedure (or the theorems of the 

pq-system. It is not hard; if you play around for a \Vhile, you \Vill probably pick it up. Try it. 

The Decision Procedure 

I presume you have tried it. First of all, though it may seem too obvious to mention, I \Vould 

like to point out that every theorem of the pq-system has three separate groups of hyphens, 

and the separating elements are one p, and one q, in that order. (This can be shmvn by an 

argument based on "heredity", just the \Vay one could shmv that all MIU-system theorems 
had to begin \Vith M.) This means that \Ve can rule out, from its form alone, a string such as 

--p--p--p--q--------. 

Nmv, stressing the phrase "from its form alone" may seem silly; \Vhat else is there to a 

string except its form? What else could possibly play a role in determining its properties? 

Clearly nothing could. But bear this in mind as the discussion of formal systems goes on; the 

notion of "form" \Vill start to get rather more complicated and abstract, and \Ve \Vill have to 

think more about the meaning of the \Vord "form". In any case, let us give the name well

fOrmed string to any string \Vhich begins \Vi th a hyphen-group, then has one p, then has a 

second hyphen-group, then a q, and then a final hyphen-group. 

Back to the decision procedure ... The criterion for theoremhood is that the first t\vo 

hyphen-groups should add up, in length, to the third 
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hyphen-group. For instance, --p--q---- is a theorem, since 2 plus 2 equals 4, \Vhereas --p--q

is not, since 2 plus 2 is not 1. To see \vhy this is the proper criterion, look first at the axiom 

schema. Obviously. it only manufactures axioms \Vhich satist}' the addition criterion. Second. 

look at the rule of production. If the first string satisfies the addition criterion, so must the 

second one-and conversely, if the first string does not satist}' the addition criterion, then 

neither does the second string. The rule makes the addition criterion into a hereditary 

property of theorems: any theorem passes the property on to its offspring. This shmvs \vhy 

the addition criterion is correct. 

There is, incidentally, a fact about the pq-system \Vhich \Vould enable us to say \Vith 

confidence that it has a decision procedure. even before finding the addition criterion. That 

fact is that the pq-system is not complicated by the opposing currents of lengthening and 

shortening rules; it has only lengthening rules. Any formal system \Vhich tells you hmv to 

make longer theorems from shorter ones, but never the reverse, has got to have a decision 

procedure for its theorems. For suppose you are given a string. First check \Vhether it's an 

axiom or not (I am assuming that there is a decision procedure for axiomhood--othenvise, 

things are hopeless). [fit is an axiom, then it is by definition a theorem, and the test is over. 

So suppose instead that it's not an axiom. Then. to be a theorem. it must have come from a 

shorter string, via one of the rules. By going over the various rules one by one, you can 

pinpoint not only the rules that could conceivably produce that string, but also exactly \Vhich 

shorter strings could be its forebears on the "family tree". In this \Vay, you "reduce" the 

problem to determining \Vhether any of several ne\v but shorter strings is a theorem. Each of 

them can in turn be subjected to the same test. The \Vorst that can happen is a proliferation of 

more and more, but shorter and shorter, strings to test. As you continue inching your \Vay 

bachvards in this fashion, you must be getting closer to the source of all theorems-the 

axiom schemata. You just can't get shorter and shorter indefinitely; therefore, eventually 

either you \Vill find that one of your short strings is an axiom, or you'll come to a point \Vhere 

you're stuck, in that none of your short strings is an axiom, and none of them can be further 

shortened by running some rule or other bachvards. This points out that there really is not 

much deep interest in formal systems \Vith lengthening rules only; it is the interplay of 

lengthening and shortening rules that gives formal systems a certain fascination. 

Bottom-up vs. Top-down 

The method above might be called a top-down decision procedure, to be contrasted \Vith a 

bottom-up decision procedure, \Vhich [ give nm\'. It is very reminiscent of the genie's 

systematic theorem-generating method for the MIU-system, but is complicated by the 

presence of an axiom schema. We are going to form a "bucket" into which we throw 

theorems as they are generated. Here is how it is done: 
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(la) Thrmv the simplest possible axiom (-p-q--) into the bucket. 
(1 b) Apply the rule of inference to the item in the bucket, and put the result 

into the bucket. 
(2a) Thrmv the second-simplest axiom into the bucket. 
(2b) Apply the rule to each item in the bucket and thrmv all results into 

the bucket. 
(3a) Thrmv the third-simplest axiom into the bucket. 

(3b) Apply the rule to each item in the bucket, and thrmv all results into 

the bucket. 

etc., etc. 

A moment's reflection \Vill shmv that you can't fail to produce every theorem of the pq

system this \Vay. Moreover, the bucket is getting filled \Vi th longer and longer theorems, as 

time goes on. It is again a consequence of that lack of shortening rules. So if you have a 

particular string. such as --p---q------ \Vhich you \Vant to test for theoremhood. just follmv 

the numbered steps, checking all the \Vhile for the string in question. If it turns up

theorem! If at some point everything that goes into the bucket is longer than the string in 

question, forget it-it is not a theorem. This decision procedure is bottom-up because it is 

\Vorking its \Vay up from the basics, \Vhich is to say the axioms. The previous decision 

procedure is top-down because it does precisely the reverse: it \Vorks its \Vay back dmvn 

tmvards the basics. 

Isomorphisms Induce Meaning 
Nmv \Ve come to a central issue of this Chapter-indeed of the book. Perhaps you have 

already thought to yourself that the pq-theorems are like additions. The string --p---q----- is 

a theorem because 2 plus 3 equals 5. It could even occur to you that the theorem --p---q----

is a statement, \Vritten in an odd notation, \Vhose meaning is that 2 plus 3 is 5. Is this a 
reasonable \Vay to look at things? WelL I deliberately chose 'p' to remind you of'plus', and 

'q' to remind you of 'equals' .. . So_ does the string --p---q----- actually mean "2 plus 3 

equals 5"? 
What \Vould make us feel that \Vay? My ans\ver \Vould be that \Ve have perceived an 

isomoiphism benveen pq-theorems and additions. In the [ntroduction, the \Vord 
"isomorphism" \Vas defined as an information-preserving transformation. We can nmv go 
into that notion a little more deeply, and see it from another perspective. The \Vord 
"isomorphism" applies \Vhen t\vo complex structures can be mapped onto each other, in 
such a \Vay that to each part of one structure there is a corresponding part in the other 
structure_ \Vhere "corresponding" means that the t\vo parts play similar roles in their 
respective structures. This usage of the \Vord "isomorphism" is derived from a more precise 
notion in mathematics. 

49 



It is cause for joy \Vhen a mathematician discovers an isomorphism behveen t\vo 
structures \Vhich he knmvs. It is often a "bolt from the blue", and a source of \Vonderment. 

The perception of an isomorphism behveen t\vo knmvn structures is a significant advance in 

knmvledge-and I claim that it is such perceptions of isomorphism \Vhich create meanings 

in the minds of people. A final \vord on the perception of isomorphisms: since they come in 

many shapes and sizes, figuratively speaking, it is not ahvays totally clear \Vhen you really 

have found an isomorphism. Thus, "isomorphism" is a \vord \Vith all the usual vagueness of 
\vords-\vhich is a defect but an advantage as \Veil. 

In this case, \Ve have an excellent prototype for the concept of isomorphism. There is a 

"lmver level" of our isomorphism-that is. a mapping behveen the parts of the t\vo 

structures: 

p <~~>plus 

q <~~> equals 

- <~~>one 

--- <~~> three 

etc. 

This symbol-\vord correspondence has a name: inteipretation. 
Secondly, on a higher level, there is the correspondence bet\veen true statements and 

theorems. But-note carefully-this higher-level correspondence could not be perceived 

\Vithout the prior choice of an interpretation for the symbols. Thus it \vould be more accurate 

to describe it as a correspondence behveen true statements and inteipretedtheorems. In any 

case \Ve have displayed a t\vo-tiered correspondence, \Vhich is typical of all isomorphisms. 

When you confront a formal system you knmv nothing of, and if you hope to discover 

some hidden meaning in it, your problem is hmv to assign interpretations to its symbols in a 

meaningful \vay- -that is, in such a \Vay that a higher-level correspondence emerges behveen 

true statements and theorems. You may make several tentative stabs in the dark before 

finding a good set of \vords to associate \Vith the symbols. It is very similar to attempts to 

crack a code, or to decipher inscriptions in an unknmvn language like Linear B of Crete: the 

only \Vay to proceed is by trial and error, based on educated guesses. When you hit a good 
choice, a ''meaningful" choice, all of a sudden things just feel right, and \Vork speeds up 

enormously. Pretty soon everything falls into place. The excitement of such an experience is 
captured in The Deciphennent of Linear B by John Chad\vick. 

But it is uncommon, to say the least, for someone to be in the position of "decoding" a 

formal system turned up in the excavations of a ruined civilization! Mathematicians (and 

more recently. linguists. philosophers. and some others) are the only users of formal systems. 

and they invariably have an interpretation in mind for the formal systems \Vhich they use and 

publish. The idea of these people is to set up a formal system \Vhose 
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theorems reflect some portion of reality isomorphically. In such a case. the choice of symbols 

is a highly motivated one, as is the choice of typographical rules of production. When I 

devised the pq-system. I \Vas in tills position. You see \Vhy I chose the symbols I chose. It is 

no accident that theorems are isomorphic to additions; it happened because I deliberately 

sought out a \Vay to reflect additions typographically. 

Meaningless and Meaningful Interpretations 

You can choose interpretations other than the one I chose. You need not make every theorem 

come out true. But there \Vould be very little reason to make an interpretation in \Vhich. say. 

all theorems came out false, and certainly even less reason to make an interpretation under 

\Vhich there is no correlation at all, positive or negative, bet\veen theoremhood and truth. Let 

us therefore make a distinction behveen t\vo types of interpretations for a formal system. 

First, \Ve can have a meaningless interpretation, one under \Vhich \Ve fail to see any 
isomorphic connection bet\veen theorems of the system, and reality. Such interpretations 

abound-any random choice at all \Vill do. For instance. take this one: 

p <==>horse 

q <==>happy 

- <==>apple 

Now -p-q-- acquires a ne\v interpretation: "apple horse apple happy apple apple"-a poetic 

sentiment, \Vhich might appeal to horses, and migh1 even lead them to favor this mode of 

interpreting pq-strings! Hmvever, this interpretation has very little "meaningfulness"; under 

interpretation, theorems don't sound any truer, or any better, than nontheorems. A horse 

migh1 enjoy "happy happy happy apple horse" (mapped onto qqq-p) just as much as any 

interpreted theorem. 
The other kind of interpretation \Vill be called meaningfi.Jl Under such an interpretation, 

theorems and truths correspond-that is. an isomorphism exists bet\veen theorems and some 

portion of reality. Tha1 is \Vhy it is good to distinguish bet\veen interpretations and meanings. 

Any old \vord can be used as an interpretation for 'p', but 'plus' is the only meaningfi.Jl choice 

\Ve've come up \Vith. In summary, the meaning of'p' seems to be 'plus', though it can have a 

million different interpretations. 

Active vs. Passive Meanings 

Probably the most significant fact of this Chapter. if understood deeply. is this: the pq-system 

seems to force us into recognizing that symbols of a !Onnal system, though initially nithout 

meaning, cannot avoid taking on ''meaning" of sorts, at least if an isomorphism is fouud The 

difference bet\veen meaning in a formal system and in a language is a very important one, 

hmvever. It is this: 
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in a language, \Vhen \Ve have learned a meaning for a \vord, \Ve then make new statements 

based on the meaning of the \vord. In a sense the meaning becomes active, since it brings into 

being a ne\v rule for creating sentences. This means that our command of language is not like 

a finished product: 

the rules for making sentences increase \Vhen \Ve learn ne\v meanings. On the other hand, in a 

formal system, the theorems are predefined, by the rules of production. We can choose 

"meanings" based on an isomorphism (it \Ve can find one) behveen theorems and true 

statements. But this does not give us the license to go out and add ne\v theorems to the 

established theorems. That is \Vhat the Requirement of Formality in Chapter I \Vas \Varning 

you of. 

In the MIU-system, of course, there \Vas no temptation to go beyond the four rules, because 

no interpretation \Vas sought or found. But here, in our ne\v system, one might be seduced by 

the ne\vly found "meaning" of each symbol into thinking that the string 

--p--p--p--q--------

is a theorem. At least, one might 1tish that this string \Vere a theorem. But \Vishing doesn't 

change the fact that it isn't. And it \vould be a serious mistake to think that it ''must" be a 

theorem, just because 2 plus 2 plus 2 plus 2 equals 8. It \vould even be misleading to attribute 

it any meaning at all, since it is not \Veil-formed, and our meaningful interpretation is entirely 

derived from looking at \Veil-formed strings. 

In a formal system, the meaning must remain passive; \Ve can read each string according 

to the meanings of its constituent symbols. but \Ve do not have the right to create ne\v 

theorems purely on the basis of the meanings \Ve've assigned the symbols. Interpreted formal 

systems straddle the line bet\veen systems \Vithout meaning, and systems \Vith meaning. Their 

strings can be thought of as "expressing" things, but this must come only as a consequence of 

the formal properties of the system. 

Double-Entendre! 

And nmv, I \Vant to destroy any illusion about having found the meanings for the symbols of 

the pq-system. Consider the follmving association: 

p <==> equals 

q <==> taken from 

- <==>one 

-- <==>two 

etc. 

Nmv, --p---q----- has a ne\v interpretation: "2 equals 3 taken from 5". Of course it is a true 

statement. All theorems \Vill come out true under this new interpretation. It is just as 

meaningful as the old one. Obviously, it is silly to ask, "But \Vhich one is themeaning of the 

string?" An interpreta-
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tion \Vill be meaningful to the extent that it accurately reflects some isomorphism to the real 

\Vorld. When different aspects of the real \Vorld are isomorphic to each other (in this case, 

additions and subtractions), one single formal system can be isomorphic to both_ and 

therefore can take on t\vo passive meanings. This kind of double-valuedness of symbols and 

strings is an e:\.iremely important phenomenon. Here it seems trivial, curious, annoying. But 

it \Vill come back in deeper contexts and bring \Vith it a great richness of ideas. 

Here is a summary of our observations about the pq-system. Under either of the hvo 

meaningful interpretations given, every \Veil-termed string has a grammatical assertion for 
its counterpart-some are true, some false. The idea of well-!Onned strings in any formal 

system is that they are those strings \Vhich_ \Vhen interpreted symbol for symboL yield 

grammatical sentences. (Of course, it depends on the interpretation, but usually, there is one 

in mind.) Among the \Veil-formed strings occur the theorems. These are defined by an 

axiom schema, and a rule of production. My goal in inventing the pq-system \Vas to imitate 

additions: I \\'anted every theorem to express a true addition under interpretation; 

conversely, I \Vanted every true addition of precisely hvo positive integers to be translatable 

into a string, \Vhich \vould be a theorem. That goal \Vas achieved. Notice, therefore, that all 

false additions_ such as "2 plus 3 equals 6"_ are mapped into strings \Vhich are \Veil-formed_ 

but \Vhich are not theorems. 

Formal Systems and Reality 

This is our first example of a case \Vhere a formal system is based upon a portion of reality, 

and seems to mimic it perfectly, in that its theorems are isomorphic to truths about that part 

of reality. Hmvever, reality and the formal system are independent. Nobody need be a\Vare 

that there is an isomorphism bet\\'een the t\vo. Each side stands by itself-one plus one 
equals t\vo, \vhether or not \Ve knmv that -p-q-- is a theorem; and -p-q-- is still a theorem 

\Vhether or not \Ve connect it \Vith addition. 

You might \Vonder \Vhether making this formal system, or any formal system, sheds 

ne\v light on truths in the domain of its interpretation. Have \Ve learned any new additions 

by producing pq-theorems? Certainly not; but \Ve have learned something about the nature 

of addition as a process-namely_ that it is easily mimicked by a typographical rule 

governing meaningless symbols. This still should not be a big surprise since addition is such 

a simple concept. [t is a commonplace that addition can be captured in the spinning gears of 

a device like a cash register. 

But it is clear that \Ve have hardly scratched the surface, as far as formal systems go; it 

is natural to \Vonder about \Vhat portion of reality can be imitated in its behavior by a set of 

meaningless symbols governed by formal rules. Can all of reality be turned into a formal 

system? In a very broad sense_ the ans\ver might appear to be yes. One could suggest_ for 

instance, that reality is itself nothing but one very complicated formal 
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system. Its symbols do not move around on paper, but rather in a three-dimensional vacuum 

(space); they are the elementary particles of \Vhich everything is composed. (Tacit 

assumption: that there is an end to the descending chain of matter. so that the expression 

"elementary particles" makes sense.) The "typographical rules" are the lmvs of physics, 

\Vhich tell hmv, given the positions and velocities of all particles at a given instant, to modit\ 

them, resulting in a ne\v set of positions and velocities belonging to the "ne:\.i" instant. So the 

theorems of this grand formal system are the possible configurations of particles at different 

times in the history of the universe. The sole axiom is (or perhaps, was) the original 

configuration of all the particles at the "beginning of time". This is so grandiose a 

conception. hmvever. that it has only the most theoretical interest and besides. quantum 

mechanics (and other parts of physics) casts a1 least some doubt on even the theoretical 

\Vorth of this idea. Basically, \Ve are asking if the universe operates deterministically, \Vhich 

is an open question. 

Mathematics and Symbol Manipulation 

Instead of dealing \Vith such a big picture, let's limit ourselves to mathematics as our "real 
\Vorld". Here, a serious question arises: Hmv can \Ve be sure, if\ve've tried to model a formal 

system on some part of mathematics, tha1 \Ve've done the job accurately--especially if \Ve' re 

not one hundred per cent familiar \Vith that portion of mathematics already? Suppose the goal 

of the formal system is to bring us ne\v knmvledge in that discipline. Hmv \Vill \Ve know that 

the interpretation of every theorem is true. unless \Ve've proven that the isomorphism is 

perfect? And hmv \Vill \Ve prove that the isomorphism is perfect. if \Ve don't already kno\\' all 

about the truths in the discipline to begin \Vith? 

Suppose that in an excavation some\vhere, \Ve actually did discover some mysterious 

formal system. We \vould try out various interpretations and perhaps eventually hit upon one 

\Vhich seemed to make every theorem come out true, and every nontheorem come out false. 

But this is something \Vhich \Ve could only check directly in a finite number of cases. The set 

of theorems is most likely infinite. Hmv \Vill \Ve know that all theorems express truths under 

this interpretation, unless \Ve knmv everything there is to knmv about both the formal system 

and the corresponding domain of interpretation? 

It is in some\vhat this odd position that \Ve \Vill find ourselves \Vhen \Ve attempt to 

match the reality of natural numbers (i.e., the nonnegative integers: 0, 1, 2, ... ) \Vith the 

typographical symbols of a formal system. We \Vill try to understand the relationship 
behveen \Vhat \Ve call "truth" in number theory and \Vhat \Ve can get at by symbol 

manipulation. 
So let us briefly look a1 the basis for calling some statements of number theory true, 

and others false. Hmv much is 12 times 12? Everyone knmvs it is 144. But hmv many of the 
people \Vho give that ans\ver have actually at 

54 



any time in their lives dra\vn a 12 by 12 rectangle, and then counted the little squares in it? 
Most people \Vould regard the dra\ving and counting as unnecessary. They \Vould instead 
offer as proof a fe\v marks on paper, such as are shmvn belmv: 

12 

xl2 

24 

12 

144 

And that \Vould be the "proof'. Nearly everyone believes that if you counted the squares_ 

you \vould get 144 of them; fe\v people feel that the outcome is in doubt. 

The conflict bet\veen the nvo points of vie"'· comes into sharper focus \Vhen you 

consider the problem of determining the value of 987654321 x 123456789. First of all, it is 

virtually impossible to construct the appropriate rectangle; and \Vhat is \Vorse, even if it were 

constructed_ and huge armies of people spent centuries counting the little squares, only a 

very gullible person \vould be \Villing to believe their final ans\\'-er. It is just too likely that 
some\vhere, someho\\'_ somebody bobbled just a little bit. So is it ever possible to knmv \Vhat 

the ans\ver is? If you trust the symbolic process \Vhich involves manipulating digits 

according to certain simple rules, yes. That process is presented to children as a device 

\Vhich gets the right ans\ver; lost in the shutl1e, for many children, are the rhyme and reason 

of that process. The digit-shunting la\vs for multiplication are based mostly on a fe\v 
properties of addition and multiplication \Vhich are assumed to hold for all numbers. 

The Basic Laws of Arithmetic 

The kind of assumption I mean is illustrated belmv. Suppose that you lay dmvn a fe\v sticks: 

I II II II I I 

Nmv you count them. At the same time, somebody else counts them, but starting from the 
other end. Is it clear that the hvo of you \Vill get the same ans\ver? The result of a counting 
process is independent of the \Vay in \Vhich it is done. This is really an assumption about 
\Vhat counting is. It \vould be senseless to try to prove it, because it is so basic; either you 
see it or you don't-but in the latter case, a proof\von't help you a bit. 

From this kind of assumption, one can get to the commutativity and associativity of 

addition (i.e._ first that b + c = c + b ahvays_ and second that b + (c + d) = (b + c) + d 

ahvays). The same assumption can also lead you to the commutativity and associativity of 

multiplication; just think of 
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many cubes assembled to form a large rectangular solid. Multiplicative commutativity and 

associativity are just the assumptions that \Vhen you rotate the solid in various \vays, the 

number of cubes \Vill not change. Nmv these assumptions are not verifiable in all possible 
cases, because the number of such cases is infinite. We take them for granted; \Ve believe 

them (if \Ve ever think about them) as deeply as \Ve could believe anything. The amount of 

money in our pocket \Vill not change as \Ve \Valk dmvn the street, jostling it up and dmvn; the 

number of books \Ve have \Vill not change if \Ve pack them up in a box, load them into our 

car, drive one hundred miles, unload the box, unpack it, and place the books in a new shelf. 

All of this is part of\vhat \Ve mean by number. 

There are certain types of people \Vho. as soon as some undeniable fact is \Vritten 

dmvn, find it amusing to shmv \vhy that "fact" is false after all. l am such a person, and as 

soon as I had \Vritten dmvn the examples above involving sticks, money, and books, l 

invented situations in \Vhich they \Vere \Vrong. You may have done the same. It goes to shmv 

that numbers as abstractions are really quite different from the everyday numbers \Vhich \Ve 

use. 

People enjoy inventing slogans \Vhich violate basic arithmetic but \Vhich illustrate 

"deeper" truths. such as "l and 1 make l" (for lovers). or "l plus 1 plus 1 equals l" (the 

Trinity). You can easily pick holes in those slogans, shmving \Vhy, for instance, using the 

plus-sign is inappropriate in both cases. But such cases proliferate. T\vo raindrops running 

dmvn a \Vindmv-pane merge; does one plus one make one? A cloud breaks up into t\vo 

clouds- more evidence for the same? It is not at all easy to dra\v a sharp line behveen cases 

\Vhere \Vhat is happening could be called "addition", and \Vhere some other \vord is \Vanted. 

If you think about the question, you \Vill probably come up \Vith some criterion involving 

separation of the objects in space. and making sure each one is clearly distinguishable from 

all the others. But then hmv could one count ideas? Or the number of gases comprising the 

atmosphere? Some\vhere, if you try to look it up, you can probably find a statement such as, 

"There are 17 languages in India, and 462 dialects." There is something strange about precise 

statements like that, \Vhen the concepts "language" and "dialect" are themselves fuzzy. 

Ideal Numbers 

Numbers as realities misbehave. Hmvever. there is an ancient and. innate sense in people 

tha1 numbers ought not to misbehave. There is something clean and pure in the abstrac1 

notion of number, removed from counting beads, dialects, or clouds; and there ought to be a 

\Vay of talking about numbers \Vithout ahvays having the silliness of reality come in and 
intrude. The hard-edged rules that govern "ideal" numbers constitute arithmetic, and their 

more advanced consequences constitute number theory. There is only one relevant question 

to be asked, in making the transition from numbers as practical things to numbers as formal 

things. Once you have 
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FIGURE 13. Liberation, by M C. Etcher (lithograph. 1955). 
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decided to try to capsulize all of number theory in an ideal system, is it really possible to do 

the job completely? Are numbers so clean and crystalline and regular that their nature can be 

completely captured in the rules of a formal system? The picture Liberation (Fig. 13). one of 

Escher's most beautiful, is a marvelous contrast bet\veen the formal and the informal, 'vith a 

fascinating transition region. Are numbers really as free as birds? Do they suffer as much 

from being crystallized into a rule-obeying system? Is there a magical transition region 

behveen numbers in reality and numbers on paper? 

When 1 speak of the properties of natural numbers, I don't just mean properties such as 

the sum of a particular pair of integers. That can be found out by counting, and anybody \Vho 

has grmvn up in this century cannot doubt the mechanizability of such processes as counting. 

adding, multiplying, and so on. I mean the kinds of properties 'vhich mathematicians are 

interested in exploring, questions for \Vhich no counting-process is sufficient to provide the 

ans\ver-not even theoretically sufficient. Let us take a classic example of such a property of 

natural numbers. The statement is: "There are infinitely many prime numbers." First of all, 

there is no counting process \Vhich "1111 ever be able to confirm, or refute, this assertion. The 

best \Ve could do \vould be to count primes for a \Vhile and concede that there are "a lot". But 

no amount of counting alone \vould ever resolve the question of \Vhether the number of 

primes is finite or infinite. There could ahvays be more. The statement-and it is called 

"Euclid's Theorem" (notice the capital "T")-is quite unobvious. It may seem reasonable, or 

appealing, but it is not obvious. Hmvever, mathematicians since Euclid have ahvays called it 

true. What is the reason? 

Euclid's Proof 
The reason is that reasoning tells them it is so. Let us folio"'· the reasoning involved. We \Vill 

look at a variant of Euclid's proof. This proof,vorks by shmving that \Vhatever number you 

pick, there is a prime larger than it. Pick a number-N Multiply all the positive integers 

starting \Vith 1 and ending \Vith N; in other \vords, form the factorial of N, \Vritten "N!". 

What you get is divisible by every number up to N When you add 1 to N!, the result 
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can't be a multiple of2 (because it leaves 1 over, \Vhen you divide 

by 2); 

can't be a multiple of3 (because it leaves 1 over, \Vhen you divide 

by 3); 

can't be a multiple of 4 (because it leaves 1 over, \Vhen you divide 

by4); 



can't be a multiple of N(because it leaves 1 over, \Vhen you divide 
by N); 

In other \vords, N! + 1, if it is divisible at all (other than by 1 and itselt), only is divisible by 

numbers greater than N So either it is itself prime, or its prime divisors are greater than N 

But in either case \Ve've shmvn there must exist a prime above N. The process holds no 

matter \Vhat number Nis. Whatever Nis, there is a prime greater than N And thus ends the 

demonstration of the infinitude of the primes. 

This last, step, incidentally, is called generalization, and \Ve \Vill meet it again later in a 

more formal conte~•- It is \Vhere \Ve phrase an argument in terms of a single number (N}, and 

then point out that N\vas unspecified and therefore the argument is a general one. 

Euclid's proof is typical of \Vhat constitutes "real mathematics". It is simple, 

compelling, and beautiful. It illustrates that by taking several rather short steps one can get a 

long \Vay from one's starting point In our case. the starting points are basic ideas about 

multiplication and division and so forth. The short steps are the steps of reasoning. And 

though every individual step of the reasoning seems obvious, the end result is not obvious. 

We can never check directly \Vhether the statement is true or not: yet \Ve believe it, because 

\Ve believe in reasoning. If you accept reasoning, there seems to be no escape route; once 

you agree to hear Euclid out, you'll have to agree \Vith his conclusion. That's most 

fortunate-because it means that mathematicians \Vill ahvays agree on \Vhat statements to 

label "true", and \Vhat statements to label "false". 

This proof exemplifies an orderly thought process. Each statement is related to 
previous ones in an irresistible \Vay. This is \vhy it is called a "proof' rather than just "good 

evidence". In mathematics the goal is ahvays to give an ironclad proof for some unobvious 

statement The very fact of the steps being linked together in an ironclad \Vay suggests that 

there may be a patterned structure binding these statements together. This structure can best 

be exposed by finding a ne\v vocabulary-a stylized vocabulary, consisting of symbols

suitable only for expressing statements about numbers. Then \Ve can look at the proof as it 
exists in its translated version. It \Vill be a set of statements \Vhich are related, line by line, in 

some detectable \Vay. But the statements, since they're represented by means of a small and 
stylized set of symbols, take on the aspect of patterns. In other \vords, though \Vhen read 

aloud, they seem to be statements about numbers and their properties, stilt \Vhen looked at on 

paper, they seem to be abstract patterns-and the line-by-line structure of the proof may start 

to look like a slmv transformation of patterns according to some fe\v typographical rules. 

Getting Around Infinity 
Although Euclid's proof is a proof that all numbers have a certain property, it avoids treating 

each of the infinitely many cases separately. It gets around 
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it by using phrases like '\vhatever Nis", or "no matter \Vhat number Nis". We could also 

phrase the proof over again, so that it uses the phrase "all N'. By knmving the appropriate 

context and correct \vays of using such phrases. \Ve never have to deal \Vi th infinitely many 
statements. We deal \Vithjust nvo or three concepts, such as the \vord "all"-\vhich, though 

themselves finite, embody an infinitude; and by using them, \Ve sidestep the apparent 

problem that there are an infinite number of facts \Ve \Vant to prove. 

We use the \vord "all" in a fe\v \vays \Vhich are defined by the thought processes of 

reasoning. That is, there are rules\vhich our usage of "all" obeys. We may be unconscious of 
them, and tend to claim \Ve operate on the basis of the meaning of the \vord; but that, after 

all, is only a circumlocution for saying that \Ve are guided by rules \Vhich \Ve never make 

explicit. We have used \vords all our lives in certain patterns, and instead of calling the 
patterns "rules", \Ve attribute the courses of our thought processes to the "meanings" of 

\vords. That discovery \Vas a crucial recognition in the long path tmvards the formalization of 

number theory. 

If\ve \Vere to delve into Euclid's proof more and more carefully, \Ve \vould see that it is 

composed of many, many small-almost infinitesimal- steps. If all those steps \Vere \Vritten 

out line after line, the proof\vould appear incredibly complicated. To our minds it is clearest 

\Vhen several steps are telescoped together, to form one single sentence. If\ve tried to look a1 

the proof in slmv motion, \Ve \vould begin to discern individual frames. In other \vords, the 

dissection can go only so far, and then \Ve hit the "atomic" nature of reasoning processes. A 

proof can be broken dmvn into a series of tiny but discontinuous jumps \Vhich seem to flmv 

smoothly \Vhen perceived from a higher vantage point. In Chapter VIII, I \Vill shmv one \Vay 

of breaking the proof into atomic units, and you \Vill see hmv incredibly many steps are 

involved. Perhaps it should not surprise you. though. The operations in Euclid's brain \Vhen 

he invented the proof must have involved millions of neurons (nerve cells), many of \Vhich 

fired several hundred times in a single second. The mere utterance of a sentence involves 

hundreds of thousands of neurons. If Euclid's thoughts \Vere that complicated, it makes sense 

for his proof to contain a huge number of steps! (There may be little direct connection 

benveen the neural actions in his brain_ and a proof in our formal system, but the 

complexities of the nvo are comparable. It is as if nature \Vants the complexity of the proof 
of the infinitude of primes to be conserved_ even \Vhen the systems involved are very 

different from each other.) 

In Chapters to come, \Ve \Vill lay out a formal system that (1) includes a stylized 

vocabulary in \Vhich all statements about natural numbers can be expressed, and (2) has rules 

corresponding to all the types of reasoning \Vhich seem necessary. A very important question 

\Vill be \Vhether the rules for symbol manipulation \Vhich \Ve have then formulated are really 

of equal pmver (as far as number theory is concerned) to our usual mental reasoning 

abilities-or, more generally. \Vhether it is theoretically possible to attain the level of our 

thinking abilities, by using some formal system. 
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Sonata for Unaccompanied 
Achilles 

The telephone rings; Achilles flicks it up. 

Achilles: Hello, this is Achilles. 
Achilles: Oh, hello_ Mr. T. Hmv are you? 
Achilles: A torticollis? Oh, I'm sorry to hear it. Do you have any idea \Vhat caused it? 
Achilles: How long did you hold it in that position? 

Achilles: Well, no \Vonder it's stiff, then. What on earth induced you to keep your neck 

t\visted that \Vay for SO long? 

Achilles: Wondrous many of them, eh? What kinds, for example? 

Achilles: What do you mean, "phantasmagorical beasts"? 

FIGURE 14. Mosaic II, by MC Escher(lithograph, 1957). 
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Achilles: Wasn't it terril}'ing to see so many of them at the same time? 

Achilles: A guitar!? Of all things to be in the midst of all those \Veird creatures. Say, don't 

you play the guitar? 

Achilles: Oh, \Veil, it's all the same to me. 

Achilles: You're right; I \Vonder \vhy I never noticed that difference benveen fiddles and 

guitars before. Speaking of fiddling, hmv \vould you like to come overland listen to one 

of the sonatas for unaccompanied violin by your favorite composer, J. S. Bach? I just 

bought a marvelous recording of them. I still can't get over the \Vay Bach uses a single 

violin to create a piece \Vith such interest. 

Achilles: A headache too? That's a shame. Perhaps you should just go to bed. 

Achilles: I see. Have you tried counting sheep? 
Achilles: Oh, oh_ I see. Yes. I fully knmv \Vhat you mean. WelL if it's THAT distracting, 

perhaps you'd better tell it to me, and let me try to \Vork on it, too. 

Achilles: A \vord \Vith the letters 'A', 'D', 'A', 'C' consecutively inside it ... Hmm. _ . What 

about "abracadabra"? 

Achilles: True, "ADAC" occurs bachvards, not fonvards, in that \vord. 

Achilles: Hours and hours? It sounds like ['m in for a long puzzle, then. Where did you hear 

this infernal riddle? 

Achilles: You mean he looked like he \Vas meditating on esoteric Buddhist matters. but in 

reality he \Vas just trying to think up complex \vord puzzles? 

Achilles: Aha!-the snail kne\v \Vhat this fellmv \Vas up to. But hmv did you come to talk to 

the snail? 

Achilles: Say, I once heard a \vord puzzle a little bit like this one. Do you \Vant to hear it? Or 

\vould it just drive you further into distraction? 

Achilles: I agree-can't do any harm. Here it is: What's a \vord that begins \Vith the letters 

"HE" and also ends \Vith "HE"? 

Achilles: Very ingenious-but that's almost cheating. It's cenainly not \Vhat I meant! 

Achilles: Of course you're right-it fulfills the conditions, but it's a son of "degenerate" 

solution. There's another solution \Vhich I had in mind. 

Achilles: That's exactly it! Hmv did you come up \Vith it so fast? 

Achilles: So here's a case \Vhere having a headache actually might have helped you, rather 

than hindering you. Excellent! But I'm still in-the dark on your "ADAC" puzzle. 

Achilles: Congratulations! Nmv maybe you'll be able to get to sleep! So tell me, \Vhat [S the 

solution? 

Achilles: Well, normally I don't like hints, but all right. What's your hint? 

Achilles: I don't knmv \Vhat you mean by "figure" and "ground" in this case. 
Achilles: Certainly [ knmv Mosaic II! I knmv ALL of Escher's \Vorks. After all, he's my 

favorite artist. In any case, I've got a print of Mosaic Ilhanging on my \Vall. in plain vie\v 
from here. 
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Achilles: Yes. I see all the black animals. 
Achilles: Yes, I also see hmv their "negative space"-\vhat's left out-defines the \Vhite 

animals. 
Achilles: So THAT'S \Vhatyou mean by "figure" and "ground". Buhvhat does that have to 

do \Vith the "ADAC" puzzle? 

Achilles: Oh, this is too trick.)' for me. I think I'M starting to get a headache. 

Achilles: You \Vant to come over nmv? But I thought--

Achilles: Very \Veil. Perhaps by then I'll have thought of the right ans\ver to YOUR puzzle, 

using your figure-ground hint, relating it to MV puzzle. 

Achilles: I'd love to play them for you. 

Achilles: You've invented a theory about them? Achilles: Accompanied by \Vhat instrument? 
Achilles: Well, if that's the case, it seems a little strange that he \vouldn't have \Vritten out the 

harpsichord part, then, and had it published as \Veil. 

Achilles: I see - sort of an optional feature. One could listen to them either \vay- \vith or 

\Vithout accompaniment. But hmv \vould one know \Vhat the accompaniment is supposed 

to sound like? 

Achilles: Ah, yes. I guess that it is best after a!L to leave it to the listener's imagination. And 

perhaps, as you said. Bach never even had any accompaniment in mind at all. Those 

sonatas seem to \Vork very \Veil indeed as they are. 

Achilles: Right. Well, I'll see you shortly. 

Achilles: Good-bye, Mr. T. 
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CHAPTER Ill 

Figure and Ground 

Primes vs. Composites 

THERE is A strangeness to the idea that concepts can be captured by simple typographical 

manipulations. The one concept so far captured is that of addition. and it may not have 

appeared very strange. But suppose the goal \Vere to create a formal system \Vith theorems of 

the form P x, the letter 'x' standing for a hyphen-string, and \Vhere the only such theorems 

\vould be ones in \Vhich the hyphen-string contained exactly a prime number of hyphens. 
Thus, P--- \vould be a theorem, but P---- \vould not. How could this be done 

typographically? First, it is important to specify clearly \Vhat is meant by typographical 

operations. The complete repertoire has been presented in the MIU-system and the pq

system. so \Ve really only need to make a list of the kinds of things \Ve have permitted: 

(1) reading and recognizing any of a finite set of symbols: 
(2) \Vriting dmvn any symbol belonging to that set; 
(3) copying any of those symbols from one place to another; 
(4) erasing any of those symbols; 
(5) checking to see \Vhether one symbol is the same as another; 
( 6) keeping and using a list of previously generated theorems. 

The list is a little redundant, but no matter. What is important is that it clearly involves only 

trivial abilities. each of them far less than the ability to distinguish primes from nonprimes. 

Hmv, then, could \Ve compound some of these operations to make a formal system in \Vhich 
primes are distinguished from composite numbers? 

The tq-System 

A first step might be to try to solve a simpler, but related, problem. We could try to make a 

system similar to the pq-system, except that it represents multiplication, instead of addition. 

Let's call it the tq-system, 't' -for 'times'. More specifically, suppose X, Y; and Z are, 

respectively, the numbers of hyphens in the hyphen-strings x, y, and z. (Notice I am taking 

special pains to distinguish benveen a string and the number of hyphens it contains.) Then \Ve 

\Vish the string xtyqzto be a theorem if and only if Xtimes Y equals Z. For instance. --t---q-
---- should be a theorem because 2 times 3 equals 6. but --t--q--- should not be a theorem. 

The tq-system can be characterized jus1 about as easily as the pq-system- namely, by using 

just one axiom schema and one rule of inference: 
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AXIOM SCHE1IA: xt-qx is an axiom, \Vhenever xis a hyphen-string. 

RULE OF INFERENCE: Suppose that x, y. and z are all hyphen-strings. And suppose that xtyqz 
is an old theorem. Then, xty-qzxis a ne\v theorem. 

Belmv is the derivation of the theorem --t---q------: 

(1) --t-q--
(2) --t--q---
(3) --t---q------

(axiom) 
(by rule of inference, using line (1) as the old theorem) 
(by rule of inference, using line (2) as the old theorem) 

Notice hmv the middle hyphen-string grmvs by one hyphen each time the rule of inference is 
applied: so it is predictable that if you \Vant a theorem \Vith ten hyphens in the middle. you 
apply the rule of inference nine times in a rmv. 

Capturing Compositeness 
Multiplication, a slightly trickier concept than addition, has now been "captured" 

typographically, like the birds in Escher's Liberation. What about primeness? Here's a plan 

tha1 might seem smart: using the tq-system, define a ne\v set of theorems of the form Cx, 
\Vhich characterize composite numbers, as follmvs: 

RULE: Suppose x. y. and zare hyphen-strings. If x-ty-qzis a theorem, then Cz is a theorem. 

This \Vorks by saying that Z (the number of hyphens in z) is composite as long as it is the 

product ofnvo numbers greater than I-namely, X + 1 (the number of hyphens in x-), and Y 

+ 1 (the number of hyphens in y-). I am defending this new rule by giving you some 

"Intelligent mode" justifications for it. That is because you are a human being, and \Vant to 
knmv whythere is such a rule. If you \Vere operating exclusively in the "Mechanical mode". 
you \vould not need any justification, since M-mode \Vorkers just follmv the rules 

mechanically and happily, never questioning them! 

Because you \Vork in the I-mode, you \Vill tend to blur in your mind the distinction 
benveen strings and their interpretations. You see. things can become quite confusing as 

soon as you perceive "meaning" in the symbols \Vhich you are manipulating. You have to 

fight your mvn self to keep from thinking that the string '---' is the number 3. The 

Requirement of Formality, \Vhich in Chapter I probably seemed puzzling (because it seemed 

so obvious), here becomes tricky, and crucial. It is the essential thing \Vhich keeps you from 

mixing up the [-mode \Vith the M-mode; or said another \Vay, it keeps you from mixing up 

arithmetical facts \Vith typographical theorems. 
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Illegally Characterizing Primes 

It is very tempting to jump from the C-type theorems directly to P-type theorems, by 

proposing a rule of the follmving kind: 

PROPOSED RULE: Suppose xis a hyphen-string. If Cx is not a theorem, then P xis a theorem. 

The fatal flmv here is that checking \Vhether Cx is not a theorem is not an explicitly 

typographical operation. To knmv for sure that MU is not a theorem of the MIU-system, you 

have to go outside of the system ... and so it is \Vi th this Proposed Rule. It is a rule \Vhich 

violates the \Vhole idea of formal systems, in that it asks you to operate informally-that is, 

outside the system. Typographical operation (6) allmvs you to look into the stockpile of 

previously found theorems, but this Proposed Rule is asking you to look into a hypothetical 

"Table ofNontheorems". But in order to generate such a table, you \vould have to do some 

reasoning outside the system----reasoning \Vhich shmvs \vhy various strings cannot be 

generated inside the system. Nmv it may \Veil be that there is another formal system \Vhich 

can generate the "Table ofNontheorems", by purely typographical means. In fact, our aim is 

to find just such a system. But the Proposed Rule is not a typographical rule, and must be 

dropped. 

This is such an important point that \Ve might d\vell on it a bit more. In our C-system 
(\vhich includes the tq-system and the rule \Vhich defines C-type theorems), \Ve have 

theorems of the form Cx, \Vith 'x' standing, as usual, for a hyphen-string. There are also 

nontheorems of the form Cx. (These are \Vhat [ mean \Vhen I refer to "nontheorems", 

although of course tt-Cqq and other ill-formed messes are also nontheorems.) The difference 

is that theorems have a composite number of hyphens, nontheorems have a prime number of 

hyphens. Now the theorems all have a common "form", that is, originate from a common set 

of typographical rules. Do all nontheorems also have a common "form", in the same sense? 

Belmv is a list of C-type theorems, shmvn \Vithout their derivations. The parenthesized 

numbers follmving them simply count the hyphens in them. 
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C---- (4) 

C------ (6) 

C-------- (8) 
C--------- ( 9) 
C---------- (10) 
C------------ (12) 
C-------------- (14) 
C--------------- (15) 
C---------------- (16) 
C------------------ (18) 



The "holes" in this list are the nontheoreins. To repeat the earlier question: 
Do the holes also have some "form" in common? Would it be reasonable to say that merely by 

virtue of being the holes in this list, they share a common form? Yes and no. That they share 

some typographical quality is undeniable, but \Vhether \Ve \Vant to call it "form" is unclear. 
The reason for hesitating is that the holes are only negativelydefined- -they are the things that 

are left out of a list \Vhich is positively defined. 

Figure and Ground 

This recalls the famous artistic distinction benveen figure and ground When a figure or 

"positive space" (e.g., a human form. or a letter, or a still life) is drmvn inside a frame, an 

unavoidable consequence is that its complementary shape-also called the "ground", or 
"background", or "negative space"-has also been drmvn. In most drmvings. hmvever, this 

figure-ground relationship plays little role. The artist is much less interested in the ground 

than in the figure. But sometimes, an artist \Vill take interest in the ground as \Veil. 

There are beautiful alphabets \Vhich play \Vith this figure-ground distinction. A message 
\Vritten in such an alphabet is shmvn belmv. At first it looks like a collection of some\vhat 

random blobs, but if you step back a \vays and stare at it for a \Vhile, all of a sudden, you \Vill 

see seven letters appear in this ... 

FIGURE15. 

For a similar effect, take a look at my drmving Smoke Signal (Fig. 139). Along these lines, 

you might consider this puzzle: can you somehmv create a drmving containing \vords in both 

the figure andthe ground? 

Let us nmv officially distinguish bet\veen t\vo kinds of figures: cursively drawable ones, 

and recursive ones (by the \Vay, these are my mvn terms-they are not in common usage). A 

cursively drawable figure is one \Vhose ground is merely an accidental by-product of the 

drmving act. A recursive figure is one \Vhose ground can be seen as a figure in its mvn right. 

Usually this is quite deliberate on the part of the artist. The "re" in "recursive" represents the 
fact that both foreground and background are cursively drmvable-the figure is "t\vice

cursive". Each figure-ground boundary in a recursive figure is a double-edged s\vord. M. C. 
Escher \Vas a master at drmving recursive figures-see, for instance, his beautiful recursive 
drmving of birds (Fig. 16). 
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FKiURK 16 Tiling of the plane using birds, by M C Escher (from a 19-L! notebook). 

Our distinction is not as rigorous as one in mathematics. for \Vho can definitively say 

tha1 a particular ground is no1 a figure? Once pointed out, almos1 any ground has interest of 

its mvn. In that sense, every figure is recursive. But that is not \Vhat I intended by the term. 

There is a natural and intuitive notion of recognizable forms. Are both the foreground and 

background recognizable forms? If so, then the drmving is recursive. [f you look a1 the 

grounds of most line drmvings, you \Vill find them rather unrecognizable. This demonstrates 
that 

There exist recognizable forms \Vhose negative space is not any recognizable form. 

In more "technical" terminology, this becomes: 

There exist cursively drmvable figures \Vhich are not recursive. 

Scott Kim's solution to the above puzzle, \Vhich I call his "FIGURE-FIGURE Figure", is 
shmvn in Figure 17. If you read both black and \Vhite, 
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FIGURE 17. FIGURE-FIGURE Figure. by Scott E. Kim (1975). 
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you \Vill see "FIGURE" evef)'\Vhere, but "GROUND" nmvhere! It is a paragon of recursive 

figures. In this clever drmving, there are nvo nonequivalent \vays of characterizing the black 

reg10ns: 

(I) as the negative space to the white regions; 
(2) as altered copies ofthe \Vhite regions (produced by coloring and shifting each \Vhite 

region). 

(In the special case of the FIGURE-FIGURE Figure. the t\vo characterizations are equivalent

but in most black-and-\vhite pictures, they \vould not be.) Nmv in Chapter VIII, \Vhen \Ve 

create our Typographical Number Theory (TNT), it \Vill be our hope that the set of all false 

statements of number theory can be characterized in nvo analogous \vays: 

(I) as the negative space to the set of all TNT-theorems: 
(2) as altered copies of the set of all TNT-theorems (produced by negating each TNT

theorem). 

But this hope \Vill be dashed, because: 

(I) inside the set of all nontheorems are found some truths: 
(2) outside the set of all negated theorems are found some falsehoods. 

You \Vill see \vhy and hmv this happens, in Chapter XIV. Meamvhile, ponder over a pictorial 

representation of the situation (Fig. 18). 

Figure and Ground in Music 

One may also look for figures and grounds in music. One analogue is the distinction 

benveen melody and accompaniment-for the melody is ahvays in the forefront of our 

attention, and the accompaniment is subsidiaf)', in some sense. Therefore it is surprising 

\Vhen \Ve find, in the lmver lines of a piece of music_ recognizable melodies. This does not 

happen too often in post-baroque music. Usually the harmonies are not thought of as 
foreground. But in baroque music-in Bach above all-the distinct lines, \Vhether high or 

lmv or in benveen, all act as "figures". In this sense, pieces by Bach can be called 
"recursive". 

Another figure-ground distinction exists in music: that benveen on-beat and off-beat. If 

you count notes in a measure "one-and. nvo-and. three-and. four-and". most melody-notes 
\Vill come on numbers, not on "and" 's. But sometimes_ a melody \Vill be deliberately pushed 

onto the "and" 's, for the sheer effect of it. This occurs in several etudes for the piano by 

Chopin, for instance. It also occurs in Bach-particularly in his Sonatas and Partitas for 

unaccompanied violin, and his Suites for unaccompanied cello. There, Bach manages to get 

nvo or more musical lines going simultaneously. Sometimes he does this by having the solo 
instrument play "double stops"-nvo notes at once. Other times, hmvever, he 
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Well-lonned lommlas 

FIGURE 18. Considerable lisual symbolism is featured in this diagram of the relationship between 
various classes of TNT strings. The biggest box represents the set of all TNT strings. The next
biggest box represents the set of all well-formed TNT strings. Within it is mund the set of all 
sentences of TNT. Now things begin to get interesting. The set of theorems is pictured as a tree 
growing out of a tnmk (representing the set of axioms,). The tree-symbol u~ chosen because of the 
recursive growth pattem which it exhibits: new branches (theorems) constantly sprouting from old 
ones. The fingerlike branches probe into the comers of the constraining region (the set of truths), yet 
can never iUJJy occupy it. The boundary between the set of truths and the set of falsities is meant to 
suggest a randomly meandering coastline which, no matter how closely you examine it, always has 
finer levels of structure, and is consequently impossible to describe exactly in any finite miy (See B. 
Mandelbrot's book Fractals.,) The reflected tree represents the set of negations of theorems: all of 
them false, yet unable collectively to span the space of false statements. [Drawing by the author.] 

puts one voice on the on-beats, and the other voice on the off-beats, so the ear separates 
them and hears t\vo distinct melodies \Veaving in and out, and harmonizing \Vith each 
other. Needless to say. Bach didn't stop at this level of complexity ... 

Recursively Enumerable Sets vs. Recursive Sets 

Now let us can-y back the notions of figure and ground to the domain of formal systems. 
In our example_ the role of positive space is played by the C-type theorems_ and the role 
of negative space is played by strings \Vi th a 
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prime number of hyphens. So far, the only \Vay \Ve have found to represent prime numbers 

typographically is as a negative space. Is there, hmvever, some \Vay-I don't care hmv 

complicated- -of representing the primes as a positive space-that is. as a set of theorems of 

some formal system? 

Different people's intuitions give different ans\vers here. I remember quite vividly hmv 

puzzled and intrigued I \Vas upon realizing the difference benveen a positive 

characterization and a negative characterization. I \Vas quite convinced that not only the 

primes, but any set of numbers \Vhich could be represented negatively, could also be 

represented positively. The intuition underlying my belief is represented by the question: 
"How could a figure and its grouud not cany exactly the same intormation?" They seemed 

to me to embody the same information, just coded in t\vo complementary \vays. What seems 

right to you? 

It turns out I \Vas right about the primes, but \Vrong in general. This astonished me, 

and continues to astonish me even today. It is a fact that: 

There exist formal systems \Vhose negative space (set of non-theorems) is not the 

positive space (set of theorems) of any formal system. 

This result, it turns out, is of depth equal to Godel's Theorem-so it is not surprising that my 

intuition \Vas upset. I, just like the mathematicians of the early t\ventieth century, expected 

the \Vorld of formal systems and natural numbers to be more predictable than it is. In more 

technical terminology, this becomes: 

There exist recursively enumerable sets \Vhich are not recursive. 

The phrase recursively enumerable (often abbreviated "r.e. ")is the mathematical counterpart 
to our artistic notion of "cursively drmvable"-and recursive is the counterpart of 

"recursive". For a set of strings to be "r.e." means that it can be generated according to 

typographical rules-for example, the set of C-type theorems, the set of theorems of the 
MIU-system-indeed, the set of theorems of any formal system. This could be compared 

\Vith the conception of a "figure" as "a set of lines \Vhich can be generated according to 

artistic rules'' (\vhatever that might mean!). And a "recursive set'' is like a figure 'vhose 

ground is also a figure-not only is it r.e., but its complement is also r.e. 

It follmvs from the above result that: 

There exist formal systems for \Vhich there is no typographical decision procedure. 

How does this follmv? Very simply. A typographical decision procedure is a method \Vhich 

tells theorems from nontheorems. The existence of such a test allmvs us to generate all 

nontheorems systematically, simply by going dmvn a list of all strings and performing the 
test on them one at a time, discarding ill-formed strings and theorems along the \Vay. This 
amounts to 
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a typographical method for generating the set of nontheorems. But according to the earlier 

statement (\vhich \Ve here accept on faith), for some systems this is not possible. So \Ve must 

conclude that typographical decision procedures do not exist for all formal systems. 

Suppose \Ve found a set Fofnatural numbers (T'for 'Figure') \Vhich \Ve could generate 

in some formal \Vay-like the composite numbers. Suppose its complement is the set G (for 

'Ground')-like the primes. Together, F and G make up all the natural numbers, and \Ve 

knmv a rule for making all the numbers in set F, but \Ve knmv no such rule for making all 

the numbers in set G. It is important to understand that if the members of F \Vere ahvays 

generated in order of increasing size, then \Ve could ahvays characterize G. The problem is 

that many r.e. sets are generated by methods \Vhich thrmv in elements in an arbitrary order. 

so you never knmv if a number \Vhich has been skipped over for a long time \Vill get 

included if you just \Vait a little longer. 

We ans\vered no to the artistic question, "Are all figures recursive?" We have nmv 

seen that \Ve must like\vise ans\ver no to the analogous question in mathematics: "Are all 
sets recursive?" With this perspective, let us nmv come back to the elusive \vord "form". Let 

us take our figure-set Fand our ground-set Gagain. We can agree that all the numbers in set 
F have some common "form"-but can the same be said about numbers in set G? It is a 

strange question. When \Ve are dealing \Vith an infinite set to start \Vith-the natural 

numbers-the holes created by removing some subset may be very hard to define in any 

explicit \Vay. And so it may be that they are not connected by any common attribute or 

"form". In the last analysis, it is a matter of taste \Vhether you \Vant to use the \vord 
"form"-butjust thinking about it is provocative. Perhaps it is best not to define "form", but 

to leave it \Vith some intuitive fluidity. 

Here is a puzzle to think about in connection \Vith the above matters. Can you 

characterize the follmving set of integers (or its negative space)? 

1 3 7 12 18 26 35 45 56 69 ... 

Hmv is this sequence like the FIGURE-FIGURE Figure? 

Primes as Figure Rather than Ground 

Finally, \Vhat about a formal system for generating primes? Hmv is it done? The trick is to 

skip right over multiplication, and to go directly to nondivisibility as the thing to represent 

positively. Here are an axiom schema and a rule for producing theorems \Vhich represent the 

notion that one number does not divide (ONO) another number exactly: 

AXIOM SCHE1IA: ~NOJ;"\Vhere x and yare hyphen-strings. 

For example, -----ONO--, \Vhere xhas been replaced by'--' and yby '---'. 
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RULE: If xONOyis a theorem, then so is xONOxy 

If you use the rule nvice, you can generate this theorem: 

-----ON 0------------

\Vhich is interpreted as "5 does not divide 12". But ---ONO------ is 
not a theorem. What goes \Vrong if you try to produce it? 

Nmv in order to determine that a given number is prime, \Ve have to build up some 
knmvledge about its nondivisibility properties. In particular, \Ve \Vant to know that it is not 

divisible by 2 or 3 or 4, etc., all the \Vay up to L less than the number itself. But \Ve can't be 

so vague in formal systems as to say "et cetera". We must spell things out. We \vould like to 
have a \Vay of saying, in the language of the system, "the number Z is divisor-free up to X'', 

meaning that no number benveen 2 and X divides Z This can be done, but there is a trick to 

it. Think about it if you \Vant. 

Here is the solution: 

RULE: If --ONOzis a theorem, so is zDF--. 

RULE: If zDF xis a theorem and also x-ONOzis a theorem, then zDF x- is a theorem. 

These nvo rules capture the notion of divisor-freeness. All \Ve need to do is to say that 

primes are numbers \Vhich are divisor-free up to I less than themselves: 

RULE: If z-OF zis a theorem, then P z- is a theorem. 

Oh-let's not forget that 2 is prime! 

A.'C!OM: P--. 

And there you have it. The principle of representing primality formally is that there is a test 

for divisibility \Vhich can be done \Vithout any backtracking. You march steadily up\vard, 

testing first for divisibility by 2, then by 3, and so on. It is this "monotonicity" or 

unidirectionality-this absence of cross-play benveen lengthening and shortening, 

increasing and decreasing-that allmvs primality to be captured. And it is this potential 

complexity of formal systems to involve arbitrary amounts of back.\vards-fonvards 

interference that is responsible for such !imitative results as Godel's Theorem. Turing's 

Halting Problem, and the fact that not all recursively enumerable sets are recursive. 
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Contracrostipunctus 

Achilles has come to visit his friend and jogging companion, the 

Tortoise, at his home_ 

Achilles: Heavens, you certainly have an admirable boomerang collection! 
Tortoise: Oh, psha\v. No better than that of any other Tortoise. And nmv, \vould you like to 

step into the parlor? 
Achilles: Fine. (Walks to the comer of the room) I see you also have a large collection of 

records. What sort of music do you enjoy? 

Tortoise: Sebastian Bach isn't so bad, in my opinion. But these days, I must say, [ am 

developing more and more of an interest in a rather specialized sort of music. 

Achilles: Tell me, \Vhat kind of music is that? 
Tortoise: A type of music \Vhich you are most unlikely to have heard of [ call it "music to 

break phonographs by"_ 

Achilles: Did you say ''to break phonographs by"? That is a curious concept I can just see 

you, sledgehammer in hand, \Vhacking one phonograph after another to 

pieces, to the strains ofBeethoven's heroic masterpiece Wellington's Victory. 

Tortoise: That's not quite \Vhat this music is about Hmvever, you might find its true nature 

just as intriguing. Perhaps I should give you a brief description of it? 

Achilles: Exactly \Vhat I \Vas thinking. 
Tortoise: Relatively fe\v people are acquainted \Vith it 11 all began \Vhen my friend the 

Crab-have you met him_ by the \vay?-paid me a visit 

Achilles: 'nvould be a pleasure to make his acquaintance, I'm sure. Though I've heard so 

much about him, I've never met him. 

Tortoise: Sooner or later I'll get the nvo of you together. You'd hit it off splendidly. Perhaps 
\Ve could meet at random in the park one day __ _ 

Achilles: Capital suggestion! I'll be looking fonvard to it But you \Vere going to tell me 
about your \Veird "music to smash phonographs by", \Veren't you? 

Tortoise: Oh, yes. Well, you see, the Crab came over to visit one day. You must understand 

that he's ahvays had a \Veakness for fancy gadgets, and at that time he \Vas 

quite an aficionado for, of all things, record players. He had just bought his 

first record player, and being some\vhat gullible, believed every \vord the 

salesman had told him about it-in particular, that it \Vas capable of 

reproducing any and all sounds. In short, he \Vas convinced that it \Vas a 

Perfect phonograph. 
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Achilles: Naturally, I suppose you disagreed. 
Tortoise: True, but he \vould hear nothing of my arguments. He staunchly maintained that 

any sound \Vhatever \Vas reproducible on his machine. Since I couldn't 

convince him of the contrary, [ left it at that. But not long after that, I 

returned the visit, taking \Vith me a record of a song \Vhich I had myself 

composed. The song \Vas called "I Cannot Be Played on Record Player)". 

Achilles: Rather unusual. Was it a present for the Crab? 
Tortoise: Absolutely. I suggested that \Ve listen to it on his new phonograph. and he \Vas 

very glad to oblige me. So he put it on. But unfortunately, after only a fe,v 

notes, the record player began vibrating rather severely, and then \Vith a loud 

"pop", broke into a large number of fairly small pieces, scattered all about the 

room. The record \Vas utterly destroyed also, needless to say. 

Achilles: Calamitous blmv for the poor fellmv, I'd say. What \Vas the matter \Vith his record 

player? 

Tortoise: Really, there \Vas nothing the matter. nothing at all. It simply couldn't reproduce 

the sounds on the record \Vhich I had brought him, because they 'vere sounds 

that \vould make it vibrate and break. 

Achilles: Odd, isn't it? I mean, I thought it \Vas a Perteet phonograph. That's \Vhat the 

salesman had told him, after all. 

Tortoise: Surely, Achilles. you don't believe everything that salesmen tell you! Are you as 

naive as the Crab \Vas? 

Achilles: The Crab \Vas naiver by far! I know that salesmen are notorious prevaricators. I 

\Vasn't born yesterday! 

Tortoise: In that case, maybe you can imagine that this particular salesman had some\vhat 

exaggerated the quality of the Crab's piece of equipment ... perhaps it \Vas 

indeed less than Perfect, and could not reproduce every possible sound. 

Achilles: Perhaps that is an explanation. But there's no explanation for the amazing 

coincidence that your record had those very sounds on it ... 
Tortoise: Unless they got put there deliberately. You see_ before returning the Crab's visit I 

\Vent to the store \Vhere the Crab had bought his machine, and inquired as to 

the make. Having ascertained that, I sent off to the manufacturers for a 

description-of its design. After receiving that by return mail, I analyzed the 

entire construction of the phonograph and discovered a certain set of sounds 
\Vhich. if they \Vere produced any,vhere in the vicinity, \vould set the device 

to shaking and eventually to falling apart. 

Achilles: Nasty fellmv! You needn't spell out for me the last details: that you recorded those 
sounds yourself, and offered the dastardly item as a gift ... 
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Tortoise: Clever devil! You jumped ahead of the story! But that \Vasn't tin-end of the 

adventure, by any means. for the Crab did not believe that his record player 

\Vas at fault. He \Vas quite stubborn. So he \Vent out and bought a ne\v record 

player, this one even more expensive, and this time the salesman promised to 

give him double his money back in case the Crab found a sound \Vhich it 

could not reproduce exactly. So the Oral) told me excitedly about his ne\v 

model, and I promised to come over and see it. 

Achilles: Tell me if I'm \Vrong-I bet that before you did so, you once again \\'Tote the 

manufacturer, and composed and recorded a new song called "I Cannot Be 

Played on Record Player 2" _ based on the construction of the new model. 

Tortoise: Utterly brilliant deduction, Achilles. You've quite got the spirit. 
Achilles: So what happened this time? 
Tortoise: As you might expect, precisely the same thing. The phonograph fell into 

innumerable pieces, and the record was shattered. 
Achilles: Consequently. the Crab finally became convinced that there can be no such thing 

as a Perfect record player. 

Tortoise: Rather surprisingly, that's not quite what happened. He was sure that the ne:\.i 

model up would fill the bill, and having twice the money, he-

Achilles: Oho-I have an idea! He could have easily outwitted you, by obtaining a LOW

fidelity phonograph--one that was not capable of reproducing the sounds 

which would destroy it. In that way, he would avoid your trick. 

Tortoise: Surely. but that would defeat the original purpose-namely. to have a phonograph 

which could reproduce any sound whatsoever, even its own self-breaking 

sound, which is of course impossible. 

Achilles: That's true. I see the dilemma now. If any record player-say Record Player X-is 

sufficiently high-fidelity, then when it attempts to play the song "I Cannot Be 

Played on Record Player X", it will create just those vibrations which will 

cause it to break . . . So it fails to be Perfect. And yet, the only way to get 

around that trickery, namely for Record Player X to be oflower fidelity. even 

more directly ensures that it is not Perfect. It seems that every record player 

is vulnerable to one or the other of these frailties, and hence all record 

players are defective. 

Tortoise: I don't see why you call them "defective". It is simply an inherent fact about 

record players that they can't do all that you might wish them to be able to 

do. But if there is a defect anywhere, it is not in THEM, but in your 

expectations of what they should be able to do! And the Crab was just full of 

such unrealistic expectations. 
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Achilles: Compassion for the Crab ovenvhelms me. High fidelity or lmv-fidelity, he loses 

either \Vay. 

Tortoise: And so, our little game \Vent on like this for a fe\v more rounds. and eventually our 

friend tried to become very smart. He got \Vind of the principle upon \Vhich I 

\Vas basing my mvn records, and decided to try to outfox me. He \\'Tote to the 

phonograph makers, and described a device of his own invention, which they 

built to specitication. He called it "Record Player Omega". It was 

considerably more sophisticated than an ordinary record player. 

Achilles: Let me guess how: Did it have no moving parts? Or was it made of cotton? Or

Tortoise: Let me tell you. instead. That will save some time. In the first place. Record Player 

Omega incorporated a television camera whose purpose it was to scan any 

record before playing it. This camera was hooked up to a small built-in 

computer, which would determine exactly the nature of the sounds, by 

looking at the groove-patterns. 

Achilles: Yes, so far so good. But what could Record Player Omega do with this 

information? 

Tortoise: By elaborate calculations. its little computer figured out what effects the sounds 

would have upon its phonograph. If it deduced that the sounds were such that 

they would cause the machine in its present configuration to break, then it did 

something very clever. Old Omega contained a device which could 

disassemble large parts of its phonograph subunit, and rebuild them in new 

ways, so that it could, in effect, change its own structure. If the sounds were 
"dangerous", a new configuration was chosen, one to which the sounds would 

pose no threat and this new configuration would then be built by the 

rebuilding subunit, under direction of the little computer. Only after this 

rebuilding operation would Record Player Omega attempt to play the record. 

Achilles: Aha! That must have spelled the end of your tricks. I bet you were a little 

disappointed. 

Tortoise: Curious that you should think so ... I don't suppose that you know Godel's 
Incompleteness Theorem back.·wards and forwards, do you? 

Achilles: Know WHOSE Theorem backwards and forwards? I've never heard of anything 

that sounds like that. I'm sure it's fascinating, but I'd rather hear more about 

"music to break records by". It's an amusing little story. Actually, I guess I 

can fill in the end. Obviously, there was no point in going on, and so you 

sheepishly admitted defrat, and that was that. Isn't that exactly it? 

Tortoise: What! It's almost midnight! I'm afraid it's my bedtime. I'd love to talk some more, 

but really I am growing quite sleepy. 
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Achilles: As am I. Well, I'll be on my \Vay. (As he reaches the door, he suddenly stops, and 

turns around.) Oil, hmv silly of me! I almost forgot. I brought you a little 

present. Here. {Hands the Tortoise a small. neatly nrapped package.) 

Tortoise: Really, you shouldn't have! Why, thank you very much indeed. I think I'll open it 

nmv. (Eagerly tears open the package, and inside discovers a glass goblet.) 

Oh, \Vhat an exquisite goblet! Did you knmv that I am quite an aficionado 

for, of all things, glass goblets? 

Achilles: Didn't have the foggiest. What an agreeable coincidence! 
Tortoise: Say, if you can keep a secret, I'll let you in on something: I'm trying to find a 

Perfect goblet: one having no defects of any sort in its shape. Wouldn't it be 

something if this goblet-let's call it "G"-\vere the one? Tell me, \Vhere did 

you come across Goblet G? 

Achilles: Sony, but that's MY little secret. But you might like to knmv \Vho its maker is. 

Tortoise: Pray tell, \Vho is it? 
Achilles: Ever hear of the famous glassblmver Johann Sebastian Bach? Well, he \Vasn't 

exactly famous for glassblmving-but he dabbled at the art as a hobby, 

though hardly a soul knmvs it-and this goblet is the last piece he ble\v. 

Tortoise: Literally his last one? My gracious. If it truly \Vas made by Bach, its value is 

inestimable. But hmv are you sure of its maker? 

Achilles: Look at the inscription on the inside-do you see \Vhere the letters 'B' _ 'A'_ 'C' _ 'H' 

have been etched? 

Tortoise: Sure enough! What an extraordinary thing. (Gently sets Goblet G down on a 

shelf) By the \Vay, did you know that each of the four letters in Bach's name 

is the name of a musical note? 

Achilles: ' tisn't possible, is it? After all, musical notes only go from 'A' through 'G'. 

Tortoise: Just so; in most countries, that's the case. But in Germany, Bach's mvn homeland, 

the convention has ahvays been similar. except that \Vhat \Ve call 'B'_ they 

call 'H', and 'vhat \Ve call 'B-flat', they call 'B'. For instance, 've talk about 

Bach's "Mass in B Minor", \Vhereas they talk about his "H-moll Messe". ls 

that clear? 

Achilles: ... hmm ... I guess so. It's a little confusing: His B, and Bis B-flat. I suppose his 

name actually constitutes a melody, then. 

Tortoise: Strange but true. [n fact he \Vorked that melody subtly into one of his most 

elaborate musical pieces-namely. the final Contrapunctus in his Art of the 

Fugue. It \vas the last fugue Bach ever '"rnte. When I heard it for the first 

time, I had no idea how it would end. Suddenly, without warning, it broke 

off. And then ... dead silence. I realized immediately that was where Bach 

died. It is an indescribably sad moment, and the effect it had on me was

shattering. In any case, B-A-C-H is the last theme of that fugue. It is hidden 

inside the piece. Bach didn't point it out 
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explicitly, but if you knmv about it, you can find it \Vithout much trouble. 
Ah, me-there are so many clever \vays of hiding things in music ... 

Achilles: ... or in poems. Poets used to do very similar things, you knmv (though it's 
rather out of style these days). For instance, Le\vis Carroll often hid \vords 
and names in the first letters (or characters) of the successive lines in poems 
he \\'Tote. Poems which conceal messages that way are called "acrostics". 

Tortoise: Bach, too, occasionally wrote acrostics, which isn't surprising. After all, 
counterpoint and acrostics, with their levels of hidden meaning, have quite a 
bit in common. Most acrostics, however, have only one hidden level-but 
there is no reason that one couldn't make a double-decker-an acrostic on 
top of an acrostic. Or one could make a ''contracrostic"-where the initial 
letters, taken in reverse order, form a message. Heavens! There's no end .to 
the possibilities inherent in the form. Moreover, it's not limited to poets; 
anyone could write acrostics-even a dialogician. 

Achilles: A dial-a-logician? That's a new one on me. 
Tortoise: Correction: I said "dialogician"_ by which I meant a writer of dialogues. Hmm ... 

something just occurred to me. In the unlikely event that a dialogician 
should write a contrapuntal acrostic in homage to J. S. Bach, do you 
suppose it would be more proper for him to acrostically embed his OWN 
name-or that of Bach? Oh, well, why worrv about such frivolous matters? 
Anybody who wanted to write such a piece- could make up his own mind. 
Now getting back to Bach's melodic name, did you know that the melody 
B-A-C-H, if played upside down and backwards, is exactly the same as the 
original? 

Achilles: How can anything be played upside down? Backwards, I can see-you get H-C
A-B-bu1 upside down? You must be pulling my leg. 

Tortoise: 'pon my word, you're quite a skeptic, aren't you? Well, I guess I'll have to give 
you a demonstration. Let me just go and fetch my fiddle-(Walks into the 
next room, and retums in a jifty nith an ancienc-looking violin.) -and play 
it for you forwards and backwards and every which way. Let's see, now ... 
(Places his copy of the Art of the Fugue on his music stand and opens it to 
the last page.) . .. here's the last Contrapuuctus,-and here's the last theme ... 
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The Tortoise begins to play: B-A-C- - but as he bows the final H, 
suddenly, without warning, a shattering sound rudely interrupts his 
performance. Both he and Achilles spin around, just in time to catch 
a glimpse of myriad fragments of glass tinkling to the floor from the 
shelf where Goblet G had stood, only moments before. And then ... 
dead silence. 



CHAPTER IV 

Consistency, Completeness, and 
Geometry 

Implicit and Explicit Meaning 
IN CHAPTER II, 've smv hmv meaning-at least in the relatively simple context of formal 
systems-arises when there is an isomorphism between rule-governed symbols, and things 
in the real world. The more complex the isomorphism, in general, the more "equipment"
both hardware and software-is required to extract the meaning from the symbols. [f an 
isomorphism is very simple (or very familiar), we are tempted to say that the meaning 
which it allows us to see is explicit. We see the meaning without seeing the isomorphism. 
The most blatant example is human language. where people often attribute meaning to 
words in themselves, without being in the slightest aware of the very complex 
"isomorphism" that imbues them with meanings. This is an easy enough error to make. It 
attributes all the meaning to the object (the word), rather than to the link between that 
object and the real world. You might compare it to the naive beliefthat noise is a necessary 
side effect of any collision of two objects. This is a false belief; if two objects collide in a 
vacuum, there will be no noise at all. Here again, the error stems from attributing the noise 
exclusively to the collision, and not recognizing the role of the medium, which carries it 
from the objects to the ear. 

Above, I used the word "isomorphism'' in quotes to indicate that it must be taken with 
a grain of salt. The symbolic processes which underlie the understanding of human 
language are so much more complex than the symbolic processes in typical formal 
systems, that, if we want to continue thinking of meaning as mediated by isomorphisms, 
we shall have to adopt a far more flexible conception of what isomorphisms can be than 
we have up till now. In my opinion, in fact, the key element in answering the question 
"What is consciousness?" will be the unraveling of the nature of the "isomorphism" which 
underlies meaning. 

Explicit Meaning of the Contracrostipunctus 

All this is by way of preparation for a discussion of the Contracrostipunctus--a study in 
levels of meaning. The Dialogue has both explicit and implicit meanings. Its most explicit 
meaning is simply the story 

which was related. This "explicit" meaning is, strictly speaking, extremely implicit, in the 
sense that the brain processes required to understand tin-events in the story, given only the 
black marks on paper, are incredibly complex. Nevertheless, we shall consider the events in 
the story to be the explicit meaning of the Dialogue, and assume that every reader of 
English uses more or less the same "isomorphism" in sucking that meaning from the marks 
on the paper. 

Even so, I'd like to be a little more explicit about the explicit meaning of the story. 
First I'll talk about the record players and the records. The main point is that there are two 
levels of meaning for the grooves in the records. Level One is that of music. Now what is 
"music"-a sequence of vibrations in the air, or a succession of emotional responses in a 
brain? It is both. But before there can be emotional responses, there have to he vibrations. 
Now the vibrations get "pulled" out of the grooves by a record player, a relatively 
straightforward device; in fact you can do it with a pin, just pulling it down the grooves. 
After this stage, the ear converts "he vibrations into firings of auditory neurons in the brain. 
Then ensue a number of stages in the brain, which gradually transform the linear sequence 
of vibrations into a complex pattern of interacting emotional responses-far too complex 
for us to go into here, much though I would like to. Let us therefore content ourselves with 
thinking of the sounds in the air as the "Level One" meaning of the grooves, 

What is the Level Two meaning of the grooves? It is the sequence of vibrations 
induced in the record player. This meaning can only arise after the Level One meaning has 
been pulled out of the grooves, since the vibrations in the air cause the vibrations in the 
phonograph. Therefore, the Level Two meaning depends upon a chain of two 
isomorphisms: 
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(1) isomorphism between arbitrary groove 
patterns and air vibrations: 

(2) isomorphism between arbitrary air vibrations 



and phonograph vibrations. 

This chain of two isomorphisms is depicted in Figure 20. Notice that isomorphism 1 is the 
one which gives rise to the Level One meaning. The Level Two meaning is more implicit 
than the Level One meaning, because it is mediated by the chain of two isomorphisms. It is 
the Level Two meaning which "backfires", causing the record player to break apart. What is 
of interest is that the production of the Level One meaning forces the production of the 
Level Two meaning simultaneously-- there is no way to have Level One without Level 
Two. So it was the implicit meaning of the record which turned back on it. and destroyed it. 

Similar comments apply to the goblet. One difference is that the mapping from letters 
of the alphabet to musical notes is one more level of isomorphism, which we could call 
"transcription". That is followed by "translation"-conversion of musical notes into musical 
sounds. I hereafter, the vibrations act back on the goblet just as they did on the escalating 
series of phonographs. 
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FIGURE .70. Visual rendition of the principle underlying Godel's Theorem: two back-to-back 
mappings which have an unexpected boomeranging effect The first is from groove-pattems to 
sounds, canied out by a phonograph. The second-familiar, but usually ignored- is from sounds to 
ribrations of the phonograph. Note that the second mapping exisrs independently of the first one. for 
any sound in the licini!J~ not just ones produced by the phonograph itselt; will cause such 
librations. The paraphrase of Godel's Theorem says that for any record player, there are records 
which it cannot play because they will cause its indirect self-destruction. [Drawing by the author.] 

Implicit Meanings of the Contracrostipunctus 

What about implicit meanings of the Dialogue? (Yes. it has more than one of these.) The simplest of 
these has already been pointed out in the paragraphs above--namely, that the events in the two 
halves of the dialogue are roughly isomorphic to each other: the phonograph becomes a violin, the 
Tortoise becomes Achilles, the Crab becomes the Tortoise, the grooves become the etched 
autograph, etc. Once you notice this simple isomorphism .. you can go a little further. Observe that in 
the first half of the story. the Tortoise is the perpetrator of all the mischief_ while in the second half 
he is the victim. What do you know, but his own method has turned around and backfired on him! 
Reminiscent of the backfiring of the records' music--or the goblet's inscription--or perhaps of the 
Tortoise's boomerang collection? Yes, indeed. The story is about backfiring on two levels, as 
follows ... 

Level One: Goblets and records which backfire; 

Level Two: The Tortoise's devilish method of exploiting implicit meaning to cause 
backfires-which backfires. 

Therefore we can even make an isomorphism between the two levels of the story. in which we 
equate the way in which the records and goblet boomerang back to destroy themselves, with the 
way in which the Tortoise's own fiendish method boomerangs back to get him in the end. Seen this 



way, the story itself is an example of the backfirings which it discusses. So we can think of 

the Contracrostipunctus as referring to itself indirectly, ill that its own structure is 

isomorphic to the events it portrays. (Exactly as the goblet and records refer implicitly to 

themselves via the back-to-hack isomorphisms of playing and vibration-causing.) One may 

read the Dialogue without perceiving this fact, of course-but it is there all the time. 

Mapping Between the Contracrostipunctus. 
and Godel's Theorem 

Now you may feel a little dizzy-but the best is yet to come. (Actually. some levels of 

implicit meaning will not even be discussed here-they will lie left for you to ferret out.) 

The deepest reason for writing this Dialogue was to illustrate Godel's Theorem, which, as I 

said in the Introduction, relies heavily on two different levels of meaning of statements of 

number theory. Each of the two halves of the Contracrostipunctus is an "isomorphic copy" of 

Godel's Theorem. Because this mapping is the central idea of the Dialogue, and is rather 
elaborate, I have carefully charted it out below. 

phonograph ¢> axiomatic system for number theory 

low-fidelity phonograph ¢> "weak" axiomatic system 

high-fidelity phonograph ¢> "strong" axiomatic system 

"Perfect" phonograph ¢> complete system for number theory 

"blueprint" of phonograph ¢> axioms and rules of formal system 

record ¢> string of the fonnal system 

playable retold¢> theorem of the axiomatic system 

unplayable record¢> nontheorem of the axiomatic system 

sound ¢> true statement of number theory 

reproducible sound¢> interpreted theorem of the system 

unreproducible sound ¢> true statement which isn't a theorem 

song title: implicit meaning of GOdel's string: 
"I Cam10t Be Played 
on Record Player X" 

"I Cam10t Be Derived 
in Formal System X" 

This is not the full extent of the isomorphism between Godel's Theorem and the 

Contracrostipunctus, but it is the core of it. You need not worry if you don't fully grasp 

Godel's Theorem by now-there are still a few Chapters to go before we reach it! 

Nevertheless, having read this Dialogue, you have already tasted some of the flavor of 

Godel's Theorem without necessarily being aware ofit. I now leave you to look for any other 

types of implicit meaning in the Contracrostipunctus. "Quaerendo invenietis!" 
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The Art of the Fugue 

A few words on the Art of the Fugue ... Composed in the last year of Bach's life, it is a 

collection of eighteen fugues all based on one theme. Apparently, writing the Musical 

Offrring'>vas an inspiration to Bach. He decided to compose another set of fugues on a much 

simpler theme. to demonstrate the full range of possibilities inherent in the form. In the Art 

of the Fugue, Bach uses a very simple theme in the most complex possible ways. The whole 

work is in a single key. Most of the fugues have four voices, and they gradually increase in 

complexity and depth of expression. Toward the end, they soar to such heights of intricacy 

that one suspects he can no longer maintain them. Yet he does . . . until the last 

Contrapuuctus. 
The circumstances which caused the break-off of the Art of the Fugue (which is to say, 

of Bach's life) are these: his eyesight having troubled him for years. Bach wished to have an 
operation. [twas done; however, it came out quite poorly, and as a consequence, he lost his 

sight for the better part of the last year of his life. This did not keep him from vigorous work 

on his monumental project, however. His aim was to construct a complete exposition of fugal 

writing, and usage of multiple themes was one important facet of it In what he planned as 

the ne~i-to-last fugue, he inserted his own name coded into notes as the third theme. 

However, upon this very act, his health became so precarious that he was forced to abandon 

work on his cherished project In his illness. he managed to dictate to his son-in-law a final 

chorale prelude, of which Bach's biographer Forkel wrote, "The expression of pious 

resignation and devotion in it has always affected me whenever [ have played it; so that l can 

hardly say which I would rather miss-this Chorale, or the end of the last fugue." 
One day, without warning, Bach regained his vision. But a fow hours later, he suffered 

a stroke; and ten days later, he died, leaving it for others to speculate on the incompleteness 

of the Art of the Fugue. Could it have been caused by Bach's attainment of self-reference? 

Problems Caused by Godel's Result 

The Tortoise says that no sutliciently powerful record player can be perfect, in the sense of 

being able to reproduce every possible sound from a record. Godel says that no sufficiently 

powerful formal system can be perfect, in the sense of reproducing every single true 

statement as a theorem. But as the Tortoise pointed out with respect to phonographs, this 

fact, only seems like a defect if you have unrealistic expectations of what formal systems 

should be able to do. Nevertheless, mathematicians began this century with just such 

unrealistic expectations, thinking that axiomatic reasoning was the cure to all ills. They 

found out otherwise in 1931. The tact that truth transcends theoremhood, in any given formal 

system, is called "incompleteness" of that system. 

A most puzzling fact about Godel's method ofproofis that he uses 
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reasoning methods which seemingly cannot be "encapsulated"-they resist being 
incorporated into any formal system. Thus, at first sight, it seems (hat Godel has unearthed a 

hitherto unknown, but deeply significant. difference between human reasoning and 

mechanical reasoning. This mysterious discrepancy in the power of living and nonliving 

systems is mirrored ill the discrepancy between the notion of truth, and that of theoremhood ... 
or at least that is a "romantic" way to view the situation. 

The Modified pq-System and Inconsistency 

In order to see the situation more realistically, it is necessary to see in more depth why and 

how meaning is mediated. in formal systems. by isomorphisms. And I believe that this leads 

to a more romantic way to view the situation. So we now will proceed to investigate some 

further aspects of (lie relation between meaning and form. Our first step is to make a new 

formal system by modii}·'ing our old friend, the pq-system, very slightly. We add one more 

axiom schema (retaining the original one, as well as the single rule ofinforence): 

AXIOM SCHEJ\1A II: [f xis a hyphen-string, then x p-q xis an axiom. 

Clearly, then, --p-q-- is a theorem in the new system, and so is --p--q---. And yet, their 

interpretations are, respectively, "2 plus l equals 2", and "2 plus 2 equals 3". 11 can be seen 

that our new system will contain a lot of false statements (if you consider strings to be 

statements). Thus, our new system is inconsistent nith the extemal world 

As if this weren't bad enough, we also have internal problems with our new system, 

since it contains statements which disagree with one another. such as -p-q-- (an old axiom) 

and -p-q- (a new axiom). So our system is inconsistent in a second sense: internally. 

Would, therefore, the only reasonable thing to do at this point be to drop the new 

system entirely? Hardly. I have deliberately presented these "inconsistencies" in a wool

pulling manner: that is, I have tried to present fuzzy-headed arguments as strongly as 

possible, with the purpose of misleading. In fact, you may well have detected the fallacies in 

what I have said. The crucial fallacy came when I unquestioningly adopted the very same 

interpreting words for the new system as I had for the old one. Remember that there was only 

one reason for adopting those words in the last Chapter, and that reason 'vas that the symbols 

acted isomorphically to the concepts which they were matched with, by the interpretation. 

But when you modi!}' the rules governing the system, you are bound to damage the 

isomorphism. [t just cannot be helped. Thus all the problems which were lamented over in 

preceding paragraphs were bogus problems; they can be made to vanish in no time, by 
suitably reinterpreting some of the symbols of the system. Notice that I said "some"; not 

necessarily all symbols will have to be mapped onto new notions. Some may very well retain 
their "meanings", while others change. 
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Regaining Consistency 

Suppose, for instance, that we reinterpret just the symbol q, leaving all the others constant; in 

particular, interpret q by the phrase "is greater than or equal to". Now, our ''contradictory" 

theorems -p-q- and -p-q-- come out harmlessly as: "l plus 1 is greater than or equal to l", 
and "l plus 1 is greater than or equal to 2". We have simultaneously gotten rid of (1) the 

inconsistency with the external world, and (2) the internal inconsistency. And our new 

interpretation is a meaningfiJJ interpretation; of course the original one is meaningless. That 

is. it is meaningless/or the new system; for the original pq-system. it is fine. But it now seems 

as pointless and arbitrary to apply it to the new pq-system as it was to apply the "horse-apple

happy" interpretation to the old pq-system. 

The History of Euclidean Geometry 

Although I have tried to catch you off guard and surprise you a little. this lesson about how to 

interpret symbols by words may not seem terribly difficult once you have the hang of it. [n 

fact, it is not. And yet it is one of the deepest lessons of all of nineteenth century 

mathematics! It all begins with Euclid, who, around 300 B.C., compiled and systematized all 

of what was known about plane and solid geometry in his day. The resulting work, Euclid's 

Elements, was so solid that it was virtually a bible of geometry for over two thousand 

years-one of the most enduring works of all time. Why was this so? 

The principal reason was that Euclid was the founder of rigor in mathematics. The 

Elements began with very simple concepts, definitions, and so forth, and gradually built up a 

vast body of results organized in such a way that any given result depended only on 

foregoing results. Thus, there was a definite plan to the work, an architecture which made it 

strong and sturdy. 

Nevertheless, the architecture was of a different type from that of, say, a sk·yscraper. 

(See Fig. 21.) In the latter, that it is standing is proof enough that its structural elements are 

holding it up. But in a book on geometry. when each proposition is claimed to follow 

logically from earlier propositions, there will be no visible crash if one of the proofs is 

invalid. The girders and struts are not physical, but abstract. In fact, in Euclid's Elements, the 

stuff out of which proofs were constructed was human language-that elusive, trick)' 

medium of communication with so many hidden pitfalls. What, then, of the architectural 

strength of the Elements?Is it certain that it is held up by solid structural elements, or could it 

have structural weaknesses? 

Every word which we use has a meaning to us, which guides us in our use of it. The 

more common the word, the more associations we have with it, and the more deeply rooted is 

its meaning. Therefore, when someone gives a definition for a common word in the hopes 

that we will abide by that 

88 



FIGURE 21. Tower of Babel, by M. C. Escher (woodcut_ 1928). 
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definition, it is a foregone conclusion that '"e 'vill not do so but 'vill instead be guided, 

largely unconsciously, by 'vhat our minds find in their associative stores. I mention this 

because it is the sort of problem 'vhich Euclid created in his Elements, by attempting to give 
definitions of ordinary, common 'vords such as "point", "straight line"- "circle", and so forth. 

Hmv can you define something of,vhich everyone already has a clear concept? The only 'vay 
is if you can make it clear that your 'vord is supposed to be a technical term, and is not to be 

confused 'vi th the everyday 'vord 'vith the same spelling. You have to stress that the 

connection 'vith the everyday 'vord is only suggestive. Well, Euclid did not do this, because 

he felt that the points and lines of his Elements 'vere indeed the points and lines of the real 

'vorld. So by not making sure that all associations 'vere dispelled. Euclid 'vas inviting readers 

to let their pmvers of association run free . . . 

This sounds almost anarchic, and is a little unfair to Euclid. He did set dmvn axioms, or 

postulates, 'vhich 'vere supposed to be used in the proofs of propositions. In fact, nothing 

other than those axioms and postulates 'vas supposed to be used. But this is 'vhere he slipped 

up, for an inevitable consequence of his using ordinary 'vords 'vas that some of the images 

conjured up by those 'vords crept into the proofs 'vhich he created. Hmvever, if you read 

proofs in the Elements. do not by any means expect to find glaring "jumps" in the reasoning. 

On the contrary, they are very subtle, for Euclid 'vas a penetrating thinker, and 'vould not 

have made any simple-minded errors. Nonetheless, gaps are there, creating slight 

imperfections in a classic \vork. But this is not to be complained about. One should merely 

gain an appreciation for the difference behveen absolute rigor and relative rigor. In the long 

run, Euclid's lack of absolute rigor 'vas the cause of some of the most fertile path-breaking in 

mathematics, over nvo thousand years after he 'vrote his 'vork. 
Euclid gave five postulates to be used as the "ground story" of the infinite sk.·yscraper of 

geometry, of,vhich his Elements constituted only the first several hundred stories. The first 

four postulates are rather terse and elegant: 

(1) A straight line segment can be drmvnjoining any hvo points. 

(2) Any straight line segment can be extended indefinitely in a straight line. 

(3) Given any straight line segment, a circle can be drmvn having the segment as radius 

and one end point as center. 

( 4) All right angles are congruent. 

The fifth, hmvever, did not share their grace: 

( 5) If nvo lines are drmvn 'vhich intersect a third in such a 'vay that the sum of the 

inner angles on one side is less than nvo right angles, then the hvo lines inevitably must 

intersect each other on that side if extended far enough. 
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Though he never explicitly said so, Euclid considered this postulate to be somehmv inferior 

to the others, since he managed to avoid using it in the proofs of the first t\venty-eight 

propositions. Thus. the first hventy-eight propositions belong to 'vhat might be called "four
postulate geometry"- that part of geometry 'vhich can be derived on the basis of the first 

foul-postulates of the Elements, 'vithout the help of the fifth postulate. (It is also often called 

absolute geometiy.) Certainly Euclid 'vould have found it far preferable to prove this ugly 

duckling, rather than to have to assume it. But he found no proof, and therefore adopted it. 

But the disciples of Euclid \Vere no happier about having to assume this fifth postulate. 

Over the centuries, untold numbers of people gave untold years of their lives in attempting to 

prove that the fifth postulate 'vas itself part of four-postulate geometry. By 1763. at least 

t\venty-eight different proofs had been published-all erroneous! (They 'vere all criticized in 

the dissertation of one G. S. Kluge!.) All of these erroneous proofs involved a confusion 

behveen everyday intuition and strictly formal properties. It is safe to say that today, hardly 

any of these "proofs" holds any mathematical or historical interest-- but there are certain 

exceptions. 

The Many Faces of Noneuclid 

Girolamo Saccheri (1667-1733) lived around Bach's time. He had the ambition to free Euclid 

of every flmv. Based on some earlier 'vork he had done in logic, he decided to try a novel 

approach to the proof of the famous fifth: suppose you assume its opposite; then 'vork 'vith 

that as your fifth postulate ... Surely after a 'vhile you 'vill create a contradiction. Since no 

mathematical system can support a contradiction, you 'vill have shmvn the unsoundness of 
your mvn fifth postulate, and therefore the soundness of Euclid's fifth postulate. We need not 

go into details here. Suffice it to say that 'vith great skill. Saccheri 'vorked out proposition 

after proposition of ''Saccherian geometry" and eventually became tired of it. At one point, he 

decided he had reached a proposition 'vhich 'vas "repugnant to the nature of the straight line". 

That 'vas 'vhat he had been hoping for-to his mind, it 'vas the long-sought contradiction. At 

that point, he published his 'vork under the title Euclid Freed of Every Han~ and then 

expired. 

But in so doing, he robbed himself of much posthumous glory, since he had umvittingly 

discovered 'vhat came later to be knmvn as "hyperbolic geometry". Fifty years after Saccheri. 

J. H. Lambert repeated the "near miss", this time coming even closer, if possible. Finally, 

forty years after Lambert, and ninety years after Saccheri, non-Euclidean geometry 'vas 

recognized for 'vhat it 'vas-an authentic ne'v brand of geometry, a bifurcation in the hitherto 

single stream of mathematics. In 1823, non-Euclidean geometry \Vas discovered 
simultaneously, in one of those inexplicable coincidences, by a Hungarian mathematician, 
Janos (or Johann) Bolyai, aged t\venty-one, and a Russian mathematician, Nikolay 

Lobachevskiy, aged thirty. And. ironically, in that same year, the great French mathematician 
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Adrien-Marie Legendre came up 'vith 'vhat he 'vas sure 'vas a proof of Euclid's fifth 

postulate, very much along the lines of Saccheri. 

Incidentally. Bolyai's father. Farkas (or Wolfgang) Bolyai. a close friend of the great 

Gauss, invested much effort in trying to prove Euclid's fifth postulate. In a letter to his son 

Janos, he tried to dissuade him from thinking about such matters: 

You must not attempt this approach to parallels. 1 know this way to its very end. I have traversed 
this bottomless night, which e:'l.'tinguished all light and joy of my life. I entreat you. leave the 
science of parallels alone. . .. I thought I would sacrifice myself for the sake of the truth. I was 
ready to become a martyr who would remove the flaw from geometry and return it purified to 
mankind. I accomplished monstrous, enormous labors; my creations are far better than those of 
others and yet I have not achieved complete satisfaction. For here it is true that si paullum a 
summo discessit, vergit ad imum. I turned back when I saw that no man can reach the bottom of 
this night. I turned back unconsoled, pitying myself and all mankind. . .. I have traveled past all 
reefs of this infernal Dead Sea and have always come back with broken mast and tom sail. The 
ruin of my disposition and my fall date back to this time. I thoughtlessly risked my life and 
happiness-aut Caesar aut nihil.1 

But later, 'vhen convinced his son really "had something". he urged him to publish iL 

anticipating correctly the simultaneity 'vhich is so frequent in scientific discovery: 

When the lime is ripe for certain things, these things appear in different places in the maimer of 
violets coming to light in early spring. 2 

How true this 'vas in the case of non-Euclidean geometry! In Germany, Gauss himself and a 

fe'v others had more or less independently hit upon non-Euclidean ideas. These included a 

lmvyer. F. K. Sch,veikart 'vho in 1818 sent a page describing a ne'v "astral" geometry to 

Gauss; Sch,veikart's nephe,v, F. A. Taurinus, 'vho did non-Euclidean trigonometry; and F. L. 

Wachter, a student of Gauss, 'vho died in 1817, aged nventy-five, having found several deep 

results in non-Euclidean geometry. 

The clue to non-Euclidean geometry 'vas "thinking straight" about the propositions 

'vhich emerge in geometries like Saccheri's and Lambert's. The Saccherian propositions are 

only "repugnant to the nature of the straight line" if you cannot free yourself of preconceived 

notions of 'vhat "straight line'' must mean. If, hmvever, you can divest yourself of those 

preconceived images, and merely let a "straight line" be something 'vhich satisfies the ne'v 

propositions, then you have achieved a radically ne'v vie,vpoint. 

Undefined Terms 

This should begin to sound familiar. In particular, it harks back to the pq-system, and its 

variant, in 'vhich the symbols acquired passive meanings by virtue of their roles in theorems. 

The symbol q is especially interesting, 
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since its "meaning" changed 'vhen a ne'v axiom schema 'vas added. In that very same 'vay, 
one can let the meanings of ''point'~ ''line'~ and so on be detennined by the set of theorems 

(or propositions) in which they occur. This 'vas the great realization of the discoverers of 

non-Euclidean geometry. They found different sorts of non-Euclidean geometries by 

denying Euclid's fifth postulate in different 'vays and follmving out the consequences. 

Strictly speaking, they (and Saccheri) did not deny the fifth postulate directly, but rather, 

they denied an equivalent postulate, called the parallel postulate, \Vhich runs as follmvs: 

Given any straight line, and a point not on it, there exists one, and only one, straight 

line 'vhich passes through that point and never intersects the first line. no matter hmv 

far they are e:\.iended. 

The second straight line is then said to be parallel to the first. If you assert that no such line 

exists, then you reach elliptical geometiy; if you assert that at least two such lines exist, you 

reach hyperbolic geometiy. Incidentally, the reason that such variations are still called 

"geometries" is that the core element-absolute, or four-postulate, geometry-is embedded 

in them. It is the presence of this minimal core 'vhich makes it sensible to think of them as 

describing properties of some sort of geometrical space, even if the space is not as intuitive 

as ordinary space. 

Actually. elliptical geometr~' is easily visualized. All "points"_ "lines"_ and so forth are 

to be parts of the surface of an ordinary sphere. Let us '"Tite ''POINT'' when the technical term 

is meant, and "point" when the everyday sense is desired. Then, we can say that a POINT 

consists of a pair of diametrically opposed points of the sphere's surface. A LINE is a great 

circle on the sphere (a circle which, like the equator, has its center at the center of the 

sphere). Under these interpretations, the propositions of elliptical geometry, though they 
contain words like "POINT" and "LINE", speak of the goings-on on a sphere. not a plane. 

Notice that two LINES always intersect in exactly two antipodal points of the sphere's 

surface- that is, in exactly one single POINT! And just as two LINES determine a POINT, so 

two POINTS determine a LINE. 

By treating words such as "POINT" and "LINE" as if they had only the meaning 

instilled in them by the propositions in which they occur, we take a step towards complete 

formalization of geometry. This semiformal version still uses a lot of words in English with 

their usual meanings (words such as "the". "if'. "and". "join". "have"). although the 
everyday meaning has been drained out of special words like "POINT" and "LINE"_ which 

are consequently called undefined tenns. Undefined terms, like the p and q of the pq

system, do get defined in a sense: implicitly-by the totality of all propositions in which 

they occur, rather than explicitly, in a definition. 

One could maintain that a full definition of the undefined terms resides in the 

postulates alone. since the propositions which follow from them are implicit in the 

postulates already. This view would say that the postulates are implicit definitions of all the 

undefined terms, all of the undefined terms being defined in terms of the others. 
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The Possibility of Multiple Interpretations 

A full formalization of geometry 'vould take the drastic step of making eveiy term 

undefined-that is, turning every term into a "meaningless" symbol of a formal system. I put 

quotes around "meaningless" because, as you knmv, the symbols automatically pick up 

passive meanings in accordance 'vith the theorems they occur in. It is another question. 

though, 'vhether people discover those meanings, for to do so requires finding a set of 

concepts 'vhich can be linked by an isomorphism to the symbols in the formal system. If one 

begins 'vith the aim of formalizing geometry, presumably one has an intended interpretation 

for each symbol, so that the passive meanings are built into the system. That is 'vhat I did for 

p and q 'vhen I first created the pq-system. 

But there may be other passive meanings 'vhich are potentially perceptible, \Vhich no 

one has yet noticed. For instance. there 'vere the surprise interpretations of p as "equals" and 

q as "taken from", in the original pq-system. Although this is rather a trivial example, it 

contains the essence of the idea that symbols may have many meaningful interpretations-it 

is up to the observer to look for them. 

We can summarize our observations so far in terms of the 'vord "consistency". We 

began our discussion by manufacturing \Vhat appeared to be an inconsistent formal system

one 'vhich 'vas internally inconsistent, as 'veil as inconsistent 'vith the external \Vorld. But a 

moment later 've took it all back. \Vhen 've realized our error: that 've had chosen unfortunate 

interpretations for the symbols. By changing the interpretations, 've regained consistency! It 
nmv becomes clear that consistency is not a property of a fonnal system per se, but depends 

on the inteJ]Jretation which is proposed/or it By the same token, inconsistency is not an 

intrinsic prope11y of any formal system. 

Varieties of Consistency 
We have been speaking of ''consistency" and "inconsistency'' all along, 'vithout defining 

them. We have just relied on good old everyday notions. But nmv let us say exactly \Vhat is 

meant by consistency of a formal system (together 'vith an interpretation): that every 

theorem, 'vhen interpreted, becomes a true statement. And 've 'vill say that inconsistency 

occurs 'vhen there is at least one false statement among the interpreted theorems. 

This definition appears to be talking about inconsistency 'vith the external 'vorld-,vhat 

about intemal inconsistencies? Presumably, a system 'vould be internally inconsistent if it 

contained t\vo or more theorems 'vhose interpretations 'vere incompatible 'vith one another, 

and internally consistent if all interpreted theorems 'vere compatible 'vith one another. 

Consider, for example, a formal system 'vhich has only the follmving three theorems: TbZ, 
ZbE, and EbT. IfT is interpreted as "the Tortoise", Z as "Zeno", E as "Egbert", and x b yas 

"x beats yin chess ahvays", then 've have the follmving interpreted theorems: 
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The Tortoise ahvays beats Zeno at chess. 

Zeno ahvays beats Egbert at chess. 

Egbert ahvays beats the Tortoise at chess. 

The statements are not incompatible. although they describe a rather bizarre circle of chess 

players. Hence, under this interpretation, the formal system in 'vhich those three strings are 

theorems is internally consistent, although, in point of fact, none of the three statements is 

true! Internal consistency does not require all theorems to come out true, but merely that 

they come out compatible v.1ith one another. 

Nmv suppose instead that x b yis to be interpreted as ''.nvas invented by y''. Then '""e 

'vould have: 

The Tortoise 'vas invented by Zeno. 

Zeno 'vas invented by Egbert. 

Egbert 'vas invented by the Tortoise. 

In this case, it doesn't matter 'vhether the individual statements are true or false-and 

perhaps there is no 'vay to knmv 'vhich ones are true, and 'vhich are not. What is 

nevertheless certain is that not all three can be true at once. Thus, the interpretation makes 

the system internally inconsistent. This internal inconsistency depends not on the 

interpretations of the three capital letters, but only on that of b, and on the fact that the three 

capitals are cyclically permuted around the occurrences of b. Thus, one can have internal 

inconsistency 'vithout having interpreted all of the symbols of the formal system. (In this 

case it sufficed to interpret a single symbol.) By the time sufficiently many symbols have 

been given interpretations, it may be clear that there is no 'vay that the rest of them can be 

interpreted so that all theorems 'vill come out true. But it is not just a question of truth-it is 

a question of possibility. All three theorems 'vould come out false if the capitals 'vere 

interpreted as the names of real people-but that is not 'vhy '""e 'vould call the system 

internally inconsistent; our grounds for doing so 'vould be the circularity, combined 'vith the 

interpretation of the letter b. (By the 'vay, you'll find more on this "authorship triangle" in 
Chapter XX.) 

Hypothetical Worlds and Consistency 

We have given hvo 'vays of looking at consistency: the first says that a system-plus

interpretation is consistent nith the external world if every theorem comes out true 'vhen 

interpreted; the second says that a system-plus-interpretation is internally consistent if all 

theorems come out mutually compatible 'vhen interpreted. Nmv there is a close relationship 

behveen these 1''10 types of consistency. In order to determine whether several statements 

are mutually compatible, you try to imagine a world in which all of them could be 

simultaneously true. Therefore, internal consistency depends upon consistency with the 
e:\.iernal world-only now, "the external world" is allowed to be any imaginable world, 

instead of the one we live in. But this is 
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an extremely vague, unsatisfactory conclusion. What constitutes an "imaginable" 'vorld? 

After all, it is possible to imagine a 'vorld in \Vhich three characters invent each other 

cyclically. Or is it? Is it possible to imagine a 'vorld in 'vhich there are square circles? Is a 

'vorld imaginable in 'vhich Ne,v1on's laws, and not relativity, hold? Is it possible to imagine 

a world in which something can be simultaneously green and not green? Or a world in which 

animals exist which are not made of cells? In which Bach improvised an eight-part fugue on 

a theme of King Frederick the Great? In which mosquitoes are more intelligent than people? 

In which tortoises can play football-or talk? A tortoise talking football would be an 
anomaly, of course. 

Some of these worlds seem more imaginable than others. since some seem to embody 
logical contradictions-for example, green and not green-while some of them seem, for 

want of a better word, "plausible"- such as Bach improvising an eight-part fugue, or 

animals which are not made of cells. Or even, come to think of it, a world in which the laws 

of physics are different ... Roughly, then, it should be possible to establish different brands 

of consistency. For instance, the most lenient would be "logical consistency", putting no 

restraints on things at all, except those of logic. More specifically, a system-plus

interpretation would be logically consistent just as long as no two of its theorems. when 

interpreted as statements, directly contradict each other; and mathematically consistent just 

as long as interpreted theorems do not violate mathematics; and physically consistent just as 

long as all its interpreted theorems are compatible with physical law; then comes biological 

consistency, and so on. In a biologically consistent system, there could be a theorem whose 

interpretation is the statement "Shakespeare wrote an opera", but no theorem whose 

interpretation is the statement "Cell-less animals exist". Generally speaking, these fancier 

kinds of inconsistency are not studied. for the reason that they are very hard to disentangle 

from one another. What kind of inconsistency, for example, should one say is involved in the 

problem of the three characters who invent each other cyclically? Logical? Physical? 

Biological? Literary? 

Usually, the borderline between uninteresting and interesting is drawn between 

physical consistency and mathematical consistency. (Of course, it is the mathematicians and 

logicians who do the drawing-hardly an impartial crew ... ) This means that the kinds of 

inconsistency which "count". for formal systems. are just the logical and mathematical kinds. 

According to this convention, then, we haven't yet found an interpretation which makes the 

trio of theorems TbZ, ZbE, EbT inconsistent. We can do so by interpreting bas "is bigger 
than". What about T and Z and E? They can be interpreted as natural numbers-for 

example, Z as 0, T as 2, and E as 11. Notice that two theorems come out true this way, one 

false. If, instead, we had interpreted Z as 3, there would have been two falsehoods and only 

one truth. But either way. we'd have had inconsistency. In fact the values assigned to T. Z. 
and E are irrelevant, as long as it is understood that they are restricted to natural numbers. 

Once again we see a case where only some ofthe interpretation is needed, in order to 
recognize internal inconsistency. 
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Embedding of One Formal System in Another 

The preceding example, in 'vhich some symbols could have interpretations 'vhile others 

didn't, is reminiscent of doing geometry in natural language. using some 'vords as undefined 

terms. In such a case. 'vords are divided into hvo classes: those 'vhose meaning is fixed and 

immutable, and those \Vhose meaning is to be adjusted until the system is consistent (these 

are the undefined terms). Doing geometry in this 'vay requires that meanings have already 

been established for 'vords in the first class, some,vhere outside of geometry. Those 'vords 

form a rigid skeleton, giving an underlying structure to the system; filling in that skeleton 

conies other material, 'vhich can vary (Euclidean or non-Euclidean geometry). 

Formal systems are often built up in just this type of sequential, or hierarchical, 

manner. For example. Formal System I may be devised, 'vith rules and axioms that give 

certain intended passive meanings to its symbols. Then Formal System I is incorporated 

fully into a larger system 'vith more symbols-Formal System II. Since Formal System I's 
axioms and rules are part of Formal System II, the passive meanings of Formal System I's 

symbols remain valid; they form an immutable skeleton 'vhich then plays a large role in the 

determination of the passive meanings of the ne'v symbols of Formal System II. The second 

system may in turn play the role of a skeleton 'vith respect to a third system, and so on. It is 

also possible-and geometry is a good example of this-to have a system (e.g., absolute 

geometry) 'vhich partly pins dmvn the passive meanings of its undefined terms. and 'vhich 

can be supplemented by e:\.ira rules or axioms, 'vhich then further restrict the passive 

meanings of the undefined terms. This is the case 'vith Euclidean versus non-Euclidean 

geometry. 

Layers of Stability in Visual Perception 

In a similar, hierarchical \Vay, 've acquire ne'v knmvledge, ne'v vocabulary, or perceive 

unfamiliar objects. It is particularly interesting in the case of understanding drmvings by 

Escher, such as Relativity(Fig. 22), in 'vhich there occur blatantly impossible images. You 

might think that 've \vould seek to reinterpret the picture over and over again until 've came 

to an interpretation of its parts 'vhich 'vas free of contradictions-but 've don't do that at all. 

We sit there amused and puzzled by staircases 'vhich go every 'vhich 'vay, and by people 

going in inconsistent directions on a single staircase. Those staircases are "islands of 

certainty" upon 'vhich 've base our interpretation of the overall picture. Having once 

identified them, 've try to e:\.iend our understanding, by seeking to establish the relationship 

'vhich they bear to one another. At that stage, \Ve encounter trouble. But if 've attempted to 

backtrack-that is, to question the "islands of certainty" _,ve 'vould also encounter trouble, 

of another sort. There's no 'vay of backtracking and "undeciding'' that they are staircases. 

They are not fishes, or \Vhips, or hands-they are just staircases. (There is, actually, one 

other out-to leave all the lines of the picture totally uninterpreted, like the "meaningless 
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FIGURE:!:!. Relativity, by M. C Escher(lithograph, 1953). 

S)~nbols" of a formal system. This ultimate escape route is an example of a "U-mode" response
a Zen attitude towards symbolism.) 

So we are forced, by the hierarchical nature of our perceptive processes, to see either a 
crazy world or just a bunch of pointless lines. A similar analysis could be made of dozens of 
Escher pictures. which rely heavily upon the recognition of certain basic forms. which are then 
put together in nonstandard ways; and by the time the observer sees the paradox on a high 
level, it is too late--he can't go back and change his mind about how to interpret the lower
level objects. The difference between an Escher drawing and non-Euclidean geometry is that 
in the latter, comprehensible interpretations can be found for the undefined tenns, resulting in 
acorn-



prehensible total system, 'vhereas for the former, the end result is not reconcilable 'vith one's 

conception of the 'vorld, no matter hmv long one stares at the pictures. Of course, one can 

still manufacture hypothetical 'vorlds. in 'vhich Escherian events can happen ... but in such 

'vorlds, the lmvs of biology, physics, mathematics, or even logic 'vill be violated on one 

level, 'vhile simultaneously being obeyed on another, 'vhich makes them extremely 'veird 

'vorlds. (An example of this is in Waterfall (Fig. 5), 'vhere normal gravitation applies to the 

moving 'vater, but 'vhere the nature of space violates the lmvs of physics.) 

Is Mathematics the Same in Every Conceivable World? 

We have stressed the fact, above, that intemal consistency of a formal system (together 'vith 

an interpretation) requires that there be some imaginable 'vorld-that is, a 'vorld 'vhose only 

restriction is that in it, mathematics and logic should be the same as in our 'vorld-in 'vhich 

all the interpreted theorems come out true. Extemal consistency, hmvever- consistency 
'vith the external 'vorld-requires that all theorems come out true in the reahvorld. Now in 

the special case 'vhere one \Vishes to create a consistent formal system 'vhose theorems are 

to be interpreted as statements of mathematics, it 'vould seem that the difference behveen the 
t\vo types of consistency should fade mvay, since, according to 'vhat \Ve said above, all 

imaginable worlds have the same mathematics as the real world Thus, in every conceivable 

'vorld, 1 plus 1 \vould have to be 2; like,vise, there 'vould have to be infinitely many prime 

numbers; furthermore, in every conceivable 'vorld, all right angles 'vould have to be 

congruent; and of course, through any point not on a given line there 'vould have to be 

exactly one parallel line ... 

But 'vait a minute! That's the parallel postulate-and to assert its universality 'vould be 

a mistake, in light of,vhat's just been said. If in all conceivable 'vorlds the parallel postulate 

is obeyed, then 've are asserting that non-Euclidean geometry is inconceivable, 'vhich puts 

us back in the same mental state as Saccheri and Lambert- -surely an umvise move. But 

what, then, if not all of mathematics, must all conceivable worlds share?Could it be as little 

as logic itself? Or is even logic suspect? Could there be \Vorlds 'vhere contradictions are 

normal parts of existence-,vorlds 'vhere contradictions are not contradictions? 

Well, in some sense, by merely inventing the concept, 've have shmvn that such 'vorlds 

are indeed conceivable; but in a deeper sense, they are also quite inconceivable. (This in 

itself is a little contradiction.) Quite seriously, hmvever, it seems that if 've 'vant to be able to 

communicate at all, 've have to adopt some common base, and it pretty \Veil has to include 

logic. (There are belief systems 'vhich reject this point of vie,v-it is too logical. In 

particular, Zen embraces contradictions and non-contradictions 'vith equal eagerness. This 
may seem inconsistent. but then being inconsistent is part of Zen, and so ... 'vhat can one 
say?) 
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Is Number Theory the Same in All Conceivable Worlds? 

If\ve assume that logic is part of every conceivable 'vorld (and note that 've have not defined 

logic, but \Ve 'vill in Chapters to come), is that all? Is it really conceivable that, in some 

'vorlds, there are not infinitely many primes? Would it not seem necessary that numbers 

should obey the same lmvs in all conceivable 'vorlds? Or ... is the concept "natural number" 
better thought of as an undefined term, like "POINT" or "LINE"? In that case, number theory 

'vould be a bifurcated theory, like geometry: there 'vould be standard and nonstandard 

number theories. But there 'vould have to be some counterpart to absolute geometry: a "core" 

theory, an invariant ingredient of all number theories 'vhich identified them as number 

theories rather than, say, theories about cocoa or rubber or bananas. It seems to be the 

consensus of most modern mathematicians and philosophers that there is such a core number 

theory, \Vhich ought to be included. along 'vith logic. in 'vhat 've consider to be "conceivable 

'vorlds"- This core of number theory, the counterpart to absolute geometry-is called Peano 

arithmetic, and 've shall formalize it in Chapter VIII. Also, it is nmv 'veil established-as a 

matter of fact as a direct consequence of Godel's Theorem-that number theory is a 

bifurcated theory, 'vith standard and nonstandard versions. Unlike the situation in geometry, 

hmvever, the number of "brands" of number theory is infinite, 'vhich makes the situation of 

number theory considerably more complex. 

For practical purposes. all number theories are the same. In other 'vords. if bridge 

building depended on number theory ('vhich in a sense it does), the fact that there are 

different number theories 'vould not matter, since in the aspects relevant to the real 'vorld, all 

number theories overlap. The same cannot be said of different geometries; for example, the 

sum of the angles in a triangle is 180 degrees only in Euclidean geometry; it is greater in 

elliptic geometry, less in hyperbolic. There is a story that Gauss once attempted to measure 

the sum of the angles in a large triangle defined by three mountain peaks, in order to 

determine, once and for alL 'vhich kind of geometry really rules our universe. It 'vas a 

hundred years later that Einstein gave a theory (general relativity) 'vhich said that the 

geometry of the universe is determined by its content of matter, so that no one geometry is 

intrinsic to space itself. Thus to the question, "Which geometiy is true?" nature gives an 

ambiguous ans,ver not only in mathematics, but also in physics. As for the corresponding 

question, "Which number theoiy is true?': \Ve shall have more to say on it after going 
through Godel's Theorem, in detail. 

Completeness 
If consistency is the minimal condition under 'vhich symbols acquire passive meanings, then 

its complementary notion_ completeness, is the maximal confirmation of those passive 
meanings. Where consistency is the property 
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that "Everything produced by the system is true", completeness is the other 'vay round: 

"Every true statement is produced by the system". Nmv to refine the notion slightly. We can't 

mean every true statement in the 'vorld-,ve mean only those 'vhich belong to the domain 

'vhich 've are attempting to represent in the system. Therefore, completeness means: 
"Every true statement 'vhich can be expressed in the notation of the system is a theorem." 

Consistency: \Vhen every theorem, upon interpretation. comes out true (in some 
imaginable 'vorld). 

Completeness: 'vhen all statements 'vhich are true (in some imaginable 'vorld), and 

'vhich can be expressed as 'veil-formed strings of the system, 

are theorems. 

An example of a formal system 'vhich is complete on its mvn modest level is the 

original pq-system, 'vith the original interpretation. All true additions of nvo positive 

integers are represented by theorems of the system. We might say this another \Vay: "All 

true additions ofnvo positive integers areprovable,vithin the system." (Warning: When 've 

start using the term "provable statements" instead of "theorems"_ it shmvs that 've are 

beginning to blur the distinction benveen formal systems and their interpretations. This is all 

right, provided 've are very conscious of the blurring that is taking place, and provided that 

've remember that multiple interpretations are sometimes possible.) The pq-system 'vith the 

original interpretation is complete; it is also consistent, since no false statement is---to use 

our ne'v phrase-provable 'vithin the system. 

Someone might argue that the system is incomplete, on the grounds that additions of 

three positive integers (such as 2 + 3 + 4 ~9) are not represented by theorems of the pq

system, despite being translatable into the notation of the system (e.g., --p---p----q---------). 

Hmvever, this string is not 'veil-formed, and hence should be considered to be just as devoid 

of meaning as is pqp---qpq. Triple additions are simply not expressible in the notation of 

the system- -so the completeness of the system is preserved. 

Despite the completeness of the pq-system under this interpretation, it certainly falls 

far short of capturing the full notion of truth in number theory. For example, there is no 'vay 
that the pq-system tells us hmv many prime numbers there are. Godel's Incompleteness 

Theorem says that any system 'vhich is ''sufficiently pmverful'' is, by virtue of its pmver, 

incomplete, in the sense that there are 'veil-formed strings 'vhich express true statements of 

number theory, but 'vhich are not theorems. (There are truths belonging to number theory 

'vhich are not provable 'vithin the system.) Systems like the pq-system, 'vhich are complete 

but not very pmverful, are more like lmv-fidelity phonographs; they are so poor to begin 

'vith that it is obvious that they cannot do 'vhat 've 'vould 'vish them to do-namely tell us 

everything about number theory. 
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How an Interpretation May Make or Break Completeness 

What does it mean to say, as I did above, that "completeness is the maximal confirmation of 

passive meanings"? It means that if a system is consistent but incomplete, there is a 

mismatch behveen -the symbols and their interpretations. The system does not have the 

pmver to justify being interpreted that 'vay. Sometimes, ifthe interpretations are "trimmed" a 

little, the system can become complete. To illustrate this idea, let's look at the modified pq

system (including Axiom Schema II) and the interpretation '""e used for it. 

After modifying the pq-system, '""e modified the interpretation for q from "equals" to 

"is greater than or equal to". We smv that the modified pq-system 'vas consistent under this 

interpretation; yet something about the ne'v interpretation is not very satisfying. The problem 

is simple: there are nmv many expressible truths 'vhich are not theorems. For instance, "2 
plus 3 is greater than or equal to l" is expressed by the nontheorem --p---q-. The 

interpretation is just too sloppy! It doesn't accurately reflect 'vhat the theorems in the system 

do. Under this sloppy interpretation_ the pq-system is not complete. We could repair the 

situation either by (1) adding new rules to the system, making it more pmverful, or by (2) 

tightening up the interpretation. In this case, the sensible alternative seems to be to tighten 

the interpretation. Instead of interpreting q as "is greater than or equal to", '""e should say 

"equals or exceeds by l ". Nmv the modified pq-system becomes both consistent and 

complete. And the completeness confirms the appropriateness of the interpretation. 

Incompleteness of Formalized Number Theory 

In number theory, '""e 'vill encounter incompleteness again; but there, to remedy the situation, 

'""e 'vill be pulled in the other direction-tmvards adding ne'v rules, to make the system more 

pmverful. The irony is that '""e think, each time '""e add a ne'v rule, that '""e surely have made 
the system complete now! The nature of the dilemma can be illustrated by the follmving 

allegory ... 

We have a record player, and '""e also have a record tentatively labeled "Canon on B-A

C-H". Hmvever, 'vhen '""e play the record on the record player. the feedback-induced 

vibrations (as caused by the Tortoise's records) interfere so much that '""e do not even 

recognize the tune. We conclude that something is defective-either our record, or our 

record player. In order to test our record, '""e 'vould have to play it on friends' record players, 

and listen to its quality. In order to test our phonograph, '""e 'vould have to play friends' 

records on it, and see ifthe music '""e hear agrees 'vith the labels. If our record player passes 

its test, then '""e 'vill say the record 'vas defective; contrari,vise, if the record passes its test, 

then '""e 'vill say our record player 'vas defective. What hmvever. can '""e conclude 'vhen \Ve 

find out that both pass their respective tests? That is the moment to remember the chain of 

t\vo isomorphisms (Fig. 20), and think carefully! 
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Little Harmonic Labyrinth 

The Tortoise and Achilles are spending a day at Coney Island. 
After buying a couple of cotton candies, they decide to take a ride 

on the Ferris wheel. 

Tortoise: This is my favorite ride. One seems to move so far, and yet in reality one gets 
nmvhere. 

Achilles: I can see 'vhy it 'vould appeal to you. Are you all strapped in? 

Tortoise: Yes, I think I've got this buckle done. W elL here 've go. Whee! 

Achilles: You certainly are exuberant today. 

Tortoise: I have good reason to be. My aunt, 'vho is a fortune-teller, told me that a stroke of 

Good Fortune 'vould befall me today. So I am tingling 'vith anticipation. 

Achilles: Don't tell me you believe in fortune-telling! 

Tortoise: No ... but they say it 'vorks even if you don't believe in it. 

Achilles: Well, that's fortunate indeed. 
Tortoise: Ah, \Vhat a vie'v of the beach, the crmvd, the ocean, the city . .. 

Achilles: Yes, it certainly is splendid. Say, look at that helicopter over there. It seems to be 

flying our 'vay. In fact it's almost directly above us nmv. 

Tortoise: Strange-there's a cable dangling dmvn from it, \Vhich is coming very close to us. 

It's coming so close 've could practically grab it. 

Achilles: Look! At the end of the line there's a giant hook, 'vith a note. 

(He reaches out and snatches the note. They pass by and are on their way down.) 

Tortoise: Can you make out 'vhat the note says? 

Achilles: Yes-it reads, "Hmvdy, friends. Grab a hold of the hook next time around, for an 

Unexpected Surprise." 

Tortoise: The note's a little corny but 'vho knmvs 'vhere it might lead. Perhaps it's got 

something to do 'vith that bit of Good Fortune due me. By all means, let's try it! 

Achilles: Let's! 

(On the trip up they unbuckle their buckles, and at the crest of the ride, 

they grab for the giant hook. All of a sudden they are whooshed up by 

the cable, which quickly reels them skyward into the hovering helicopter. 

A large strong hand helps them in.) 

Voice: Welcome aboard-- Suckers. 

Achilles: Wh-,vho are you? 
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Voice: Allmv me to introduce myself. I am Hexachlorophene J. Goodfortune, Kidnapper-At
Large, and Devourer of Tortoises par Excellence, at your service. 

Tortoise: Gulp! 
Achilles (whispering to his friend): Uh-oh-I think that this "Goodfortune" is not exactly 

'vhat 've'd anticipated. (To Good!Ortune) Ah-if I may be so bold-,vhere are you 
spiriting us off to? 

Goodfortune: Ho ho! To my all-electric kitchen-in-the-sky, 'vhere I 'vill prepare THIS tasty 
morsel- (leering at the Tortoise as he says this)--in a delicious pie-in-the-sky! And 
make no mistake-it's all just for my gobbling pleasure! Ho ho ho! 

Achilles: All I can say is you've got a pretty fiendish laugh. 
Goodfortune (laughing fiendishly): Ho ho ho! For that remark, my friend, you 'vill pay 

dearly. Ho ho! 
Achilles: Good grief-I 'vonder 'vhat he means by that! 
Goodfortune: Very simple-I've got a Sinister Fate in store for both of you! Just you 'vait! 

Ho ho ho! Ho ho ho! 
Achilles: Yikes! 
Goodfortune: Well, 've have arrived. Disembark, my friends, into my fabulous all-electric 

kitchen-in-the-slq'. 

(They walk inside.) 

Let me shmv you around, before I prepare your fates. Here is my bedroom. Here is my 
study. Please 'vait here for me for a moment. I've got to go sharpen my knives. While 
you're 'vaiting, help yourselves to some popcorn. Ho ho ho! Tortoise pie! Tortoise pie! 
My favorite kind of pie! (Exit) 

Achilles: Oh, boy-popcorn! I'm going to munch my head off! 

Tortoise: Achilles! You just stuffed yourself 'vith cotton candy! Besides, hmv can you think 

about food at a time like this? 

Achilles: Good gravy--oh, pardon me-I shouldn't use that turn of phrase, should I? I mean 
in these dire circumstances .. _ 

Tortoise: I'm afraid our goose is cooked. 

Achilles: Say-take a gander at all these books old Goodfortune has in his study. Quite a 

collection of esoterica: Birdbrains I Have Known; Chess and Umbrella-Twirling Made 

Easy; Concerto tor Tapdancer and Orchestra ... Hmmm. 

Tortoise: What's that small volume lying open over there on the desk, next to the 

dodecahedron and the open drmving pad? 
Achilles: This one? Why, its title is Provocative Adventures of Achilles and the Tortoise 

Taking Place in Sundry Spots of the Globe. 

Tortoise: A moderately provocative title. 
Achilles: Indeed-and the adventure it's opened to looks provocative. It's called "Djinn and 

Tonic". 

Tortoise: Hmm ... I 'vonder 'vhy. Shall \Ve try reading it? I could take the Tortoise's part, and 

you could take that of Achilles. 
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Achilles: I'm game. Here goes nothing ... 

(They begin reading "Djinn and Tonic".) 

(Achilles has invited the Tortoise over to see his collection 
of prints by his favorite artist, M. C. Escher.) 

Tortoise: These are 'vonderful prints, Achilles. 
Achilles: I kne'v you 'vould enjoy seeing them. Do you have any 

particular favorite? 

Tortoise: One of my favorites is Convex and Concave, 'vhere hvo 

internally consistent 'vorlds, 'vhen juxtaposed, make a completely 

inconsistent composite 'vorld. Inconsistent 'vorlds are ahvays fun places to 

visit, but I 'vouldn't 'vant to live there. 
Achilles: What do you mean, "fun to visit"? Inconsistent 'vorlds don't 

EXIST, so hmv can you visit one? 
Tortoise: I beg your pardon, but 'veren't \Ve just agreeing that in this 

Escher picture. an inconsistent 'vorld is portrayed? 

Achilles: Yes, but that's just a nvo-dimensional 'vorld-a fictitious 

'vorld-a picture. You can't visit that 'vorld. 

Tortoise: I have my 'vays ... 
Achilles: Hmv could you propel yourself into a tlat picture-universe? 

Tortoise: By drinking a little glass of PUSHING-POTION. That does 

the trick. 

Achilles: What on earth is pushing-potion? 
Tortoise: It's a liquid that comes in small ceramic phials, and 'vhich, 

'vhen drunk by someone looking at a picture. "pushes" him right into the 

'vorld of that picture. People 'vho aren't mvare of the pmvers of pushing

potion often are pretty surprised by the situations they 'vind up in. 

Achilles: Is there no antidote? Once pushed, is one irretrievably lost? 
Tortoise: In certain cases, that's not so bad a fate. But there is, in fact, 

another potion-,vell, not a potion, actually, but an elixir-no, not an elixir, 

buta-a-

Tortoise: He probably means "tonic". 
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Achilles: Tonic? 
Tortoise: That's the 'vord I 'vas looking for! "POPPING-TONIC" is 'vhat 

it's called, and if you remember to caITy a bottle of it in your right hand as 
you s'vallmv the pushing-potion, it too 'vill be pushed into the picture; then, 

'vhenever you get a hankering to "pop" back out into real life, you need 
only take a s'vallmv of popping-tonic, and presto! You're back in the real 
'vorld, exactly 'vhere you 'vere before you pushed yourself in. 

Achilles: That sounds very interesting. What 'vould happen if you 
took some popping-tonic \Vithout having previously pushed yourself into a 

picture? 
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Tortoise: I don't precisely knmv, Achilles, but I 'vould be rather 'vary 

of horsing around 'vith these strange pushing and popping liquids. Once I 

had a friend, a WeaseL 'vho did precisely 'vhat you suggested-and no one 

has heard from him since. 

Achilles: That's unfortunate. Can you also carry along the bottle of 

pushing-potion 'vith you? 

Tortoise: Oh, certainly. Just hold it in your left hand, and it too 'vill get 

pushed right along 'vith you into the picture you're looking at. 

Achilles: What happens if you then find a picture inside the picture 

\Vhich you have already entered. and take another s'vig of pushing-potion? 

Tortoise: Just 'vhat you 'vould expect: you 'vind up inside that picture
in-a-picture. 

Achilles: I suppose that you have to pop hvice, then, in order to 

extricate yourself from the nested pictures, and re-emerge back in real life. 

Tortoise: That's right. You have to pop once for each push, since a 

push takes you dmvn inside a picture, and a pop undoes that. 

Achilles: You knmv, this all sounds pretty fishy to me .. . Are you sure 

you're not just testing the limits of my gullibility? 

Tortoise: I s'vear! Look-here are hvo phials, right here in my pocket. 

(Reaches into his lapel pocket, and pulls out two rather large uulabeled 
phials, in one of which one can hear a red liquid sloshing arouud, and in the 

other of which one can hear a blue liquid sloshing arouud) If you're 'villing, 

\Ve can try them. What do you say? 

Achilles; WelL I guess. ahm. maybe. ahm ... 

Tortoise: Good! I kne'v you'd 'vant to try it out. Shall 've push 

ourselves into the 'vorld of Escher's Convex and Concave? 

Achilles: Well, ah, ... 

Tortoise: Then it's decided. Nmv 've've got to remember to take along 

this flask of tonic, so that 've can pop back out. Do you 'vant to take that 

heavy responsibility, Achilles? 
Achilles: If it's all the same to you. I'm a little nervous, and I'd prefer 

letting you, 'vith your experience, manage the operation. 

Tortoise: Very 'veil, then. 

(So saying, the Tortoise pours two small portions of pushing
potion. Then he picks up the flask of tonic and grasps it firmly 
in his right hand, and both he and Achilles lift their glasses to 
their lips.) 

Tortoise: Bottoms 

up! 

(They swallon:) 
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FIGURE :!3. Convex and Concave, by M C Escher (lithograph, 1955). 

Achilles: That's an exceedingly strange taste. 
Tortoise: One gets used to it. 
Achilles: Does taking the tonic feel this strange? 
Tortoise: Oh, that's quite another sensation. Whenever you taste the 

tonic, you feel a deep sense of satisfaction, as if you'd been 
\Vaiting to taste it all your life. 

Achilles: Oh, I'm looking fonvard to that. 
Tortoise: Well, Achilles, 'vhere are 've? 
Achilles (taking cognizance of his surroundings): We're in a little 

gondola, gliding dmvn a canal! I 'vant to get out. Mr.Gondolier, 
please let us out here. 

(The gondolier pays no attention to this request.) 

Tortoise: He doesn't speak English. If 've 'vant to get out here, 've'd 

better just clamber out quickly before he 
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enters the sinister "Tunnel ofLove",just ahead of us. 

(Achilles, his face a little pale, scrambles out in 

a split second and then pulls his slower friend 

out.) 

Achilles: I didn't like the sound of that place, somehmv. I'm glad 

\Ve got out here. Say, hmv do you knmv so much about 

this place, any,vay? Have you been here before? 

Tortoise: Many times, although I ahvays came in from other 
Escher pictures. They're all connected behind the frames, 

you knmv. Once you're in one_ you can get to any other 

one. 

Achilles: Amazing! Were I not here, seeing these things 'vith my 

mvn eyes, I'm not sure I'd believe you. (They wander out 

through a little arch.)Oh, look at those hvo cute lizards! 
Tortoise: Cute? They aren't cute-it makes me shudder just to 

think of them! They are the vicious guardians of that 

magic copper lamp hanging from the ceiling over there. A 

mere touch of their tongues, and any mortal turns to a 

pickle. 

Achilles: Dill, or s'veet? 
Tortoise: Dill. 
Achilles: Oh, 'vhat a sour fate! But if the lamp has magical 

pmvers, I 'vould like to try for it. 

Tortoise: It's a foolhardy venture, my friend. I 'vouldn't risk it. 

Achilles: I'm going to try just once. 
(He stealthily approaches the lamp, making sure not to 

awaken the sleeping lad nearby. But suddenly, he slips on 
a strange shell-like indentation in the floor, and luuges out 

into space. Lurching crazily, he reaches tor anything, and 

manages somehow to grab onto the lamp nith one hand 

Swinging nildly. nith both lizards hissing and thrusting 
their tongues violently out at him. he is left dangling 

helplessly out in the middle of space.) 

Achilles: He-e-e-elp! 
(His ciy attracts the attention of a woman who rushes 

downstairs and awakens the sleeping boy. He takes stock 
of the situation, and, nith a kindly smile on his face, 

gestures to Achilles that all will be well He shouts 
something in a strange guttural tongue to a pair of 

trumpeters high up in windows, and immediately, 
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\Veird tones begin ringing out and making beats 'vith each 

other. The sleepy young lad points at the lizards, and 

Achilles sees that the music is having a strong soporific 

effect on them. Soon, they are completely unconscious. 

Then the helpful lad shouts to h\'o companions climbing 

up ladders. They both pull their ladders up and then extend 

them out into space just underneath the stranded Achilles, 

forming a sort of bridge. Their gestures make it clear that 

Achilles should huITy and climb on. But before he does so, 

Achilles carefully unlinks the top link of the chain holding 

the lamp, and detaches the lamp. Then he climbs onto the 

ladder-bridge and the three young lads pull him in to 

safety. Achilles throws his arms around them and hugs 

them gratefully.) 

Achilles: Oh, Mr. T. hm" can J repay them? 

Tortoise: I happen to know that these valiant lads just love 
coffee, and down in the town below, there's a place where 

they make an incomparable cup of espresso. Invite them 

for a cup of espresso! 

Achilles: That would hit the spot. 

(And so, by a rather comical series of gestures, smiles, and 

words, Achilles manages to convey his invitation to the 

young lads. and the pai1y of five walks out and down a 

steep staircase descending into the town. They reach a 

charming small cafe, sit down outside, and order five 

espressos. As they sip their drinks, Achilles remembers he 

has the lamp with him.) 

Achilles: I forgot, Mr. Tortoise-I've got this magic lamp with 
me! But-what's magic about it? 

Tortoise: Oh, you know, just the usual-a genie. 
Achilles: What? You mean a genie comes out when you rub it, 

and grants you wishes? 
Tortoise: Right. What did you expect? Pennies from heaven? 
Achilles: Well, this is. fantastic! I can have any wish I want, eh? 

I've always wished this would happen to me ... 

(And so Achilles gently rubs the large letter 'L' which is 

etched on the lamp's copper surface ... Suddenly a huge 

puff of smoke appears, and in the forms of the smoke the 

five friends can make out a weird, ghostly figure towering 

above them.) 



llO 

Genie: Hello, my friends-and thanks ever so much for rescuing 

my Lamp from the evil Lizard-Duo. 

(And so saying, the Genie picks up the Lamp, and stuffs it 

into a pocket concealed among the folds of his long 

ghostly robe \Vhich s\virls out of the Lamp.) 

As a sign of gratitude for your heroic deed_ I would like to 

offer you, on the part of my Lamp, the opportunity to have 

any three of your \Vi shes realized. 

Achilles: Hmv stupel\·ing! Don't you think so_ Mr. T? 

Tortoise: I surely do. Go ahead, Achilles, take the first \Vish. 

Achilles:Wmv! Buhvhat should I \Vish? Oh, I knmv! It's \Vhatl 

thought of the first time I read the Arabian Nights (that 

collection of silly (and nested) tales)-! \Vish that l had a 

HUNDRED \Vi shes, instead of just three! Pretty clever, eh, 

Mr. T? I bet YOU never \vould have thought of that trick. 

I ahvays \Vondered \vhy those dopey people in the stories 

never tried it themselves. 

Tortoise: Maybe nmv you'll find out the ans\ver. 

Genie: I am sorry_ Achilles_ but I don't grant meta- nishes. 

Achilles: I \Vish you'd tell me \Vhat a "meta-\vish" is! 

Genie: But THAT is a meta-meta-\vish, Achilles-and I 

don't grant them, either. 

Achilles: Whaaat? I don't follmv you at all. 

Tortoise: Why don't you rephrase your last request, Achilles? 

Achilles: What do you mean? Why should I? 

Tortoise: Well, you began by saying "I \Vi sh". Since you're just 

asking for information, \vhy don't you just ask a question? 

Achilles: All right, though I don't see \vhy. Tell me, Mr. 

Genie-\vhat is a meta-\vish? 

Genie: It is simply a \Vish about \Vishes. I am not allmved to 

grant meta-\vishes. It is only \Vithin my purvie\v to grant 

plain ordinary \Vishes, such as \Vishing for ten bottles of 

beer, to have Helen of Troy on a blanket or to have an all

expenses-paid \Veekend for t\vo at the Copacabana. You 

knmv-simple things like that. But meta-\vishes I cannot 

grant. GOD \Von't permit me to. 

Achilles: GOD? Who is GOD? And \vhy \Von't he let you grant 

meta-\vishes? That seems like such a puny thing compared 

to the others you mentioned. 
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Genie: Well, it's a complicated matter, you see. Why don't you 

just go ahead and make your three \Vishes? Or at least 

make one of them. [ don't have all the time in the \Vorld. 

you knmv . .. 
Achilles: Oh. J feel so rotten. ] \Vas REALL y HOPING to \Vi sh for a 

hundred \Vishes ... 
Genie: Gee, I hate to see anybody so disappointed-as that. And 

besides, meta-\vishes are my favorite kind of \Vi sh. Let me 

just see if there isn't anything I can do about this. This'll 
just take one moment-

(The Genie removes from the \Vispy folds of his robe an 

object \Vhich looks just like the copper Lamp he had pu1 

mvay, except that this one is made of silver; and \Vhere the 

previous one had 'L' etched on it, this one has 'ML' in 

smaller letters, so as to cover the same area.) 

Achilles: And \Vhat is that? 

Genie: This is my Meta-Lamp .. . 

(He rubs the Meta-Lamp, and a huge puff of smoke 
appears. In the billmvs of smoke, they can all make out a 
ghostly form tmvering above them.) 

Meta-Genie: I am the Meta-Genie. You summoned 

me, 0 Genie? What is your \Vish? 

Genie: l have a special \Vish to make of you, 0 Djinn, and of 

GOD. I \Vish for permission for temporary suspension of 

all type-restrictions on \Vishes, for the duration of one 

Typeless Wish. Could you please grant this \Vish for me? 

Meta-Genie: I'll have to send it through Channels. of 

course. One half a moment, please. 

(And, hvice as quickly as the Genie did, this 

Meta-Genie removes from the \Vispy folds of 

her robe an object \Vhich looks just like the 

silver Meta-Lamp, excep1 that it is made of 

gold; and \Vhere the previous one had 'ML' 

etched on it, this one has 'MML' in smaller 

letters, so as to cover the same area.) 

Achilles (his voice an octave higher than before): 

And what is that? 

Meta-Genie: This is my Meta-Meta-Lamp . .. 

(She rubs the Meta-Meta-Lamp, and a huge 

puff of smoke appears. In the billmvs of 

smoke, they can all make out a ghostly form 

tmvering above them.) 
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Meta-Meta-Geme: I am the Meta

Meta-Genie. You summoned me, 

0 Meta-Genie? What is your 

\Vish? 

Meta-Genie: I have a special \Vi sh to make of you, 0 
Djinn, and of GOD. I \Vish for permission for 

temporary suspension of all type-restrictions 

on \Vishes, for the duration of one Typeless 

Wish. Could you please grant this \Vish for 

me? 
Meta-Meta-Geme: I'll have to send it 

through Channels, of course. One 

quarter of a moment, please. 

(And, t\vice as quickly as the 

Meta-Genie did, this Meta-Meta

Genie removes from the folds of 

his robe an objec1 \Vhich looks just 

like the gold Meta-Lamp, except 

that it is made of...} 

{GOD} 

( . . . s\virls back into the Meta-Meta

Meta-Lamp, \Vhich the Meta-Meta

Genie then folds back into his robe, 

half as quickly as the Meta-Meta

Meta-Genie did.) 

Your \Vi sh is granted, 0 Meta-Genie. 

Meta-Genie: Thank you, 0 Djinn, and GOD. 

(And the Meta-Meta-Genie, as all the higher ones 

before him, s\virls back into the Meta-Meta

Lamp, \Vhich the Meta-Genie then folds back 

into her robe, half as quickly as the Meta

Meta-Genie did.) 

Your \Vish is granted. 0 Genie. 

Genie: Thank you, 0 Djinn, and GOD. 

(And the Meta-Genie, as all the higher ones before her, 
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s\virls hack into the Meta-Lamp, \Vhich the Genie then folds 
back into his robe, half as quickly as the Meta-Genie did.) 

Your \Vi sh is granted, Achilles. 

(And one precise moment has elapsed since he said "This 
\Vill just take one moment.") 

Achilles: Thank you, 0 Djinn, and GOD. 
Genie: [ am pleased to report_ Achilles_ that you may have exactly 

one (1) Typeless Wish- that is to say, a \Vish, or a meta-\vish, or a meta
meta-\vish_ as many "meta" 's as you \Vish-even infinitely many (if you 
\Vi sh). 

Achilles: Oh, thank you so very much. Genie. But my curiosity is 
provoked. Before I make my \Vish, \vould you mind telling me \Vho--or 

\vhat-GOD is? 

Genie: Not at all. "GOD" is an acronym \Vhich stands for "GOD Over 
Djinn". The \vord "Djinn" is used to designate Genies, Meta-Genies, Meta
Meta-Genies, etc. It is a Typeless \vord. 

Achilles: But-but-hmv can "GOD" be a \vord in its mvn acronym? 

That doesn't make any sense! 

Genie: Oh, aren't you acquainted \Vith recursive acronyms? I thought 

everybody kne\v about them. You see, "GOD" stands for "GOD Over 

Djinn"-\vhich can be expanded as "GOD Over Djinn, Over Djinn"-and 

that can, in turn, be expanded to "GOD Over Djinn, Over Djinn, Over 
Djinn"-\vhich can, in its turn, be further expanded ... You can go as far 

as you like. 

Achilles: But I'll never finish! 
Genie: Of course not. You can never totally expand GOD. 

Achilles: Hmm . . That's puzzling. What did you mean \Vhen you 

said to the Meta-Genie, "I have a special \Vish to make of you, 0 Djinn, 
andofGOD"? 

Genie: I \Vanted not only to make a request of the Meta-Genie, but 
also of all the Djinns over her. The recursive acronym method 
accomplishes this quite naturally. You see, \Vhen the Meta-Genie received 
my request, she then had to pass it up\vards to her GOD. So she fonvarded 
a similar message to the Meta-Meta-Genie, \Vho then did like\vise to the 
Meta-Meta-Meta-Genie ... Ascending the chain this \Vay transmits the 
message to GOD. 
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Achilles: I see. You mean GOD sits up at the top of the ladder of djinns? 

Genie: No, no, no! There is nothing "at the top", for there is no top. That is \vhy 

GOD is a recursive acronym. GOD is not some ultimate djinn: GOD is the 
tmver of djinns above any given djinn. 

Tortoise: It seems to me that each and every djinn \vould have a different 
concept of,vhat GOD is, then, since to any djinn, GOD is the set of djinns 

above him or her, and no t\vo djinns share that set. 

Genie: You're absolutely right-and since I am the lmvest djinn of all, my 
notion of GOD is the most exalted one. I pity the higher djinns_ \Vho fancy 

themselves somehmv closer to GOD. What blasphemy! 

Achilles: By gum, it must have taken genies to invent GOD. 

Tortoise: Do you really believe all this stuff about GOD, Achilles? 

Achilles: Why certainly, I do. Are you atheistic, Mr. T? Or are you agnostic? 

Tortoise: I don't think I'm agnostic. Maybe I'm meta-agnostic. 

Achilles: Whaaat? I don't follmv you at all. 
Tortoise: Let's see ... If I \Vere meta-agnostic, I'd be confused over \Vhether I'm 

agnostic or not-but I'm not quite sure ifl feel THAT \Vay; hence I must 

be meta-meta-agnostic (I guess). Oh_ \Veil. Tell me_ Genie_ does any djinn 

ever make a mistake, and garble up a message moving up or dmvn the 

chain? 

Genie:'This does happen; it is the most common cause for Typeless Wishes not 

being granted. You see, the chances are infinitesimal that a garbling \Vill 

occur a1 any PARTICULAR link in the chain-bu1 \Vhen you put an infinite 

number of them in a rmv, it becomes virtually certain that a garbling \Vill 
occur SOMEWHERE. [n fact, strange as it seems_ an infinite number of 

garblings usually occur, although they are very sparsely distributed in the 

chain. 
Achilles: Then it seems a miracle that any Typeless Wish ever gets carried out. 
Genie: Not really. Most garblings are inconsequential, and many garblings tend 

to cancel each other out. But occasionally-in fact rather seldom-the 

non-fulfillment of a Typeless Wish can be traced back to a single 

unfortunate djinn's garbling. When this happens, the guilty djinn is forced 

to run an infinite 



gauntlet, and get paddled on his or her rump, by GOD. It's good fun for the 

paddlers, and quite harmless for the paddlee. You might be amused by the 

sight. 
Achilles: I \vould love to see that! But it only happens \Vhen a Typeless Wish 

goes ungranted? 
Genie: That's right. 
Achilles: Hmm ... That gives me an idea for my \Vish. 
Tortoise: Oh, really? What is it? 
Achilles: I 'vish my 'vish \vould not be granted! 

(At that moment, an event---or if "event" the \vord for it?-takes place 

\Vhich canno1 be described, and hence no attempt \Vill be made to describe 

it.) 

Achilles: What on earth does that cryptic comment mean? 

Tortoise: It refers to the Typeless Wish Achilles made. 

Achilles: But he hadn't yet made it. 

Tortoise: Yes, he had. He said, "I \Vish my \Vish \vould not be granted", and the Genie 

took THAT to be his \Vish. 

(At that moment, some footsteps are heard coming dmvn the halhvay in their 

direction.) 

Achilles: Oh, my! That sounds ominous. 

(The !Ootsteps stop; then they tum around and fade away) 

Tortoise: Whe\v! 
Achilles: But does the story go on, or is that the end? Turn the page and let's see. 

(The Tortoise turnsole page of "Djinn and Tonic", \Vhere they find that the story goes 
on ... ) 
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Achilles: Hey! What happened? Where is my Geme? My lamp? My cup of 
espresso? What happened to our young friends from the Convex and 
Concave worlds? What are all those little lizards doing here? 

Tortoise: I'm afraid our context got restored incorrectly, Achilles. 

Achilles: What on earth does that ciyptic comment mean? 
Tortoise: I refer to the Typeless Wish you made. 

Achilles: But I hadn't yet made it. 

Tortoise: Yes, you had. You said, "I \Vish my \Vish \vould not be granted", and 

the Genie took THAT to be your \Vish. 

Achilles: Oh, my! That sounds ominous. 

Tortoise: It spells PARADOX. For that Typeless Wish to be 
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granted, it had to be denied-yet not to grant it \vould be to grant it. 

Achilles: So \Vhat happened? Did the earth come to a standstill? Did the 

universe cave in? 

Tortoise: No. The System crashed. 
Achilles: What does that mean? 
Tortoise: It means that you and L Achilles. \Vere suddenly and instantaneously 

transported to Tumbolia. 

Achilles: To where? 
Tortoise: Tumbolia: the land of dead hiccups and extinguished light bulbs. It's a 

sort of \Vaiting room, \Vhere dormant sothvare \Vaits for its hos1 hard\vare 

to come back up. No telling hmv long the System \Vas dmvn, and \Ve \Vere 

in Tumbolia. It could have been moments. hours. days-even years. 

Achilles: I don't knmv \Vhat sofhvare is, and I don't knmv \Vhat hard\vare is. But 

J do knmv that I didn't get to make my \Vi shes! I \Vant my Genie back! 

Tortoise: I'm son-y, Achilles-you ble\v it. You crashed the System, and you 

should thank your luck)' stars that \Ve're back at all. Things could have 

come out a lot \Vorse. But I have no idea \Vhere \Ve are. 
Achilles: I recognize it nmv-\ve're inside another of Escher's pictures. This 

time it's Reptiles. 
Tortoise: Aha! The System tried to save as much of our contex1 as it could 

before it crashed, and it got as far as recording that i1 \Vas an Escher 

picture \Vith lizards before it \Vent down. That's commendable. 

Achilles: And look-isn't that our phial of popping-tonic over there on the table, 

ne:\."1: to the cycle of lizards? 

Tortoise: It certainly is, Achilles. I must say, we are very lucky indeed. The 

System was very kind to us, in giving us back our popping-tonic-it's 

precious stuff! 
Achilles: I'll say! Now we can pop back out of the Escher world, into my house. 
Tortoise: There are a couple of books on the desk, next to the tonic. I wonder 

what they are. (He picks up the smaller one, which is open to a random 

page.)'This looks like a moderately provocative book. 

Achilles: Oh. really? What is its title? 
Tortoise: Provocative Adventures of the Tortoise and Achilles Taking Place in 

Suudry Parts of the Globe. It sounds like an interesting book to read out 
of. 
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FIGURE 2-1. Reptiles, by M. C. Escher (lithograph, 19-13). 

Achilles: Well, YOU can read it if you \Vant_ but as for me_ I'm riot going to 

take any chances \Vith that popping-tonic--0ne of the lizards might knock 

it off the table, so I'm going to get it right nmv! 

(He dashes over to the table and reaches for the popping-tome, but in his 

haste he somehow bumps the flask of tome, and it tumbles off the desk 

and begins rolling) 

Oh, no! Mr. T-look! I accidentally knocked the tonic onto the floor. and it's 

rolling tmvards- tmvards-the stainvell! Quick-before it falls! 

(The Tortoise_ hmvever. is completely '"rnpped up in the thin volume 
which he has in his hands.) 
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Tortoise (muttering): Eh? This story looks fascinating. 
Achilles: Mr. T, Mr. T, help! Help catch the tonic-flask! 

Tortoise: What's all the fuss about? 

Achilles: The tonic-flask-I knocked it dmvn from the desk, and nmv it's rolling 

and-

( At that instant it reaches the brink of the stairwell and plummets over .. .) 

Oh no! What can \Ve do? Mr. Tortoise- -aren't you alarmed? We're losing 

our tonic! It's just fallen dmvn the stainvell! There's only one thing to do! 

We'll have to go dmvn one story! 

Tortoise: Go dmvn one story? My pleasure. Won't you join me? 

(He begins to read aloud, and Achilles, pulled in two directions at once, 
finally stays, taking the role of the Tortoise.) 

Achilles: It's very dark here, Mr. T. I can't see a thing. Oof1 l 
bumped into a \Vall. Watch out! 

Tortoise: Here-I have a couple of \Valking sticks. Why don'1 

you take one of them? You can hold it out in front of you 

so that you don't bang into things. 

Achilles: Good idea. (He rakes the stick) Do you get the sense 

that this path is curving gently to the left as \Ve \Valk? 

Tortoise: Very slightly, yes. 
Achilles: I \Vonder \Vhere \Ve are. And \Vhether \Ve'll ever see 

the light of day again. I \Vish I'd never listened to you, 

\Vhen you suggested I s\vallmv some of that "DRINK ME" 

stuff. 

Tortoise: I assure you, it's quite harmless. I've done it scads of 

times, and not a once have I ever regretted it. Relax and 

enjoy being small. 

Achilles: Being small? What is it you've done to me. Mr. T? 

Tortoise: Nmv don't go blaming me. You did it of your mvn 
free \Viii. 

Achilles: Have you made me shrink? So that this labyrinth 

\Ve're in is actually some teeny thing that someone could 

STEP on? 

FIGURE .75. Cretan Labpinth (Italian engrming; School ofFiniguerra). [From 

W H Matthews, Mazes and Lab)~"inths: Their History and Development (New 
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York Dover Publications, 1970).j 

Tortoise: Labyrinth? Labyrinth? Could it be? Are \Ve in the 
notorious - Little Harmonic Labyrinth of the dreaded 
Majotaur? 

Achilles: Yiikes! What is that? 
Tortoise: They say-although I personally never believed it 

myself-that an Evil Majotaur has created a tiny labyrinth 
and sits in a pit in the middle of it, \Vaiting for innocent 
victims to get lost in its fearsome complexity. Then, \Vhen 
they \Vander lost and dazed into the center, he laughs and 
laughs at them-so hard, that he laughs them to death! 

Achilles: Oh, no! 
Tortoise: But it's only a myth. Courage, Achilles. 

(And the dauntless pair trudge on) 

Achilles: Feel these \Valls. They're like corrugated tin sheets, 
or something. But the corrugations have different sizes. 
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(To emphasize his point, he sticks out his 'valking stick 
against the 'vall surface as he 'valks. As the stick bounces 
back and forth against the corrugations, strange noises 
echo up and dmvn the long curved corridor they are in.) 

Tortoise (alarmed): What 'vas THAT? 

Achilles: Oh, just me, rubbing my 'valking stick against the 

\Vall. 

Tortoise: Whe,v! I thought for a moment it 'vas the bellmving 

of the ferocious Majotaur! 

Achilles: I thought you said it 'vas all a myth. 

Tortoise: Of course it is. Nothing to be afraid of. 

(Achilles puts his 'valking stick back against the 'vall, and 
continues "miking. As he does so. some musical sounds 
are heard, coming from the point 'vhere his stick is 
scraping the 'vall.) 

Tortoise: Uh-oh. I have a bad feeling. Achilles. That Labyrinth 
may not be a myth, after all. 

Achilles: Wait a minute. What makes you change your mind 
all of a sudden? 

Tortoise: Do you hear that music? 

(To hear more clearly, Achilles lmvers the stick, and the 

strains of melody cease.) 

Hey! Put that back! [ 'vant to hear the end of this piece! 

(Confused, Achilles obeys, and the music resumes.) 

Thank you. Nmv as I 'vas about to say, I have just figured 
out 'vhere '"e are. 

Achilles: Really? Where are 've? 
Tortoise: We are 'valking dmvn a spiral groove of a record in 

its jacket. Your stick scraping against the strange shapes in 
the 'vall acts like a needle running dmvn the groove, 
allmving us to hear the music. 

Achilles: Oh, no, oh, no ... 
Tortoise: What? Aren't you overjoyed? Have you ever had the 

chance to be in such intimate contact 'vith music before? 
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Achilles: Hmv am I ever going to \Vin footraces against full
sized people 'vhen I am smaller than a flea, Mr. Tortoise? 

Tortoise: Oh, is that all that's bothering you? That's nothing to 
fret about Achilles. 

Achilles: The 'vay you talk, I get the impression that you 
never 'vorry at all. 

Tortoise: I don;t knmv. But one thing for certain is that I don't 
\Vorf)· about being small. Especially not 'vhen faced 'vith 
the mvful danger of the dreaded Majotaur! 

Achilles: Horrors! Are you telling me-
Tortoise: I'm afraid so, Achilles. The music gave it mvay. 
Achilles: Hmv could it do that? 
Tortoise: Very simple. When I heard the melody 8-A-C-H in 

the top voice, I immediately realized that the grooves that 
\Ve're 'valking through could only be the Little Harmonic 
Labyrinth, one of Bach's lesser knmvn organ pieces. It is 
so named because of its dizzyingly frequent modulations. 

Achilles: Wh-,vhat are they? 
Tortoise: WelL you knmv that most musical pieces are 'vritten 

in a key, or tonality, such as C major, \Vhich is the key of 
this one. 

Achilles: I had heard the term before. Doesn't that mean that C 
is the note you 'vant to end on? 

Tortoise: Yes, C acts like a home base, in a 'vay. Actually, the 
usual 'vord is "tonic". 

Achilles: Does one then stray mvay from the tonic 'vith the 
aim of eventually returning? 

Tortoise: That's right. As the piece develops, ambiguous 
chords and melodies are used, \Vhich lead mvay from the 
tonic. Little by little_ tension builds up-you feel an in
creasing desire to return home, to hear the tonic. 

Achilles: Is that 'vhy_ at the end of a piece_ I ahvays feel so 
satisfied, as ifl had been 'vaiting my 'vhole life to hear the 
tonic? 

Tortoise: Exactly. The composer has used his knmvledge of 
harmonic progressions to 
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manipulate your emotions, and to build up hopes in you to 
hear that tonic. 

Achilles: But you 'vere going to tell me about modulations. 
Tortoise: Oh, yes. One very important thing a composer can 

do is to "modulate" parhvay through a piece_ \Vhich means 
that he sets up a temporary goal other than resolution into 
the tonic. 

Achilles: I see ... I think. Do you mean that some sequence of 
chords shifts the harmonic tension somehmv so that I 
actually desire to resolve in a ne'v key? 

Tortoise: Right. This makes the situation more complex, for 
although in the short term you 'vant to resolve in the ne'v 
key, all the 'vhile at the back of your mind you retain the 
longing to hit that original goal-in this case, C major. 
And 'vhen the subsidiary goal is reached, there is-

Achilles (suddenly gesturing enthusiastically): Oh, listen to 
the gorgeous up,vard-s,vooping chords 'vhich mark the 
end of this Little Harmonic Labyrinth! 

Tortoise: No, Achilles, this isn't the end. It's merely
Achilles: Sure it is! W mv! What a pmverful, strong ending! 

What a sense of relief! That's some resolution! Gee! 

(And sure enough, at that moment the music stops, as they 
emerge into an open area nith no walls.) 

You see, it IS over. What did I tell you? 
Tortoise: Something is very \Vrong. This record is a disgrace 

to the 'vorld of music. 
Achilles: What do you mean? 
Tortoise: It 'vas exactly 'vhat I 'vas telling you about. Here 

Bach had modulated from C into G, setting up a secondary 
goal of hearing G. This means that you experience hvo 
tensions at once-,vaiting for resolution into G, but also 
keeping in mind that ultimate desire-to resolve 
triumphantly into C Major. 

Achilles: Why should you have to keep any-
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thing in mind 'vhen listening to a piece of music? Is music 
only an intellectual exercise? 

Tortoise: No, of course not. Some music is highly intellectual, 
but most music is not. And most of the time vour ear or 
brain does the "calculation" for you, and- lets your 
emotions know 'vhat they 'vant to hear. You don't have to 
think about it consciously. But in this piece. Bach 'vas 
playing tricks, hoping to lead you astray. And in your 
case, Achilles, he succeeded. 

Achilles: Are you telling me that I responded to a resolution in 
a subsidiary key? 

Tortoise: That's right. 
Achilles: It still sounded like an ending to me. 
Tortoise: Bach intentionally made it sound that \Vay. You just 

fell into his trap. 11 'vas deliberately contrived to sound 
like an ending, but if you follmv the harmonic progression 
carefully, you 'vill see that it is in the 'vrong key. 
Apparently not just you but also this miserable record 
company fell for the same trick-and they truncated the 
piece early! 

Achilles: What a dirty trick Bach played on me! 
Tortoise: That is his 'vhole game---to make you lose your 'vay 

in his Labyrinth! The Evil Majotaur is in cahoots 'vith 
Bach, you see. And if you don't 'vatch out, he 'vill nmv 
laugh you to death-and perhaps me along 'vith you! 

Achilles: Oh, let us hurry up and get out of here! Quick! Let's 
run bachvards in the grooves, and escape on the outside of 
the record before the Evil Majotaur finds us! 

Tortoise: Heavens, no! My sensibility is far too delicate to 
handle the bizarre chord progressions 'vhich occur 'vhen 
time is reversed. 

Achilles: Oh, Mr. T, hmv 'vill 've ever get out of here, if 've 
can't just retrace our steps? 

Tortoise: That's a very good question. 

(A little desperately, Achilles starts running about 
aimlessly in the dark. Suddenly there is a slight gasp, and 
then a "thud".) 



Achilles-are you all right? 

Achilles: Just a bit shaken up but othenvise fine. I fell into 

some big hole. 

Tortoise: You've fallen into the pit of the Evil Majotaur! Here, 
['ll come help you out. We've got to move fast! 

Achilles: Careful, Mr. T-1 don't 'vant YOU to fall in here, 

too ... 

Tortoise: Don't fret, Achilles. Everything 'vill be 
all-

( Suddenly_ there is a slight gasp_ and then a "thud".) 

Achilles: Mr. T-you fell in, too! Are you all right? 
Tortoise: Only my pride is hurt-othenvise I'm fine. 

Achilles: Nmv 've're in a pretty pickle_ aren't 've? 

(Suddenly, a giant, booming laugh is heard, alarmingly 

close co them.) 

Tortoise: Watch out, Achilles! This is no laughing matter. 
Majotaur: Hee hee hee! Ho ho! Haw ha'v hmv! 
Achilles: I'm starting to feel 'veak, Mr. T ... 
Tortoise: Try to pay no attention to his laugh, Achilles. That's 

your only hope. 
Achilles: I'll do my best. If only my stomach 'veren't empty! 
Tortoise: Say, am I smelling things, or is there a bmvl of hot 

buttered popcorn around here? 
Achilles: I smell it, too. Where is it coming from? 
Tortoise: Over here_ I think. Oh! I just ran into a big bmvl of 

the stuff. Yes, indeed- it seems to be a bmvl of popcorn! 
Achilles: Oh, boy-popcorn! I'm going to munch my head off1 

Tortoise: Let's just hope it isn't pushcorn! Pushcorn and popcorn are so extraordinarily 
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difficult to tell apart. 
Achilles: What's this about Pushkin? 
Tortoise: I didn't say a thing. You must be hearing things. 
Achilles: Go-golly! I hope not. Well, let's dig in! 



(And the t\vo friends begin munching the popcorn (or 
pushcorn?)-and all at once-POP! I guess it 'vas 
popcorn, after all.) 

Tortoise: What an amusing story. Did you enjoy it? 
Achilles: Mildly. Only I 'vonder \Vhether they ever got out of that Evil 

Majotaur's pit or not. Poor Achilles-he 'vanted to be full-sized again. 
Tortoise: Don't 'vorry-they're out, and he is full-sized again. That's 'vhat the 

"POP" 'vas all about. 
Achilles: Oh, I couldn't tell. Well, nmv I REALLY 'vant to find that bottle of 

tonic. For some reason, my lips are burning. And nothing 'vould taste 
better than a drink of popping-tonic. 

Tortoise: That stuff is renmvned for its thirst quenching pmvers. Why, in some 
places people very nearly go crazy over it. At the turn of the century in 
Vienna, the Schonberg food factory stopped making tonic, and started 
making cereal instead. You can't imagine the uproar that caused. 

Achilles: I have an inkling. But let's go look for the tonic. Hey-just a moment. 
Those lizards on the desk---do you see anything funny about them? 

Tortoise: Umm ... not particularly. What do you see of such great interest? 
Achilles: Don't you see it? They're emerging from that Hat picture 'vithout 

drinking any popping-tonic! Hmv are they able to do that? 
Tortoise: Oh, didn't I tell you? You can get out of a picture by moving 

perpendicularly to its plane, if you have no popping-tonic. The little 
lizards have learned to climb UP 'vhen they 'vant to get out of the t\vo
dimensional sketchbook 'vorld. 

Achilles: Could 've do the same thing to get out of this Escher picture 've're in? 
Tortoise: Of course! We just need to go UP one story. Do you 'vant to try it? 
Achilles: Anything to get back to my house! I'm tired of all these provocative 

adventures. 
Tortoise: Follmv me, then, up this 'vay. 

(And they go up one story) 

Achilles: It's good to be back. But something seems 'vrong. This isn't my house! This is 
YOUR house, Mr. Tortoise. 

Tortoise: Well, so it is-and am I glad for that! I 'vasn't looking 
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fonvard one 'vhit to the long 'valk back from your house. I am bushed, and 
doubt ifl could have made it. 

Achilles: I don't mind 'valking home_ so I guess it's luck.·y we ended up here, 
after all. 

Tortoise: I'll say! This certainly is a piece of Good Fortune! 
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CHAPTER V 

Recursive Structures and 
Processes 

What Is Recursion? 

WHAT is RECURSION? It is 'vhat 'vas illustrated in the Dialogue Little Hannonic Labyrinth: 

nesting, and variations on nesting. The concept is very general. (Stories inside stories. 

movies inside movies, paintings inside paintings, Russian dolls inside Russian dolls (even 

parenthetical comments inside parenthetical comments!)-these are just a fe'v of the charms 

of recursion.) Hmvever, you should be mvare that the meaning of ''recursive" in this Chapter 

is only faintly related to its meaning in Chapter III. The relation should be clear by the end 

of this Chapter. 

Sometimes recursion seems to brush paradox very closely. For example, there are 

recursive definitions. Such a definition may give the casual vie,ver the impression that 

something is being denned in terms of itself. That 'vould be circular and lead to infinite 

regress, if not to paradox proper. Actually, a recursive definition ('vhen properly 

formulated) never leads to infinite regress or paradox. This is because a recursive definition 

never defines something in terms of itself, but ahvays in terms of simpler versions of itself. 

What I mean by this 'vill become clearer shortly. 'vhen I show some examples of recursive 

definitions. 

One of the most common 'vays in \Vhich recursion appears in daily life is 'vhen you 

postpone completing a task in favor of a simpler task, often of the same type. Here is a 

good example. An executive has a fancy telephone and receives many calls on it. He is 

talking to A \Vhen B calls. To A he says, ''Would you mind holding for a moment?" Of 

course he doesn't really care if A minds; he just pushes a button, and s'vitches to B. Nmv C 

calls. The same deferment happens to B. This could go on indefinitely. but let us not get too 

bogged dmvn in our enthusiasm. So let's say the call 'vith C terminates. Then our executive 

"pops" back up to R and continues. Meamvhile. A is sitting at the other end of the line. 

drumming his fingernails against some table, and listening to some horrible Muzak piped 

through the phone lines to placate him ... Nmv the easiest case is ifthe call 'vith B simply 

terminates, and the executive returns to A finally. But it could happen that after the 

conversation 'vith B is resumed, a ne'v caller-D-calls. B is once again pushed onto the 

stack of,vaiting callers. and Dis taken care of. After Dis done. back to R then back to A. 

This executive is hopelessly mechanical, to be sure-but 've are illustrating recursion in its 

most precise form. 
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Pushing, Popping, and Stacks 

In the preceding example. I have introduced some basic terminology of recursion-at least as 
seen through the eyes of computer scientists. The terms are push, pop, and stack (or push
down stack, to be precise) and they are all related. They 'vere introduced in the late 1950's as 
part of IPL, one of the first languages for Artificial Intelligence. You have already 
encountered "push" and "pop" in the Dialogue. But I 'vill spell things out any,vay. To push 
means to suspend operations on the task you're currently 'vorking on, 'vithout forgetting 
'vhere you are-and to take up a ne'v task. The ne'v task is usually said to be "on a lmver 
level" than the earlier task. To pop is the reverse-it means to close operations on one leveL 
and to resume operations exactly 'vhere you left off, one level higher. 

But hmv do you remember exactly \Vhere you 'vere on each different level? The 
ans,ver is, you store the relevant information in a stack. So a stack is just a table telling 
you such things as (1) 'vhere you 'vere in each unfinished task (jargon: the "return 
address"), (2) 'vhat the relevant facts to knmv 'vere at the points of interruption (jargon: 
the "variable bindings"). When you pop back up to resume some task. it is the stack \Vhich 
restores your conte:\.i, so you don't feel lost. In the telephone-call example, the stack tells 
you who is 'vaiting on each different level, and where you 'vere in the conversation 'vhen 
it 'vas interrupted. 

By the 'vay, the terms "push"_ "pop", and "stack" all come from the visual image of 
cafeteria trays in a stack. There is usually some sort of spring underneath 'vhich tends to 
keep the topmost tray at a constant height, more or less. So 'vhen you push a tray onto the 
stack, it sinks a little-and 'vhen you remove a tray from the stack, the stack pops up a 
little. 

One more example from daily life. When you listen to a ne,vs report on the radio, 
oftentimes it happens that they s'vitch you to some foreign correspondent. "We nmv 
s'vitch you to Sally s,vmnpley in Peafog, England." Nmv Sally has got a tape of some 
local reporter intervie,ving someone, so after giving a bit of background, she plays it. "I'm 
Nigel Cad,vallader. here on scene just outside of Peafog, 'vhere the great robbery took 
place, and I'm talking 'vith ... " Nmli you are three levels dmvn. It may turn out that the 
intervie,vee also plays a tape of some conversation. [t is not too uncommon to go dmvn 
three levels in real ne,vs reports, and surprisingly enough, '""e scarcely have any mvareness 
of the suspension. It is all kept track of quite easily by our subconscious mind. Probably 
the reason it is so easy is that each level is e:\.iremely different in flavor from each other 
level. If they 'vere all similar, '""e 'vould get confused in no time flat. 

An example of a more complex recursion is, of course, our Dialogue. There, 
Achilles and the Tortoise appeared on all the different levels. Sometimes they 'vere 
reading a story in 'vhich they appeared as characters. That is 'vhen your mind may get a 
little hazy on 'vhat's going on. and you have to concentrate carefully to get things straight. 
"Let's see, the real Achilles and Tortoise are still up there in Goodfortune's helicopter, but 
the 

128 



secondaiy ones are in some Escher picture-and then they found this book and are 
reading in it, so it's the tertiaiy Achilles and Tortoise 'vho are 'vandering around inside 
the grooves of the Little Hannonic Labyrinth. No, 'vait a minute-I left out one level 
some,vhere ... " You have to have a conscious mental stack like this in order to keep 
track of the recursion in the Dialogue. (See Fig. 26.) 

~-----. - - -- - . - -- -- - --- . - .... - ..... - - .. - .. - -- ..... - --- - - - . -.... 
LoodfortuM·s 

"'" tuckaw;;n 
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FIGURE 26. Diagram of the structure of the Dialogue Little Harmonic Labyrinth. Vertical 
descents are ''pushes'~ rises are ''pups". Notice the similarity of this diagram to the 
indentation pattem of the Dialogue. From the diagram it is clear that the initial tension
Goodfortune's threat-never was resolved· Achilles and the Tortoise were just left 
dangling in the sky Some readers might aconite over this unpopped push. while others 
might not hat an eyelash. In the story, Bach's musical labyrinth likenise was cut off too 
soon-hut Achilles didn't even notice anything fuuny Only the Tortoise was aware of the 
more global dangling tension. 

Stacks in Music 

While 've're talking about the Little Hannonic Labyrinth, \Ve should discuss something 
'vhich is hinted at, if not stated explicitly in the Dialogue: that 've hear music 
recursively-in particular, that 've maintain a mental stack of keys, and that each ne'v 
modulation pushes a ne'v key onto the stack. The implication is further that 've 'vant to 
hear that sequence of keys retraced in reverse order- -popping the pushed keys off the 
stack, one by one, until the tonic is reached. This is an exaggeration. There is a grain of 
truth to it, hmvever. 

Any reasonably musical person automatically maintains a shallmv stack 'vith t\vo 
keys. In that "short stack", the true tonic key is held, and also the most immediate 
"pseudotonic" (the key the composer is pretending to be in). In other 'vords, the most 
global key and the most local key. That 'vay, the listener knmvs 'vhen the true tonic is 
regained. and feels a strong sense of "relief''. The listener can also distinguish (unlike 
Achilles) bet\veen a local easing of tension-for example a resolution into the 
pseudotonic-



and a global resolution. In fact, a pseudoresolution should heighten the global tension, not 

relieve it, because it is a piece of irony-just like Achilles' rescue from his perilous perch on 

the s'vinging lamp. 'vhen all the 'vhile you knmv he and the Tortoise are really mvaiting 
their dire fates at the knife of Monsieur Goodfortune. 

Since tension and resolution are the heart and soul of music, there are many, many 

examples. But let us just look at a couple in Bach. Bach '"Tote many pieces in an ''AABB" 

form- that is, where there are two halves, and each one is repeated. Let's take the gigue 

from the French Suite no. 5, which is quite typical of the form. Its tonic key is G, and we 

hear a gay dancing melody which establishes the key of G strongly. Soon, however, a 

modulation in the A-section leads to the closely related key ofD (the dominant). When the 

A-section ends, we are in the key ofD. In fact, it sounds as ifthe piece has ended in the key 

ofD! (Or at least it might sound that way to Achilles.) But then a strange thing happens

we abruptly jump back to the beginning, back to G, and rehear the same transition into D. 

But then a strange thing happens---we abruptly jump back to the beginning, back to G, and 

rehear the same transition into D. 

Then comes the B-section. With the inversion of the theme for our melody, \Ve begin 

in D as if that had always been the tonic-but we modulate back to G after alL which 

means that we pop back into the tonic, and the B-section ends properly. Then that funny 

repetition takes place, jerking us without warning back into D, and letting us return to G 

once more. Then that funny repetition takes place, jerking us without warning back into D, 

and letting us return to G once more. 

The psychological effect of all this key shifting-some jerk.)', some smooth-is very 

difficult to describe. It is part of the magic of music that we can automatically make sense 

of these shifts. Or perhaps it is the magic of Bach that he can write pieces with this kind of 

structure which have such a natural grace to them that we are not aware of exactly what is 

happening. 

The original Little Harmonic Labyrinth is a piece by Bach in which he tries to lose 

you in a labyrinth of quick key changes. Pretty soon you are so disoriented that you don't 

have any sense of direction left-you don't know where the true tonic is, unless you have 

perfect pitch, or like Theseus, have a friend like Ariadne who gives you a thread that allows 

you to retrace your steps. In this case. the thread would be a written score. This piece

another example is the Endlessly Rising Canon-goes to show that, as music listeners, we 

don't have very reliable deep stacks. 

Recursion in Language 

Our mental stacking power is perhaps slightly stronger in language. The grammatical 

structure of all languages involves setting up quite elaborate push-down stacks, though, to 

be sure, the difficulty of understanding a sentence increases sharply with the number of 
pushes onto the stack. The proverbial German phenomenon of the "verb-at-the-end", about 

which 
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droll tales of absentminded professors 'vho 'vould begin a sentence, ramble on for an entire 

lecture, and then finish up by rattling off a string of verbs by "rhich their audience, for 

'vhom the stack had long since lost its coherence. 'vould be totally nonplussed. are told. is 

an excellent example of linguistic pushing and popping. The confusion among the audience 

that out-of-order popping from the stack onto 'vhich the professor's verbs had been pushed, 

is amusing to imagine, could engender. But in normal spoken German, such deep stacks 

almost never occur-in fact, native speakers of German often unconsciously violate certain 

conventions \Vhich force the verb to go to the end, in order to avoid the mental effort of 

keeping track of the stack. Every language has constructions 'vhich involve stacks. though 

usually of a less spectacular nature than German. But there are ahvays 'vays of rephrasing 

sentences so that the depth of stacking is minimal. 

Recursive Transition Networks 

The syntactical structure of sentences affords a good place to present a 'vay of describing 
recursive structures and processes: the Recursive Transition Network (RTN). An RTN is a 
diagram shmving various paths 'vhich can be follmved to accomplish a particular task. Each 
path consists of a number of nodes, or little boxes 'vith 'vords in them, joined by arcs, or 
lines 'vith arrmvs. The overall name for the RTN is 'vritten separately at the left, and the 
first and last nodes have the 'vords begin and end in them. All the other nodes contain either 
very short explicit directions to perform, or else names of other RTN's. Each time you hit a 
node, you are to carry out the directions inside it, or to jump to the RTN named inside it, 
and carry it out. 

Let's take a sample RTN. called ORNATE NOUN. 'vhich tells hmv to construct a 
certain type of English noun phrase. (See Fig. 27a.) If've traverse ORNATE NOUN purely 
horizontally, '"e begin, then '"e create an ARTICLE, an ADJECTIVE, and a NOUN, then 
've end. For instance, "the silly shampoo" or "a thankless brunch". But the arcs shmv other 
possibilities, such as skipping the article, or repeating the adjective. Thus '"e could 
construct "milk", or "big red blue green sneezes", etc. 

When you hit the node NOUN, you are asking the unknmvn black box called NOUN 
to fetch any noun for you from its storehouse of nouns. This is knmvn as a procedure call, in 
computer science terminology. It means you temporarily give control to a procedure (here, 
NOUN) 'vhich (1) does its thing (produces a noun) and then (2) hands control back to you. 
In the above RTN, there are calls on three such procedures: ARTICLE, ADJECTIVE, and 
NOUN. Now the RTN ORNATE NOUN could itself be called from some other RTN-- for 
instance an RTN called SENTENCE. In this case, ORNATE NOUN 'vould produce a 
phrase such as "the silly shampoo" and then return to the place inside SENTENCE from 
'vhich it had been called. It is quite reminiscent of the 'vay in 'vhich you resume 'vhere you 
left off in nested telephone calls or nested ne,vs reports. 

Hmvever, despite calling this a "recursive transition nen;vork", we have 
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FIGURE .77. Recursive Ti:ansition Networks forORNATE NOUN andFANCY NOUN. 

not exhibited any true recurs10n so far. Things get recursive-and seemingly 
circular-\vhen you go to an RTN such as the one in Figure 27b, for FANCY 
NOUN. As you can see, every possible path\vay in FANCY NOUN involves a call 
on ORNATE NOUN, so there is no \Vay to avoid getting a noun of some sort or 
other. And it is possible to be no more ornate than that coming out merely \Vith 
"milk" or "big red blue green sneezes". But three of the path\vays involve recursive 

calls on FANCY NOUN itself. It certainly looks as if something is being defined in 
terms of itself. [s that \Vhat is happening, or not? 

The ans\ver is "yes, but benignly". Suppose that, in the procedure SENTENCE, 
there is a node \Vhich calls FANCY NOUN, and \Ve hit that node. This means that 
\Ve commit to memory (viz., the stack) the location of that node inside SENTENCE, 
so \Ve'll knmv \Vhere to return to-then \Ve transfer our attention to the procedure 
FANCY NOUN. Nmv \Ve must choose a path\vay to take, in order to generate a 
FANCY NOUN. Suppose \Ve choose the lmver of the upper path\vays-the one 
\Vhose calling sequence goes: 

ORNATE NOUN; RELATIVE PRONOUN; FANCY NOUN; VERB. 



So 've spit out an ORNATE NOUN: "the strange bagels'~· a RELATIVE PRONOUN: 
"that'~· and nmv 've are suddenly asked fur a FANCY NOUN. But 've are in the middle of 
FANCY NOUN! Yes. but remember our executive 'vho 'vas in the middle of one phone 
call 'vhen he got another one. He merely stored the old phone call's status on a stack, and 
began the ne'v one as if nothing 'vere unusual. So 've shall do the same. 

We first '"Tite down in our stack the node we are at in the outer call on FANCY 
NOUN, so that we have a "return address"; then we jump to the beginning of FANCY 
NOUN as if nothing were unusual. Now we have to choose a pathway again. For variety's 
sake, let's choose the lower pathway: 
ORNATE NOUN; PREPOSITION: FANCY NOUN. That means we produce an 
ORNATE NOUN (say "the pwple cow''.), then a PREPOSITION (say "nithout''), and 
once again, we hit the recursion. So we hang onto our hats, and descend one more level. 
To avoid complexity, let's assume that this time. the pathway we take is the direct one
just ORNATE NOUN. For example, we might get ''homs". We hit the node END in this 
call on FANCY NOUN, which amounts to popping out, and so we go to our stack to find 
the return address. It tells us that we were in the middle of executing FANCY NOUN one 
level up-and so we resume there. This yields "the pwple cow nithout homs''. On this 
level, too, we hit END, and so we pop up once more, this time finding ourselves in need 
of a VERB-so let's choose ''gobbled". This ends the highest-level call on FANCY 
NOUN, with the result that the phrase 

"the strange bagels that the pwple cow nithout horns gobbled" 

will get passed upwards to the patient SENTENCE, as we pop for the last time. 
As you see, we didn't get into any infinite regress. The reason is that at least one 

pathway inside the RTNFANCYNOUN does notinvolve any recursive calls on FANCY 
NOUN itself. Of course, we could have perversely insisted on always choosing the 
bottom pathway inside FANCY NOUN. and then we would never have gotten finished. 
just as the acronym "GOD" never got fully expanded. But if the pathways are chosen at 
random, then an infinite regress of that sort will not happen. 

"Bottoming Out" and Heterarchies 

This is the crucial fact which distinguishes recursive definitions from circular ones. There 
is always some part of the definition which avoids self-reference. so that the action of 
constructing an object which satisfies the definition will eventually "bottom out". 

Now there are more oblique ways of achieving recursivity in RTN's than by self
calling. There is the analogue of Escher's Draning Hands (Fig. 135), where each of two 
procedures calls the other, but not itself. For example, we could have an RTN named 
CLAUSE, which calls FANCY NOUN whenever it needs an object for a transitive verb, 
and conversely, the upper path ofFANCYNOUN could call RELATIVE PRONOUN and 
then CLAUSE 
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\Vhenever it \Vants a relative clause. This is an example of indirect recursion. [t 1s 
reminiscent also of the t\vo-step version of the Epimenides paradox. 

Needless to say. the re can be a trio of procedures \Vhich call one another. 
cyclically-and so on. There can be a \Vhole family ofRTN's \Vhich are all tangled up, 
calling each other and themselves like crazy. A program \Vhich has such a structure in 
\Vhich there is no single "highest level", or "monitor", is called a heterarchy (as 
distinguished from a hierarchy). The term is due, I believe, to Warren McCulloch, one 
of the first cyberneticists, and a reverent student of brains and minds. 

Expanding Nodes 

One graphic \Vay of thinking about RTN's is this. Whenever you are moving along 
some path\vay and you hit a node \Vhich calls on an RTN, you "expand" that node, 
\Vhich means to replace it by a very small copy of the RTN it calls (see Fig. 28). Then 
you proceed into the very small RTN! 

NOUN 

FANCY 
NOUN 

VERB 

FIGURE 28. The FANCY NOUN RTN nith one node recursively expanded 

When you pop out of it, you are automatically in the right place in the big one. While in 
the small one, you may \Vind up constructing even more miniature RTN's. But by 
expanding nodes only \Vhen you come across them, you avoid the need to make an 
infinite diagram, even \Vhen an RTN calls itself. 

Expanding a node is a little like replacing a letter in an acronym by the \vord it 
stands for. The "GOD" acronym is recursive but has the defect-or advantage-that you 
must repeatedly expand the 'G'; thus it never bottoms out. When an RTN is 
implemented as a real computer program_ hmvever. it ahvays has at least one path\vay 
\Vhich avoids recursivity (direct or indirect) so that infinite regress is not created. Even 
the most heterarchical program structure bottoms out-othenvise it couldn't run! It 
\vould just be constantly expanding node after node, but never performing any action. 

134 



Diagram G and Recursive Sequences 

Infinite geometrical structures can be defined in just this 'vay-that is, by expanding node 
after node. For example, let us define an infinite diagram called "Diagram G". To do so, 've 
shall use an implicit representation. In nvo nodes, 've shall 'vrite merely the letter 'G', 'vhich, 
hmvever, 'vill stand for an entire copy of Diagram G. In Figure 29a. Diagram G is portrayed 
implicitly. Nmv if 've 'vish to see Diagram G more explicitly, 've expand each of the nvo 
G's-that is, 've replace them by the same diagram, only reduced in scale (see Fig. 29b). 
This "second-order" version of Diagram G gives us an inkling of,vhat the finaL impossible
to-realize Diagram G really looks like. [n Figure 30 is shmvn a larger portion of Diagram G, 
'vhere all the nodes have been numbered from the bottom up, and from left to right. T'vo 
e:\.ira nodes-numbers l and 2-have been inserted at the bottom. 

This infinite tree has some very curious mathematical properties. Running up its right
hand edge is the famous sequence of Fibonacci numbers: 

1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, ... 

discovered around the year 1202 by Leonardo of Pisa, son of Bonaccio, ergo "Filius 
Bonacci", or "Fibonacci" for short. These numbers are best 

G 
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FIGURE 29. (a) Diagram G. uuexpauded (fl Diagram H. uuexpanded 
(b) Diagram G, expauded once. ( d) Diagram H, expauded once. 
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FIGURE 30. Diag1= G, Ji.Jrther expanded and nith numbered nodes. 

defined recursively by the pair of formulas 
FIBO(n) ~ FIBO(n-1) + FIBO(n-2) for n 2 

FIBO(l) ~ FIB0(2) ~ 1 

Notice hmv ne'v Fibonacci numbers are defined in terms of previous Fibonacci 
numbers. We could represent this pair of formulas in an RTN (see Fig. 31). 

lrt x - FIBO(n-1) 

\..Alur 11 I 

FIGURE 31. An RTN for Fibonacci numbers. 

Thus you can calculate FIBO(l5) by a sequence of recursive calls on the procedure 
defined by the RTN above. This recursive definition bottoms out 'vhen you hit FIBO(l) 
or FIB0(2) ('vhich are given explicitly) after you have 'vorked your 'vay bachvards 
through descending values of n. It is slightly mvhvard to 'vork your 'vay back.\vards. 
'vhen you could just as 'veil 'vork your 'vay fonvards, starting 'vith FIBO(l) and 
FIB0(2) and ahvays adding the most recent hvo values. until you reach FIBO(l5). 
That 'vay you don't need to keep track of a stack. 

Nmv Diagram G has some even more surprising properties than this. Its entire 
structure can be coded up in a single recursive definition, as follmvs: 
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G(n)~n-G(G(n-1)) forn>O 

G(O) ~o 

How does this function G(n)code for the tree-structure? Quite simply. if you construct a tree 

by placing G(n)belmv n, for all values ofn, you 'vill recreate Diagram G. In fact, that is hmv 

I discovered Diagram G in the first place. I "1-as investigating the flmction G, and in trying to 

calculate its values quickly, I conceived of displaying the values I already kne'v in a tree. To 

my surprise, the tree turned out to have this extremely orderly recursive geometrical 

description. 

What is more 'vonderful is that if you make the analogous tree for a function H(n) 

defined 'vith one more nesting than G-

H(n) ~ n -H(H(H(n-1))) for n >O 

H(O) ~ 0 

-then the associated "Diagram H" is defined implicitly as shmvn in Figure 29c. The right

hand trunk contains one more node; that is the only difference. The first recursive expansion 

of Diagram His shmvn in Figure 29d. And so it goes, for any degree of nesting. There is a 

beautiful regularity to the recursive geometrical structures, 'vhich corresponds precisely to 

the recursive algebraic definitions. 

A problem for curious readers is: suppose you flip Diagram G around as if in a mirror, 

and label the nodes of the ne'v tree so they increase from left to right. Can you find a 

recursive algebraic definition for this "flip-tree"? What about for the "flip" of the H-tree? 

Etc.? 

Another pleasing problem involves a pair of recursively intemvined functions F(n) and 

M(n)-"married" functions, you might say-defined this 'vay: 

F(n) = n- M(F(n-1)) } 
forn>O 

M(n) = n-F(M(n-1)) 
F(O) ~ Land M(O) ~ 0. 

The RTN's for these nvo functions call each other and themselves as 'veil. The problem is 

simply to discover the recursive structures of Diagram F and Diagram M. They are quite 

elegant and simple. 

A Chaotic Sequence 

One last example of recursion in number theory leads to a small mystery. Consider the 

follmving recursive definition of a function: 

Q(n) ~ Q(n - Q(n - 1)) + Q(n - Q(n - 2)) for n > 2 

Q(l) ~ Q(2) ~ 1. 
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It is reminiscent of the Fibonacci definition in that each ne'v value is a sum of nvo previous 
values-but not of the immediately previous nvo values. Instead, the nvo immediately 

previous values tell how far to count backto obtain the numbers to be added to make the ne'v 
value! The first 17 Q-numbers run as follmvs: 

1, 1, 2, 3, 3, 4, 5, 5, 6f 6, 6, 8, 8, 8, 10, 9, 10, ... 

t+6' ~ 11 hf w r to move t to the left 
newtenn 

To obtain the next one, move lethvards (from the three dots) respectively 10 and 9 terms; you 

'vill hit a 5 and a 6, shmvn by the arrmvs. Their sum-11-yields the new value: Q( 18). This 

is the strange process by 'vhich the list of knmvn Q-numbers is used to e:\.iend itself. The 

resulting sequence is, to put it mildly, erratic. The further out you go, the less sense it seems 

to make. This is one of those very peculiar cases 'vhere 'vhat seems to be a some,vhat natural 

definition leads to extremely puzzling behavior: chaos produced in a very orderly manner. 

One is naturally led to 'vonder 'vhether the apparent chaos conceals some subtle regularity. 

Of course, by definition, there is regularity, but 'vhat is of interest is 'vhether there is another 

'vay of characterizing this sequence-and 'vith luck, a nonrecursive 'vay. 

Two Striking Recursive Graphs 

The marvels of recursion in mathematics are innumerable, and it is not my purpose to present 

them all. Hmvever, there are a couple of particularly striking examples from my mvn 

experience \Vhich I feel are 'vorth presenting. They are both graphs. One came up in the 

course of some number-theoretical investigations. The other came up in the course of my 

Ph.D. thesis 'vork, in solid state physics. What is truly fascinating is that the graphs are 

closely related. 

The first one (Fig. 32) is a graph of a function 'vhich I call INT(x). It is plotted here for 

xbenveen 0 and 1. For x benveen any other pair of integers n and n + l, you just find INT(x

n). then add n back. The structure of the plot is quite jumpy. as you can see. It consists of an 

infinite number of curved pieces, \Vhich get smaller and smaller tmvards the corners-and 

incidentally, less and less curved. Nmv if you look closely at each such piece, you 'vill find 

that it is actually a copy of the full graph, merely curved! The implications are 'vild. One of 

them is that the graph of INT consists of nothing but copies of itselt: nested dmvn infinitely 

deeply. If you pick up any piece of the graph, no matter hmv small, you are holding a 

complete copy of the 'vhole graph-in fact, infinitely many copies of it! 

The fact that INT consists of nothing but copies of itself might make you think it is too 

ephemeral to exist. Its definition sounds too circular. 
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FIGURE 32. Graph of the flmction INT(x). There is a jump discontinuity at evezy rational value 
ofx. 

Hmv does it ever get off the ground? That is a very interesting matter. The main thing to notice 

is that, to describe INT to someone 'vho hasn't seen it, it 'vill not suffice merely to say, "It 
consists of copies of itself" The other half of the story- -the nonrecursive half---tells where 

those copies lie inside the square, and how they have been deformed, relative to the full-size 

graph. Only the combination of these nvo aspects ofINT 'vill specif\' the structure ofINT. It is 

exactly as in the definition of Fibonacci numbers. 'vhere you need nvo lines---one to define the 

recursion, the other to define the bottom (i.e., the values at the beginning). To be very concrete, 

if you make one of the bottom values 3 instead of l, you 'vill produce a completely different" 

sequence, knmvn as the Lucas sequence: 

L 3
1

4. 7. 1 L 18, 29, 47, 76, 123.... 
I 29+47~16 

the "bottom" same recursive rule 
as tor the Fibonacci numbers 
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What corresponds to the bottom in the definition of INT is a picture (Fig. 33a) 

composed of many boxes, shmving where the copies go, and howthey are distorted. I call it 

the "skeleton" of INT. To construct INT from its skeleton, you do the follmving. First for 

each box of the skeleton, you do t\vo operations: (1) put a small curved copy of the skeleton 

inside the box, using the curved line inside it as a guide; (2) erase the containing box and its 

curved line. Once this has been done for each box of the original skeleton, you are left \Vith 

many "baby" skeletons in place of one big one. Next you repeat the process one level dmvn, 

\Vith all the baby skeletons. Then again, again, and again ... What you approach in the limit 

is an exact graph of INT, though you never get there. By nesting the skeleton inside itself 

over and over again. you gradually construct the graph of INT "from out of nothing". But in 
fact the "nothing" \Vas not nothing-it \Vas a picture. 

To see this even more dramatically, imagine keeping the recursive part of the 

definition ofINT, but changing the initial picture, the skeleton. A variant skeleton is shmvn 

in Figure 33b, again \Vith boxes \Vhich get smaller and smaller as they trail off to the four 

corners. If you nest this second skeleton inside itself over and over again, you \Vill create the 

key graph from my Ph.D. thesis, \Vhich I call Gplot (Fig. 34). (In fact. some complicated 

distortion of each copy is needed as \Veil-but nesting is the basic idea.) Gplot is thus a 

member of the INT-family. It is a distant relative, because its skeleton is quite differen1 
from-and considerably more complex than-that of INT. Hmvever, the recursive part of 

the definition is identical, and therein lies the family tie. 

l should not keep you too much in the dark about the origin of these beautiful graphs. 
INT-standing for "interchange"--comes from a problem involving "Eta-sequences", \Vhich 

are related to continued fractions. The basic idea behind INT is that plus and minus signs are 
interchanged in a certain kind of continued fraction. As a consequence. INT(INT(x)) ~ x. 

INT has the property that if xis rational, so is INT(x); ifx is quadratic, so is INT(x). I do no1 

knmv if this trend holds for higher algebraic degrees. Another lovely feature of INT is that 

at all rational values of x, it has a jump discontinuity, but a1 all irrational values of x, it is 

continuous. 

Gplot comes from a highly idealized version of the question, "What are the allmved 
energies of electrons in a crystal in a magnetic field?" This problem is interesting because it 

is a cross benveen nvo very simple and fundamental physical situations: an electron in a 

perfect crystal, and an electron in a homogeneous magnetic field. These nvo simpler 

problems are both \Veil understood, and their characteristic solutions seem almost" in

compatible \Vith each other. Therefore, it is of quite some interest to see hmv nature 

manages to reconcile the nvo. As it happens, the crystal-\vithout-magnetic-field situation 

and the magnetic-field-\vithout-crystal situation do have one feature in common: in each of 

them, the electron behaves periodically in time. It turns out that \Vhen the t\vo situations are 
combined, the ratio of their nvo time periods is the key parameter. In fact that ratio holds all 

the information about the distribution of allmved electron energies-but it only gives up its 
secret upon being expanded into a continued fraction. 
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FIGURE 33 (a) The skeleton from which INT can be constructed by recursive substitutions. 
(b) The skeleton from which Gplot can be constructed by recursive substitutions 



Gplot shmvs that distribution. The horizontal axis represents energy, and the vertical 
axis represents the above-mentioned ratio of time periods, \Vhich \Ve can call "a". At the 
bottom. a is zero. and at the top a is unity. When a is zero. there is no magnetic field. Each 
of the line segments making up Gplot is an "energy band"-that is, it represents allmved 
values of energy. The empty s\vaths traversing Gplot on all different size scales are 
therefore regions of forbidden energy. One of the most startling properties of Gplot is that 
\Vhen a is rational (say plq in lmvest terms), there are exactly q such bands (though \Vhen 
q is even, t\vo of them "kiss" in the middle). And \Vhen a is irrational, the bands shrink to 
points, of\vhich there are infinitely many, very sparsely distributed in a so-called "Cantor 
set"- another recursively defined entity \Vhich springs up in topology. 

You might \Veil \Vonder \Vhether such an intricate structure \Vould ever shmv up in an 
experiment. Frankly, I \vould be the most surprised person in the \Vorld ifGplot came out 
of any experiment. The physicality of Gplot lies in the fact that it points the way to the 
proper mathematical treatment of less idealized problems of this sort. In other \vords_ 
Gplot is purely a contribution to theoretical physics, not a hint to experimentalists as to 
\Vha1 to expect to see! An agnostic friend of mine once \Vas so struck by Gplot's infinitely 
many infinities that he called it "a picture of God", \Vhich [don't think is blasphemous a1 
all. 

Recursion at the Lowest Level of Matter 

We have seen recursion in the grammars oflanguages, \Ve have seen recursive geometrical 
trees \Vhich grmv up\vards forever, and \Ve have seen one \vay in \Vhich recursion enters 
the theory of solid state physics. Now \Ve are going to see yet another \Vay in \Vhich the 
\Vhole \Vorld is built out of recursion. This has to do \Vith the structure of elementary 
particles: electrons, protons, neutrons, and the tiny quanta of electromagnetic radiation 
called "photons". We are going to see that particles are-in a certain sense \Vhich can only 
be defined rigorously in relativistic quantum mechanics- nested inside each other in a 
\Vay \Vhich can be described recursively, perhaps even by some son of"grammar". 

We begin with the observation that if particles didn't interact \Vith each other. things 
\vould be incredibly simple. Physicists \vould like such a \Vorld because then they could 
calculate the behavior of all particles easily (if physicists in such a \Vorld existed, \Vhich is 
a doubtful proposition). Particles \Vithout interactions are called bare particles, and they 
are purely hypothetical creations; they don't exist. 

Nmv \Vhen you "turn on" the interactions, then particles get tangled up together in 
the \Vay that functions F and M are tangled together, or married people are tangled 
together. These real particles are said to be renonnalized-an ugly but intriguing term. 
What happens is tha1 no particle can even be defined \Vithout referring to all other 
particles, \Vhose definitions in turn depend on the first particles, etc. Round and round, in a 
never-ending loop. 
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FIGURE 3-1. Gplot" a recursive graph showing energy bands for electrons in an idealized 
c1ystal in a magnetic field, a, representing magnetic field strength, nms vertically from 0 to I. 
Energy nms horizontally The horizontal line segments m-e bands of allowed electron energies. 



Let us be a little more concrete, nmv. Let's limit ourselves to only 1\vo kinds of 
particles: electrons and photons. We'll also have to thrmv in the electron's antiparticle, the 

positron. (Photons are their mvn antiparticles.) [magine first a dull \Vorld \Vhere a bare 

electron \Vishes to propagate from point A to point B, as Zeno did in my Three-Part 

Invention. A physicist \vould drmv a picture like this: 

A -·>----------·-----· B 

There is a mathematical expression \Vhich corresponds to this line and its endpoints, and it is 

easy to \Vrite dmvn. With it, a physicist can understand the behavior of the bare electron in 

this trajectory. 

Now let us "turn on" the electromagnetic interaction. \Vhereby electrons and photons 

interact. Although there are no photons in the scene, there \Viii nevertheless be profound 

consequences even for this simple trajectory. In particular, our electron nmv becomes 

capable of emitting and then reabsorbing virtual photons-photons \Vhich tlicker in and out 

of existence before they can be seen. Let us shmv one such process: 

Ae _. _. eB 

Now as our electron propagates. it may emit and reabsorb one photon after another. or it 
may even nest them, as shmvn belmv: 

Ae ., 

The mathematical express10ns corresponding to these diagrams-called "Feynman 
diagrams"-are easy to \Vrite dmvn, but they are harder to calculate than that for the bare 

electron. But \Vhat really complicates matters is that a photon (real or virtual) can decay for 
a brief moment into an electron-positron pair. Then these 1\vo annihilate each other. and_ as 

if by magic, the original photon reappears. This sort of process is shmvn belmv: 

The electron has a right-pointing arrmv, \Vhile the positron's arrmv points left\vards. 
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As you might have anticipated, these virtual processes can be nested inside each other 

to arbitrary depth. This can give rise to some very complicated-looking drmvings, such as 

the one in Figure 35. [n that Feynman diagram. a single electron enters on the left at A. does 

some amazing acrobatics, and then a single electron emerges on the right at B. To an 

outsider \Vho can't see the inner mess, it looks as if one electron has peacefully sailed from 

A to B. In the diagram, you can see hmv electron lines can get arbitrarily embellished, and 

so can the photon lines. This diagram \vould be ferociously hard to calculate. 

FIGURE 35. A Feynman diagram showing the propagation of a renonnalized electron from A to B. In 
this diagr:nn. time increases to the right Therefore. in the segments where the electwn's anvw points 
leihrnrds, it u mming "bacl·wards in time". A more intuitive way to say this is that an antielectron 
(positron) is mming forwards in time. Photons :n-e their mm antip:nticles; hence their lines have no 
need of anvws. 

There is a sort of "grammar" to these diagrams, that only allmvs certain pictures to be 

realized in nature. For instance, the one belmv is impossible: 

You might say it is not a '\veil-formed" Feynman diagram. The grammar is a result of basic 

lmvs of physics. such as conservation of energy. conservation of electric charge. and so on. 

And, like the grammars of human languages, this grammar has a recursive structure, in that 

it allmvs deep nestings of structures inside each other. It \vould be possible to drmv up a set 

of recursive transition net\vorks defining the "grammar" of the electromagnetic interaction. 

When bare electrons and bare photons are allmved to interact in these arbitrarily 

tangled \vays, the result is renonnalized electrons and photons. Thus, to understand hmv a 

real, physical electron propagates from A to B, 
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the physicist has to be able to take a sort of average of all the infinitely many different 

possible drmvings \Vhich involve virtual particles. This is Zeno \Vith a vengeance! 

Thus the point is that a physical particle-a renormalized particle-involves (1) a bare 

particle and (2) a huge tangle of virtual particles, ine:\.iricably \Vound together in a recursive 

mess. Every real particle's existence therefore involves the existence of infinitely many other 

particles, contained in a virtual "cloud" \Vhich surrounds it as it propagates. And each of the 

virtual particles in the cloud, of course, also drags along its mvn virtual cloud, and so on ad 

infinitum. 

Particle physicists have found that this complexity is too much to handle, and in order 

to understand the behavior of electrons and photons. they use approximations \Vhich neglect 

all but fairly simple Feynman diagrams. Fortunately, the more complex a diagram, the less 

important its contribution. There is no knmvn \Vay of summing up all of the infinitely many 

possible diagrams, to get an expression for the behavior of a fully renormalized, physical 

electron. But by considering roughly the simplest hundred diagrams for certain processes, 

physicists have been able to predict one value (the so-called g-factor of the muon) to nine 

decimal places- correctly! 

Renormalization takes place not only among electrons and photons. Whenever any 

types of particle interact together, physicists use the ideas of renormalization to understand 

the phenomena. Thus protons and neutrons, neutrinos, pi-mesons, quarks-all the beasts in 

the subnuclear zoo- they all have bare and renormalized versions in physical theories. And 

from billions of these bubbles \Vithin bubbles are all the beasts and baubles of the \Vorld 

composed. 

Copies and Sameness 

Let us nmv consider Gplot once again. You \Vill remember that in the Introduction, \Ve spoke 

of different varieties of canons. Each type of canon exploited some manner of taking an 

original theme and copying it by an isomorphism. or information-preserving transformation. 

Sometimes the copies \Vere upside dmvn, sometimes bachvards, sometimes shrunken or 

expanded ... In Gplot \Ve have all those types of transformation, and more. The mappings 
benveen the full Gplot and the "copies" of itself inside itself involve size changes, ske\vings, 

reflections, and more. And yet there remains a sort of skeletal identity, \Vhich the eye can 

pick up \Vith a bit of effort, particularly after it has practiced \Vi th INT. 

Escher took the idea of an object's parts being copies of the object itself and made it 

into a print: his \Voodcut Fishes and Scales (Fig. 36). Of course these fishes and scales are 

the same only \Vhen seen on a sufficiently abstract plane. Nmv everyone knmvs that a fish's 

scales aren't really small copies of the fish; and a fish's cells aren't small copies of the fish; 

hmvever, a fish's DNA, sitting inside each and every one of the fish's cells, is a very convo-
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FIGURE 36. Fish and Scales, by M. C Escher (woodcut, 1959). 

luted "copy" of the entire fish-and so there is more than a grain of truth to the Escher 

picture. 

What is there that is the "same" about all butterflies? The mapping from one butterfly 

to another does not map cell onto cell; rather, it maps functional part onto functional part, 

and this may be partially on a macroscopic scale, partially on a microscopic scale. The exact 

proportions of parts are not preserved; just the functional relationships benveen parts. That is 
the type of isomorphism \Vhich links all butterflies in Escher's \Vood engraving Butterflies 

(Fig. 37) to each other. The same goes for the more abstract butterflies of Gplot, \Vhich are 

all linked to each other by mathematical mappings that carry functional part onto functional 
part. but totally ignore exact line proportions. angles. and so on. 

Taking this exploration of sameness to a yet higher plane of abstraction, 've might 'veil 
ask, "What is there that is the 'same' about all Escher drmvings?" It \vould be quite ludicrous 

to attempt to map them piece by piece onto each other. The amazing thing is that even a tiny 

section of an 
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FIGURE 37. Butterflies, by MC Escher(wood-engraving, 1950). 

Escher drmving or a Bach piece gives it mvay. Just as a fish's DNA is contained inside every 
tiny bit of the fish, so a creator's "signature" is contained inside every tiny section of his 

creations. We don't knmv \Vhat to call it but "style"-a vague and elusive \Vord. 

We keep on running up against "sameness-in-differentness", and the question 

When are two things the same? 

It \Vill recur over and over again in this book. We shall come at it from all sorts of ske\v 

angles, and in the end, \Ve shall see hmv deeply this simple question is connected \Vith the 

nature of intelligence. 

That this issue arose in the Chapter on recursion is no accident, for recursion is a 
domain \Vhere "sameness-in-differentness" plays a central role. Recursion is based on the 

"same" thing happening on several differ-
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ent levels at once. But the events on different levels aren't exactly the same-rather, \Ve find 
some invariant feature in them. despite many \vays in \Vhich they differ. For example, in the 
Little Hannonk Labyrinth. all the stories on different levels are quite unrelated-their 
"sameness" resides in only hvo facts: (1) they are stories, and (2) they involve the Tortoise 
and Achilles. Other than that, they are radically different from each other. 

Programming and Recursion: 
Modularity, Loops, Procedures 

One of the essential skills in computer programming is to perceive \Vhen t\vo processes are 
the same in this e:\.iended sense, for that leads to modularization-the breaking-up of a task 
into natural subtasks. For instance, one might \Vant a sequence of many similar operations to 
be carried out one after another. Instead of\vriting them all out, one can \Vrite a loop, \Vhich 
tells the computer to perform a fixed set of operations and then loop back and perform them 
again, over and over, until some condition is satisfied. Nmv the body ofthe loop-the fixed 
set of instructions to be repeated-need not actually be completely fixed. It may vary in 
some predictable 'vay. 

An example is the most simple-minded test for the primality of a natural number N. in 
\Vhich you begin by trying to divide N by 2, then by 3, 4, 5, etc. until N - 1. If N has 
survived all these tests \Vithout being divisible, it's prime. Notice that each step in the loop 
is similar to, but not the same as. each other step. Notice also that the number of steps varies 
\Vi th N--hence a loop of fixed length-could never \Vork as a general test for primality. 
There are t\vo criteria for "aborting" the loop: (1) if some number divides N exactly, quit 
\Vith ans\ver "NO"; (2) if N - 1 is reached as a test divisor and N survives_ quit \Vith ans\\'er 
"YES". 

The general idea of loops, then, is this: perform some series of related steps over and 
over, and abort the process when specific conditions are met. Now sometimes, the 
maximum number of steps in a loop will be known in advance; other times, you just begin, 
and wait until it is aborted. The second type of loop- -which I call a free loop-- is 
dangerous, because the criterion for abortion may never occur, leaving the computer in a so
called "infinite loop". This distinction between bounded loops and free loops is one of the 
most important concepts in all of computer science, and we shall devote an entire Chapter to 
it: "BlooP and FlooP and GlooP". 

Now loops may be nested inside each other. For instance. suppose that we wish to test 
all the numbers between 1 and 5000 for primality. We can write a second loop which uses 
the above-described test over and over, starting with N = 1 and finishing with N = 5000. So 
our program will have a "loop-the-loop" structure. Such program structures are typical---in 
fact they are deemed to be good programming style. This kind of nested loop also occurs in 
assembly instructions for commonplace items, and in such activities as knitting or 
crocheting-in which very small loops are 
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repeated several times in larger loops, 'vhich in turn are carried out repeatedly ... While the 

result of a lmv-level loop might be no more than couple of stitches, the result of a high-level 

loop might be a substantial portion of a piece of clothing. 

In music, too, nested loops often occur-as, for instance, 'vhen a scale (a small loop) 

is played several times in a rmv, perhaps displaced in pitch each ne'v time. For example, the 

last movements of both the Prokofiev fifth piano concerto and the Rachmaninoff second 

symphony contain extended passages in \Vhich fast, medium, and slmv scale-loops are 

played simultaneously by different groups of instruments, to great effect. The Prokofiev

scales go up~ the Rachmaninoff-scales, dmvn. Take your pick. 

A more general notion than loop is that of subroutine. or procedure, 'vhich '"e have 

already discussed some,vhat. The basic idea here is that a group of operations are lumped 

together and considered a single unit \Vi th a name-such as the procedure ORNATE 

NOUN. As '"e smv in RTN's, procedures can call each other by name, and thereby express 

very concisely sequences of operations 'vhich are to be carried out. This is the essence of 

modularity in programming. Modularity exists, of course, in hi-fi systems, furniture, living 

cells, human society-,vherever there is hierarchical organization. 

More often than not. one 'vants a procedure 'vhich 'vill act variably. according to 

context. Such a procedure can either be given a 'vay of peering out at 'vhat is stored in 

memory and selecting its actions accordingly, or it can be explicitly fed a list of parameters 

'vhich guide its choice of,vhat actions to take. Sometimes both of these methods are used. 

In RTN-terminology, choosing the sequence of actions to carry out amounts to choosing 

which pathway to follow An RTN 'vhich has been souped up 'vith parameters and 

conditions that control the choice of path,vays inside it is called an Augmented Transition 

Network (A TN). A place 'vhere you might prefer ATN's to RTN's is in producing 

sensible-as distinguished from nonsensical-English sentences out of rmv 'vords, 

according to a grammar represented in a set of ATN's. The parameters and conditions 

'vould allmv you to insert various semantic constraints, so that random jm.iapositions like 

"a thankless brunch" 'vould be prohibited. More on this in Chapter XVIII, hmvever. 

Recursion in Chess Programs 
A classic example of a recursive procedure 'vith parameters is one for choosing the "best" 

move in chess. The best move 'vould seem to be the one 'vhich leaves your opponent in the 

toughest situation. Therefore, a test for goodness of a move is simply this: pretend you've 

made the move, and nmv evaluate the board from the point ofvie'v of your opponent. But 

hmv does your opponent evaluate the position? Well, he looks for his best move. That is, he 

mentally runs through all possible moves and evaluates them from 'vhat he thinks is your 

point ofvie,v, hoping they 'vill look bad to you. But 
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notice that 've have nmv defined "best move" recursively, simply using the maxim 
that 'vhat is best for one side is \Vorst for the other. The recursive procedure 'vhich 
looks for the best move operates by trying a move. and then calling on itself in the 
role of opponent! As such, it tries another move, and calls on itself in the role of its 
opponent's opponent-that is, itself. 

This recursion can go several levels deep-but it's got to bottom out 
some,vhere! Hmv do you evaluate a board position ttithout looking ahead? There 
are a number of useful criteria for this purpose, such as simply the number of pieces 
on each side, the number and type of pieces under attack_ the control of the center. 
and so on. By using this kind of evaluation at the bottom_ the recursive move
generator can pop back up,vards and give an evaluation at the top level of each 
different move. One of the parameters in the self-calling, then_ must tell hmv many 
moves to look ahead. The outermost call on the procedure 'vill use some e:\.iernally 
set value for this parameter. Thereafter, each time the procedure recursively calls 
itseit: it must decrease this look-ahead parameter by 1. That 'vay, 'vhen the 
parameter reaches zero, the procedure 'vill follmv the alternate path,vay- the non
recursive evaluation. 

In this kind of game-playing program, each move investigated causes the 
generation of a so-called ''look-ahead tree", 'vith the move itself as trunk, responses 
as main branches, counter-responses as subsidiary branches, and so on. In Figure 38 
I have shmvn a simple look-ahead tree, depicting the start of a tic-tac-toe game. 
There is an art to figuring out how to avoid exploring every branch of a look-ahead 
tree out to its tip. In chess trees_ people-not computers-seem to excel at this art: it 
is knmvn that top-level players look ahead relatively little, compared to most chess 
programs-yet the people are far better! In the early days of computer chess, people 
used to estimate that it 'vould be ten years until a computer (or 

FIGURE 38. The branching tree of moves and countennoves at the stait of a game of tic-tac-toe. 



program) 'vas \Vorld champion. But after ten years had passed, it seemed that the day a 
computer 'vould become 'vorld champion 'vas still more than ten years mvay ... This is just 
one more piece of evidence for the rather recursive 

Ho!Stadter's Law: It ahvays takes longer than you expect, even 'vhen you take into 
account Hofstadter's Lmv. 

Recursion and Unpredictability 

Now 'vhat is the connection behveen the recursive processes of this Chapter, and the 
recursive sets of the preceding Chapter? The ans,ver involves the notion of a recursively 
enumerable set For a set to be r.e. means that it can be generated from a set of starting 
points (axioms), by the repeated application of rules of inference. Thus, the set grmvs and 
grmvs, each ne'v element being compounded somehow out of previous elements, in a sort 
of "mathematical snmvball". But this is the essence of recursion-something being defined 
in terms of simpler versions of itself, instead of explicitly. The Fibonacci numbers and the 
Lucas numbers are perfect examples of r.e. sets-snmvballing from hvo elements by a 
recursive rule into infinite sets. It is just a matter of convention to call an r.e. set 'vhose 
complement is also r.e. "recursive". 

Recursive enumeration is a process in 'vhich ne'v things emerge from old things by 
fixed rules. There seem to be many surprises in such processes-for example the 
unpredictability of the Q-sequence. [t might seem that recursively defined sequences of 
that type possess some sort of inherently increasing complexity of behavior, so that the 
further out you go, the less predictable they get. This kind of thought carried a little further 
suggests that suitably complicated recursive systems might be strong enough to break out 
of any predetermined patterns. And isn't this one of the defining properties of intelligence? 
Instead of just considering programs composed of procedures 'vhich can recursively call 
themselves, 'vhy not get really sophisticated, and invent programs 'vhich can modity 
themselves-programs 'vhich can act on programs, extending them, improving them, 
generalizing them, fixing them, and so on? This kind of "tangled recursion" probably lies at 
the heart of intelligence. 
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Canon by Intervallic Augmentation 
, lchilles and the Tortoise have just finished a delicious Chinese banquet 

for two, at the best Chinese restaurant in town. 

Achilles: You 'vield a mean chopstick, Mr. T. 

Tortoise: I ought to. Ever since my youth, I have had a fondness for Oriental cuisine. And 

you---did you enjoy your meal, Achilles? 

Achilles: Immensely. ['d not eaten Chinese food before. This meal 'vas a splendid 

introduction. And nmv, are you in a hurry to go, or shall 've just sit here and talk a 

little 'vhile? 
Tortoise: I'd love to talk 'vhile 've drink our tea. Waiter! 

(A waiter comes up.) 
Could've have our bill, please, and some more tea? 

(The waiter rushes off) 

Achilles: You may knmv more about Chinese cuisine than I do, Mr. T, but I'll bet I knmv 
more about Japanese poetry than you do. Have you ever read any haiku? 

Tortoise: I'm afraid not. What is a haiku? 

Achilles: A haiku is a Japanese seventeen-syllable poem-or minipoem. rather. 'vhich is 

evocative in the same 'vay, perhaps, as a fragrant rose petal is, or a lily pond in a light 

drizzle. It generally consists of groups of five, then seven, then five syllables. 

Tortoise: Such compressed poems 'vith seventeen syllables can't have much meaning ... 

Achilles: Meaning lies as much in the mind of the reader as in the haiku. 

Tortoise: Hmm . . . That's an evocative statement. 

(The waiter anives nith their bill auother pot of tea. aud two fortuue cookies.) 

Thank you, 'vaiter. Care for more tea, Achilles? 
Achilles: Please. Those little cookies look delicious. (Picks one up, bites into it, aud begins 

to chew)Hey! What's this funny thing inside? A piece of paper? 
Tortoise: That's your fortune, Achilles. Many Chinese restaurants give out fortune cookies 

'vi th their bills, as a 'vay of softening the blmv. If you frequent Chinese restaurants, 
you come to think of fortune cookies 
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less as cookies than as message bearers. Unfortunately you seem to have 

s'vallmved some of your fortune. What does the rest say? 
Achilles: It's a little strange_ for all the letters are run together, 'vith no spaces in 

benveen. Perhaps it needs decoding in some \Vay? Oh, nmv [ see. [f you put the 
spaces back in \Vhere they belong, it says, "ONE WAR nvo EAR EWE". I can't quite 
make head or tail of that. Maybe it \vas a haiku-like poem, of 'vhich I ate the 
majority of syllables. 

Tortoise: In tha1 case, your fortune is nmv a mere 5/17-haiku. And a curious image it 
evokes. [f 5/17-haiku is a ne'v art form, then I'd say 'voe, 0, 'voe are 've ... May I 
look at it? - -

Achilles (handing the Tortoise the small slip of paper): Certainly. 
Tortoise: Why, 'vhen I "decode" it, Achilles, it comes out completely different! It's not a 

5/17-haiku at all. It is a six-syllable message 'vhich says_ 'b NEW ART WOE ARE \VE". 

That sounds like an insightfol commentary on the ne'v art form of 5/17-haiku. 
Achilles: You're right. Isn't it astonishing tha1 the poem contains its mvn commentary! 

Tortoise: All I did 'vas to shift the reading frame by one unit-that is, shift all the spaces 

one unit to the right. 

Achilles: Let's see 'vhat your fortune says, Mr. Tortoise. 
Tortoise (deftly splitting open his cookie, reads): "Fortune lies as much in the hand of the 

eater as in the cookie." 
Achilles: Your fortune is also a haiku, Mr. Tortoise-at least it's got seventeen syllables 

in the 5-7-5 form. 
Tortoise: Glory be! I 'vould never have noticed that, Achilles. It's the kind of thing only 

you 'vould have noticed. What struck me more is 'vhat it says-\vhich_ of course_ 
is open to interpretation. 

Achilles: I guess it just shmvs that each of us has his mvn characteristic 'vay of 

interpreting messages 'vhich 've run across ... 

(Idly, Achilles gazes at the tea leaves on the bottom of his empty teacup) 

Tortoise: More tea, Achilles? 
Achilles: Yes, thank you. By the 'vay_ how is your friend the Crab? I have been thinking 

about him a lot since you told me of your peculiar phonograph-battle. 
Tortoise: I have told him about you_ too, and he is quite eager to meet you. He is getting 

along just fine. In fact, he recently made a ne'v acquisition in the record player 
line: a rare type of jukebox. 

Achilles: Oh, 'vould you tell me about it? [ find jukeboxes, \Vith their flashing colored 
lights and silly songs, so quaint and reminiscent of bygone eras. 

Tortoise: This jukebox is too large to fit in his house, so he had a shed specially built in 
back for it. 

Achilles: I can't imagine 'vhy it \vould be so large, unless it has an unusually large 
selection of records. Is that it? 

Tortoise: As a matter of fact, it has exactly one record. 
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Achilles: What? A jukebox 'vith only one record? That's a contradiction in terms. Why is 
the jukebox so big, then? Is its single record gigantic- hventy feet in diameter? 

Tortoise: No, it's just a regular jukebox-style record. 
Achilles: Nmv, Mr. Tortoise, you must be joshing me. After all, 'vhat kind of a jukebox 

is it that has only a single song? 
Tortoise: Who said anything about a single song, Achilles? 
Achilles: Every-jukebox I've ever run into obeyed the fundamental jukebox-axiom: "One 

record, one song". 
Tortoise: This jukebox is different, Achilles. The one record sits vertically suspended. 

and behind it there is a small but elaborate nehvork of overhead rails, from 'vhich 
hang various record players. When you push a pair of buttons. such as B- L that 
selects one of the record players. This triggers an automatic mechanism that starts 
the record player squeakily rolling along the rusty tracks. It gets shunted up 
alongside the record-then it clicks into playing position. 

Achilles: And then the record begins spinning and music comes out- right? 

Tortoise: Not quite. The record stands still-it's the record player 'vhich rotates. 
Achilles: I might have knmvn. But hmv, if you have but one record to play, can you get 

more than one song out of this crazy contraption? 
Tortoise: I myself asked the Crab that question. He merely suggested that I try it out. So 

I fished a quarter from my pocket (you get three plays for a quarter), stuffed it in 
the slot. and hit buttons B-L then C-3, then B-10-all just at random. 

Achilles: So phonograph B-1 came sliding dmvn the rail, I suppose, and plugged itself 

into the vertical record, and began spinning? 
Tortoise: Exactly. The music that came out 'vas quite agreeable, based on the famous old 

tune B-A-C-H, 'vhich I believe you remember ... 

J 

Achilles: Could I ever forget it? 

Tortoise: This 'vas record player B-1. Then it finished, and \Vas slmvly rolled back into 

its hanging position, so that C-3 could be slid into position. 

Achilles: Nmcv don't tell me that C-3 played another song? 

Tortoise: It did just that. 

Achilles: Ah, I understand. It played the flip side of the first song, or another band on the 

same side. 

Tortoise: No, the record has grooves only on one side, and has only a single band. 
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Achilles: I don't understand that at all. You CAN'T pull different songs out of the same 
record! 

Tortoise: That's \Vhat I thought until I smv Mr. Crab's jukebox. 

Achilles: Hmv did the second song go? 

Tortoise: That's the interesting thing ... It \Vas a song based on the melody C-A-G-E. 

fr J 
Achilles: That's a totally different melody! 
Tortoise: True. 

r r 

Achilles: And isn't John Cage a composer of modern music? I seem to remember reading 
about him in one of my books on haiku. 

Tortoise: Exactly. He has composed many celebrated pieces, such as 4' 33". a three
movement piece consisting of silences of different lengths. It's \Vonderfully 
expressive-if you like that sort of thing. 

Achilles: [ can see \Vhere if I \Vere in a loud and brash cafe I might gladly pay to hear 
Cage's 4'33"on a jukebox. It might afford some relief! 

Tortoise: Right-\vho \Vants to hear the racket of clinking dishes and jangling 
silvenvare? By the \Vay, another place \Vhere 4 '33" \vould come in handy is the 
Hall of Big Cats_ at feeding time. 

Achilles: Are you suggesting that Cage belongs in the zoo? Well, I guess that makes 
some sense. But about the Crab's jukebox ... I am baffled. Hmv could both 
"BACH" and "CAGE" be coded inside a single record at once? 

Tortoise: You mav notice that there is some relation behveen the hvo_ Achilles, if you 
inspect them carefully. Let me point the \Vay. What do you get if you list -the 
successive intervals in the melody B-A-C-H? 

Achilles: Let me see. First it goes dmvi1 one semitone, from B to A (\vhere B is taken the 
German \Vay); then it rises three semitones to C; and finally it falls one semitone, 
to H. That yields the pattern: 

-1, +3, -1. 
Tortoise: Precisely. What about C-A-G-E, nmv? 

Achilles: Well, in this case, it begins by falling three semitones, then rises ten semitones 

(nearly an octave), and finally falls three more semitones. That means the pattern 

JS: 

-3, -+-10, -3. 

It's very much like the other one, isn't it? 
Tortoise: Indeed it is. They have exactly the same "skeleton", in a certain sense. You can 

make C-A-G-E out- of B-A-C-H by multiplying all the intervals by 3 113, and 
taking the nearest \Vhole number. 

Achilles: Well, blmv me dmvn and pick me up! So does that mean that only 
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some sort of skeletal code is present in the grooves, and that thevarious record 
players add their mvn interpretations to that code? 

Tortoise: I don't know, for sure. The cagey Crab 'vouldn't till me in on all the details. But 
I did get to hear a third song, 'vhen record player B-10 s'viveled into place. 

Achilles: Hmv did it go? 
Tortoise: The melody consisted of enormously 'vide intervals, and 'vent B-C-A-H. 

J 
The interval pattern in semitones 'vas: 

-10, +33_ -10. 

It can be gotten from the CAGE pattern by yet another multiplication by 3 1!3, and 

rounding to 'vhole numbers. 

Achilles: Is there a name for this kind of interval multiplication? 
Tortoise: One could call it "intervallic augmentation". It is similar to the canonic device 

of temporal augmentation, 'vhere all the time values of notes in a melody get 
multiplied by some constant. There, the effect is just to slmv the melody dmvn. 
Here, the effect is to expand the melodic range in a curious 'vay. 

Achilles: Amazing. So all three melodies you tried \Vere intervallic augmentations of one 

single underlying groove-pattern in the record? 

Tortoise: That's 'vhat I concluded. 
Achilles: I find it curious that 'vhen you augment BACH you get CAGE, and 'vhen you 

augment CAGE over again, you get BACH back, except jumbled up inside, as if 

BACH had an upset stomach after passing through the intermediate stage of 
CAGE. 

Tortoise: That sounds like an insightful commentary on the ne'" art form of Cage. 
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CHAPTER VI 

The Location of Meaning 

When Is One Thing Not Always the Same? 

LA'>I C11Ar·1t:R, WE came upon the question, "When are two things the 

same?" In this Chapter, we will deal with the flip side of that question: 

"When is one thing not always the same?" The issue we are broaching is 

whether meaning can be said to be inherent in a message, or whether 

meaning is always manufactured by the interaction of ;.; mind or a 

med1anism with a message-as in the preceding Dialogue. In the latter 

cast'. meaning niuld not said to be located in any single place, nor could it 

he said that a message has any universal, or objective, meaning, since each 

observer niuld bring its own meaning to each message. But in the former 

case, meaning would have both location and universality. In this Chapter, I 

want to present the case for the universality of at least some messages, 

without, to be sure, claiming it for all messages. The idea of an "objective 

meaning" of a message will turn out to be related, in an interesting way, to 

the simplicity with which intelligence can be described. 

Information-Bearers and Information-Revealers 

I'll begin with my favorite example: the relationship between records, 

music and record players. We feel quite comfortable with the idea that a 

rernrd contains the same information as a piece of music, because of the 

existem·e of record players, which can "read" records and convert the 

groove-patterns into sounds. In other words, there is an isomorphism 

between groove-patterns and sounds, and the record player is a mechanism 

which physically realizes that isomorphism. It is natural, then, to think of 

the record as an information-bearer, and the record-player as an information

revealer. A second example of these notions is given by the pq-system. 

There, the "information-bearers" are the theorems, and the "information

revealer" is the interpretation, which is so transparent that we don't-need 

am· clntrical mad1ine to help us extract the information from pq

theorems. 
One gets the 1mpress10n from these two examples that isomorphisms 

and decoding mechanisms (i.e., information-revealers) simply reveal in

formation which is intrinsically inside the structures, waiting to be "pulled 

out". This leads to the idea that for each structure, there are certain pieces 

of information which can be pulled out of it, while there are other pieces of 

information which cannot be pulled out of it. But what does this phrase 
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"pull out" really mean? How hard are you allowed to pull? There are cases 

where by investing sufficient effort. you can pull very recondite pieces of 

information out of certain structures. In fact, the pulling-out may involve 

such complicated operations that it makes you feel you are putting in more 

information than you are pulling out. 

Genotype and Phenotype 

Take the case of the genetic information commonly said to reside in the 

double helix of deoxyribonucleic acid (DNA). A molecule of DNA-a 

genotype-is converted into a physical organism-a phenotype-by a very 

complex process, involving the manufacture of proteins, the replication of 

the DNA, the replication of cells, the gradual differentiation of cell types, 

and so on. Incidentally, this unrolling of phenotype from genotype

epigenesis-is the most tangled of tangled recursions, and in Chapter XVI 

we shall devote our full attention to it. Epigenesis is guided by a set of 

enormously complex cycles of chemical reactions and feedback loops. By 

the time the full organism has been constructed, there is not even the 

remotest similarity between its physical characteristics and its genotype. 

And yet, it is standard practice to attribute the physical structure of the 

organism to the structure of its DNA, and to that alone. The first evidence 

for this point of view came from experiments conducted by Oswald Avery 

in 1946, and overwhelming corroborative evidence has since been amassed. 

Avery's experiments showed that, of all the biological molecllles, only DNA 

transmits hereditary properties. One can modify other molecules in an 

organism, such as proteins, but such modifications will not be transmitted 

to later generations. However, when DNA is modified, all successive gener

ations inherit the modified DNA. Such experiments show that the only way 

of changing the instructions for building a new organism is to change the 

DNA-and this, in turn, implies that those instructions must be coded 

somehow in the structure of the DNA. 

Exotic and Prosaic Isomorphisms 

Therefore one seems forced into accepting the idea that the DNA's struc

ture contains the information of the phenotype's structure, which is to say, 

the two are isomorphic. However, the isomorphism is an exotic one, by which 

I mean that it is highly nontrivial to divide the phenotype and genotype 

into "parts" which can be mapped onto each other. Prosaic isomorphisn:is, 

by contrast, would be ones in which the parts of one structure are easily 

mappable onto the parts of the" other. An example is the isomorphism 

between a record and a piece of music, where one knows that to any sound 

in the piece there exists an exact "image" in the patterns etched into the 

grooves, and one could pinpoint it arbitrarily accurately, if the need arose. 

Another prosaic isomorphism is that between Gplot and any of its internal 

butterflies. 
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The isomorphism between DNA structure and phenotype structure is 

anything but prosaic, and the mechanism which carries it out physically is 

awesomely complicated. For instance, if you wanted to find some piece of 

your DNA which accounts for the shape of your nose or the shape of your 

fingerprint, you would have a very hard time. It would be a little like trying 

to pin down the note in a piece of music which is the carrier of the emotional 

meaning of the piece. Of course there is no such note, because the emo

tional meaning is carried on a very high level, by large "chunks" of the 

piece, not by single notes. Incidentally, such "chunks" are not necessarily 

sets of contiguous notes; there may be disconnected sections which, taken 

together, carry some emotional meaning. 

Similarly, "genetic meaning"-_that is, information about phenotype 

structure-is spread all through the small parts of a molecule of DNA, 

although nobody understands the language yet. (Warning: Understanding 

this "language" would not at all be the same as cracking the Genetic Code, 

something which took place in the early l 960's. The Genetic Code tells how 

to translate short portions of DNA into various amino acids. Thus, cracking 

the Genetic Code is comparable to figuring out the phonetic values of the 

letters of a foreign alphabet, without figuring out the grammar of the 

language or the meanings of any of its words. The cracking of the Genetic 

Code was a vital step on the way to extracting the meaning of DNA strands, 

but it was only the first on a long path which is yet to be trodden.) 

jukeboxes and Triggers 

The genetic meaning contained in DNA is one of the best possible exam

ples of implicit meaning. In order to convert genotype into phenotype, a 

set of mechanisms far more complex than the genotype must operate on 

the genotype. The various parts of the genotype serve as triggers for those 

mechanisms. A jukebox-the ordinary type, not the Crab type!-provides a 

useful analogy here: a pair of buttons specifies a very complex action to be 

taken by the mechanism, so that the pair of buttons could well be described 

as "triggering" the song which is played. In the process which converts 

genotype into phenotype, cellular jukeboxes-if you will pardon the 

notion!-accept "button-pushings" from short excerpts from a long strand 

of DNA, and the "songs" which they play are often prime ingredients in the 

creation of further ''jukeboxes". It is as if the output of real jukeboxes, 

instead of being love ballads, were songs whose lyrics told how to .build 

more complex jukeboxes ... Portions of the DNA trigger the manufacture 

of proteins; those proteins trigger hundreds of new reactions; they in turn 

trigger the replicating-operation which, in several steps, copies the 

DNA-and on and on ... This gives a sense of how recursive the whole 

process is. The final result of these many-triggered triggerings is the 

phenotype-the individual. And one says that the phenotype is the 

revelation-the "pulling-out"--0f the information that was present in the 

DNA to start with, latently. (The term "revelation" in this context is due to 
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Jacques Monod, one of the deepest and most original of twentieth-centun 

molecular biologists.) 

Now no one would say that a song coming out of the loudspeaker of a 

jukebox constitutes a "re,·elation" of information inherent in the pair of 

buttons which were pressed, fort he pair of buttons seem to be mere triggn.1 

whose purpose is to acti\'ate inform,uion-bearing portions of the jukebox 

mechanism. On the other hand, it seems perfet·tlv reasonable to. call the 

extraction of music from a record a "re\'elation" of information inherent in 

the record, for several reasons: 

( 1) the music does not seem to be concealed in the mechanism of 

the record player; 

(2) it is possible to match pieces of the input (the rernrd) with 

pieces of the output (the music) to an arbitrary degree of 

accuracy: 

(3) it is possible to play other records on the same record player 

and get other sounds out: 

(4) the record and the record player are easily separated from 

one another. 

It is another question altogether whether the fragments of a smashed 

record contain intrinsic meaning. The edges of the separate piet·es fit 

together and in that way allow the information to be reconstituted-but 

something much more complex is going on here. Then there is the ques

tion of the intrinsic meaning of a scrambled telephone call ... There is a 

vast spectrum of degrees of inherency of meaning. It is interesting to try to 

place epigenesis in this spectrum. As development of an i>rg,rnism takes 

place, can it be said that the information is being "pulled out" of its DNA? 

ls that where all of the information about the organism's structure resides? 

DNA and the Necessity of Chemical Context 

In one sense, the answer seems to be yes, thanks to experiments like 

Avery's. But in another sense, the answer seems to be no, because so much 

oft he pulling-out process depends on extraordinarily complicated cellular 

chemical processes, which are not coded for in the DNA itself. The DNA 

relies on the fact that they will happen, but does not seem to contain any 

code which brings them about. Thus we have two conflicting views on the 

nature of the information in a genotype. One view says that so much of the 

information is outside the DNA that it is not reasonable to look upon the 

DNA as anything more than a very intricate set of triggers, like a sequence 

of Luttons to be pushed on a juk~box; another view says that the information 

is all there, but in a very implicit form. 

Now it might seem that these are just two ways of saying the same 

thing, but that is not necessarily so. One view says that the DNA is quite 

meaningless out of context; the other says that even if it were taken out of 

context, a molecule of DNA from a living being has such a compelling innn· 
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logic lo its structure that its message could be deduced anyway. To put it as 

suClinctly as possible, one view says that in order for DNA to have meaning, 

chemical context is necessary; the other view says that only intelligence is 

necessary to reveal the "intrinsic meaning" of a strand of DNA. 

An U nllkely UFO 

We can get some perspective on this issue by considering a strange 

hypothetical event. A record of David Oistrakh and Lev Oborin playing 

Bach's sonata in F Minor for violin and clavier is sent up in a satellite. From 

the satellite it is then launched on a course which will carry it outside of the 

solar system, perhaps out of the entire galaxy-just a thin plastic platter 

with a hole in the middle, swirling its way through intergalactic space. It has 

certainly lost its context. How much meaning does it carry? 

If an alien civilization were to encounter it, they would almost certainly 

he struck by its shape, and would probably be very interested in it, Thus 

immediately its shape, acting as a trigger, has given them some informa

tion: that it is an artifact, perhaps an information-bearing artifact. This 

idea-communicated, or triggered, by the record itself-now creates a new 

conwxt in which the record will henceforth be perceived. The next steps in 

the decoding might take considerably longer-but that is very hard for us 

lo assess. We can imagine that if such a record had arrived on earth in 

Bach·s time, no one would have known what to make of it, and very likely it 

would not have gotten deciphered. But that does not diminish our convic

tion that the information was in principle there; we just know that human 

knowledge in those times was not very sophisticated with respect to the 

possibilities of storage, transformation, and revelation of information. 

Levels of Understanding of a Message 

Nowadays, the idea of decoding is extremely widespread; it is a significant 

part of the activity of astronomers, linguists, archaeologists, military 

specialists, and so on. It is often suggested that we may be floating in a sea 

of radio messages from other civilizations, messages which we do not yet 

know how lo decipher. And much serious thought has been given lo the 

techniques of deciphering such a message. One of the main problems

perhaps the deepest problem-is the question, "How will we recognize the 

fact that there is a message at all? How lo identify a frame?" The sending of 

a record seems lo be a simple solution-its gross physical structure is very 

attention-drawing, and it is at least plausible lo us that it would trigger, in 

any sufficiently great intelligence, the idea ~f looking for information 

hidden in it. However, for technological reasons, sending of solid objects to 

other star systems seems to be out of the question. Still, that does not 

prevent our thinking about the idea. 

Now suppose that an alien civilization hit upon the idea that the 

appropriate mechanism for translation of the record is a machine which 
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converts the groove-patterns into sounds. This would still be a far cry from 

a true deciphering. What, indeed, would constitute a sucussful deciphering 

of such a record? Evidently, the ci\'ilization would have lo be able to make 

sense out of the sounds. Mere production of sounds is in itself hardly 

worthwhile, unless they have the desired triggering effect in the brains (if 

that is the word) of the alien creatures. And what is that desired effert? It 

would be to activate structures in their brains which create emotional 

effects in them which are analogous lo the emotional effects which we 

experience in hearing the piece. In fact, the production of sounds could 

even be bypassed. provided that they used the record in some other way to 

get al the appropriate structures in their brains. (If we humans had a way 

of triggering the appropriate structures in our brains in sequential order, 

as music does, we might be quite content lo bypass the sounds-but it seems 

extraordinarily unlikely that there is any way lo do that, other than via our 

ears. Deaf composers-Beethoven, Dvorak, Faure--0r musicians who car 

"hear" music by looking al a score, do not give the lie lo this asse1 tion, for 

such abilities are founded upon preceding decades of direct auditory 

experiences.) 
Here is where things become very unclear. Will beings of an alien 

civilization have emotions? Will their emotions-supposing they have 

some-be mappable, in any sense, onto ours? If they do have emotions 

somewhat like ours, do the emotions duster together in somewhat the same 

way as ours do? Will they understand such amalgams as tragic beauty or 

courageous suffering? If it turns out that beings throughout th~ universe 

do share cognitive structures with us to the extent that even emotions 

overlap, then in some sense, the record can never be out of its natural 

context: that context is part of the scheme of things, in nature. And if such 

is the case, then it is likely that a meandering record, if not destroyed en 

route, would eventually get picked up by a being or group of beings, and 

get deciphered in a way which we would consider successful. 

"Imaginary Spacescape" 

In asking about the meaning of a molecule of DNA above, I used the 

phrase "compelling inner logic"; and I think this is a key notion. To 

illustrate this, let us slightly modify our hypothetical record-into-space 

event by substituting John Cage's "Imaginary Landscape no. 4" for the 

Bach. This piece is a classic of aleatbric, or chance, music-music whose 

structure is chosen by various random processes, rather than by an attempt 

to convey a personal emotion. In-this case, twenty-four performers attach 

themselves lo the twenty-four knobs on twelve radios. For the duration of 

the piece they twiddle their knobs in aleatoric ways so that each radio 

randomly gets louder and softer, switching stations all the while. The total 

sound produced is the piece of music. Cage's attitude is expressed in his 

own words: "to let sounds be themselves, rather than vehicles for man

made theories or expressions of human sentiments." 
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Now imagine that this is the piece on the record sent out into space. It 

would be extraordinarily unlikely-if not downright impossible-for an 

alien civilization to understand the nature of the artifact. They would 

J probably be very puzzled by the contradiction betw~en the frame message 

("I am a message; decode me"), and the chaos of the mner structure. There 

are few "chunks" to seize onto in this Cage piece, few patterns which could 

guide a decipherer. On the other hand, there seems to be, in a Bach piece, 

much to seize onto-patterns, patterns of patterns, and so on. We have no 

way of knowing whether such patterns are universally appealing. We do 

not know enough about the nature of intelligence, emotions, or music to 

say whether the inner logic of a piece by Bach is so universally compelling 

that its meaning could span galaxies. 

., 

However, whether Bach in particular has enough inner logic is not the 

issue here; the issue is whether any message has, per se, enough compelling 

inner logic that its context will be restored automatically whenever intelli

gence of a high enough level comes in contact with it. If some message did 

have that context-restoring property, then it would seem reasonable to 

consider the meaning of the message as an inherent property of the 

message. 

The Heroic Decipherers 

Another illuminating example of these ideas is the decipherment of ancient 

texts written in unknown languages and unknown alphabets. The intuition 

feels that there is information inherent in such texts, whether or not we 

succeed in revealing it. It is as strong a feeling as the belief that there is 

meaning inherent in a newspaper written in Chinese, even if we are 

completely ignorant of Chinese. Once the script or language of a text has 

been broken, then no one questions where the meaning resides: clearly it 

resides in the wxt, not in the method of decipherment-just as music resides 

in a record, not inside a record player! One of the ways that we identify 

decoding mechanisms is by the fact that they do not add any meaning to the 

signs or objects which they take as input; they merely reveal the intrinsic 

meaning of those signs or objects. A jukebox is not a decoding mechanism, 

for it does not reveal any meaning belonging to its input symbols; on the 

contrary, it supplies meaning concealed inside itself. 

Now the decipherment of an ancient text may have involved decades 

of labor by several rival teams of scholars, drawing on knowledge stored in 

libraries all over the world ... Doesn't this process add information .. tpo? 

Just how intrinsic is the meaning of a text, when such mammoth efforts are 

required in order to find the decoding rules? Has one put meaning into the 

text, or was that meaning already there? My intuition says that the meaning 

was always there, and that despite the arduousness of the pulling-out 

process, no meaning was pulled out that wasn't in the text to start with. This 

intuition comes mainly from one fact: I feel that the result was inevitable; 

that, had the text not been deciphered by this group at this time, it would 

have been deciphered by that group at that time-and it would have come 

Tho I ncation of Meaning 

FIGURE 39. The Rmetta Stm11' [courte.1y of thr Briti.1h Mwl'Um ]. 

out the same way. That is why the meaning is part of the text itself; it acl~ 

upon intelligence in a predictable way. Generally, we can say: meaning is 

part of an object to the extent that it acts upon intelligence in a predictable 

wav. 
' In Figure 39 is shown the R~setta stone, one of the most precious of all 

historic discoveries. It was the key to the decipherment of Egyptian hiero

glyphics, for it contains parallel text in three ancient scripts: hieroglyphics, 

demotic characters, and Greek. The inscription on this basalt stele was first 

deciphered in 1821 by Jean Frarn,:ois Champollion, the "father of Egyptol

ogy"; it is a decree of priests assembled at Memphis in favor of Ptolemy V 

Epiphanes. 
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Three Layers of Any Message 

In these examples of decipherment of out-of-context messages, we can 
separate out fairly clearly three levels of information: (l) the frame mes
sage; (2) the outer message; (3) the inner message. The one we are most 
familiar with is (3), the inner message; it is the message which is supposed 
to be transmitted: the emotional experiences in music, the phenotype in 
genetics, the royalty and rites of ancient civilizations in tablets, etc. 

To understand the inner message is to have extracted the meaning 
intended by the sender. 

The frame message is the message "I am a message; decode me if you 
can!"; and it is implicitly conveyed by the gross structural aspects of any 

information-bearer. 

To understand the frame message is to recognize the need 
for a decoding-mechanism. 

If the frame message is recognized as such, then attention is switched 
to level (2), the outer message. This is information, implicitly carried by 
symbol-patterns and structures in the message, which tells how to decode 

the inner message. 

To understand the outer message is to build, or know how to 
build, the correct decoding mechanism for the inner message. 

This outer level is perforce an implicit message, in the sense that the sender 
cannot ensure that it will be understood. It would be a vain effort to send 
instructions which tell how to decode the outer message, for they would 
have to be part of the inner message, which can only be understood once 
the decoding mechanism has been found. For this reason,-the outer message is 
necessarily a set of triggers, rather than a message which can be revealed by a 

known decoder. 
The formulation of these three "layers" is only a rather crude begin-

ning at analyzing how meaning is contained in messages. There may be 
layers and layers of outer and inner messages, rather than just one of each. 
Think, for instance, of how intricately tangled are the inner and outer 
messages of the Rosetta stone. To decode a message fully, one would have 
to reconstruct the entire semantic structure which underlay its creation
and thus to understand the sender in every deep way. Hence one-could 
throw away the inner message, because if one truly understood all the 
finesses of the outer message, the inner message would be reconstructible. 

The book After Babel, by George Steiner, is a long discussion of the 
interaction between inner and outer messages (though he never uses that 
terminology). The tone of his book is given by this quote: 

We normally use a shorthand beneath which there lies a wealth of subcon
scious, deliberately concealed or declared associations so extensi\'e and intri-

Tho I nr.:11tinn nf Meaninsz: 

~at~ ~hat they pt obablv equal the sum and uniqut"ness of our st;1t11s as an 
111d1v1dual person 1 · 

Thoughts along the same lines are expressed by Leonard B. Meyer, in his 
book Music, the Arts, and J<kas: 

~he way of listening to a composition by Ellio11 Caner is radkallv differem 
lrom the way of listening appropriate to a work hv John Cage. Similarh-. a 
no\'el by Beckett must in a significam sense be read diffe1·e111lv from on~ hv 
B_ellow. A paiming by Willem de Kooning and one by Andv \\·arhol requir~ 
different percep1ional-cogni1ive attitudes. 2 

. Perhaps works of a~t are trying to convey their style more than any
thing else. I_n that case, 1f you could ever plumb a style to its very bottom, 
;.ou co~ld d1spen_se w~.th the creations in tha~ style. "Style", "outer message'', 
decoding technique -all ways of expressing the same basic idea. 

Schrodinger's Aperiodic Crystals 

What makes us see a frame message in certain objects, but none in others? 
Why should an alien civilization suspect, if they intercept an errant record, 
that a message lurks within? What would make a record any different from 
~ mete?rite~ Clearly its geometric shape is the first clue that "something 
funn_y ts going on''. The next clue is that, on a more microscopic scale, it 
consists of a very long aperio_dic sequence of patterns, arranged in a spiral. 
If we were to unwrap the spiral, we would have one huge ·linear sequence 
(around 2000 feet long) of minuscule symbols. This is not so different from 
a _DNA molecule, whose symbols, drawn from a meager "alphabet" of four 
d1ffere~t chemi:al bases, are arrayed in a one-dimensional sequence, and 
then coiled up into a helix. Before Avery had established the connection 
between genes. and DNA, the physicist Erwin Schrodinger predicted, on 
purely theoretical grounds, that genetic information would have to be 
stored in "aperiodic crystals", in his influential book What Is Life1 In fact, 
books themselves are aperiodic crystals contained inside neat geometrical 
~orms. Th~s~ e_xamples suggest that, where an aperiodic crystal is found 
. packaged inside a very regular geometric structure, there may lurk an 
inner message. (I don't claim this is a complete characterization of frame 
messages; however, it is a fact that many common messages have frame 
messages of this description. See Figure 40 for some good examples.) 

Languages for the Three Levels 

The three levels are very clear in the case of a message found in a bottle 
wash~d up on a beach. The first level, the frame message, is found when 
on_e ptcks up the bottle and sees that it is sealed, and contains a dry piece of 
pa~er. Even_ without seeing writing, one recognizes this type of artifact as 
an info_rmauon-bearer, and at this point it would take an extraordinary
almost inhuman-lack of curiosity, to drop the bottle and not look further. 
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Next, one opens the bottle and examines the marks on the paper. Perhaps 
they are in Japanese: this can be disrn\'ered without ;my of the inner 
message being understood-it merely fomes from it rel'Ol(nition of the 
characters. The outer message can be stated as an t:t11(1ish sentenfe: "I am 
in Japanese." Once this has been disnl\'ered, then Ont' rnn prnfeed to 
the inner message. which may be a call for help. it haiku pot•m, a lo\'er's 
lament ... 

It wou1d be of no use to include in the inner messal(e it translation of 
the sentence "This message is in Japanese", sim·e it would take someone 
who knew Japanese to read it. And before readinl( it, he would ha\'e to 
recognize the fact that, as it is in Japanese, he can read it. You might try to 
wriggle out of this by including translations of the statement "This message 
is in Japanese" into many different languages. That would help in a 
practical sense, but in a theoretical sense the same difficulty is there. An 
English-speaking person still has to recognize the "Englishness" of the 
message; otherwise it does no good. Thus one cannot avoid the problem 
that one has to find out how to decipher the inner message from the outsuu; 
the inner message itself may provide clues and confirmations, but those are 
at best triggers acting upon the bottle finder (or upon the people whom he 
enlists to help) . 

Similar kinds of problem confront the shortwave radio listener. First, 
he has to decide whether the sounds he hears actually constitute a message, 
or are just static. The sounds in themselves do not give the answer, not even 
in the unlikely case that the inner message is in the listener's own native 
language, and is saying, "These sounds actually constitute a message and 
are not just static!" If the listener recognizes a frame message in the sounds, 
then he tries to identify the language the broadcast is in-and clearly, he is 
still on the outside; he accepts triggers from the radio, but they cannot 
explicitly tell him the answer. 

It is in the nature of outer messages that they are not conveyed in any 

FIGURE 40. A collage of scripts. Uppermost on the left is an inscription in the unde
ciphered bou.strophedonic writing system from Easter Island, in which every second line is 
upside down. The characters are chiseled on a wooden tablet, 4 inches by 35 inches. Moving 
clockwise, we encounter vertically written Mongolian: above, present-day Mongolian, and 
below, a document dating from 1314. Then we come to a poem in Bengali by Rabindranath 
Tagore in the bottom righthand comer. Next to it is a newspaper hea.J.line in Malayalam (West 
Kerala, southern India), above which is the elegant curvilinear language Tamil (East 
Kerala). The smallest entry is part of a folk tale in Buginese (Celebes Island, Indonesia). In the 
cenU>r of the collage is a paragraph in the Thai language, and above it a manuscript in Runic 
dating from the fourteenth century, contai:Jing a sample of the provincial law of Scania (south 
Sweden). Finally, wedged in on the left is a section of the laws of Hammurabi, written in 
Assyrian cuneiform. As an outsider, I feel a deep sense of mystery as I wonder how meaning is 
cloaked in the strange curves and angles of each of these beautiful aperiodic crystals. In form, 
there is content. [From Hans Jmsm, Sign, Symbol, and Script (N"'1 York: G. Putnam's Sons, 
1969), pp. 89 (cuneiform), 356 (Easter Island), 386, 417 (Mongolian), 552 (Runic); from Kmneth 
Katzner, The Languages of the World(N"'1 York: Funlc & Wagnalls, 1975),pp. 190(Bmgali), 237 
(Buginm); from 1. A. Richards and Christine Gibson, English Through Pictures (N"'1 York: 
Washington Square Press, 1960), pp. 7 3 (Tamil), 82 (Thai).) 
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explicit language. To find an explicit language in which to convey outer 
messages would not be a breakthrough-it would be a contradiction in 
terms! It is always the listener's burden to understand the outer message. 
Sucless lets him break through into the inside, at which point the ratio of 
triggers to explicit meanings shifts drastically towards the latter. By com
parison with the previous stages, understanding the inner message seems 
effortless. It is as if it just gets pumped in. 

The "Jukebox" Theory of Meaning 

These examples may appear to be evidence for the viewpoint that no 
message has intrinsic meaning, for in order to understand any inner 
message, no matter how simple it is, one must first understand its frame 
message and its outer message, both of which are carried only by triggers 
(such as being w1itten in the Japanese alphabet, or having spiraling 
grooves, etc.). It begins to seem, then, that one cannot get away from a 
''.jukebox" theory of meaning-the doctrine that no message contains inherent 
meaning, bclause, before any message can be understood, it has to be used 
as the input to some "jukebox", which means tha! information contained in 
the 'jukebox" must be added to the message before it acquires meaning. 

This argument is very similar to the trap which the Tortoise caught 
Achilles in, in Lewis Carroll's Dialogue. There, the trap was the idea that 
before you can use any rule. you have to have a rule which tells you how to 
use that rule; in other words, there is an infinite hierarchy of levels of rules, 
which prevents any rule from ever getting used. Here. the trap is the idea 
that before you can understand any message, you have to have a message 
which tells you how to understand that message; in other words, there is an 
infinite hierarchy of levels of messages, which prevents any message from 
ever getting understood. However, we all know that these paradoxes are 
invalid, for rules do get used, and messages do get understood. How come? 

Against the Jukebox Theory 

This happens because our intelligence is not disembodied, but is instan
tiated in physical objects: our brains. Their structure is due to the long 
process of evolution, and their operations are governed by the laws of 
physics. Since they are physical entities, our brains run without being told how 
to run. So it is at the level where thoughts are produced by physical law that 
Carroll's rule-paradox breaks down; and likewise, it is at the level where a 
brain interprets incoming data as a message that the message-paradox 
breaks down. It seems that brains come equipped with "hardware" for 
recognizing that certain things are messages, and for decoding those mes
sages. This minimal inborn ability to extract inner meaning is what allows 
the highly recursive, snowballing process of language acquisition to take 
place. The inborn hardware is like a jukebox: it supplies the additional 
information which turns mere triggers into complete messages. 

Meaning Is Intrinsic If Intelligence Is Natural 

Now if different people's "jukeboxes" had different "songs" in them, and 
responded to given triggers in completely idiosynnatk ways, then we 
would have no inclination to attribute intrinsic meaning to those triggers. 
However, human brains are so constructed that one brain responds in 
much the same way to a given trigger as does another brain, all other things 
being equal. This is why a baby can learn any language; it responds to 
triggers in the same way as any other baby. This uniformity of "human 
jukeboxes" establishes a uniform "language" in which frame messages and 
outer messages can be communicated. If, furthermore, we believe that 
human intelligence is just one example of a general phenomenon in 
nature-the emergence of intelligent beings in widely varying contexts
then presumably the "language" in which frame messages and outer mes
sages are communicated among humans is a "dialect" of a univnsal lan
guage by which intelligences can communicate with each other. Thus, there 
would be certain kinds of triggers which would have "universal triggering 
power", in that all intelligent heings would tend to respond to them in the 
same way as we do. 

This would allow us to shift our description of where meaning is 
located. We could ascribe the meanings (frame, outer, and inner) of a 
message to the message itself, because of the fact that deciphering 
mechanisms are themselves universal-that is, they are fundamental forms 
of nature which arise in the same way in diverse contexts. To make it very 
concrete, suppose that "A-5" triggered the same song in all jukeboxes-and 
suppose moreover that jukeboxes were not man-made artifacts, but widely 
occurring natural objects, like galaxies or carbon atoms. Under such cir
cumstances, we would probably feel justified in calling the universal trig
gering power of "A-5" its "inherent meaning"; also, "A-5" would merit the 
name of "message", rather than "trigger", and the song would indeed be a 
"revelation" of the inherent, though implicit, meaning of "A-5". 

Earth Chauvinism 

This ascribing of meaning to a message comes from the invariance of the 
processing of the message by intelligences distributed anywhere in the 
universe. In that sense, it bears some resemblance to the ascribing of mass 
to an object. To the ancients, it must have seemed that an object's weight 
was an intrinsic property of the object. But as gravity became understood, it 
was realized that weight varies with the gravitational field the object is 
immersed in_. Nevertheless, there is a related quantity, the mass, which does 
not vary according to the gravitational field; and from this invariance came 
th_e conclusion that an object's mass was an intrinsic property of the object 
itself. If it turns out that mass is also variable, according to context, then we 
will backtrack and revise our opinion that it is an intrinsic property of an 
object. In the same way, we might imagine that there could exist other 
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kinds of "jukeboxes"-intelligences-which communicate among each 

other via message!\ which we would never recognize as messages, and who 

also would never recognize our messages as messages. If that were the case, 

then the. claim that meaning is an intrinsic property of a set of symbols 

would have to be reconsidered. On the other hand, how could we ever 

realize that such beings existed? 
It is interesting to compare this argument for the inherency of mean

ing with a parallel argument for the inherency of weight. Suppose one 

defined an object's weight as "the magnitude of the downward force which 

the object exerts when on the surface of the planet Earth". Under this 

definition, the downward force which an object exerts when on the surface 

of Mars would have to be given another name than "weight". This defini

tion makes weight an inherent property, but at the cost of geocentricity

"Earth chauvinism". It would be like "Greenwich chauvinism"--refusing to 

accept local time anywhere on the globe but in the GMT time zone. It is an 

unnatural way to think of time. 
Perhaps we are unknowingly burdened with a similar chauvinism with 

respect to intelligence, and consequently with respect to meaning. In our 

chauvinism, we would call any being with a brain sufficiently much like our 

own "intelligent", and refuse to recognize other types of objects as intelli

gent. To take an extreme example, consider a meteorite which, instead of 

deciphering the outer-space Bach record, punctures it with colossal indif

ference, and continues in its merry orbit. It has interacted with the record 

in a way which we feel disregards the record's meaning. Therefore, we 

might well feel tempted to call the meteorite "stupid". But perhaps we 

would thereby do the meteorite a disservice. Perhaps it has a "higher 

intelligence" which we in our Earth chauvinism cannot perceive, and its 

interaction with the record was a manifestation of that higher intelligence. 

Perhaps, then, the record has a "higher meaning"-totally different from 

that which we attribute to it; perhaps its meaning depends on the type of 

intelligence perceiving it. Perhaps. · 

It would be nice if we could define intelligence in some other way than 

"that which gets the same meaning out of a sequence of symbols as we do". 

For if we can only define it this one way, then our argument that meaning is 

an intrinsic property is circular, hence content-free. We should try to 

formulate in some independent way a set of characteristics which deserve 

the name "intelligence". Such characteristics would constitute the uniform 

core of intelligence, shared by humans. At this point in history we do not 

yet have a well-defined list of those characteristics. However, it appears 

likely that within the next few decades there will be much progress made in 

elucidating what human intelligence is. In particular, perhaps cognitive 

psychologists, workers in Artificial Intelligence, and neuroscientists will be 

able to synthesize their understand_ings, and come up with a definition of 

intelligence. It may still be human-chauvinistic; there is no way around 

that. But to counterbalance that, there may be some elegant and 

beautiful-and perhaps e\'en simple-abstract ways of characterizing the 

essence of intelligence. This would serve to lessen the feeling of having 
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formulated an anthropocentric concept. And of course, if contact were 

established with an alien civilization from another star system, we would 

feel supported in our belief that our own type of intelligence rs not just a 

fluke, but an example of a basic form which reappears in nature in di\'erse 

c~ntexts,_ like stars and uranium nuclei. This in turn would support the idea 

ot meanmg being an inherent property. 

T.o conclude this topic, let us consider some new and old examples, 

and discuss the degree of inherent !Deaning which they ha\'e, by putting 

ourselves, to the extent that we can, in the shoes of an alien civilization 

which intercepts a weird object ... 

Two Plaques in Space 

Consider a rectangular plaque made of an indestructible metallic alloy, on 

which are engraved two dots, one immediately above the another: the 

pr_eceding colon shows a picture. Though the overall form of the object 

might suggest that it is an artifact, and therefore that it might conceal some 

message, two dots are simply not sufficient to convey anything. (Can you, 

before reading on, hypothesize what they are supposed to mean?) But 

suppose that we made a second plaque, containing more dots, as follows: 

.......................... 
Now one of the most obvious things to do-so it might seem to a 

terrestrial intelligence at least-would be to count the dots in the successive 

rows. The sequence obtained is: 

I, I, 2, 3, 5, 8, 13, 21, 34. 

Here there is evidence of a rule governing the progression from one line to 

the next. In fact, the recursive "part of the definition of the Fibonacci 

numbers can be inferred, with some confidence, from this list. Suppose we 

think of the initial pair of values (l, l) as a "genotype" from which the 

"phenotype"-the full Fibonacci sequence-is pulled out by a recursive 

rule. By sending the genotype alone-namely the first version of the 

plaque-we fail to send the information which allows reconstitution of the 

phenotype. Thus, the genotype does not contain the full specification of 
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the phenotype. On the other hand, if we consider the second version of the 
plaque to be the genotype, then there is much better. cause to suppose that 
the phenotype could actually be reconstituted. Thi~ new ve~s10n of the 
genotype-a "long genotype"-contains so much mfor~auon th~t th_e 
mechani~m by which phenotype is pulled out of genotype can be inf erred by mtel/1-
gence from the genotype alone. 

Once this mechanism is firmly established as the way to pull phenotype 
from genotype, then we can go back to using "short genotypes"--:like the 
first plaque. For instance, the "short genotype" (1,3) would yield the 

phenotype 

I, 3, 4, 7, 11, 18, 29, 47, ... 

-the Lucas sequence. And for every set of two initial values-that is, for 
every short genotype-there will be a corresponding phenotype. But the 
short genotypes, unlike the long ones, are o~ly triggers-button.s to be 
pushed on the jukeboxes into which the recursive r~le has .been ?u1lt'. The 
long genotypes are informative enough that they trigger, m an mtelhgent 
being, the recognition of what kind of"jukebox" to build. In that sense, the 
long genotypes contain the information of the phenotype, where~s the 
short genotypes do not. In other words, the long genotype transmlls not 
only an inner message, but also an outer message, which enables the inner 
message to be read. It seems that the clarity of the outer message resides in 
the sheer length of the message. This is not unexpected; it parallels pre
cisely what happens in deciphering ancient texts. Clearly, one's likelihood 
of success depends crucially on the amount of text available. 

Bach vs. Cage Again 

But just having a long text may not be enough. Let us take up once more 
the difference between sending a record of Bach's music into space, and a 
record of John Cage's music. Incidentally, the latter, being a Composition 
of Aleatorically Generated Elements, might be handily called a "CAGE". 
whereas the former, being a Beautiful Aperiodic Crystal of Harmony, 
might aptly be dubbed a "BACH". Now let's consider what the meaning of 
a Cage piece is to ourselves. A Cage piece has to be taken in a large cultural 
setting-as a revolt against certain kinds of traditions. Thus, if we want to 
transmit that meaning, we must not only send the notes of the piece, but we 
must have earlier communicated an extensive history of Western cultl.lre. It 
is fair to say, then, that an isolated record of John Cage's music does not 
have an intrinsic meaning. However, for a listener who is sufficiently well 
versed in Western and Eastern cultures, particularly in the trends in West
ern music over the last few decades, it does carry meaning-but such a 
listener is like a jukebox, and the piece is like a pair of buttons. The 
meaning is mostly contained inside the listener to begin with; the music 
serves only to trigger it. And this "jukebox", unlike pure intelligence, is not 
at all universal; it is highly earthbound, depending on idiosyncratic se-

Th .. I nr,.tinn nf Meaninlil 

quences of events all over our globe for long periods of time. Hoping th<tt 
John Cage's music will be understood by another civilization is like hoping 
that your favorite tune, on a jukebox on the moon, will have the same code 
buttons as in a saloon in Saskatoon. 

On the other hand, to appreciate BMh requires far less rnltural knowl
edge. This may seem like high irony, for Bach is so mm·h more rnmplex 
and organized, and Cage is so devoid of intellenuality. But there is a 
strange reversal here: intelligence loves patterns and balks at randomness. 
For most people, the randomness in Cage's musk requires mm·h explana
tion; and even after explanations, they may feel they are missing the 
message-whereas with much of Bach. words are superfluous. In that 
sense, Bach's music is more self-contained than Cage's music. Still, it is not 
clear how much of the human condition is presumed by Bach. 

For instance, music has three major dimensions of structure (melody. 
harmony. rhythm), each of which can be further divided into small-scale, 
intermediate, and overall aspects. Now in each of these dimensions, there is 
a certain amount of complexity which our minds fan handle before bog
gling; clearly a composer takes this into account, mostly unconsciously, 
when writing a piece. These "levels of tolerable rnmplexity" along different 
dimensions are probably very dependent on the peculiar conditions of our 
evolution as a species, and another intelligent species might have developed 
music with totally different levels of tolerable complexity along these many 
dimensions. Thus a Bach piece might conceivably have to be accompanied 
by a lot of information about the human species, whil'h simply could not be 
inferred from the music's structure alone. Ifwe equate the Bal'h musil' with 
a genotype, and the emotions which it is supposed to· evoke with the 
phenotype, then what we are interested in is whether the genotype contains 
all the information necessary for the revelation of the phenotype. 

How Universal Is DNA's Message? 

The general question which we are facing, and which is very similar to the 
questions inspired by the two plaques, is this: "How much of the context 
necessary for its own understanding is a message capable of restoring?" We 
can now revert to the original biological meanings of "genotype" and 
"phenotype"-DNA and a living organism-and ask similar questions. 
Does DNA have universal triggering power? Or does it need a 
"biojukebox" to reveal its meaning? Can DNA evoke a phenotype without 
being embedded in the proper chemical context? To this question the 
answer is no-but a qualified no .. Certainly a molecule of DNA in a vacuum 
will not create anything at all. However, if a molecule of DNA were sent out 
to seek its fortune in the universe, as we imagined the BACH and the 
CAGE were, it might be intercepted by an intelligent civilization. They 
·might first of all recognize its frame message. Given that, they might go on 
to try to deduce from its chemical structure what kind of chemical envi
ronment it seemed to want, and then supply such an environment. Succes-
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sively more refined attempts along these lines might eventually lead to a 
full restoration of the chemical context necessary for the revelation of 
DNA's phenotypical meaning. This may sound a little implausible. but if 
one allows many millions of years for the experiment, perhaps the DNA's 
meaning would finally emerge. 

On the other hand, if the sequence of bases which com pose a strand of 
DNA were sent as abstract symbols (as in Fig. 41), not as a long helical 
molecule, the odds are virtually nil that this, as an outer message, would 
trigger the proper decoding mechanism which would enable the 
phenotype to be drawn out of the genotype. This would be a case of 
wrapping an inner message in such an abstract outer message that the 
context-restoring power of the outer message would be lost, and so in a 
very pragmatic sense, the set of symbols would have no intrinsic meaning. 
Lest you think this all sounds hopelessly abstract and philosophical, consid
er that the exact moment when phenotype can be said to be "available", or 
"implied", by genotype, is a highly charged issue in our day: it is the issue of 
abortion. 

FIGURE 41. This Giant Aperiodic Crystal is the ba.1e uquence for the chromosotM of 
bacteriophage <bX 174. It is the first comp~te genotM ever mapped out for any organism. 
About 2,000 of the.1e bowtrophedonic pages would be needed to show the base sequence of a 
single E. Coli cell, and about one million pages lo show the base sequence of the DNA of a 
single human cell. The boolc now in your hands contains roughl_v the same amount of 
information as a moleculnr blueprint for one tMasly E. Coli cell. 

CCGTCACCArTGACACCCTCCCMrTCTATGTTTTCATGCCTCCAAATCrTCCAGGCTrTrTTATCCTTCCTTCTT4rTACCCTTCTGMTCTCACGCTC, 

'~m~r~~m~~M~&!~grgnifil~~rni~~Jm~~gi~r:m~~""11&!~~~~mrm~ma~mrrm~: 
r ACMT MTTATACTTCMCCCCCTCCTGTAN.ATCCTMCACCCrTMCTACCTMTTGMGACTCATTGTCTATGTTTGACTAGTGCTTGCAGTCTICC• 
'CTATAGACCACCGCCCCCAAGGGCACGAAAAATCCTTTTTAGAGAACGAGMGACCCTTACGCAGTTTTGCCGCAAGCTCCCTGCTGMCGCCCTCTIAA· 
rTTTCCCAGATGCGCTATAGMTCACCTCCCCACCTCCTTAGMCTTCTGACTAr.GMTTATCCMAGMAAACCCCArTMTATGACTAGCGCTTATAGC' 
•ccrArTCAGCCTrTGATGMTGCMTGCCACACCCTCATGCTGATCCTTCCTTTATCCTTTTTGACACTCTCACCTTCGCTGACGACCGArTAGACCCG!• 

'~~~g~~~"§~m=~¥&!~!ggm~11mm~~nmgigmmr=m.!ir~~g~&!~a~m. 
'GGCACATCGCTTGACGCTACCCCTATGACATTCCTATTCCCCTGCATMMCCTTCCATAAArTGACCGCCGCTMCGCATACCCTGCTCCTTTTMTCC' 

~~m~mm=~¥~=~m~~hcm~cac~~~~mc~¥M¥g~cfil!mt:~~Ilill~'1¥mW 
C:MGCTCTTCAGMTCAGMTGAGCCGCMCTTCCGGATGMMTGCTCACAATGACAAATCTCTCCACGGACTGCTTMTCCMCTTACCAAGCTCGGT!J 
'ACGCCCCCCTTTTGCAGCCGATCTCArTGMM(',l',(;,TCGCACTTAGACTAGAGAGMAAACGCMGACGMCTTATAGACCMCTTGCCGCAGCGCAGCA 

ACCTGTGACGACAMTl."IGCTCAMTTTATGCGCCCTTCCATAAAAATGATTCCCCTATCCMCCTGCAGACTTTTATr.GCTTCCATGACGCAGAACTTA\ 
tMCCCCCTCCTCAGCTGMGCTAAArTMGCATTTGTTCCTCATCArTMCCACGMATAGTTCTATTMMAGCTGACTACTCTTTATACCCTTTCACA' 

MTGAGMMtTCCACCTATCCrTGCGCAGCTCCAGMGCTCTTACTTTGCGACCTTTCGCCATCAACTMCC.AttCTCTCAA.AAACTGACGCCTTCCA!' 

'~am~~mr'1~mg~~~~iG"WcWcn~fil~~~J~~~~~m"i:rn~~~m~ar~r~~~~gg~¥'. 
,gggg~gg~~ram~~¥~&~~~m~~~~~~am~rcr~~~m~~ra~a~11~~gggrr'. 
'GCCTGC(;AGCTGCCCTMrTArTACMJ.AGGCATTTMGTCGCGGAACCTACTACTCTCTCCc;cc.AAACTTACMCTGCCCTACTTGTATTArTCCrTAC• 

GTTAAAGCCGCTGMTTGTTCGCGTTTACCTTGCCTCTACGCGCACC.AAACACTGACCTTCTTACTGACGCAGAAGMMCCTGCCTCMAAATTM:CTC• 
'TCGCCCAAATGCc;MCCC.AAATCATCCAGCCTTGCCGACGCCTGCTCCTCCCCCTCCCCCTCTTGCMMMTCCMATCTCTMTCTACTGAGGAAGGC' 

CCTCTrTCCTAroTAGGTCCTCMCAA TTTT M TTGCA(',l',(;GefTCGGCCCCTT ACTTGACCAT MATT ATCTCT M TA?Tr.AMCTCGCGCCGAGCCTA• 
'TAGAGCTTCCTCAGCCCTCGCTArTCCCCTCATCMCTTTACCArTArTCTGCTCCrTAGACTCCTCGrTCCTTccc;rrCTACCCTTTCCACTACGCCG!' 

CCACGCCCTTCCCGCTCTCCCTCTTTCTCCATTGCCTCGTCCCCTTGCTArTGACTCTACTCTAGACATTTTTACTTTTTA'l'CTCCCTCATCCTCACCT!' 

~mmH~gm~~Jillffi&~~g~~~&!cCTri~Ih"gt'1ttmI~a~ccCT~~m~m:~¥~:¥~gc.J~ti 
c~~~grJmmgaru~m~~'t~~Jmrm~m~ffiW~!~lA~~~~¥~~f 
(, GTCTCTMTCTCCCCTACTCTTCATTTCCTGCCMCACTCCCACTATACTCCMMTCCACCTTTACTTCTTTATTCTACTACGATTGCGACCTACTTCAJ 

CCCATCTc;GCTATGATCTTGATCCMCTGACCAMCCTCCTTAGGCCACTTTTCTCCTCCTGTl'CAACACACCTATMACArTCTCTl"..CCCC(;TTTCTT!' 
<;TTCACTrTCCTGCAMTCGCMTTCCATGACTTAGAGAAATCAGCCTCATCCGCCTTTTGCTTGrTCCCCTTCTCAITTCTATCACCCTACGACTCCTIC1 

ATACCGATATTGCT(;GCGACCCTCTnTCTATGGCMCTTGCCCCCCCCTGAAATTTCTATGAACCATCTTTTCCCTTCTCGtGArTCCTCTMGMCT!• 

~~r~xm~cc~~rn=gamrmr~~¥h~~~~fr~~~!~~~m~rug~r, 
C GGCC.;tTTTTMTTTTAAAAATCGCc;MGCCAATATTCCACTc;TGACTTAGMMTAGTCCTTCAGTACTMCTTAGCGCTCACCAGCCCTCTMCCCTA' 

TGACCCCTTGACCMGCc;MGCGCGCTAe.GTTTrCTGCTTACCACTrTMTCATGTTTCAGACTTTTATTTCTCGCCACMTTCAAAc;TTTTTTTCTCAr, 
'ATTCCCACTrTGATACTTTTATATTGCMCTGCTACATCCAAATCCACAGACATTTTGTCCACCGCTTCTTCCACCTCATTGTCTTCACTCrTCCTCCAA1 

mga~&~~~rn~m~~~~J&~r"'~~b~cHr~cr~~tfitimmmg~mi 
'GATCCICGrTATTATACCCTCMCCACTCTGTGACTATTGACCTCCTTCCCCCTACGCCCCCCMTMCGTCTACCTTCCTTTCATCCTTTCCTCTMCT\ 
C ICGTGGTTTCTATTTACTCCACTGMTT~~CTCTGTTTATTACAGAAArTATTGr.ACTAACTCGCTTTGCTTAGGCc;ccCT.AAATCATCCCCATT' 

ATTGCTGGCCCTATTGCTTCTGCTCTTGCT GCCATCTCTAAATTCTTTCCAr.GCCCTCAMMGCCGCCTCCGCTGGCArTCAAGGTGATCTGC\ 
'TTTGATCCCCGCCCCACTACTCCCMTCCTTCTMTCTCCCMCrTM:CCTCTAAATTATGGTCCTAGTCGCTACCCATCTCATAACMTAGCCATCCTT1 

TCTTTCTCCTGCTATClCCTAAAGCTCCTMACCACTTCTTGM(;GTACCTTGCACCCTGGCACTTCTGCCCTTTCTGATMCTTGCTTGATTTCGTTCCA• 
<;GTACTCCTGGTCCTCCGACCGTTCCTMTTCCAGTCCTTTACCTCCTCGTTCTArTAGTGc;TCATACCMN;;G.AAATAGTCGCCCTCTGAACCCTCCTTC' 

CTTCCTCTGCTCCTATCCTTGACGCCCCAITTCAGMTCMAMCAGCTTACTMMTGCMCTCCACMTCACAMGAGATTGCCGAGATGCAAMTGA' 
CCMCACMCTArTCCTTCCTAc;ACTMMCACCTATATr.GACCAGAAAGCATAAGACCGCACTTCAGCc;GCTGACTTACCCTCCTTAGN:MAAACTCAC' 

~~aa~""ca~~~~~~ljg~~=~g~~~m~m~~r¥m~a~ttgwi ~TCCCTCTTCTCATAtT(;GCGCTACTGCAMCCATATTTCTMroTCCTCACTGATGCTGCTTCTCCTGTGGrTGATATTTTTCATCCTArTGAT4AACCT· 
MTMAGGATCTr.TTTMTCTCCCTTATr.GTACTCCAAATCCCAGAMc;GTCTTTMCMCCrTCATAGCCc;r!G1 

Chromatic Fantasy, And Feud 

Having had a splendid dip in the pond, the Tortoise is just crau•ling out 
and shaking himself dry, whni who but Achille.\ uiallrs by. 

Tortoise: Ho there, Achilles. was just thinking of you as I splashed 
around in' the pond. 

Achilles: Isn't that curious? I was just thinking of you, too, while I mean
dered through the meadows. They're so green at this time of year ... 

Tortoise: You think so? It reminds me of a thought I was hoping to share 
with you. Would you like to hear it? 

Achilles: Oh, I would be delighted. That is. I would be delighted as long dS 

you're not going tb try to snare me in one of your wicked traps of logic, 
Mr. T. 

Tortoise: Wicked traps? Oh, you do me wrong. Would I do anything 
wicked? I'm a peaceful soul. bothering nobody and leading a gentle, 
herbivorous life. And my thoughts merely drift among the oddities 
and quirks of how things are (as I see them). I, humble observer of 
phenomena, plod along and puff my silly words into the air rather 
unspectacularly, ·1 am afraid. But to reassure you about my intentions, 
I was only planning to speak of my Tortoise-shell today, and as you 
know, those things have nothing-nothing whatsoever-to do with 
logic! 

Achilles: Your words DO reassure me, Mr. T. And, in fact, my curiosity is 
quite piqued. I would certainly like to listen to what you have to say, 
even if it is unspectacular. 

Tortoise: Let's see ... how shall I begin? Hmm ... What strikes you most 
about my shell, Achilles? 

Achilles: It looks wonderfully clean! 
Tortoise: Thank you. I just went swimming and washed off several layers 

of dirt which had accumulated last century. Now you can see how 
green my shell is. 

Achilles: Such a good healthy green shell, it's mce to see it shining in the 
sun. 

Tortoise: Green? It's not green. 
Achilles: Well, didn't you just t€ll me your shell was green? 
Tortoise: I did. 
Achilles: Then, we agree: it is green. 
Tortoise: No, it isn't green. 
Achilles: Oh, I understand your game. You're hinting to me that what you 

say. isn't necessarily true; that Tortoises play with language; that your 
statements and reality don't necessarily match; that-
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Tortoise: I certainly am not. Tortoises treat words as sacred; Tortoises 
revere accuracy. 

Achilles: Well, then, why did you say that your shell is green, and that it is 
not green also? 

Tortoisl': I never said such a thing; but I wish I had. 
Achilles: You would have liked to say that? 
Tortoise: Not a bit. I regret saying it, and disagree wholeheartedly with it. 
Achilles: That certainly contradicts what you said before! 
TortoL~e: Contradicts? Contradicts? I never contradict myself. It's not part 

of Tortoise-nature. 
Achilles: Well, I've caught you this time, you slippery fellow, you. Caught 

you in a full-fledged contradiction. 
Tortoise: Yes, I guess you did. 
Achilles: There you go again! Now you're contradicting yourself more and 

more! You are so steeped in contradiction it's impossible to argue with 
you! 

TortoL~e: Not really. I argue with myself without any trouble at all. Perhaps 
the problem is with you. I would venture a guess that maybe you're the 
one who's contradictory, but you're so lrapped in your own tangled 
web that you can't see how inconsistent you're being. 

Achilles: What an insulting suggestion! I'm going to show you that you're 
the contradictory one, and there are no two ways about it. 

Tortoise: Well, if it's so, your task ought to be cut out for you. What could 
be easier than to point out a contradiction? Go ahead-try it out. 

Achill,s: Hmm ... Now I hardly know where to begin. Oh ... I know. 
You first said that (I) your shell is green, and then you went on to say 
that (2) your shell is not green. What more can I say? 

Tortoise: Just kindly point out the contradiction. Quit beating around the 
bush. 

Achilles: But-but-but ... Oh, now I begin to see. (Sometimes I am so 
slow-witted!) It must be that you and I differ as to what constitutes a 
contradiction. That's the trouble. Well, let me make myself very clear: 
a contradiction occurs when somebody says one thing and denies it at 
the same time. 

TortoL~e: A neat trick. I'd like to see it done. Probably ventriloquists would 
excel at contradictions, speaking out of both sides of their mouth, as it 
were. But I'm not a ventriloquist. 

Achilles: Well, what I actually meant is just that somebody can saf one 
thing and deny it all within one single sentence! It doesn't literally have 
to be in the same instant. 

TortoL~I': Well, you didn't give ONE sentence. You gave TWO. 

Achilles: Yes-two sentences that contradict each other! 
Tortoise: I am sad to see the tangled structure of your thoughts becoming 

so exposed, Achilles. First you told me that a contradiction is some
thing which occurs in a single sentence. Then you told me that you 

found. a contradiction in a pair of sente1Kes I uttered. Frankly. it's just 
as I sa~d. Your own system of thought is so delusional that you manage 
to avoid seeing how inconsistent it is. From the outside. howe\'er, it's 
plain as day. 

Achilles: Sometimes I get so confused by your diversionary tactics that I 
can't quite tell if we're arguing about something utterly petty, or 
something deep and profound! 

Tortoise: I assure you, Tortoises don't spend their time on the peny. 
Hence it's the laner. 

Achilles: I am very reassured. Thank you. Now I ha\'e had a momelll 10 

reflect, and I see the necessary logical step to convi1we you 1 hat you 
contradicted yourself. 

Tortoise: Good, good. I hope it's an easy step. an indisputable one. 
Achilles: It certainly is. Even you will agree with it. The idea is that sinre 

you belie\'ed sentence I ("My shell is green"), AND you belie\'ed sen
tence 2 ("My shell is not green"), you would believe one compound 
sentence in which both were combined, wouldn't you? 

Tortoise: Of course. It would only he reasonable ... providing just that the 
manner of combination is uni\'ersally arceptable. But I'm sure that 
we'll agree on that. 

Achilles: Yes, and then I'll have you! The combination I propose is
Tortoise: But we must be careful in combining sentences. For instan<·e, 

you'd grant tha't "Politicians lie" is true, wouldn't you? 
Achilles: Who could deny it? 
Tortoise: Good. Likewise, "Cast-iron sinks" is a \'alid utterance, isn't it? 
Achilles: Indubitably. 
Tortoise: Then, putting them together, we get "Politicians lie in cast-iron 

sinks". Now that's not the case, is it? 
Achilles: Now wait a minute ... "Politicians lie in cast-iron sinks?" Well, 

no, but-
Tortoise: So, you see, combining two true sentences in one is not a safe 

policy, is it? 
Achilles: But you-you combined the two-in such a silly way! 
Tortoise: Silly? What have you got to object to in the way I combined them? 

Would you have me do otherwise? 
Achilles: You should have used the word "and", not "in". 
Tortoise: I should have? You mean, if YOt:'D had YOl:R way, I should have. 
Achilles: No-it's the LOGICAL t.hing to do. It's got nothing to do with me 

personally. 
Tortoise: This is where you always lose me, when you resort to your Logic 

and its high-sounding Principles. None of that for me today, please. 
Achilles: Oh, Mr. Tortoise, don't put me through all this agony. Yo~ know 

very well that that's what "and" means! It's harmless to combine two 
true sentences with "and"! 

Tortoise: "Harmless", my eye! What gall! This is certainly a pernicious plot 
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to entrap a poor, innocent, bumbling Tortoise in a fatal contradiction. 
If it were so harmless, why would you be trying so bloody hard to get 

me to do it? Eh? 
Achilles: You've left me speechless. You make me feel like a villain, where 

I really had only the most innocent of motivations. 
Tortoise: That's what everyone believes of himself ... 
Achilles: Shame on me-trying to outwit you, to use words to snare you in 

a self-contradiction. I feel so rotten. 
Tortoiu: And well you should. I know what you were trying to set up. 

Your plan was to make me accept sentence 3, to wit: "My shell is green 
and my shell is not green". And such a blatant falsehood is repellent to 

the Tongue of a Tortoise. 
Achilles: Oh, I'm so sorry I started all this. 
Tortoise: You needn't be sorry. My feelings aren't hurt. After all, I'm used 

to the unreasonable ways of the folk about me. I enjoy your company, 
Achilles, even if your thinking lacks clarity. 

Achille.\: Yes ... Well, I fear I am set in my ways, and will probably 
continue to err and err again, in my quest for Truth. 

Tortoise: Today's exchange may have served <l little to right your course. 
Good day, Achilles. 

Achille.c Good day, Mr. T . 
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CHAPTER VII l 
The Propositional Calculus 

Words and Symbols 

THE PRECEDING DtAL<><;t·E is reminiscent of the Two-Part fopmtio11 hv 
Lewis Carroll. In both, the Tortoise refuses to use normal, ordinan wont's 
in the normal, ordinary way-or at least he refuses to do so when it is not to 
his advantage to do so. A way to think about the Carroll paradox was given 
last Chapter. In this Chapter we are going to make symbols do what 
Achilles couldn't make the Tortoise do with his words. That is, we are going 
to make a formal system one of whose symbols will do just what Ac-hilles 
wished the word 'and' would do, when spoken by the Tortoise, and another 
of whose symbols will behave the way the words 'if . .. thm .. .' ought to 
behave. There are only two other words which we will attempt to deal with: 
'or' and 'not'. Reasoning which depends only on c·o1Te«t usage of these four 
words is termed propositional r,.aso11i11g. 

Alphabet and First Rule of the Propositional Calculus 

I will present this new formal system, called the Propositional Calculus, a little 
like a puzzle, not explaining everything at once, but letting you figure 
things out to some extent. We begin with the list of symbols: 

< > 

p Q R 

f\ v 

[ 

The first rule of this system that I will reveal is the following: 

Rvu OF JOINING: If x and y are theorems of the system, then so is the 

string <xi\ y>. 

This rule takes two theorems and combines them into one. It should 

remind you of the Dialogue. 

Well-Formed Strings 

There will be several other rules of inference, and they will all be presented 
shortly-but first, it is important to define a subset of all strings, namely the 
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welljormed strings. They will be defined in a recursive way. We begin with 

the 
AToMs: P, Q, and Rare called atoms. New atoms are formed by-appending 

primes onto the right of old atoms-thus, R', Q", P' ", etc. This gives 
an endless supply of atoms. All atoms are well-formed. 

Then we have four recursive 

FoRMATION RvLEs: If x and y are well-formed, then the following four 
strings are also well-formed: 

(I) -x 
(2) < xf\ y> 
(3) <xv y> 
(4) < x::J y> 

For example, all of the following are well-formed: 

p 

-P 
--P 
Q'. 
-Q' 
<PA-Q'> 
-<PA-Q'> 
<--P::JQ'> 
<-<PA-Q'>v<--P::JQ'>> 

atom 
by (I) 

by (I) 
atom 
by (I) 

by (2) 
by (I) 

by (4) 
by (3) 

The last one may look quite formidable, but it is built up straightforwardly 
from two components-namely the two lines just above it. Each of them is 
in turn built up from previous lines ... and so on. Every well-formed string 
can in this way be traced back to its elementary constituents-that is, atoms. 
You simply run the formation rules backwards until you can no more. This 
process is guaranteed to terminate, since each formation rule (when run 
forwards) is a ln1gthening rule, so that running it backwards always drives 

you towards atoms. 
This method of decomposing strings thus serves as a check on the 

well-formedness of any string. It is a top-down duiswn procedure for well
formedness. You can test your understanding of this decision procedure by 
checking which of the following strings are well-formed: - -

1 00 

(I) <P> 
(2) <-P> 
(3) <P'\Q'\R> 
(4) <PAQ> 
(5) <<P'\Q>•\<Q-AP>> 
(6) <P'\-P> 
(7) <<Pv<Q::JR>>A<-Pv-R'>> 
(8) <PAQ>·'\<QAP> 



(Answer: Those whose numbers are Fibonacci numbers are not well
formed. The rest are well-formed.) 

More Rules of Inference 

Now we come to the rest of the rules by which theornns of this system arc 
constructed. A few rules of inference follow. In all of them, the symhols '.\'' 
and 'y' are always to tie understood as restricted to wl'll-for'fTU'd strings. 

Rvu oF SEPARATION: If< xAy> is a theorem, then both x and )' are 
theorems. 

Incidentally, you should have a pretty good guess by now as to what 
concept the symbol'/\' stands for. (Hint: it is the troublesome word from 
the preceding Dialogue.) From the following rule, you should he able to 
figure out what concept the tilde ('-') represents: 

Dol'Bl.f..TILDE RvLE: The string·--· can be deleted from any theorem. It 
can also be inserted into any theorem, provided that the resulting 
string is itself well-formed. 

The Fantasy Rule 

Now a special feature of this system is that it has nn axiorm--only rules. If 
you think back to the previous formal systems we've seen, you may wonder 
how there can be any theorems, then. How does everything get started? 
The answer is that there is one rule which manufactures theorems from out 
of thin air-it doesn't need an "old theorem" as input. (The rest of the rules 
do require input.) This special rule is called the fantasy rule. The reason I 
call it that is quite simple. 

To use the fantasy rule, the first thing you do is to write down any 
well-formed string x you like, and then "fantasize" by asking, "What if this 
string x were an axiom, or a theorem?" And then, you let the system itself 
give an answer. That is, you go ahead and make a derivation with x as the 
opening line; let us suppose y is the last line. (Of course the derivation must 
strictly follow the rules of the system.) Everything from x to y (inclusive) is 
the fantasy; xis the premise of the fantasy, and y is its outcoml'. The next step 
is to jump out of the fantasy, having learned from it that 

If x were a theorem, y would be a theorem. 

Still, you might wonder, where is the real theorem? The real theorem is the 
string 

<x::Jy>. 

Notice the resemblance of this string to the sentence printed above. 
To signal the entry into, and emergence from, a fantasy, one uses the 

square brackets '[' and '] ', respectively. Thus, whenever you see a l.eft 
square bra«ket, you know you are "pushing" into a fantasy, and the next lme 
will rnntain the fantasy's premi1e. Whenever you see a right square bracket, 
you know you are "popping" back out, and the preceding line was the 
outrome. It is helpful (though not necessary) to indent those lines of a 
derivation which take place in fantasies. 

Herc is an illustration of the fantasy rule, in which the string Pis taken 
as a premise. (It so happens that Pis not a theorem, but that is of no import; 
we are merely inquiring, "What if it were?") We make the following fan
tasy: 

p 

--P 

The fantasy shows that: 

push into fantasy 
premise 
outcome (by double-tilde rule) 
pop out of fantasy 

If P were a theorem, so would --P be one. 

We now "squeeze" this sentence of English (the metalanguage) into the 
formal notation'(the object language): <P::J--P>. This, our first theorem 
of the Propositional Calculus, should reveal to you the intended interpreta
tion of the symbol '::J'. 

Hen· is another derivation using the fantasy rule: 

] 

<PAQ> 
p 

Q 

<<PAQ>::J<QAP>> 

push 
premise 
separation 
separation 
joining 
pop 
fantasy rule 

It is important to understand that only the last line is a genuine theorem, 
here-everything else is in the fantasy. 

Recursion and the Fantasy Rule 

As you might guess from the recursion terminology "push" and "pop::.,1he 
fantasy rule can be used recursively-thus, there can be fantasies within 
fantasies, thrice-nested fantasies, .,.nd so on. This means that there are all 
sorts of "levels of reality",just as in nested stories or movies. When you pop 
out of a movie-within-a-movie, you feel for a moment as if you had reached 
the real world, though you are still one level away from the top. Similarly, 
when you pop out of a fantasy-within-a-fantasy, yoµ are in a "realer" world 
than you had been, but you are still one level away from the top. 

Now a "No Smoking" sign inside a movie theater does not apply to the 



characters in the movie-there is no carry-o\'er from the real world into the 
fantasy world, in movies. But in the Propositional Cakulus, there is a 
carry-over from the real world into the fantasies: there is e\'en carry-over 
from a fantasy to fantasies inside it. This is formalized by the following 
rule: 

CARRY-ovER Rvu: Inside a fantasy, any theorem from the "realitr" one 
level higher can be brought in and used. · 

It is as if a "No Smoking" sign in a theater applied not only to all the 
moviegoers, but also to all the actors in the movie, and, by repetition of the 
same idea, to anyone inside multiply nested movies! (Warning: There is no 
carry-over in the reverse direction: theorems inside fantasies cannot be 
exported to the exterior! If it weren't for this fact, you could write anything 
as the first line of a fantasy, and then lift it out into the real world as a 
theorem.) 

To show how carry-over works, and to show how the fantasy rule can 
be used recursively, we present the following derivation: 

[ 
p 

[ 
Q 
p 

<PAQ> 

<Q::J<PAQ>> 
] 
<P::J<Q::J<PAQ> > > 

push 
premise of outer fantasy 
push again 
premise of inner fantasy 
carry-over of P into inner fantasy 
joining 
pop out of inner fantasy, regain outer fantasy 
fantasy rule 
pop out of outer fantasy, reach real world! 
fantasy rule 

Note that I've indented the outer fantasy one~. and the inner fantasy 
twice, to emphasize the nature of these nested "levels of reality". One way 
to look at the fantasy rule is to say that an observation made about the 
system is inserted into the system. Namely, the theorem < x::J y> which gets 
produced can be thought of as a representation inside the system of the 
statement about the system "If x is a theorem, then y is too". To be more 
specific, the intended interpretation for <P::JQ> is "if P, then Q", or 
equivalently, "P implies Q". 

The Converse of the Fantasy Rule 

Now Lewis Carroll's Dialogue was all about "if-then" statements. In particu
lar, Achilles had a lot of trouble in persuading the Tortoise to accept the 
second clause of an "if-then" statement, even when the "if-then" statement 
itself was accepted, as well as its first clause. The next rule allows you to 
infer the second "clause" of a '::J'-string, provided that the '::J'-string itself is 
a theorem, and that its first "clause" is also a theorem. 

Ru.F. ot· DnAc:HME~T: If x and < x::J y> are both theorems, then y is a 
theorem. 

Incidentally, this rule is often called "Modus Ponens", and the fantasy rule 
is often called the "Deduction Theorem". 

The Intended Interpretation of the Symbols 

We might as well let the cat out of the bag at this point, and reveal the 
"meanings" of the rest of the symbols of our new system. In case it is not yet 
apparent, the symbol'/\' is meant to be acting isomorphically to the normal, 
everyday word 'and'. The symbol ·-· represents the word 'not'-it is a 
formal sort of negation. The angle brackets'<' and'>' are groupers-their 
function be-ing very similar to that of parentheses in ordinary algebra. The 
main difference is that in algebra, you have the freedom to insert parenthe
ses or to leave them out, according to taste and style, whereas in a formal 
system, such anarchic freedom is not tolerated. The symbol 'v' represents 
the word 'or' ('vel' is a Latin word for 'or'). The 'or' that is meant is the 
so-called inclusive 'or', which means that the interpretation of< xv y> is 
"either x or y-;-or both". 

The only symbols we have not interpreted are the atoms. An atom has 
no single interpretation-it may be interpreted by any sentence of English 
(it must continue to be interpreted by the same sentence if it occurs 
multiply within a string or derivation). Thus, for example, the well-formed 
string <PA-P> could be interpreted by the compound sentence 

This mind is Buddha, and this mind is not Buddha. 

Now let us look at each of the theorems so far derived, and interpret 
them. The first one was <P::J--P>. lfwe keep the same interpretation for 
P, we have the following interpretation: 

If this mind is Buddha, 
then it is not the case that this mind is not Buddha. 

Note how I rendered the double negation. It is awkward to repeat a 
negation in any natural language, so one gets around it by using two 
different ways of expressing negation. The second theorem we derived was 
<<PAQ>::J<QAP>>. If we let Q be interpreted by the sentence "This 
flax weighs three pounds", then our theorem reads as follows: 

If this mind is Buddha and•this flax weighs three pounds, 
then this flax weighs three pounds and this mind is Buddha. 

The third theorem was <P::J<Q::J<PAQ>>>. This one goes into the 
following nested "if-then" sentence: 



If this mind is Buddha, 
then, if this Aax weighs three pounds, 

then this mind is Buddha and this flax weighs three pounds. 

Yo.u probably have noticed that each theorem. when interpreted, savs 
something absolutely trivial and self-evident. (Sometimes thev are .rn sel.f
evident that they s~und \'acuous and-parado.xicall~· enougl~--nrnfosiug 
or even wrong!) This may not be very impressi\'e, but just remember that 
there are plenty of falsities out there which could have heen produced-vet 
they weren't. This system-the Propositional Calculus-steps neath· fr~nn 
truth to tru~h, carefully avoiding all falsities, just as a person ~·ho is 
concerned with staying dry will step carefully from one stepping-stone in a 
cr~ek to the next, following the layout of stepping-stones no matter how 
t~1sted ~nd tricky it might be .. Wh.at is impressive is that-in the Proposi
tional Calculus-the whole thmg 1s done purely typographirnll~. There is 
nobody down ."in there", thinking about the meaning of the stri~gs. It is all 
done mechanically, thoughtlessly, rigidly, e\'en stupidly. 

Rounding Out the List of Rules 

We have not yet stated all the rules of the Propositional Calculus. The 
complete set of rules is listed below, including the three new ones. 

JOINING Rm.E: If x and y are theorems, then < xA y> is a theorem. 

SEPARATION Rt·LE: If< xAy> is a theorem, then both x and y are theo-
rems. 

DovBLE-TILDE Rvu:: The string·--· can be deleted from any theorem. It 
can also be inserted into any theorem, provided that the resulting 
string is itself well-formed. · 

FANTASY RuLE: If y can be derived when xis assumed to be a theorem 
then < x:::> y> is a theorem. ' 

CARRY-OVER. RvLE: Inside a fantasy, any theorem from the "reality" one 
level higher can be brought in and used. 

RtJLE oF DETACHMENT: If x and < x:::> y> are both theorems, then y 1s a 
theorem. 

CONTRAPOSITIVE RuLE: < x:::> y> and <- y:::>- x> are interchangeable. 

DE MORGAN'S RuLE: <-xi\- y> and -<xv y> are interchangeable. 

SwlTCHEROO RuLE: <xvy> and <-x.::>y> are interchangeable. 

(The Switcheroo rule is named after Q. q. Switcheroo, an Albanian railroad 
·engine~r who worked in logic on the siding.) By "interchangeable" in the 
foregoing rules, the following is meant: If an expression of one form 
occurs as either a theorem or part of a theorem, the other form may be 

substituted, and the resulting string will also be a theorem. It must be kept 
in mind that the symbols 'x' and 'y' always stand for well-formed strings of 

the system. 

Justifying the Rules 

Before we see these rules used inside derivations, let us look at some very 
short justih<-ations for them. You can probably justify them to yourself 
better than my examples-which is why I only give a couple. 

The c:ontrapositive rule expresses explicitly a way of turning around 
conditional statements which we carry out unconsciously. For instance, the 

"Zentence" 

If you are studying it, then you are far from the Way 

means the same thing as 

II you are dose to the Way. then you are not studying it. 

De Morgan's rule can be illustrated by our familiar sentence "The flag 
is not moving and the wind is not moving". If P symbolizes "the flag is 
moving", and Q symbolizes "the wind is moving", then the compound 
sentenre is symbolized by <-PA-Q>. which, according to De Morgan's 
law, is interchangeable with -<PvQ>, whose interpretation would be "It is 
not trne that either the flag or the wind is moving". And no one could deny 
that that is a Zensible conclusion to draw. 

For the Switcheroo rule, consider the sentence "Either a cloud is 
hanging over the mountain, or the moonlight is penetrating the waves of 
the lake," whirh might be spoken, I suppose, by a wistful Zen master 
remembering a familiar lake which he can visualize mentally but cannot 
see. Now hang onto your seat, for the Switcheroo rule tells us that this is 
interd1angeahle with the thought: "If a cloud is not hanging over the 
mountain, then the moonlight is penetrating the waves of the lake." This 
may not he enlightenment, but it is the best the Propositional Calculus has 
to offer. 

Playing Around with the System 

Now let us apply these rules to a previous theorem, and see what w-e "get. 
For instance, take the theorem •<P::::>--P>: 

<P::::>--P> 
<---P::::>-P> 
<-P::::>-P> 
<Pv-P> 

old theorem 
contrapositive 
double-tilde 
switcheroo 

This new theorem, when interpreted, says: 



Either this mind is Buddha, or this mind is not Buddha. 

Once again, the interpreted theorem, though perhaps less than mind
boggling, is at least true. 

Semi-Interpretations 

lt is natural, when one reads theorems of the Propositional Calculus out 
~oud, to interpret everything but the atoms. I call this sl'mi-interpr,ting. For 
instance, the semi-interpretation of <Pv-P> would be 

P or not P. 

Despite the fact that Pis not a sentence, the above semisentence still sounds 
true, because you can very easily imagine sticking any sentence in for 
P-and the form of the semi-interpreted theorem assures you that however 
you make your choice, the resulting sentence will be true. And that is the 
key idea of the Propositional Calculus: it produces theorems which, when 
~emi-interpreted, are seen to be "universally true semisentences", by which 
ts meant that no matter how you complete the interpretation, the final 
result will be a true statement. 

Ganto's Ax 

Now we can do a more advanced exercise, based on a Zen koan called 
"Canto's Ax". Here is how it begins: 

One day Tokusan told his student Gant6, "I have two monks who have been 
here for many years. Go and examine them."' Gant{i picked up an ax and 
we~t to the hut where the two monks were meditating. l)e raised the ax, 
saying, "If you say a word I will cut off your heads; and if you do not say a 
word, I will also cut off your heads."' 1 

If you say a word I will cut off this koan; and if you do not say a word, I will 
also cut off this koan-because I want to translate some of it into our 
notation. Let us symbolize "you say a word" by P, and "I will cut off your 
heads" by Q. Then Canto's ax threat is symbolized by the string 
<<P::JQ>A<-P::JQ>>. What if this ax threat were an axiom? Here is a 
fantasy to answer that question. 

(I) [ 
(2) <<P::JQ>A<-P::JQ>> 
(3) <P::JQ> 
(4) <-Q::J-P> 
(5) <-P::JQ> 
(6) <-Q::J--P> 
(7) [ 
(8) -Q 

push 
Canto's axiom 
separation 
contrapositive 
separation 
contrapositive 
push again 
premise 

•• 

.. 
' -., 

' f1: . ~: 
1'" ., 

(9) <-Q::J-P> carry-over of line 4 

( 10) -P detachment 

(II) <-Q::J--P> carry-over of line 6 

(12) --P detachment (line!> 8 and II) 

(13) <-Pr--P> joining 

(14) -<Pv-P> De Morgan 

(15) ] pop once 

(16) <-Q::J-<Pv-P>> fantasy rule 

(17) <<Pv-P>::JQ> contrapositive 

(18) [ push 

(19) -P premise (also outcome!) 

(20) ] pop 

(21) <-P::J-P> fantasy rule 

(22) <Pv-P> switcheroo 

(2'.~) Q detachment (lines 22 and 17) 

(24) pop out 

The power of the Propositional Calculus is shown in this example. Why, in 
hut two dozen steps, we ha\·e deduced Q: that the heads will be cut off! 
(Ominously, the rule last invoked was "det,u:hment" ... ) It might seem 
superfluous to.continue the k6an now, since we know what must ensue ... 
However, I shall drop my resolve to cut the koan off; it is a true Zen koan, 
after all. The rest of the incident is here related: 

Both monk~ continued their meditation a~ if he had not spoken. Gani<-> 
dropped the ax and said. ·'You are true Zen students." He returned to 
Tokman and related the incident. "I see vour side well.'' Tokusan agreed. 
"hut tell mt>, how is their side?'' "T{11a11 m<ff admit them," replied Gani{>, "but 
the\· should not he admi11ed under Tokusan."2 

Do you see my side well? How is the Zen side? 

Is There a Decision Procedure for Theorems? 

The Propositional Calculus gives us a set of rules for producing statements 
which would be true in all conceivable worlds. That is why all of its 
theorems sound ,so simple-minded; it seems that they have absolutely no 
content! Looked at this way, the Propositional Calculus might seem to be a 
waste of time, since what it tells us is absolutely trivial. On the other hand, it 
does it by specifying the form of statements that are universally true, .and 
this throws a new kind of light onlo the core truths of the universe: they are 
not only fundamental. but also reguwr: they can be produced by one set of 
typographical rules. To put it another way, they are all "cut from the same 
cloth". You might consider whether the same could be said about Zen 
k6ans: could they all be produced by one set of typographical rules? 

It is quite relevant here to bring up the question of a decision proce
dure. That is, does there exist any mechanical method to tell nontheorems 
from theorems? If so, that would tell us that the set of theorems of the 



Propositional Calculus is not only r.e., but also recursiw. It turns out that 
there is an interesting decision procedure-the method of truth tables. It 
would take us a bit afield to present it here; you <·an tind it in almost all\' 
standard book on logic. And what about Zen k<>ans? Could thert· nmrei\'
ably be a mechanical decision procedure whi<·h distinguishes genuine Zl'n 
koans from other things? 

Do We Know the System Is Consistent? 

Up till now, we ha\'e only prl'SUml'd that all theorems, when intt·rprt•lt'd as 
indicated, are true statements. But do we krioU' that that is the <·ase? Could 
we pro\'e it to be? This is just another way of asking whether the internkd 
interpretations ('and' for'/\', etc.) merit being called the "passi\'t' meanings" 
of the s\'mbols. One can look at this issue from two \'ery different points of 
\'iew. which might be called the "prudent" and "imprudt'nt" points of\'it"'" 
I will now present those two sides as I see them, personifying their holdt•rs 
as "Prudence" and "Imprudence". 

Prudma: We will onh' K'.'l:OW that all theorems come out trut• under tht• 
.intended interpret;1tion if we manage to PRO\'E it. That is the cautious, 
thoughtful way to proceed. 

Imprudma: On the contrary. It is OB\'IOl'S that all theorems will fOmt· m_1t 
true. If you doubt me, look again at the rules of the system. You will 
find that each rule makes a symbol art exal'lly as the word it represt·nts 
ought to be used. For instanre, the joining rule makes the symbol 'A' ad 
as 'and' ought to act: the rule of detarhment makes ·::r act as it ought 
to, if it is to stand for 'implies', or 'if-then'; and so on. Unless you are 
like the Tortoise. you will recognize in each rule a codifaation of a 
pattern you use in your own thought. So if you trust your own thought 
patterns, then you HA \'E to believe that all theorems come out true! 
That's the way I see it. I don't need any further proof. If you think that 
some theorem comes out false, then presumably you think that some 
rule must be wrong. Show me which one. 

Prudence: I'm not sure that there is any faulty rule, so I can't point one out 
to you. Still, I can imagine the following kind of scenario. Y1~u, follow
ing the rules, come up with a theorem-say x. Meanwhile I, also 
following the rules, come up with another theorem-it happens to be 
- x. Can't you force yourself to conceive of that? 

Imprudence: All right; let's suppose it happened. W~y wou_ld it ?other 
you? Or let me put it another way. Suppose that m playing w_ith the 
Ml U-system, I came up with a theorem x, and you came up with xU. 
Can you force yourself to conceive of that? 

Prudence: Of course-in fact both Ml and MIU are theorems. 
Imprudence: Doesn't that bother you? 
Prudence: Of course not. Your example is ridiculous, because Ml and MIU 

are not co;-.;TR:\DICTORY, wher~as two strings x and - x in the Propo
sitional Calculus :\RF. contradictory. 

Imprudmu: Well, yes-provided you wish to interpret ·-· as 'not'. But 
what would lead you to think that·-· should be interpreted as 'not'? 

Prudma: The rules themselves. When you look at them, you realize that 
the only confeivable interpretation for ·-· is 'not'-and likewise, the 
only conceivable interpretation for 'r,' is 'and', etc. 

Imprud,nu: In other words, you are convinced that the rules capture the 
meanings of those words? 

Prudma: Precisely. 
Imprudma: And yet vou are still willing to entertain the thought that both 

x and - x rnuld he theorems? Why not also entertain the notion that 
hedgt·hogs are frogs, or that I equals 2, or that the moon is made of 
green rheese? I for one am not prepared even to consider whether 
such basir ingredients of my thought processes are wrong-because if 
I entertained that notion, then I would also have to consider whether 
my modes of analyzing the entire question are also wrong. and I would 
wind up in a total tangle. 

Prudenu: Your arguments are forceful ... Yet I would still like to see a 
PROOF that all theorems come out true, or that x and - x can never 
both be ttieorems. 

Imprudenu: You want a proof. I guess that means that you want to be 
more convinced that the Propositional Calculus is consistent than you 
are convinced of your own sanity. Any proof I could think of would 
involve mental operations of a greater complexity than anything in the 
Propositional Calculus itself. So what would it prove? Your desire for a 
proof of consistency of the Propositional Calculus makes me think of 
someone who is learning English and insists on being given a dictio
nary which defincS all the simple words in terms of complicated 
ones ... 

The Carroll Dialogue Again 

This little debate shows the difficulty of trying to use logic and reasoning to 
defend themselves. At some point, you reach rock bottom, and there is no 
defense except loudly shouting, "I know I'm right!" Once again, we are up 
against the issue which Lewis Carroll so sharply set forth in his Dialogue: 
you ran 't go on defending your patterns of reasoning forever. There comes 
a point where faith takes over. 

A system of reasoning can be compared to an egg. An egg has a -shell 
which protects its insides. If you. want to ship an egg somewhere, though, 
you don't rely on the shell. You pack the 'egg in some sort of container, 
dwsen according to how rough you expect the egg's voyage to be. To be 
extra careful, you may put the egg inside several nested boxes. However, 
no matter how many layers of boxes you pack your egg in, you can imagine 
some rntadysm which could break the egg. But that doesn't mean that 
you'll never risk transporting your egg. Similarly, one can never give an 
ultimate. absolute proof that a proof in some system is correct. Of course, 



one can give a proof of a proof, or a proof of a proof of a proof-but the 
validity of the outermost system always remains an unpro\'en assumption, 
accepted on faith. One can always imagine that some unsuspe<:ted subtlety 
will invalidate every single level of proof down to the bottom, and that the 
"proven" result will be seen not to be corrert after all. But ~hat doesn't 
mean that mathematicians and logicians are constantly worrymg that the 
whole edifice of mathematics might be wrong. On the other hand. when 
unorthodox proofs are proposed, or extremely lengthy proofs. or proofs 
generated by computers, then people do stop to think a bit about what they 
really mean by that quasi-sacred word "pro\'en", 

An excellent exercise for you at this point would be to go h<Kk to ttw 
Carroll Dialogue. and code the various stages of the debate into our 
notation-beginning with the original bone of contention: 

Achilles: If you have <<AtB>::JZ>. and you also have <AAB>. 
then surely you have Z. 

Tortoise: Oh! You mean: <<<<AA8>::JZ>A<AA8>>::JZ>, 
don't you? 

(Hint: Whatever Achilles considers a rule of inference, the Tortoise im
mediately flattens into a mere string of the system. If you use only the 
letters A, 8, and Z, you will get a recursive pattern of longer and longer 
strings.) 

Shortcuts and Derived Rules 

When carrying out derivations in the Propositional Calculus, one quickly 
invents various types of shortcut, which are not strictly part of the system, 
For instance, if the string <Qv-Q> were needed at some point, and 
<Pv-P> had been derived earlier, many people would proceed as if 
<Qv-Q> had been derived, since they know that its derivation is an exact 
parallel to that of <Pv-P>. The derived theorem is treated as a "theore~ 
schema"-a mold for other theorems. This turns out to be a perfectly vahd 
procedure, in that it always leads you to new theorems, but it is not a rule ~f 
the Propositional Calculus as we presented it. It is, rather, a derived rule. It 1s 
part of the knowledge which we have about the system. That this rule always 
keeps you within the space of theorems needs pr~of, of cou.rse-but ~uch a 
proof is not like a derivation inside the system. It 1s a proof m the ordmary, 
intuitive sense-a chain of reasoning carried out in the I-mode. The theory 
about the Propositional Calculus is a "metatheory", and results in it can be 
called "metatheorems"-Theorems about theorems. (Incidentally, note the 
peculiar capitalization in t~e phrase "Theorems about theorems". It is a 
consequence of our convention: metatheorems are Theorems (proven re
_sults) concerning theorems (derivable strings).) 

In the Propositional Calculus, one could discover many other 
meta theorems, or derived rules of inference. For instance, there is a second 
De Morgan's Rule: 

<-xv- y> and -<xi\ y> are interchangeable. 

If this were a rule of the system, it could speed up many derivations 
considerably. But if we prove that it is correct, isn't that good enough? Can't 
we use it just like a rule of inference, from then on? 

There is no reason to doubt the correctness of this particular derived 
rule. But once you start admitting derived rules as part of your procedure 
in the Propositional Calculus, you have lost the formality of the system, 
since derived rules are derived informally-outside the system. Now for
mal systems were proposed as a way to exhibit every step of a proof 
explicitly, within one single, rigid framework, so that any mathematician 
could check another's work mechanically. But if you are willing to step 
outside of that framework at the drop of a hat, you might as weJI never 
have created it at all. Therefore, there is a drawback to using such 
shortcuts. 

Formalizing Higher Levels 

On the other hand, there is an alternative way out. Why not formalize the 
metatheory, too? That way, derived rules (metatheorems) would be theo
rems of a larger formal system, and it would be legitimate to look for 
shortcuts and derive them as theorems-that is, theorems of the formalized 
metatheory-which could then be used to speed up the deri\·ations of 
theorems of the Propositional Calculus, This is an interesting idea, but as 
soon as it is suggested, one jumps ahead to think of metametatheories, and 
so on. It is clear that no matter how many levels you formalize, someone 
will eventually want to make shortcuts in the top level. 

It might even be suggested that a theory of reasoning could be identi
cal to its own metatheory, if it were worked out carefully. Then, it might 
seem, all levels would collapse into one, and thinking about the system 
would be just one way of working in the system! But it is not that easy, Even 
if a system can "think about itself", it still is not outside itself. You, outside 
the system, perceive it differently from the way it perceives itself. So there 
still is a metatheory-a view from outside-even for a theory which can 
"think about itself" inside itself. We will find that there are theories which 
can "think about themselves". In fact, we will soon see a system in which this 
happens completely accidentally, without our even intending it! And we 
will see what kinds of effects this produces. But for our study of the 
Propositional Calculus, we will stick with the simplest ideas-no mixing of 
levels. 

Fallacies can result if you fail-to distinguish carefully between working 
in the system (the M-mode) and thinking about the system (the I-mode). 
For example, it might seem perfectly reasonable to assume that, since 
<Pv-P> (whose semi-interpretation is "either P or not P") is a theorem, 
either P or -P must be a theorem. But this is dead wrong: neither one of 
the latter pair is a theorem. In general, it is a dangerous practice to assume 
that symbols can be slipped back and forth between different levels-here, 
the language of the formal system and its metalanguage (English). 



Reflections on the Strengths and Weaknesses of the System 
I 

You have now seen one example of a system with a purpose-to represent 
part of the architecture of logical thought. The concepts which this system 
handles are very few in number, and they are \'ery simple, precise concepts. 
But the simplicity and precision of the Propositional Calculus are exactly 
the kinds of features which make it appealing to mathematicians. There are 
two reasons for this. (I) It can be studied for its own properties, exa<.·tly as 
geometry studies simpfe, rigid shapes. Variants can be made on it, employ
ing different symbols, rules of inference, axioms or axiom schemata, and so 
on. (Incidentally, the version of the Propositional Calculus here presented 
is related to one invented by G. Gentzen in the early I 930's. There are 
other versions in which only one rule of inference is used---detachment, 
usually-and in which there are several axioms, or axiom schemata.) The 
study of ways to carry out propositional reasoning in elegant formal ~ys
tems is an appealing branch of pure mathematics. (2) The Propositional 
Calculus can easily be extended to include other fundamental aspects of 
reasoning. Some of this will be shown in the next Chapter, where the 
Propositional Calculus is incorporated lock, stock and barrel into a much 
larger and deeper system in which sophisticated number-theoretical 
reasoning can be done. 

Proofs vs. Derivations 

The Propositional Calculus is very much like reasoning in some ways, but 
one should not equate its rules with the rules of human thought. A proof is 
something informal, or in other words a product of normal thought, 
written in a human language, for human consumption. All sorts of com-

. plex features of thought may be used in proofs, and, though they may "feel 
·right", one may wonder if they can be defended logically. That is really 
what formalization is for. A derivation is an artificial counterpart of a proof, 
and its purpose is to reach the same goal but via a logical structure whose 
methods are not only all explicit, but also very simple. 

If-and this is usually the case-it happens that a formal derivation is 
extremely lengthy compared with the corresponding "natural" proof, that 
is just too bad. It is the price one pays for making each step so simple. What 
often happens is that a derivation and a proof are "simple" in complemen
tary senses of the word. The proof is simple in that each step "sounds 
right", even though one may not know just why; the derivation is simple in 
that each of its myriad steps is considered so trivial that it is beyond 
reproach, and since the 'whole derivation consists just of such trivial steps, it 
is supposedly error-free. Each type of simplicity, however, brings along a 
characteristic type of complexity. In the case of proofs, it is the complexity 
of the underlying system on which they rest-namely, human language; 

-and in the case of derivations, it is their astronomical size, which makes 
them almost impossible to grasp. 

Thus, the Propositional Calculus should be thought of as part of a 

general method for synthesizing artificial proof-like structures, It does not, 
howc\'er, ha\'e mud1 Hexibility or generality. It is intended only for use in 
rnnnenion with mathematical concepts-which are themselves quite rigid. 
A~ a rather interesting example of this, let us make a derivation in which a 
\'ery peculiar ~tring is taken as a premise in a fantasy: <PA-P>. At least its 
semi-interpretation is peculiar. The Propositional Calculus, however. does 
not think about semi-interpretations; it just manipulates strings typograph
ically-and typographically. there i~ really nothing peculiar about this 
string. Here is a fantasy with this string as its premise: 

(I) pu!>h 
(2) <Pl'-P> premise 
(3) p separation 
(4) -P separation 
(5) [ push 
(6) -Q premise 
(7) p carry-over line 3 
(8) --P double-tilde 
(9) ] pop 

(IO) <-Q::J--P> fantasy 
(I I) <-P::JQ> contrapositive 
(12) Q detachment (Lines 4, 11) 
(13) ] pop 
(14) <<Pr,-P>::JQ> fantasy 

Now this theorem has a very strange semi-interpretation: 

P and not P together imply Q 

Since Q is interpretable by any statement, we can loosely take the theorem 
to sar that "From a contradiction, anything follows"! Thus, in systems 
based on the Propositional Calculus, contradictions cannot be contained; 
they infect the whole sptem like an instantaneous global cancer. 

The Handling of Contradictions 

This does not sound much like human thought. If you found a contradic
tion in your own thoughts, it's very unlikely that your whole mentality 
would break down. Instead. you would probably begin to questiori _the 
beliefs or modes of reasoning which you felt had led to the contradictory 
thoughts. In other words, to the extent you could, you would step out of 
the systems inside you which you felt were responsible for the contradic
tion, and try to repair them. One of the least likely things for you to do 
would be to throw up your arms and cry, "Well, I guess that shows that I 
belie\'e everything now!" As a joke, yes-but not seriously. 

Indeed, contradiction is a major source of clarification and progress in 
all domains of life-and mathematics is no exception. When in times past, a 



contradiction in mathematics was found, mathematicians would im
mediately seek to pinpoint the system responsible for it, to jump out of it, 10 
reason about it, and to amend it. Rather than weakening mathematics, the 
discovery and repair of a contradiction would strengthen it. This might 
take time and a number of false starts, but in the end it would yield fruit. 
For instance, in the Middle Ages, the value of the infinite series 

1-l+l-l+l- ... 

was hotly disputed. It was "proven" to equal 0, l, Y2. and perhaps other 
values. Out of such controversial findings came a fuller, deeper theory 
about infinite series. 

A more relevant example is the contradiction right now confronting 
us-namely the discrepancy between the way we really think, and the way 
the Propositional Calculus imitates us. This has been a source of discomfort 
for many logicians, and much creative effort has gone into trying 10 patch 
up the Propositional Calculus so that it would not act so stupidly and 
inflexibly. One attempt, put forth in the book Entailment by A. R. Anderson 
and N. Belnap,3 involves "relevant implication", which tries to make the 
symbol for "if-then" reflect genuine causality, or at least connection of 
meanings. Consider the following theorems of the Propositional Calculus: 

<P::J<Q::JP> > 
<P::J<Qv-Q>> 
<<PA-P>::JQ> 

< <P::JQ>v<Q::JP> > 
They, and many others like them, all show that there need be no relation
ship at all between the first and second clauses of an if-then statement for it 
to be provable within the Propositional Calculus. In. protest, "relevant 
implication" puts certain restrictions on the contexts in which the rules of 
inference can be applied. Intuitively, it says that "something can only be 
derived from something else if they have to do with each other". For 
example, line I 0 in the derivation given above would not be allowed in such 
a system, and that would block the derivation of the string 
<<PA-P>::JQ>. 

More radical attempts abandon completely the quest for completeness 
or consistency, and try to mimic human reasoning with all its inconsisten
cies,. Such research no longer has as its goal to provide a solid underpinning 
for mathematics, but purely to study human thought processes. 

Despite its quirks, the Propositional Calculus has some features to 
recommend itself. If one embeds it into a larger system (as we will do next 
Chapter), and if one is sure that the larger system contains no contradic
tions (and we will be), then the Propositional Calculus does all that one 
could hope: it provides valid propositional inferences-all that can be 

·made. So if ever an incompleteness or an inconsistency is uncovered, one 
can be sure that it will be the fault of the larger system, and not of its 
subsystem which is the P~opositional Calculus. 

FIGURE 42. "Crab Canon'', by M. C. Eschn- (-1965). 
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Crab Canon 

Achilles and the Tortoi1·e hap-pen upon nuh other 
in the park one day while strolling. 

Good day, Mr. A. 
Why, same to you. 
So nice to run into you. 
That echoes my thoughts. 

And it's a perfect day for a walk. I think I'll be walking home 

Achilles: Oh, reaHy? I guess there's nothing better for you than walking. 
Tortoise: Incidentally, you're looking in very fine fettle these days, I must 

say. 
Achilles: Thank you very much. 

Tortoise: Not at all. Here, care for one of my cigars? 

Achilles: Oh, you are such a philistine. In this area, the Dutch contribu
tions are of markedly inferior taste, don't you think? 

Tortoise: I disagree, in this case. But speaking of taste, I finally saw that 
Crab Canon by your favorite artist, M. C. Escher, in a gallery the other 
day, and I fully appreciate the beauty and ingenuity with which he 
made one single theme mesh with itself going both backwards and 
forwards. But I am afraid I will always feel Bach is superior to Escher. 

Crah Canon 

Achilles: I don't know. But one thing for certain is that I don't worry about 
arguments of taste. De gustibus non est disputandum . 

Tortoise: Tell me, what's it like to be your age? Is it true that one has no 
worries at all? 

Achilles: To be precise, one has no frets . 
Tortoise: Oh, well, it's all the same to me . 
Achilles: Fiddle. It makes a big difference, you know . 
Tortoise: Say, don't you play the guitar? 
Achilles: That's my good friend. He often plays, the fool. But I myself 

wouldn't touch a guitar with a ten-foot pole! 

(Suddenly, the Crab, appearing from out of nowhere, wanders up ex
citedly, pointing to a rather prominent black eye.) 

Crab: Hallo! Hulloo! What's up? What's new? You see this bump, this 
lump? Given to me by a grump. Ho! And on such a fine day. You see, I 
was just idly loafing about the park when up lumbers this giant fellow 
from Warsaw-a colossal bear of a man-playing a lute. He was three 
meters tall, if I'm a day. I mosey on up to the chap, reach skyward and 
manage to tap him on the knee, saying, "Pardon me, sir, but you are 
Pole-luting our park with your mazurkas." But WOW! he had no sense 
of humor-not a bit, not a wit-and POW!-he lets loose and belts me 
one, smack in the eye! Were it in my nature, I would crab up a storm, 
but in the time-honored tradition of my species, I backed off. After all, 
when we walk forwards, we move backwards. It's in our genes, you 
know, turning round and round. That reminds 'me-I've always 
wondered, "Which came first-the Crab, or the Gene?" That 
is to say, "Which came last--the Gene, or the Crab?" I'm always 
turning things round and round, you know. It's in our genes, after 
all. When we walk backwards, we move forwards. Ah me, oh my! 
I must lope along on my merry way-so off I go on such a fine day. 
Sing "ho!" for the life of a Crab! TATA! jOle! 

(And he disappears as suddenly as he arrived.) 

Tortoise: That's my good friend. He often plays the fool. But I myself 
wouldn't touch a ten-foot Pole with a guitar! 

Achilles: Say, don't you play the guitar? 
Tortoise: Fiddle. It makes a big difference, you know. 
Achilles: Oh, well, it's all the same to me. 
Tortoise: To be precise, one h~s no frets. 
Achilles: Tell me, what's it like to be your age? Is it true that one has no 

worries at all? 

Tortoise: I don't know. But one thing for certain is that I don't worry about 
arguments of taste. Disputandum non est de gustibus. 
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FIGURE 43. Hf'Te is a Jhort .\ectiw1 of 
one of the Crab'.\ Gnu.\, fuming rortnd a11d 
round. Wh1'11 the two DNA .\/rand\ are u11-
raveled a11d laid out .\ide by .\ide, they read 
thi.\ wa_v: 

... TlTTTITTTCGAAAAAAAAA .. . 

... AAAAAAAAAGCTTTTTTITf .. . 

N oti.re that they are the sa1Tlt', onl_v one goe.\ 
forward1 while the other goe.\ backward\. 
This i.1 the defining propf'Tty of the form 
called "crab canon" in mu1i.r. It ii reminis
unt of, though a little different from, a 
palindro1Tlt', which is a sentence that read\ 
the same backward.s and forward.1. In 
molecular biology, .1uch .\t'g1Tll'nts of DNA 
are called "palindromd'--a slight mil
nomer, sina "crab canon" would be more 
accurate. Not only -is thil DNA .ltl:,"7111'111 
crab-canonical-but moreov" it.s bau v
quence code.sf or the Dialogue's structure. 
Look carefully! 

Achilles: I disagree, in this case. But speaking of taste, I finally heard that 
Crab Canon by your favorite composer, J. S. Bach, in a concert the 
other day, and I fully appreciate the beauty and ingenuity with which 
he made one single theme mesh with itself going both backwards and 
forwards. But I'm afraid I will always feel Escher is superior to Bach. 

Tortoise: Oh, you are such a philistine. In this area, the Dutch contribu
tions are of markedly inferior taste, don't you think? 

Achilles: Not at all. Here, care for one of my cigars? 
- Tortoise: Thank you very much. 
Achilles: Incidentally, you're looking in very fine fettle these days, I must 

say. 

Crah Canon 
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Tortoiu: 

Achilles: 
Oh, really? I guess there's nothing better for you than walking. 
And it's a perfect day for a walk. I think I'll be walking home 

soon. 
Tortoise: That echoes my thoughts. 
Achil/eJ: So nice to run into you. 
Tortoise: Why, same to you. 
Achilles: Good day; Mr. T. 

Crah Canon 
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CHAPTER VIII 

Typographical Number Theory 

The Crab Canon and Indirect Self-Reference 

THREE EXAMPLES OF indirect self-reference are found in the Crab Canon. 
Achilles and the Tortoise both describe artistic creations they know-and, 
quite accidentally, those creations happen to have the same structure as the 
Dialogue they're in. (Imagine my surprise, when I, the author, noticed 
this!) Also, the Crab describes a biological structure and that, too, has the 
same property. Of course, one could read the Dialogue and understand it 
and somehow fail to notice that it, too, has the form of a crab canon. This 
would be understanding it on one level, but not on another. To see the 
self-reference, one has to look at the form, as well as the content, of the 
Dialogue. 

Godel's construction depends on describing the form, as well as the 
content, of strings of the formal system we shall define in this Chapter
Typographical Number Theory (TNT). The unexpected twist is that, because 
of the subtle mapping which Godel discovered, the form of strings can be 
described in the formal system itself. Let us acquaint ourselves with this 
strange system with the capacity for wrapping around. 

What We Want to Be Able to Express in TNT 

We'll begin by citing some typical sentences belonging to number theory; 
then we will try to find a set of basic notions in terms of which all our 
sentences can be rephrased. Those notions will then be given individual 
symbols. Incidentally, it should be stated at the outset that the term 
"number theory" will refer only to properties of positive integers and zero 
(and sets of such integers). These numbers are called the natural numbers. 
Negative numbers play no role in this theory. Thus the word "number", 
when used, will mean exclusively a natural number. And it is important
vital-for you to keep separate in your mind the formal system (TNT) and 
the rather ill-defined but comfortable old branch of mathematics-that is 
number theory itself; this I shall call "N". 

Some typical sentences of N-number· theory-are: 

(l) 

(2) 
(3) 
(4) 
(5) 
(6) 

2 4 

5 is prime. 
2 is not a square. 

1729 is a sum of two cubes. • 
No mm of two positive cubes is itself a cube. 

There are infinitely many prime numbers. 
6 is even. 

'T--------L! __ J .. , 

Now it ma\' seem that we will need a symbol for each notion sud1 as "prime" 
or "cube" ~r "positi\'e"-but those notions are reallv not primiti\'e. Prime
ness, for instance, has to do with the factors whid1 a number has. whirh in 
turn has to do with multiplication. Cubeness as well is defined in terms of 
multiplication. Let us rephrase the sente1wes. then. in terms of what seem 
to be more elementary notions. 

(I') There do not exist numbers a and b, both greater than l, 
such that 5 equals a times b. 

(2') There does not exist a number b, such that b times b 
equals 2. 

(3') There exist numbers band c such that b times b times b, plus 
c times c times c, equals 1729. 

(4 ') For all numbers band c, greater than 0, there is no number 
a such that a times a times a equals b times b times b plus 
c times c times c. 

(5') For each number a, there exists a number b, greater than a, 
with the property that there do not exist numbers c and d, 
both greater than l, such that b equals c times d. 

(6') There exists a number e surh that 2 times e equals 6. 

This analysis has gotten us a long wa\., towards the basic elements of the 
language of number theory. It is dear that a few phrases reappear over and 
over: 

for all numbers b 
there exists a number b, such that ... 
greater than 
equals 
times 
plus 
0, l, 2, ... 

Most of these will be granted individual symbols. An exception is "greater 
than", which can be further reduced. In fact, the sentence "a is greater than 
b" becomes 

there exists a number c, not equal to 0, such that a equals b plus c. 

Numerals 

We will not have a distinct symbol for each natural number. Instead, we will 
have a very simple, uniform way of giving a compound symbol t~ each 
natural number-very much as we did in the pq-system. Here 1s our 
notation for natural numbers: 
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zero: 
one: 
two: 

three: 

etc. 

0 
so 

sso 
ssso 

The symbol S has an interpretation-"the successor of". Hence, the in
terpretation of SSO is literally "the successor of the successor of zero". 
Strings of this form are called numerals. 

Variables and Terms 

Clearly, we need a way of referring to unspecified, or variable, numbers. 
For that, we will use the letters a, b, c, d, e. But five will not be enough. We 
need an unlimited supply of them, just as we had of atoms in the Proposi
tional Calculus. We will use a similar method for making more variables: 
tacking on any number of primes. (Note: Of course the symbol '"-read 
"prime"-is not to be confused with prime numbers!) For instance: 

are all variables. 

e 
d' 
c" 
b'" 
a",, 

In a way it is a luxury to use the first five letters of the alphabet when 
we could get away with just a and the prime. Later on, I will actually drop b, 
c, d, and e, which will result in a sort of "austere" version of TNT-austere 
in the sense that it is a little harder to decipher complex formulas. But for 
now we'll be luxurious. 

Now what about addition and multiplication? Very simple: we will use 
the ordinary symbols'+' and'·'. However, we will also introduce a paren
thesizing requirement (we are now slowly slipping into the rules which 
define well-formed strings of TNT). To write "b plus c" and "b times c", for 
instance, we use the strings 

(b+c) 
(b·c) 

There is no laxness about such parentheses; to violate the convention is to 
produce a non-well-formed formula. ("Formula"'? I use the term instead of 
"string" because it is conventional to do so. A formula is no more and no less 
than a string of TNT.) 

Incidentally. addition and multiplication are always to be thought of as 
binary operations-that is, they unite precisely two numbers, never three or 
more. Hence, if you wish to translate "I plus 2 plus 3", you have to decide 
which of the following two expressions you want: 
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(SO+(SSO+SSSO)) 
((SO+SSO) +SSSO) 

The next notion we'll symbolize is equak That is \'er\' simple: we use 
·=·. The ad\'antage of taking O\'er the standard symbol used in 
N-nonformal number theory-is ob\'ious: easy legibility. The disadv;m
tage is \'ery much like the disadvantage of using the words "point" and 
"line" in a formal treatment of geometry: unless one is very conscious and 
careful, one may blur the distinction between the familiar n~e;ming <ind the 
strictly rule-governed behavior of the formal symbol. In discussing 
geometry. I distinguished between the e\'eryday word and the formal term 
by capitalizing the formal term: thus, in elliptical geometq-, a POINT was the 
union of two ordinary points. Here, there is no such distinction; hence, 
mental effort is needed not to confuse a symbol with all of the asscx-iations it 
is laden with. As I said earlier, with reference to the pq-system: the string 
--- is not the number 3, but it acts isomorphically to 3, at least in the 
context of additions. Similar remarks go for the string SSSO. 

Atoms and Propositional Symbols 

Al! the symbols of the Propositional Calculus except the letters used in 
making atoms (P, Q, and R) will be used in TNT, and they retain their 
interpretations. The role of atoms will be played by strings which, when 
interpreted, are statements of equality, such as SO=SSO or (SO·SO)=SO. 
Now, we have the equipment to do a fair amount of translation of simple 
sentences into the notation of TNT: 

2 plus 3 equals 4: (SSO+SSSO)=SSSSO 
2 plus 2 is not equal to 3: -(SSO+SSO)=SSSO 

If I equals 0, then 0 equals I: <SO=O:JO=SO> 

The first of these strings is an atom; the rest are compound formulas. 
(Warning: The 'and' in the phrase "I and I make 2" is just another word 
for 'plus', and must be represented by'+' (and the requisite parentheses).) 

Free Variables and Quantifiers 

All the well-formed formulas above have the property that their interpreta
tions are sentences which are either true or false. There are, however, 
well-formed formulas which do not have that property, such as this one: 

(btSO)=SSO 

Its interpretation is "b plus I equals 2". Since b is unspecified, there is no 
way to assign a truth value to the statement. It is like an out-of-context 
statement with a pronoun, such as "she is clumsy". It is neither true nor 
false; it is waiting for you to put it into a context. Because it is neither true 
nor false, such a formula is called open, and the variable b is called a free 
variable. 
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One way of changing an open formula into a closed formula, or sentence, 
is by prefixing it wi1h a quantifier-either the phrase "there exists a number 
b such that ... ",or the phrase "for all numbers b". In the first instance, you 
get the sentence 

There exists a number b such that b plus I equals 2. 

Clearly this is true. In the second instance, you get the sentenu~ 

For all numbers b, b plus l equals 2. 

Clearly this is false. We now introduce symbols for both of these quantifiers. 
These sentences are translated into TNT-notation as follows: 

3b:(b+SO)=SSO 

Vb:(b+SO)=SSO 

('3' stands for 'exists'.) 

('V' stands for 'all'.) 

It is very important to note that these statements are no longer about 
unspecified numbers; the first one is an assertion of existence, and the second 
one is a universal assertion. They would mean the same thing, e\'en if written 
wi1h c instead of b: 

3c:(c+SO)=SSO 

Vc:(c+SO)=SSO 

A \'ariable which is under the dominion of a quamifier is called a 
quantified variable. The following 1wo formulas illustrale the difference 
between free variables and quantified variables: 

(b·b)=SSO 

-3b:(b·b)=SSO 

(open) 

(closed; a sentence of TNT) 

The first one expresses aproperl)• which might be possessed by some na1ural 
number. Of course, no na1ural number has 1ha1 property. And tha1 is 
precisely what is expressed by the second one. It is very crucial 10 under
stand this difference between a siring with a free variable, which expresses a 
property, and a string where the variable is quantified, which expresses a truth 
or falsity. The English translation of a formula wi1h at least one free 
variable-an open formula-is called a predicate. II is a sentence without a 
subject (or a sentence whose subject is an out-of-conlext pronoun). For 
instance, 

"is a semence without a subject" 
"would be an anomaty" 

"runs backwards and forwards simullaneously" 
"improvised a six-part fugue on demand" 

are nonarithmetical, predicates. They express properties which specific en
tities might or might not possess. One could as well stick on a "dummy 
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subject", such as "so-and-so". :\ string with free \'ariables is like ;1 predirnle 
with "so-and-so" as ils subjecl. For instance, 

(SO+SO)=b 

is like saying" l plus I equals so-and-so". This is a predkale in 1lte \'ariahle 
b. It expresses a property which the number b mighl ha,·e. Hone were lo 
substitute \'arious numerals for b. one would gel a sm-cession of fornn1h1s, 
most of which would express falsehoods. Here is anolher example of 1he 
difference belween open formulas and .sentmce.1: 

Vb:Vc:(b+c)=(c+b) 

The abo\'e formula is a senlence represenling. of rourse, lhe nunmulali\'ity 
of addition. On the other hand, 

Vc:(b+c)=(c+b) 

is an open formula, since b is free. h expresses a properly which the 
unspecified number b migh1 or migh1 nol lta\'e-namely of rommu1ing 
wi1h all numbers c. 

Translating Our Sample Sentences 

This completes the rncabulary with which we will express all number-
1heoretical sta1ements! h 1akes considerable practice to get the hang of 
expressing complica1ed statements of N in this notation, and conversely of 
figuring out 1he meaning of well-formed formulas. For this reason we 
return to the six sample sentences given at 1he beginning, and work out 
their translations into TNT. By the way, don'1 think that the translations 
given below are unique-far from it. There are many-infinitely many
ways to express each one. 

Let us begin with the lasl one: "6 is even". This we rephrased in terms 
of more primi1ive no1ions as "There exis1s a number e such that 2 times e 
equals 6". This one is easy: 

3e:(SSO ·e)=SSSSSSO 

No1e the necessity of 1he quantifier; it simply would not do to write 

(SSO·e)=SSSSSSO 

alone. This string's interpretation is of course neither true nor false; itjusl 
expresses a property which the number e might have. 

It is curious that, since we lnow multiplication is commutative, we 
might easily have wri1ten 

3e:(e ·SSO)=SSSSSSO 

instead. Or, knowing tha1 equality is a symmetrical relation, we might have 
chosen to write the sides of 1he equation in the opposite order: 
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3e:SSSSSSO= (SSO · e) 

Now these three translations of"6 is even" are quite different strings, and it 
is by no means obvious that theoremhood of any one of them is tied to 
theoremhood of any of the others. (Similarly. the fact that --p-q--- was 
a theorem had very little to do with the fact that its "equivalent" string 
-p--q--- was a theorem. The equivalence lies in our minds, since, as 
humans, we almost automatically think about interpretations, not struc
tural properties of formulas.) 

We can dispense with sentence 2: "2 is not a square", almost im
mediately: 

-3b:(b·b)=SSO 

However, once again, we find an ambiguity. What if we had chosen to write 
it this way? 

Vb:-(b · b) =SSO 

The first way says, "It is not the case that there exists a number b with the 
property that b's square is 2", while the second way says, "For all numbers 
b, it is not the case that b's square is 2." Once again, to us, they are 
conceptually equivalent-but to TNT, they are distinct strings. 

Let us proceed to sentence 3: "l 729 is a sum of two cubes." This one 
will involve two existential quantifiers, one after the other, as follows: 

3b:3c:SSSSSS ..... SSSSSO=(((b·b)·b)+((c·c)·c)) -------------1729 of them 

There are alternatives galore. Reverse the order of the quantifiers; switch 
the sides of the equation; change the variables to d and e; reverse the 
addition; write the multiplications differently; etc., etc. However, I prefer 
the following two translations of the sentence: 

3b:3c:( ( (SSSSSSSSSSO · SSSSSSSSSSO) · SSSSSSSSSSO) + 
((SSSSSSSSSO·SSSSSSSSSO) ·SSSSSSSSSO))=(((b · b) · b)+((c ·c) ·c)) 

and 

3b:3c:(((SSSSSSSSSSSSO · SSSSSSSSSSSSO) · SSSSSSSSSSSSO) + 
((SO ·SO) ·SO))=(((b · b) · b) +((c · c) · c)) 

Do you see why? 

Tricks of the Trade 

Now let us tackle the related sentence 4: "No sum of two positive cubes is 
itself a cube". Suppose that we wished merely to state that 7 is not a sum of 
two positive cubes. The easiest way to do this is by negating the formula 
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which asserts that 7 is a sum of two positi\'e cubes. This will be just like the 
preceding sentence in\'ol\'ing 1729. except that we haw to add in the 
pro\'iso of the cubes being positi\'e. We l·an do this with a trkk: prefix the 
\'ariables with the symbol S. as follows: 

3b:3c:SSSSSSSO=(((Sb ·Sb) ·Sb)+((Sc ·Sc) ·Sc)) 

You see, we are cubing not b and c, but their successors, whid1 must be 
positive, since the smallest \'alue which either b or c <·an take on is zero. 
Hence the right-hand side represents a sum of two positi\'e cubes. Inciden
tally, notice that the phrase "there exist numbers b and c such that ... ", 
when translated, does not in\'olve the symbol 'A' which stands for 'and'. 
That symbol is used for connecting entire well-formed strings, not for 
joining two quantifiers. 

Now that we ha\'e translated "7 is a sum of two positive cubes", we \\ish 
to negate it. That simply inrnl\'es prefixing the whole thing by a single tilde. 
(Note: you should not negate each quantifier, even though the desired 
phrase runs "There do not exist numbers band c such that ... ".)Thus we 
get: 

-3b:3c:SSSSSSSO=(((Sb ·Sb) ·Sb)+((Sc ·Sc) ·Sc)) 

Now our original goal was to assert this property not of the number 7, but 
of all cubes. Therefore, let us replace the numeral SSSSSSSO by the string 
((a ·a) ·a), which is the translation of "a cubed": 

-3b:3c:((a ·a)· a) =(((Sb· Sb) ·Sb) +((Sc· Sc)· Sc)) 

At this stage, we are in possession of an open formula, since a is still free. 
This formula expresses a property which a number a might or might not 
have-and it is our purpose to assert that all numbers do have that prop
erty. That is simple-just prefix the whole thing with a universal quantifier: 

Va:-3b:3c:((a ·a) ·a)=(((Sb·Sb) ·Sb)+((Sc ·Sc) ·Sc)) 

An equally good translation would be this: 

-3a:3b:3c:((a ·a) ·a)=(((Sb ·Sb) ·Sb)+((Sc ·Sc) ·Sc)) 

In austere TNT, we could use a' instead of b, and a" instead of c, and the 
formula would become: 

- 3a:3a':3a":((a ·a)· a) =(((Sa'· Sa')· Sa') +((Sa"· Sa") ·Sa")) 

What about sentence I: "5 is.prime"? We had reworded it in this way: 
"There do not exist numbers a and b, both greater than I, such that 5 
equals a times b''. We can slightly modify it, as follows: "There do not exist 
numbers a and b such that 5 equals a plus 2, times b plus 2". This is another 
trick-since a and b are restricted to natural number values, this is an 
adequate way to say the same thing'. Now "b plus 2" could be translated into 
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(b+SSO), but there is a shorter way to write it-namely, SSb. Likewise, "c 
plus 2" can be written SSc. Now, our translation is extremely concise: 

-3b:3c:SSSSSO=(SSb · SSc) 

Without the initial tilde, it would be an assertion that two natural numbers 
d-0 exist, which, when augmented by 2, have a product equal to 5. With the 
tilde in front, that whole statement is denied, resulting in an assertion that 5 
is prime. 

If we wanted to assert that d plus e plus I, rather than 5, is prime, the 
most economical way would be to replace the numeral for 5 by the string 
(d+Se): 

-3b:3c:(d+Se)=(SSb·SSc) 

Once again, an open formula, one whose interpretation is neither a true 
nor a false sentence, but just an assertion about two unspecified numbers, d 
and e. Notice that the number represented by the string ( d+Se) is necessar
ily greater than d, since one has added to d an unspecified but definitely 
positive amount. Therefore, if we existentially quantify over the variable e, 
we will have a formula which asserts that: 

There exists a number which is greater than d and which is prime. 

3e:-3b:3c:(d+Se)=(SSb·SSc) 

Well, all we have left to do now is to assert that this property actually 
obtains, no matter what d is. The way to do that is to universally quantify 
over the variable d: 

Vd:3e:-3b:3c:(d+Se)=(SSb·SSc) 

That's the translation of sentence 5! 

Translation Puzzles for You 

This completes the exercise of translating all six typical number-theoretical 
sentences. However, it does not necessarily make you an expert in the 
notation of TNT. There are still some tricky issues to be mastered. The 
following six well-formed formulas will test your understanding of J"NT
notation. What do they mean? Which ones are true (under interpretation, 
of course). and which ones are false? (Hint: the way to tackle this exercise is 
to move leftwards. First. translate the atom; next, figure out what adding a 
single quantifier or a tilde does; then move leftwards, adding another 
quantifier or tilde; then move leftwards again, and do the same.) 

Cl 1() 

-Vc:3b:(SSO·b)=c 

Vc:-3b:(SSO·b)=c 

Vc:3b:-(SSO·b)=c 

-3b:Vc:(SSO·b)=c 

3b:-Vc:(SSO·b)=c 

3b:Vc:-(SSO·b)=c 

(Second hint: Either four of them are true and two false. or four false and 
two true.) 

How to Distinguish True from False? 

At this juncture, it is worthwhile pausing for hreath and rnnte111plati11~ 
what it would mean to have a formal system that nmld sift out the tnll' om•s 
from the false ones. This system would treat all these strings-whid1 to us 
look like statements-as designs having form, hut no nintent. And this 
system would be like a sieve through which could pass only desi~ns with a 
special style-the "style of truth". If you yourself ha,·e gone through the six 
formulas above, and ha,·e separated the true from the false hy thinkin~ 
about meaning. you will appreciate the subtlety that any system would have 
to have, that could do the same thing-but typographically! The boundary 
separating the set of true statements from the set of false statements (as 
written in the TNT-notation) is anything but straight; it is a boundary with 
many treacherous curves (recall Fig. 18), a boundary of which mathemati
cians have delineated stretches, here and there, working over hundreds of 
years. Just think what a coup it would be to have a typographical method 
which was guaranteed to place any formula on the proper side of the 
border! 

The Rules of Well-Formedness 

It is useful to have a table of Rules of Formation for well-formed formulas. 
This is provided below. There are some preliminary stages, defining nu
merals, variables, and terms. Those three classes of strings are ingredients of 
well-formed formulas, but are not in themselves well-formed. The smallest 
well-formed formulas are the atoms; then there are ways of compounding 
atoms. Many of these rules are recursive lengthening rules, in that they 
take as input an item of a given class and produce a longer item of the same 
class. In this table, I use 'x' and 'y' to stand for well-formed formulas, and 
's', 't', and 'u' to stand for other kinds of TNT-strings. Needless to say, 
none of these five symbols is itst>lf a symbol of TNT. 

Nt:MERALS. 

0 is a numeral. 
A numeral preceded by S is also a numeral. 
Examples: 0 SO SSO SSSO SSSSO SSSSSO 
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VARIABLES. 
a is a variable. If we're not being austere, so are b, c, d and e. 
A variable followed by a prime is also a variable. 
Examples: a b' c" d'" e"" 

TERMS. 
All numerals and variables are terms. 
A term preceded by S is also a term. 
If s and t are terms, then so are (s + t) and (s · t). 
Examples: 0 b SSa' (SO·(SSO+c)) S(Sa·(Sb·Sc)) 

TERMS may be divided into two categories: 
( l) DEFINITE terms. These contain no variables. 

Examples: 0 (SO+SO) SS((SSO·SSO)+(SO·SO)) 
(2) INDEFINITE terms. These contain variables. 

Examples: b Sa (b+SO) (((SO+SO)+SO)+e) 

The above rules tell how to make parts of well-formed formulas; the 
remaining rules tell how to make complete well-formed formulas. 

ATOMS. 
If s and t are terms, then s = t is an atom. 
Examples: SO=O (SSO+SSO)=SSSSO S(b+c)=((c·d)·e) 
If an atom contains a variable u, then u is free in it. Thus there are 

four free variables in the last example. 

NEGATIONS. 
A well-formed formula preceded by a tilde is well-formed. 
Examples: -SO=O -3b:(b+b)=SO -<O=O:::>SO=O> -b=SO 
The quantification status of a variable (which says whether the variable is 

free or quantified) does not change under negation. 

COMPOUNDS. 
If x and y are well-formed formulas, and provided that no variable 

which is free in one is quantified in the other, then the following 
are all well-formed formulas: 
<xAy>, <xvy>, <x:::>y>. 

Examples: <O=OA-0=0> <b=bv-3c:c=b> 
<SO=O:::>Vc:-3b:(b+b)=c> 

The quantification status of a variable doesn't change here. 

QUANTIFICATIONS. 
If u is a variable, and x is a well-formed formula in which u is free, 

then the following strings are well-formed formulas: 
3u: x and Vu: x. . 

Examples: Vb:<b=bv-3c:c=b> Vc:-3b:(b+b)=c -3c:Sc=d 

OPEN FORMULAS contain at least one free variable. 
Examples: -c=c b=b <Vb:b=bA-c=c> 

CLOSED FORMULAS (SENTENCES) contain no free variables. 
Examples: SO=O -Vd:d=O 3c:<Vb:b=b/\-c=c> 
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This completes the table of Rules of Formation for 1he well-formed for
mulas of TNT. 

A Few More Translation Exercises 

And now, a few practice exercises for you, lo tesl your undersl;mdinR of 
the notation of TNT. Try to lranslate the firs! four of the followinR 
N-sentences imo TNT-sentences, and 1he lasl one into an open well
formed formula. 

All natural numbers are equal to 4. 
There is no natural number which equals its own s<1uare. 

Different natural numbers have differenl successors. 
If I equals 0, !hen every number is odd. 

b is a power of 2. 

The last one you may find a linle 1ricky. But ii is nothinR. rnmpared 10 1his 
one: 

b is a power of 10. 

Strangely, 1his one takes great cleverness lo render in our nolation. I would 
caution you to try it only if you are willinR lo spend hours and hours on 
it-and if you know quite a bit of number theory! 

A Nontypographical System 

This concludes the exposition of the nota1ion of TNT; however, we are still 
left with the problem of making TNT into the ambitious system which we 
have described. Success would justify the interpretations which we have 
given to the various symbols. Until we have done thal, however, these 
particular inlerpretations are no more justified than the "horse-apple
happy" interpretations were for the pq-system's symbols. 

Someone migh1 suggest the following way of constructing TNT: { l) Do 
not have any rules of inference; they are unnecessary, because (2) We take 
as axioms all true statements of number theory (as written in TNT
notation). What a simple prescription! Unfortunately it is as empty as one's 
instantaneous reaction says it is. Part (2) is, of course, not a typographical 
description of strings. The whole purpose of TNT is to figure out if and 
how it is possible to- characterize the true strings typographically. 

The Five Axioms and First Rules of TNT 

Thus we will follow a more difficult route than the suggestion above; we 
will have axioms and rules of inference. Firstly, as was promised, all of the 
rules of the Propositional Calculus ore taken over into TNT. Therefore, one 
theorem of TNT will be this one: 

<SO=Ov-SO=O> 
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which can be derived in the same way as <Pv-P> was derived. 
Before we give more rules, lei us give 1he five axioms of TNT: 

Ax10M I: Va:-Sa=O 

Ax10M 2: Va:(a+O)=a 

Ax10M 3: Va:Vb:(a+Sb)=S(a+b) 

AxmM 4: Va:(a·O)=O 

Ax10M 5: Va:Vb:(a·Sb)=((a·b)+a) 

(In 1he aus1ere versions, use a' ins1ead of b.) All of them are very simple 10 
unders1and. Axiom I s1a1es a special fac1 abou1 1he number O; Axioms 2 
and 3 are concerned wi1h 1he nalure of addi1ion; Axioms 4 and 5 are 
concerned wi1h 1he nalure of muhiplicalion, and in particular wi1h i1s 
rela1ion lo addi1ion. 

The five Peano Postulates 

By lhe way, lhe in1erpre1a1ion of Axiom 1-.. lt:ro is nol 1he successor of 
any nalural number"-is one of five famous properties of nalural numbers 
firsl explici1ly recogni~ed by l~e ma1hema1ician and logician Giuseppe 
P~ano, ~n .1889: In seumg oul his pos1ula1es, Peano was following 1he pa1h 
of Euclid m 1h1s way: he made no a11emp1 10 formalize 1he principles of 
reasoning, bu1 lried lo give a small sel of properties of nalural numbers 
fr~m which every1hi?g else could be derived by reasoning. Peano's a11emp1 
~mgh1 1hus be considered "semiformal". Peano's work had a significanl 
mftuen~e, and 1hus ii would be good 10 show Peano's five pos1ula1es. Since 
lhe_ nollon o~ "nalural number" is 1he one which Peano was allempling 10 
define, we will nOI use 1he familiar 1erm "nalural number", which is laden 
wil~ conno1a1ion. We will replace ii wi1h lhe undefined 1erm djinn, a word 
which comes fresh and free of conno1a1ions 10 our mind. Then Peano's five 
pos1ula1es place five res1ric1ions on djinns. There are 1wo 01her undefined 
lerms: Genw, and meta. I will lei you figure ou1 for yourself wha1 usual 
concep1 each of 1hem is supposed 10 represenl. The five Peano pos1ula1es: 

(I) Genie is a djinn. 
(2) Every djinn has a me1a (which is also a djinn). 
(3) Genie is nol 1he mela of any djinn. 
(4) Differenl djinns have differen1 me1as. 
(5) If Genie has X, and each djinn relays X 10 i1s me1a 1hen all 

djinns gel X. · ' 

In ligh1of1he lamps of 1he Little Harmonic Labyrinth, we should name 1he sel 
of all djinns "GO~": This hark~ back 10 a celebra1ed staleinenl by 1he 
German ma1hemaucian and logician Leopold Kronecker, archenemy of 
Georg Can1or: "God made 1he na1ural numbers; all the res1 is 1he work of 
man." 
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You may recognize Peano's fiflh pos1ula1e as 1he prinriple of ma1he
matical induc1ion-ano1her lerm for a heredilary <trgumenl. P~ano hoped 
1ha1 his five res1ric1ions on 1he concepls "Genie", "djinn··. and "me1;1 .. were· 
so s1rong 1ha1 if lwo differenl people formed images in I heir minds of 1he 
concepls, 1he 1wo images would ha\'e comple1elv i.wmorphic .1trurturt>.1. For 
example, everybody's image would include an infinile number of dis1int1 
djinns. And presumably e\'erybody would agree 1ha1 no djinn rninricles 
wi1h i1s own mela, or its mela's mela, elc 

Peano hoped lo have pinned clown 1he essence of nalural numhers in 
his five pos1ula1es. Ma1hema1icians generally granl 1ha1 he smTeecled, hu1 
1ha1 does nol lessen the imporlance of the question, "How is a lrue state
menl about nalural numbers to he distinguished from a false one?" And to 
answer this queslion, mathematicians turned to lotally formal syslems, sud1 
as TNT. However, you will see the influence of Peano in TNT, bemuse all 
of his postula1es are incorpora1ed in TNT in one way or another. 

New Rules of TNT: Specification and Generalization 

Now we come to the new rules of TNT. Many of these rules will allow us to 
reach in and change 1he internal slructure of 1he a1oms of TNT. In that 
sense 1hey deal with more "microscopic" properties of s1rings than 1he rules 
of 1he Proposilional Calculus, which lreat atoms as indivisible units. For 
example, i1 would be nice if we could ex1ract the string -SO=O from the 
firs! axiom. To do this we would need a rule which permits us to drop a 
universal quantifier, and at the same lime to change the internal structure 
of 1he siring which remains, if we wish. Here is such a rule: 

RUL.E OF SPECIFICATION: Suppose u is a variable which occurs inside the 
siring x. If 1he siring Vu: x is a 1heorem, then so is x, and so are any 
strings made from x by replacing u, wherever ii occurs, by one and 
1he same lerm. 

(Restriction: The term which replaces u musl nol contain any variable 
1ha1 is qua mi fied in x.) 

The rule of specificalion allows the desired siring to be ex1rac1ed from 
Axiom I. h is a one-s1ep derivation: 

Va:-Sa=O 
-SO=O 

axiom 
specification 

No1ice 1hat 1he rule of specifica1ion will allow some formulas which contain 
free variables (i.e., open formulas) 10 become 1heorems. For example, 1he 
following slrings could also be derived from Axiom I, by specifica1ion: 

-Sa=O 
-S(c+SSO)=O 

There is anolher rule, 1he rule of generalization, which allows us 10 pul 
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back the universal quantifier on theorems which contain variables that 
became free as a result of usage of specification. Acting on the lower string, 
for example, generalization would give: 

Vc:-S(c+SSO)=O 

Generalization undoes the action of specification, and vice versa. Usually, 
generalization is applied after several intermediate steps have transformed 
the open formula in various ways. Here is the exact statement of the rule: 

RL'LE cw GENERAUZATION: Suppose x is a theorem in which u, a variable, 
occurs free. Then Vu: x is a theorem. 

(Restriction: No generalization is allowed in a fantasy on any variable 
which appeared free in the fantasy's premise.) 

The need for restrictions on these two rules will shortly be demonstrated 
explicitly. Incidentally, this generalization is the same generalization as was 
mentioned in Chapter II, in Euclid's proof about the infinitude of primes. 
Already we can see how the symbol-manipulating rules are starting to 
approximate the kind of reasoning which a mathematician uses. 

The Existential Quantifier 

These past two rules told how to take off universal quantifiers and put 
them back on; the next two rules tell how to handle existential quantifiers. 

Rt:u:oF INHRCHANGE: Suppose u is a variable. Then the strings Vu:- and 
-3u: are interchangeable anywhere inside any theorem. 

For example, let us apply this rule to Axiom I: 

Va:-Sa=O 
-3a:Sa=O 

axiom I 
interchange 

By the way, you might notic~ that both these strings are perfectly natural 
renditions, in TNT, of the sentence "Zero is not the successor of any 
natural number". Therefore it is good that they can be turned into each 
other with ease. 

The next rule is, if anything, even more intuitive. It corresponds to the 
very simple kind of inference we make when we go from "2 is prim~''. to 
"There exists a prime". The name of this rule is self-explanatory: 

Rtu: OF ExtSTENCE: Suppose a term (which may contain variables as long 
as they are free) appears once, or multiply, in a theorem. Then any (or 
several, or all) of the appearances of the term may be replaced by a 
variable which otherwise does not occur in the theorem, and the 
corresponding existential quantifier must be placed in front. 

Let us apply the rule to-as usual-Axiom I: 
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Va:-Sa=O 
3b:Va:-Sa=b 

axiom 
existence 

You might now try to shunt symbols, according to rules so far given, to 
produce the theorem -Vb:3a:Sa=b. 

Rules of Equality and Successorship 

We have given rules for manipulating quantifiers, but so far none for the 
symbols'=' and 'S'. We rectify that situation now. In what follows, r, s, and 
t all stand for arbitrary terms. 

Rt:LES OF EQL'AUTY: 

SYMMETRY: If r = s is a theorem. then so is s = r. 

TRANSITIVITY: If r = s and s = t are theorems, then so is r = t. 

Rt:LES OF Sl:CCESSORSHIP: 

Aoo S: If r = t is a theorem, then Sr = St is a theorem. 

DROP S: If Sr = St is a theorem, then r = t is a theorem. 

Now we are equipped with rules that can give us a fantastic variety of 
theorems. For example, the following derivations yield theorems which are 
pretty fundamental: 

(I) Va:Vb:(a+Sb)=S(a+b) 
(2) Vb:(SO+Sb)=S(SO+b) 
(3) (SO+SO)=S(SO+O) 
(4) Va:(a+O)=a 
(5) (SO+O)=SO 
(6) S(SO+O) =SSO 
(7) (SO+SO)=SSO 

axiom 3 
specification (SO for a) 
specification (0 for b) 
axiom 2 
specification (SO for a) 
add S 
transitivity (lines 3,6) 

* * * * * 
(I) Va:Vb:(a·Sb)=((a·b)+a) 
(2) Vb:(SO·Sb)=((SO·b)+SO) 
(3) (SO·SO)=((SO·O)+SO) 
(4) Va:Vb:(a+Sb)=S(a+b) 
(5) Vb:((SO·O)+Sb)=S((SO·O)+b) 
(6) ((SO·O)+SO)=S((SO·O)+O) 
(7) Va:(a+O)=a 
(8) ((SO·O)+O)=(SO·O) 
(9) Va:(a·O)=O 

(10) (SO·O)=O 
(I I) ((SO·O)+O)=O 
(12) S((SO·O)+O)=SO 
(13) ((SO·O)+SO)=SO 
( 14) (SO·SO)=SO 
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axiom 5 
specification (SO for a) 
specification (0 for b) 
axiom 3 
specification ((SO· 0) for a) 
specification (0 for b) 
axiom 2 
specification ((SO.O) for a) 
axiom 4 
specification (SO for a) 
transitivity (lines 8, I 0) 
add S 
transitivity (lines 6, 12) 
transitivity (lines 3,13) 
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Illegal Shortcuts 

Now here is an interesting question: "How can we make a deriva1ion for 1he 
siring 0=0?" h seems 1ha1 1he obvious rou1e to go would be firs! 10 derive 
1he siring Va:a=a, and 1hen 10 use specifica1ion. So, wha1 abou1 1he follow
ing "deriva1ion" of Va:a=a ... Whal is wrong wi1h i1? Can you fix i1 up? 

( 1) Va:(a+O)=a 
(2) Va:a=(a+O) 
(3) Va:a=a 

axiom 2 
symme1ry 
1ransi1ivi1y (lines 2, I) 

I gave 1his mini-exercise 10 poin1 oul one simple fae1: 1ha1 one should no1 
jump loo fas1 in manipula1ing symbols (such as'=') which are familiar. One 
mus1 follow 1he rules, and no1 one's knowledge of 1he passive meanings of 
1he symbols. Of course, 1his laner 1ype of knowledge is invaluable in 
guiding 1he rou1e of a deriva1ion. 

Why Specification and Generalization Are Restricted 

Now lei us see why 1here are res1ric1ions necessary on bo1h specifica1ion 
and generalizalion. Here are lwo deriva1ions. In each of 1hem, one of 1he 
res1ric1ions is viola1ed. Look al 1he disas1rous resuhs 1hey produce: 

( 1) ( 

(2) 
(3) 

a=O 
Va:a=O 
Sa=O (4) 

(5) 
(6) 
(7) 
(8) 
(9) 

( 10) 

] 
<a= O::JSa = 0> 
Va:<a=O::JSa=O> 
<O=O::JSO=O> 
0=0 
SO=O 

push 
premise 
generaliza1ion (Wrong!) 
specificalion 
pop 
fanlasy rule 
generalizalion 
specificalion 
previous 1heorem 
de1achmen1 (lines 9,8) 

This is 1he firsl disasler. The olher one is via fauhy specifica1ion. 

(1) Va:a=a 
(2) Sa=Sa 
(3) 3b:b=Sa 
(4) Va:3b:b=Sa 
(5) 3b:b=Sb 

previous 1heorem 
specifica1ion 
exis1ence 
generaliza1ion 
specifica1ion (Wrong!) 

So now you can see why 1hose res1ric1ions are needed. 
Here is a simple puzzle: 1ransla1e (if you have no1 already done so) 

Peano's founh pos1ula1e imo TNT-no1a1ion, and 1hen derive 1ha1 siring as 
a 1heorem. 
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Something Is Missing 

Now if you experimenl around for a while wilh tht· rules and axioms of 
TNT so far presen1ed, you will find thal you cm produn· lht• following 
fr'yramidal family of 1heorems (a se1 of s1rings all l·asl from an idenliral mold, 
differing from one another only in 1hat 1he numerals 0, SO. SSO, and so 011 

have been s1uffed in): 

(0+0)=0 
(O+SO)=SO 

(O+SSO)=SSO 
(O+SSSO)=SSSO 

( 0 + SSSSO) = SSSSO 

elc 

As a matler of fact, each of the theorems in 1his family ran he derived l'iom 
1he one directly above it, in only a couple of lines. Thus it is a sorl of 
"cascade" of 1heorems, each one lriggering lhe nexl. (These lheorems are 
very reminiscenl of 1he pq-lheorems, where lhe middle and rigl11-hand 
groups of hyphens grew simultaneously.) 

Now 1here is one string which we can easily wrile down, and whkh 
summarizes lhe passive meaning of 1hem all, taken logether. Thal univer
sally quantified summarizing string is this: 

Va:(O+a)=a 

Yet wi1h 1he rules so far given, this siring eludes prod.uclion. Try lo 
produce it yourself if you don'I believe me. 

You may 1hink 1ha1 we should immedialely remedy the siluation with 
1he following 

(PROPOSED) Rt:LE OF Au.: If all 1he strings in a pyramidal family are 1heo
rems, 1hen so is 1he universally quantified string which summarizes 
them. 

The problem with this rule is thal ii cannot be used in 1he M-mode. Only 
people who are 1hinking about the system can ever know 1ha1 an infinile set 
of strings are all theorems. Thus this is not a rule 1hat can be sluck inside 
any formal system. 

w-lncomplete Systems and Undecidable Strings 

So we find ourselves in a slrange s.ituation, in which we can typographically 
produce theorems aboul 1he addition of any specific numbers, bul even such 
a simple siring as 1he one above, which expresses a properly of addi1ion in 
general, is nol a 1heorem. You might think thal is not all that s1range, since 
we were in precisely tha1 situa1ion wi1h the pq-system. However, the pq
sys1em had no pre1ensions abou1 wha1 it ough1 to be able 10 do; and in fact 
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there was no way to express general statements about addition in its sym
bolism, let alone prove them. The equipment simply was not there, and it 
did not even occur to us to think that the system was defective. Here, 
however, the expressive capability is far stronger, and we have correspond
ingly higher expectations of TNT than of the pq-system. If the string above 
is not a theorem, then we will have good reason to consider TNT to be 
defective. As a matter of fact, there is a name for systems with this kind of 
defect-they are called w-incomplete. (The prefix 'cu'-'omega'- comes 
from the fact that the totality of natural numbers is sometimes denoted by 
'cu'.) Here is the exact definition: 

A system is cu-incomplete if all the strings in a pyramidal family are 
theorems, but the universally quantified summarizing string is not 
a theorem. 

Incidentally, the negation of the above summarizing string-

-Va:(O+a)=a 

-is also a nontheorem of TNT. This means that the original string is 
undf'cidable within the system. If one or the other were a theorem, then we 
would say that it was decidable. Although it may sound like a mystical term, 
there is nothing mystical about undecidability within a given system. It is 
only a sign that the system could be extended. For example, within absolute 
geometry, Euclid's fifth postulate is undecidable. It has to be added as an 
extra postulate of geometry, to yield Euclidean geometry; or conversely, its 
negation can be added, to yield non-Euclidean geometry. If you think back 
to geometry, you will remember why this curious thing happens. It is 
because the four postulates of absolute geometry simply do not pin down 
the meanings of the terms "point" and "line", and there is room for different 
f'Xtensions of the notions. The points and lines of Euclidean geometry 
provide one kind of extension of the notions of "point" and "line"; the 
POINTS and LINES of non-Euclidean geometry, another. However, using 
the pre-Havored words "point" and "line" tended, for two millennia, to 
make people believe that those words were necessarily univalent, capable of 
only one meaning. 

Non-Euclidean TNT 

We are now faced with a similar situation, involving TNT. We have 
adopted a notation which prejudices us in certain ways. For instance, usage 
of the symbol '+ · tends to make us think that every theorem with a pl us sign 
in it ought to say somethiPg known and familiar and "sensible" about the 
known and familiar opention we call "addition". Therefore it would run 
against the grain to propose adding the following "sixth axiom": 

-Va:(O+a)=a 

222 Typographical Number Theory 

It doesn't jibe with what we believe about addition. But it is one possible 
extension of TNT, as we ha,·e so far formulated T:'\T. The srstem whirh 
uses this as its sixth axiom is a ronsi1tent system, in thr sense of· not h<1\'i11g 
two theorems of the form x and - x. However, when rou juxtapose this 
"sixth axiom" with the pyramidal family of theorems shown ahow. rou will 
probably be bothered by a seeming inconsistem·y between the familv and 
the new axiom. But this kind of innmsistency is not so damaging as the 
other kind (where x and - x are both theorems). In fart. it is not a tnit• 
inconsistency, because there is a way of interpreting the snnhols so that 
everything comes out all right. 

w-lnconsistency Is Not the Same as Inconsistency 

This kind of inconsistency, created by the opposition of (I) a pyramidal 
family of theorems which collectively assert that all natural numbers have 
some property, and (2) a single theorem which seems to assert that not all 
numbers have it, is given the name of w-incon.\i1tenrv. An cu-inconsistent 
system is more like the at-the-outset-distasteful-but-i;1-the-end-acceptable 
non-Euclidean geometry. In order to form a mental model of what is going 
on, you have to imagine that· there are some "extra'', unsuspected 
numbers-let us not call them "natural", but .wpf'rnatural numbers-which 
have no numerals. Therefore, facts about them cannot be represented in 
the pyramidal family. (This is a little bit like Achilles' conception of 
GOD-as a sort of "superdjinn", a being greater than any of the djinns. 
This was scoffed at by the Genie, but it is a reasonable image, and may help 
you to imagine supernatural numbers.) 

What this tells us is that the axioms and rules of TNT, as so far 
presented, do not fully pin down the interpretations for the symbols of 
TNT. There is still room for variation in one's mental model of the notions 
they stand for. Each of the various possible extensions would pin down 
some of the notions further; but in different ways. Which symbols would 
begin to take on "distasteful" passive meanings, if we added the "sixth 
axiom" given above? Would all of the symbols become tainted, or would 
some of them still mean what we want them to mean? I will let you think 
about that. We will encounter a similar question in Chapter XIV, and 
discuss the matter then. In any case, we will not follow this extension now, 
but instead go on to try to repair the cu-incompleteness of TNT. 

The Last Rule 

The problem with the "Rule of AO" was that it required knowing that all the 
lines of an infinite pyramidal family are theorems-too much for a finite 
being .. But suppose that each line of the pyramid can be derived from its 
predecessor in a patterned way. Then there would be a finite reason account
ing for the fact that all the strings in the pyramid are theorems. The trick, 
then, is to find the pattern that causes the cascade, and show that that 
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pattern is a theorem in itself. That is like proving that each djinn passes a 
message to its meta, as in the children's game of "Telephone''. The other 
thing left to show is that Genie starts the cascading message-that is, to 
establish that the first line of the pyramid is a theorem. Then you know that 
GOD will get the message! 

In the particular pyramid we were looking at, there is a pattern, 
captured by lines 4-9 of the derivation below. 

( 1) 

(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 

(9) 

Va:Vb:(a+Sb) =S(a+b) 
Vb:(O+Sb) =S(O+b) 
iO+Sb)=S(O+b) 

(O+b)=b 
S(O+b)=Sb 
(O+Sb)=S(O+b) 
(O+Sb)=Sb 

axiom 3 
specification 
specification 
push 
premise 
add S 
carry over line 3 
transitivity 
pop 

The premise is (O+b)=b; the outcome is (O+Sb)=Sb. 
The first line of the pyramid is also a theorem; it follows directly from 

Axiom 2. All we need now is a rule which lets us deduce that the string 
which summarizes the entire pyramid is itself a theorem. Such a rule will be 
a formalized statement of the fifth Peano postulate. 

To express that rule, we need a little notation. Let us abbreviate a 
~ell-formed formula in which the variable a is free by the following nota
llon: 

X{a} 

(There may be other free variables, too, but that is irrelevant.) Then the 
notation X {Sa/a} will stand for that string but with every occurrence of a 
replaced by Sa. Likewise, X{O/a} would stand for the same string, with each 
appearance of a replaced by 0. 

. A specific example would be to let X{a} stand for the string in ques-
tion: (O+a)=a. Then X{Sa/a} would represent the string (O+Sa)=Sa, and~ 
X {0/a} would represent (0+0)=0. (Warning: This notation is not part of 
TNT; it is for our convenience in talking about TNT.) 
. With this new notation, we can state the last rule of TNT quite pre

cisely: 

RL·u: OF INDl;cTJoN: Suppose u is a variable, and X{u} is a well-formed 
formula in which u occurs free. If both Vu:<X{u}::JX{Su/u}>-and 
X { 0/u} are theorems, then Vu: X {u} is also a theorem. 

This is about as close as we can come to putting Peano's fifth postulate into 
TNT. Now let us use it to show that Va:(O+a)=a is indeed a theorem in 
TNT. Emerging from the fantasy in our derivation above, we can apply the 
fantasy rule, to give us 

(IO) <(O+b)=b::J(O+Sb)=Sb> 
(11) Vb:<(O+b)=b::J(O+Sb)=Sb> 

224 

fantasy rule 
generalization 
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This is the first of the two input theorems required bv the ind union rule. 
The other requirement is the first line of the pH<llnid. whid1 we han·. 
Therefore, we can apply the rule of indul'lion, to deduce what we wanted: 

Vb:(O+b)=b 

Specification and generalization will allow us to d1ange the \'ariahle from b 
to a; thus Va:(O+a)=a is no longer an undel·idahle string of TNT. 

A Long Derivation 

Now I wish to present one longer derivation in TNT, so that you mu see 
what one is like, and also because it proves a significant, if simple, fart of 
number theory. 

(I) Va:Vb:(a+Sb) = S(a+b) 
(2) Vb:(d+Sb)=S(d+b) 
(3) (d+SSc)=S(d+Sc) 
(4) Vb:(Sd+Sb)=S(Sd+b) 

(5) (Sd+Sc)=S(Sd+c) 
(6) S(Sd+c)=(Sd+Sc) 
(7) [ 
(8) 
(9) 

(IO) 
( 11) 
(12) 
(13) 

(14) 
(15) 
(16) ] 

Vd:(d +Sc) =(Sd +c) 
(d+Sc)=(Sd+c) 
S(d+Sc)=S(Sd+c) 
( d +SSc)= S(d +Sc) 
(d+SSc)=S(Sd+c) 
S(Sd+c)=(Sd+Sc) 
(d+SSc)=(Sd+Sc) 
Vd:(d+SSc)=(Sd+Sc) 

( 17) <Vd:(d+Sc)=(Sd+cpVd:(d+SSc)=(Sd+Sc)> 
( 18) Vc:<Vd:(d+Sc)=(Sd +cpVd:(d +SSc)=(Sd+Sc)> 

(19) (d+SO)=S(d+O) 

(20) Va:(a+O)=a 
(21) (d+O)=d 
(22) S(d+O)=Sd 
(23) (d+SO)=Sd 

(24) (Sd+O)=Sd 

(25) Sd=(Sd+O) 

* * * * * 
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axiom '.~ 

sperification 
spccifirntion 
spcl·ifiration 

(line 1) 

sperificat ion 
symmetry 
push 
premise 
specification 
add S 
rarry over 3 
transitivity 
GI rry over 6 
transitivity 
generalization 
pop 
fantasy rule 
generalization 

specification 
(line 2) 

axiom I 
specification 
add S 
transitivity 

(lines 19,22) 
specification 

(line 20) 
symmetry 
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(26) (d+SO)=(Sd+O) 

(27J Vd:(d+SO)=(Sd+O) 

(28) Vc:Vd:(d+Sc)=(Sd+c) 

* * * * * 

transiti\'ity 
(lines 23,25) 

generalization 

inducti11n 
(lines 18,27) 

[S 1·an he slipped hack and forth in an addition.] 

(29) Vb:(c+Sb)=S(c+b) 

CW) (c+Sd)=S(c+d) 
(:HJ Vb:(d+Sb)=S(d+b) 

n2) (d+Sc)=S(d+c) 
(:~'.~) S(d+c)=(d+Sc) 
('.H) Vd:(d+Sc)=(Sd+c) 

* * * * * 

specification 
(line I) 

specification 
specification 

(line I) 
specification 
symmetry 
specification 

(line 28) 
('.~5) (d+Sc)=(Sd+c) specification 
('.~6) [ push 
cnJ Vc:(c+d)=(d+c) premise 
('.~8) (c+d)=(d+c) specification 
('.HI) S(c+d)=S(d+c) add S 
(40) (c+Sd)=S(c+d) carry over 30 
(41) (c+Sd)=S(d+c) transitivity 
(42) S(d+c)=(d+Sc) carry over 33 
(43) (c+Sd)=(d+Sc) transitivity 
(44) (d+Sc)=(Sd+c) carry over 35 
(45) (c+Sd)=(Sd+c) transitivity 
(46) Vc:(c+Sd)=(Sd+c) generalization 
(47) ] pop 
(48) <Vc:(c+d)=(d+cpVc:(c+Sd)=(Sd+c)> fantasy rule 
(49) Vd:<Vc:(c+d)=(d+cpVc:(c+Sd)=(Sd+c)> generalization 

[If d rnmmutes with every c, then Sd does too.] 

(50) (c+O)=c 

(51) Va:(O+a)=a 

(52) (O+c)=c 
(53) c=(O+c) 
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specification 
(line 20) 

pre\'ious 
theorem 

specification 
symmetry 
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(54) (c+O)=(O+c) 

(55) Vc:(c+O)=(O+c) 

[ 0 n11nmutes with e\'en· c.] 

* * * * * 

(56) Vd:Vc:(c+d)=(d+c) 

transiti\'il\' 
(lines !i0.53) 

generali1ation 

indurtion 
(lines 49.55) 

[Therefore, e\'ery d commutes with e\'ery c.] 

Tension and Resolution in TNT 

TNT has pro\'en the commutati\'ity of addition. Even if you do not foll•I\\' 
this derivation in detail, it is important to realize that, like a piece of musir, 
it has its own natural "rhythm". It is not just a random walk that happens to 
ha\'e landed on the desired last line. I ha\'e inserted "breathing marks" to 
show some of the "phrasing" of this derivation. Line 28 in particular is a 
turning point in the deri\'ation, something like the halfway point in an 
AABB type ofpie1·e, where you resolve momentarily, even if not in the tonic 
key. Such important intermediate stages are often called "lemmas". 

It is easy to imagine a reader starting at line I of this deri\'ation, 
ignorant of where it is to end up, and getting a sense of where it is going as 
he sees each new line. This would set up an inner tension, very much like 
the tension in a piece of music caused by chord progressions that let you 
know what the tonality is, without resol\'ing. Arrival at line 28 would 
confirm the reader's intuition and give him a momentary feeling of satisfac
tion while at the same time strengthening his drive to progress towards 
what he presumes is the true goal. 

Now line 49 is a critically important tension-increaser, because of the 
"almost-there" feeling which it induces. It would be extremely unsatisfac
tory to leave off there! From there on, it is almost predictable how things 
must go. But you wouldn't want a piece of music to quit on you just when it 
had made the mode of resolution apparent. You don't want to imagine the 
ending-you want to hear the ending. Likewise here, we have to carry 
things through. Line 55 is inevitable, and sets up all the final tensions, 
which are resolved by Line 56. 

This is typical of the structure not only of formal derivations, but also 
of informal proofs. The mathematician's sense of tension is intimately 
related to his sense of beauty, and is what makes mathematics worthwhile 
doing. Notice, however, that in rNT itself, there seems to be no reflection 
of these tensions. In other words, TNT doesn't formalize the notions of 
tension and resolution, goal and subgoal, "naturalness" and "ineviiability", 
any more than a piece of music is a book about harmony and rhythm. 
Could one devise a much fancier typographical system which is aware of the 
tensions and goals inside derivations? 
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Formal Reasoning vs. Informal Reasoning 

I would have preferred to show how to derive Euclid's Theorem (the 
inhnitude of primes) in TNT, but it would probably have doubled the 
length of the book. Now after this theorem, the natural direction to go 
would be to prove the associativity of addition, the commutativity and 
associativity of multiplication, and the distributivity of multiplication over 
addition. These would give a powerful base to work from. 

As it is now formulated, TNT has reached "critical mass" (perhaps a 
strange metaphor to apply to something called "TNT"). It is of the same 
strength as the system of Principia MathemaJica; in TNT one can now prove 
every theorem which you would hnd in a standard treatise on number 
theory. Of course, no one would claim that deriving theorems in TNT is 
the best way to do number theory. Anybody who felt that way would fall in 
the same class of people as those who think that the best way to know what 
1000 x 1000 is, is to draw a 1000 by 1000 grid, and count all the squares in 
it ... No; after total formalization, the only way to go is towards relaxation 
of the formal system.·Otherwise, it is so enormously unwieldy as to be, for 
all practical purposes, useless. Thus, it is important to embed TNT within a 
wider context, a context which enables new rule~ of inference to be derived, 
so that derivations can be speeded up. This would require formalization of 
the language in which rules of inference are expressed-that is, the 
metalanguage. And one could go considerably further. However, none of 
these speeding-up tricks would make TNT any more powerful; they would 
simply make it more usable. The simple fact is that we have put into TNT 
every mode of thought that number theorists rely on. Embedding it in ever 
larger contexts will not enlarge the space of theorems; it will just make 
working in TNT-<>r in each "new, improved version"-look more like 
doing conventional number theory. 

Number Theorists Go out of Busines~ 

Suppose that you didn't have advance knowledge that TNT will turn out to 
be incomplete, but rather, expected that it is complete-that is, that every 
true statement expressible in the TNT-notation is a theorem. In that case, 
you could make a decision procedure for all of number theory. The 
method would be easy: if you want to know if N-statement X is true or 
false, code it into TNT-sentence x. Now if Xis true, completeness say~ t~at 
xis a theorem; and conversely, if not-Xis true, then completeness says that 
- x is a theorem. So either x or - x must be a theorem, since either X or 
not-X is true. Now begin systematically enumerating all the theorems of 
TNT, in the way we did for the MIU-system and pq-system. You must 
come to x or - x ~fter a while; and whichever one you hit tells you which of 
X and not-Xis true. (Did you follow this argument? It crucially depends on 
your being able to hold separate in your mind the formal system TNT and 
its informal counterpart N. Make sure you understand it.) Thus, in princi-
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pie, if T!';T were complete, number theorists would he put out of husi1wss: 
any question in their field could be resol\"ed. with suffaient time. in a 
purely mechanical wa\". As it turns out. this is impossible, whid1. depending 
on your point of \·icw. is a <·ause either for rt'.joi<·ing. or for 111ourni11~. 

Hilbert's Program 

The hnal question which we will take up in this Chapter is wlll'ther wl' 
should have as much faith in the rnnsistenn of T~T as we did i11 till' 
consistency of the Propositional Cakulus: and, if we do11'1. whether it is 
possible 10 increase our faith in TNT. b~· prwing it to he n111siste111. One 
could make the same opening statement on the "obviousness" of TNT\ 
consistency as Imprudence did in regard to the Propositional Cakulus
namely, that each rule embodies a reasoning prinriple whid1 we fully 
believe in, and therefore to question the nmsistenry of TNT is lo question 
our own sanity. To some extrnt,. this argument still rnrries weight-hut not 
quite so much weight as before. There are just too many rules of inferenre, 
and some of them just might be slightly "off". Furthermore, how do Wl' 

know that this mental model we have of some abstract entities <·ailed 
"natural numbers" is actually a coherent ronstru<·t? Perhaps our own 
thought processes, those informal processes whid1 we h;l\·e tried to <·apture 
in the formal rules of the system, are themselves inconsistent! It is ofrourst· 
not the kind of thing we expect, but it gets more and more ronreivable that 
our thoughts might lead us astray, the more complex the subjert mailer 
gets-and natural numbers are by no means a trivial subject matter. So 
Prudence's cry for a proof of consistency has to be taken more seriously in 
this case. It's not that we seriously doubt that TNT rnuld be inconsistent
but there is a little doubt, a flicker, a glimmer of a doubt in our minds, and a 
proof would help to dispel that doubt. 

But what means of proof would we like to see used? Once again, we are 
faced with the recurrent question of cirrnlarity. If we use all the same 
equipment in a proof about our system as we have inserted into it, what will 
we have accomplished? If we could manage 10 convince ourselves of the 
consistency of TNT, but by using a weaker system of reasoning than TNT, 
we will have beaten the circularity objection! Think of the way a heavy rope 
is passed between ships (or so I read when I was a kid): hrst a light arrow is 
tired across the gap. pulling behind it a thin rope. Once a connection has 
been established between the two ships this way, then the heavy rope can be 
pulled across the gap. If we can use a "light" system to show that a "heavy" 
system is consistent, then we shall have really accomplished something. 

Now on hrst sight one might think there is a thin rope. Our goal is to 
prove that TNT has a certain typographical property (consistency): that no 
theorems of the form x and - x ever occur. This is similar to trying to show 
that MU is not a theorem of the Ml U-system. Both are statements about 
typog;raphical properties of symbol-manipulation systems. The visions of a 
thin rope are based on the presumption thatfacts about number theory won't be 
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nf't'dt'd in proving that such a typographical property holds. In other words, 
if properties of integers are not used-or if onl\' a few extremely simple 
ones are used-then we could achieve the goal of proving TNT consistent, 
by using means which are weaker than its own internal mo~es of reasoning. 

This is the hope which was held by an important scho<>l of mathemati
cians and logicians in the early part of this century, led by David Hilbert. 
The goal was to prove the consistency of formalizations of number theory 
similar to TNT by employing a very restricted set of principles of reasoning 
called "finitistic" methods of reasoning. These would be the thin rope. 
Included among hnitistic methods are all of propositional reasoning, as 
embodied in the Propositional Calculus, and additionally some kinds of 
numerical reasoning. But GC>del's work showed that any effort to pull the 
heavy rope of TNT's consistency across the gap by using the thin rope of 
hnitistic methods is doomed to failure. Gt>del showed that in order to pull 
the heavy rope across the gap, you can't use a lighter rope; there just isn't a 
strong enough one. Less metaphorically, we can say: Any .\}stem that is strong 
mough to provt' TNT\ consi1tmcy is at lt'ast as .1trong as TNT itself. And so 
circularity is inevitable. 
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The Tortoisr and A chilli's havf' ju.it hf't'n to hf'ar a lt'cturt' on thf' origins of 
the Gmf'tic Codi', and arr now drinking somt' tf'a at Achilld homt'. 

Achilles: I have something terrible to confess, Mr. T. 
Tortoise: What is it, Achilles? 

Achilles: Despite the fascinating subject matter of that lecture, I drifted off 
to sleep a time or two. But in my drowsy state, I still was semi-aware of 
the words coming into my ears. One strange image that floated up 
from my lower levels was that 'A' and 'T', instead of standing for 
"adenine" and "thymine", stood for my name and yours-and that 
double-strands of DNA had tiny copies of me and you along their 
backbones, always paired up, just as adenine and thymine always are. 
Isn't that a strange symbolic image? 

Tortoise: Phooey! Who believes in that silly kind of stuff? Anyway, what 
about 'C' and 'G'? 

Achilles: Well, I suppose 'C' could stand for Mr. Crab, instead of for 
cytosine. I'm not sure about 'G', but I'm sure one could think of 
something. Anyway, it was amusing to imagine my DNA being filled 
with minuscule copies of you-as well as tiny copies of myself, for that 
matter. Just think of the infinite regress THAT leads. to! 

Tortoise: I can see you were not paying too much attention to the lecture. 
Achilles: No, you're wrong. I was doing my best, only I had a hard time 

keeping fancy separated from fact. After all, it is such a strange 
netherworld that those molecular biologists are exploring. 

Tortoise: How do you mean? 

Achilles: Molecular biology is filled with peculiar convoluted loops which I 
can't quite understand, such as the way that folded prote;ins, which are 
coded for in DNA, can loop back and manipulate the DNA which they 
came from, possibly even destroying it. Such strange loops always 
confuse the daylights out of me. They're eerie, in a way. 

Tortoise: I find them quite appealing. 
Achilles: You would, of course-they're just down your alley. But as for 

me, sometimes I like to retreat from all this analytic thought and just 
meditate a little, as an antidote. It clears my mind of all those confusing 
loops and incredible complexities which we were hearing about to
night. 

Tortoise:. Fancy that. I wouldn't have guessed that you were a meditator. 
Achilles: Did I never tell you that I am studying Zen Buddhism? 
Tortoise: Heavens, how did you come upon that? 
Achilles: I have always had a yen for the yin and yang, you know-the 
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whole Oriental mysticism trip, with the I Ching, gurus, and whatnot. So 
one day I'm thinking to myself, "Why not Zen too?" And that's how it 
all began. 

Tortoi1e: Oh, splendid. Then perhaps I can finally become enlightened. 
Achilles: Whoa, now. Enlightenment is not the first step on the road to 

Zen; if anything, it's the last one! Enlightenment is not for novices like 
you, Mr. T! 

Tortoiie: I see we have had a misunderstanding. By "enlightenment", I 
hardly meant something so weighty as is meant in Zen. All I meant is 
that I can perhaps become enlightened as to what Zen is all about. 

Achilles: For Pete's sake, why didn't you say so? Well, I'd be only too happy 
to tell you what I know of Zen. Perhaps you might even be tempted to 
become a student of it, like me. 

Tortoi1e: Well, nothing's impossible. 

Achilles: You could study with me under my master, Okanisama-the 
seventh patriarch. 

Tortoi1e: Now what in the world does that mean? 
Achilles: You have ~o know the history of Zen to understand that. 
Tortoi1e: Would you tell me a little of the history of Zen, then? 
Achilles: An excellent idea. Zen is a kind of Buddhism which was founded 

by a monk named Bodhidharma, who left India and went to China 
around the sixth century. Bodhidharma was the first patriarch. The 
sixth one was Eno. (I've finally got it straight now!) 

Tortoi1e: The sixth patriarch was Zeno, eh? I find it strange that he, of all 
people, would get mixed up in this business. 

Achilles: I daresay you underestimate the value of Zen. Listen just a little 
more, and maybe you'll come to appreciate it. As I was saying, about 
five hundred years later, Zen was brought to Japan, and it took hold 
very well there. Since that time it has been one o( the principal reli
gions in Japan. 

Tortoise: Who is this Okanisama, the "seventh patriarch"? 
Achilles: He is my master, and his teachings descend directly from thme of 

the sixth patriarch. He has taught me that reality is one, immutable, 
and unchanging; all plurality, change, and motion are mere illusions 
of the senses. 

Tortoise: Sure enough, that's Zeno, a mile away. But how ever did he come 
to be tangled up in Zen? Poor fellow! 

Achilles: Whaaat? I wouldn't put it that way. If ANYONE is tangled up: it's 
. . . But that's another matter. Anyway, I don't know the answer to 
your question. Instead, let me tell you something of the teachings of 
my master. I have learned that in Zen, one seeks enlightenment, or 
SATORI-the state of"No-mind''. In this state, one does not think about 
the world-one just IS. I have also learned that a student of Zen is not 
supposed to "attach" to any object or thought or person-which is to 
say, he must not believe in, or depend on, any absolute-not even this 
philosophy of nonattachment. 
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Tortoise: Hmm ... Now THERE'S something I could like about Zen. 
Achilles: I had a hunch vou'd get attached to it. 

Tortoise: But tell me: if Zen rejects intellectual artivit\', does It make sense 
to intellectualize about Zen, to study it rigorousl\'? 

Achilles: That matter has troubled me quite a bit. But .I think I han· ti nail\' 
worked out an answer. It seems to me that you may begin approadiing 
Zen through any path you know-even if it is completely antithetil-al to 
Zen. As you approach it, you gradually learn to stray from that path. 
The more you stray from the path, the closer you get to Zen. 

Tortoise: Oh, it all begins to sound so clear now. 

Achilles: My favorite path to Zen is through the short, fas<·inating, and 
weird Zen parables called "k6ans". 

Tortoise: What is a koan? 

Achilles: A koan is a story about Zen masters and their students. Some
times it is like a riddle; other times like a fable; and other times like 
nothing you've ever heard before. 

Tortoise: Sounds rather intriguing. Would you say that to read and enjoy 
koans is to practice Zen? · 

Achilles: I doubt it. However, in my opinion, a delight in k(1ans comes a 
million times closer to real Zen than reading volume after volume 
about Zen, written in heavy philosophical jargon. 

Tortoise: I would like to hear a k6an or two. 

Achilles: And I would like to tell you one-or a few. Perhaps I should 
begin with the most famous one of all. Many centuries ago, there was a 
Zen master namedjoshu, who lived to be 119 years.ol<I. 

Tortoise: A mere youngster! 

Achilles: By your standards, yes. Now one day while J6shu and another 
monk were standing together in the monastery, a dog wandered by. 
The monk asked j6shii, "Does a dog have Buddha-nature, or not?" 

Tortoise: Whatever that is. So tell me-what did Joshu reply? 
Achilles: 'MU'. 

Tortoise: 'MU'? What is this 'MU'? What about the dog? What about 
Buddha-nature? What's the answer? 

Achilles: Oh, but 'MU' is Joshu's answer. By saying 'MU', Joshu let the 
other monk know that only by not asking such questions can one know 
the answer to them. 

Tortoise: Joshu "unasked" the question. 
Achilles: Exactly! 

Tortoise: 'MU' sounds like a handy thing to have around. I'd like to unask 
a question or two, sometimes.•I guess I'm beginning to get the hang of 
Zen. Do you know any other koans, Achilles? I would like to hear some 
more. 

Achilles: My pleasure. I can tell you a pair of koans which go together. 
Only ... 

Tortoise: What's the matter? 
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Achille.~: Well, there is one problem. Although both are widely told k6ans, 
my master has cautioned me that only one of them is genuine. And 
what is more, he does not know which one is genuine, and which one is 
a fraud. 

Tortoi1f': Crazy! Why don't you tell them both to me and we can speculate 
to our hearts' content! 

Achillf's: All right. One of the alleged koans goes like this: 

A monk asked Baso: "What is Buddha?" 
Baso said: "This mind is Buddha." 

Tortoi~f': Hmm ... "This mind is Buddha"? Sometimes I don't quite 
understand what these Zen people are getting at. 

Achillf'.1: You might prefer the other alleged koan then. 
Tortoiie: How does it run? 
Achilles: Like this: 

A monk asked Baso: "Whal is Buddha?'" 
Baso said: "'This mind is nol Buddha.'" 

Tortoi1f': My, my! If my shell isn't green and not green! I like that! 
A chilli's: Now, Mr. T-you're not supposed to just "like" koans. 
Tortoi1f': Very well, then-I don't like it. 
Achille.\: That's better. Now as I was saying, my master believes only one of 

the two is genuine. 
Tortoi1f': I can't imagine what led him to such a belief. But anyway, I 

suppose it's all academic, since there's no way to know if a koan is 
genuine or phony. 

Achillf'.1: Oh, but there you are mistaken. My master has shown us how to 
do it. 

T01toi1f': ls that so? A decision procedure for genuineness of koans? I 
should very much like to hear about THAT. 

Achillt's: It is a fairly complex ritual, involving two stages. In the first stage, 
you must TRANSLATE the koan in question into a piece of string, folded 
all around in three dimensions. 

Tortoi~f': That"s a curious thing to do. And what is the second stage? 
Achillf's: Oh, that's easy-all you need to do is determine whether the 

string has Buddha-nature, or not! If it does, then the koan is 
genuine-if not, the koan is a fraud. 

Tortoi1f': Hmm ... It sounds as if all you've done is transfer the need-for a 
decision procedure to another domain. Now it's a decision procedure 
for Buddha-nature that you need. What ~ext? After all, if you can't 
even tell whether a DOG has Buddha-nature or not, how can you expect 
to do so for every possible folded string? 

Achilles: Well, my master explained to me that shifting between domains 
can help. It's like switching your point of view. Things sometimes look 
complicated from one angle, but simple froin another. He gave the 
example of an orchard, in which from one direction no order is 
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FIGURE 45. La Mezquita, by M. C. Escher (blade and white cha/le, 1936). 

apparent, but from special angles, beautiful regularity emerges. 
You've reordered the same information by changing your way of 
looking at it. 

Tortoise: I see. So perhaps the genuineness of a koan is concealed some
how very deeply inside it, but if you translate it into a string it manages 
in some way to Hoat to the surface? 

Achilles: That's what my master has discovered. 
Tortoise: Then I would very much like to learn about the technique. But 

first, tell me: how can you turn a koan (a sequence of words) into a 
folded string (a three-dimensional object)? They are rather different 
kinds of entities. 

Achilles: That is one of the most mysterious things I have learned in Zen. 
There are two steps: "transcription" and "translation". TRANSCRIBING 
a koan involves writing it in ·a phonetic alphabet, which contains only 
four geometric symbols. This phonetic rendition pf the k6an is called 
the MESSENGER. 

Tortoise: What do the gt;ometric symbols look like? 
Achilles: They are made of hexagons and pentagons. Here is what they 
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look like (pie/cs up a nearby naplcin, and draws for tlu Tortoise these four 
Jigum): 

oococo 
Tortoise: They are mysterious-looking. 
Achilles:. Only to the uninitiated. Now once you have made the messenger, 

you rub your hands in some ribo, and-
Tortoise: Some ribo? Is that a kind of ritual anointment? 
Achilles: Not exactly. It is a special sticky preparation which makes the 

string hold its shape, when folded up. 
Tortoise: What is it made of? 
Achilles: I .don't know, exactly. But it feels sort of gluey, and it works 

exceedingly well. Anyway, once you have some ribo on your hands, 
you ~an :rRANSLATE t~e sequence of symbols in the messenger into 
certain kmds of folds m the string. It's as simple as that. 

Tortoise: Hold on! Not so fast! How do you do that? 
Achilles: You begin with the string entirely straight. Then you go to one 

end and start making folds of various types, according to the geometric 
symbols in the messenger. 

Tortoise: So each of those geometric symbols stands for a different way to 
curl the string up? 

Achilles: Not in isolation. You take them three at a time, instead of one at a 
time. You begin at one end of the string, and one end of the mes
senger. What to do with the first inch of the string is determined by the 
first three geometric symbols. The next three symbols tell you how to 
fol~ the seco.nd inch of string. And so you inch your way along the 
stnng and s1multaneously along the messenger, folding each little 
segment of str.ing until y~u have exhausted the messenger. If you have 
properly applied some nbo, the string will keep its folded shape, and 
what you thereby produce is the translation of the koan into a string. 

Tortoise: The procedure has a certain elegance to it. You must get some 
wild-looking strings that way. 

Achilles: That's for sure. The longer koans translate into quite bizarre 
sh,1pes. - -

Tortoise: I can imagine. But in order to carry out the translation of the 
messenger into the string, you need to know what kind of fold each 
triplet o~ geometric symbols in the messenger stands for. How do you 
know this? Do you have a dictionary? 

Achille~: Yes-there is a venerated book which lists the "Geometric Code". 
II you don't have a copy of this book, of course, you can't translate a 
koan into a string. 
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Tortoise: Evidently not. What is the origin of the Geometric Code? 
Achilles: It came from an ancient master known as "Great Tutor" who nl\' 

master says is the only one e\·er to attain the Enlighten~1ent 'Yond 
Enlightenment. 

Tortoise: Good gravy! As if one level of the stuff weren't enough. But then 
there are gluttons of every sort-why not gluttons for enlightenment? 

Achilles: Do you suppose that "Enlightenment 'Yond Enlightenment" 
stands for "EYE"? 

Tortoise: In my opinion. it's rather doubtful that it stands for you, Ad1illes. 
More likely, it stands for "Meta-Enlightenment"-"ME", that is. 

Achilles: For you? Why would it stand for you? You haven't e\·en reached 
the FIRST stage of enlightenment, let alone the-

Tortoise: You never know, Achilles. Perhaps those who have learned the 
lowdown on enlightenment return to their state before enlightenmem. 
I've always held that "twice enlightened is unenlightened." But let's get 
back to the Grand Tortue-uh, I mean the Great Tutor. 

Achilles: Little is known of him, except that he also invented the Art of Zen 
Strings. 

Tortoise: What is that? 
Achilles: It is an art on which the decision procedure for Buddha-nature is 

based. I shall tell you about it. 
Tortoise: I would be fascinated. There is so much for novices like me to 

absorb! 
Achilles: There is even reputed to be a koan which tells how the Art of Zen 

Strings began. But 1rnfortunately, all this has long since· been lost in the 
sands of time, and is no doubt gone forever. Which may be just as well, 
for otherwise there would be imitators who would take on the master's 
name, and copy him in other ways. 

Tortoise: But wouldn't it be a good thing if all students of Zen copied that 
most enlightened master of all, the Great Tutor? 

Achilles: Let me tell you a koan about an imitator. 

Zen mas1er Gu1ei raised his finger whene,·er he was asked a ques1ion 
abou1 Zen. A young novice began lO imi1a1e him in 1his way. When Gu1ei 
was wld aboul 1he novice's imiiation, he sem for him and asked him if ii 
were 1rue. The no\'ice admiued ii was so. Gu1ei asked him if he under
stood. In reply the nO\'ice held up his index finger. Gu1ei prompdy cul ii 
off. The no\'ice ran from the room, howling in pain. As he reached 1he 
1hreshold, Gu1ei called, "Boy!" When 1he no\'ice mrned, Gu1ei raised his 
index finger. At 1hat ins1am 1he novice was enligh1ened. 

1 Tortoise: Well, what do you knofv! Just when I thought Zen was all about 
Joshfi and his shenanigans, now I find out that Gutei is in on the 
merriment too. He seems to have quite a sense of humor. 

Achilles: That koan is very serious. I don't know how you got the idea that 
it is humorous. 

Tortoise: Perhaps Zen is instructive because it is humorous. I would guess 
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that if you took all such stories entirely seriously, you would miss the 
point as often as you would get it. 

Achilles: Maybe there's something to your Tortoise-Zen. 
Tortoise: Can you answer just one question for me? I would like to know 

this: Why did Bodhidharma come from India into China? 
Achilles: Oho! Shall I tell you whatjoshii said when he was asked that very 

question? 
Tortoise: Please do. 
Achilles: He replied, "That oak tree in the garden." 
Tortoise: Of course; that's just what I would have said. Except that I would 

have said it in answer to a different question-namely, "Where can I 
find some shade from the midday sun?" 

Achilles: Without knowing it, you have inadvertently hit upon one of the 
basic questions of all Zen. That question, innocent though it sounds, 
actually means, "What is the basic principle of Zen?" 

Tortoise: How extraordinary. I hadn't the slightest idea that the central 
aim of Zen was to find some shade. 

Achilles: Oh, no-you've misunderstood me entirely. I wasn't referring to 
THAT question. I meant your question .toout why Bodhidharma came 
from India into China. 

Tortoise: I see. Well, I had no idea that I was getting into such deep waters. 
But let's come back to this curious mapping. I gather that any koan can 
be turned into a folded string by following the method you outlined. 
Now what about the reverse process? Can any folded string be read in 
such a way as to yield a koan? 

Achilles: Well, in a way. However ... 
Tortoise: What's wrong? 
Achilles: You're just not supposed to do it that way 'round. It would violate 

the Central Dogma of Zen strings, you see, which is -contained in this 
picture (picks up a napkin and draws): 

koan ~ messenger ~ folded string 
transcription translation 

You're not supposed to go against the arrows-especially not the 
second one. 

Tortoise: Tell me. does this Dogma have Buddha-nature, or not? Come to 
think of it, I think I'll unask the question. Is that all right? 

Achilles: I am glad you unasked the question. But-I'll let you in on a 
secret. Promise you won't tell anyone? 

Tortoise: Tortoise's honor. 
Achilles.' Well, once in a while, I actually do go against the arrows. I get 

sort of an illicit thrill out of it, I guess. 
Tortoise: Why, Achilles! I had no idea you would do something so irrever

ent! 
Achilles: I've never confessed it to anyone before-not even Okanisama. 
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Tortoise: So tell me, what happens when you go against the arrows in the 
Central Dogma? Does that mean you begin with a string and make a 
koan? 

Achilles: Sometimes-but some weirder things can happen. 
Tortoise: Weirder than producing koans? 
Achilles: Yes ... When you untranslate and untranscribe, you get SOME· 

THING, but not always a koan. Some strings, when read out loud this 
way, only give nonsense. 

Tortoise: Isn't that just another name for k0ans? 
Achilles: You dearly don't have the true spirit of Zen yet. 
Tortoise: Do you always get stories, at least? 
Achilles: Not always-sometimes you get nonsense syllables. other times 

you get ungrammatical sentences. But once in a while you get what 
seems to be a koan. 

Tortoise: It only SEEMS to be one? 
Achilles: Well, it might be fraudulent, you see. 
Tortoise: Oh, of course. 
Achilles: I call those strings which yield apparent kf>ans "well-formed" 

strings. 
Tortoise: Why don't you tell me about the decision procedure which allows 

you to distinguish phony k<>ans from the genuine article? 
Achilles: That's what I was heading towards. Given the kl->an, or non-kl->an. 

as the case may be. the first thing is to translate it into the three
dimensional string. All that's left is to find out if the string has 
Buddha-nature or not. 

Tortoise: But how do you do THAT? 
Achilles: Well. my master has said that the Great Tutor was able, by just 

glancing at a string, to tell if it had Buddha-nature or not. 
Tortoise: But what if you have not reached the stage of the Enlightenment 

'Yond Enlightenment? Is there no other way to tell if a string has 
Buddha-nature? 

Achilles: Yes, there is. And this is where the Art of Zen Strings comes in. It 
is a technique for making innumerably many strings, all of which have 
Buddha-nature. 

Tortoise: You don't say! And is there a corresponding way of making 
strings which Do!'ll'T have Buddha-nature? 

Achilles: Why would you want to do that? 
Tortoise: Oh, I just thought it might be useful. 
Achilles: You have the strangest taste. Imagine! Being more interested in 

things that DON'T have Budl.'lha-nature than things that DO! 
Tortoise: Just chalk it up to my unenlightened state. But go on. Tell me 

how to make a string which DOES have Buddha-nature. 
Achilles: Well, you must begin by draping a loop of string over your hands 

in one of five legal starting positions, such as this one ... (Picks up a 
string and drapes it in a simple loop between a finger on each hand.) 
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Tortoise: What are the other four legal starting positions? 
Achilles: Each one is a position considered to be a SELF-EVIDENT manner 

of ~i.cking up a string. Even novices often pic'k up strings in those 
pos1tmns. And these five strings all have Buddha-nature. 

Tortoise: Of course. 
Achilles: Then there are some String Manipulation Rules, by which you 

can make more complex string figures. ln particular, you are allowed 
to modify your string by doing certain basic motions of the hands. For 
instance, you can reach across like this-and pull like this-and twist 
like this. With each operation you are changing the overall configura
tion of the string draped over your hands. 

Tortoise: Why, it looks just like making cat's-cradles and such string 
figures! 

Achilles: That's right. Now as you watch, you'll see that some of these rules 
make the string more complex; some simplify it. But whichever way 
yo~ go, as long as you follow the String Manipulation Rules, every 
stnng you produce will have Buddha-nature. 

Tort~ise.: Th~t is truly marvelous. Now what about the koan concealed 
. ms1de this string you've just made? Would it be genuine? 

Achilles: Why, according to what I've learned, it must. Since I made it 
according to the Rules, and began in one of the five self-evident 
positions, the string must ~ave Buddha-nature, and consequently it 
must correspond to a genume koan. 

Tortoise: Do you know what the koan is? 
Achilles: Are you asking me to violate the Central Dogma? Oh, you 

naughty fellow! 

(And U:ith furr_owed brow ~nd code book in hand, Achilles points along the 
string inch by inch'. recording each fold by a triplet of geometric symbols of 
the strange phonetic alphabet for kOans, until he has nearly. a napkinf ul.) 

Done! 
Tortoise: Terrific. Now let's hear it. 
Achilles: All right. 

A •raveling monk as~ed ~n old woman 1he road to Taizan, a popular 
temple supposed 10 give wisdom w 1he one who worships there. The old 
woman said:. "Go s1raight ahead." After 1he monk had proceeded a few 
s1eps. ~he s~1d lO herself. "He also is a common church-goer. .. Someone 
!<~Id 1h1s mc1~em to Joshu. who said: "Wai1 umil I investiga1e." The nexr · 
da~ he "em and asked 1he same question, and 1he old woman gave the 
same answer. Joshl"1 remarked: "I have investigated 1ha1 old woman:· 

Tortoise: Why. with his flair for investigations, it's a shame that Joshii 
nev~r was hired by the FBI. Now tell me-what you did, I could also 
do, if I followed the Rules from the Art of Zen Strings, right? 

Achilles: Right. 

Tortoise: Now would I have to perform the operations in just the same 
ORDER as you did? 
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Achilles: No, any old order will do. 
Tortoise: Of course, then I would get a different string. and rnnse4uenth 

a different koan. Now would I ha\·e to perform the same ·:>o;t·~rnrR of 
steps as you did? 

Achilles: By no means. Any number of steps is fine. 
Tortoise: Well, then there are an infinite number of strings with Buddha

nature-and consequently an infinite number of genuine k1-><111s! How 
do you know there is any string which CA:>o;"T be made by your Rules? 

Achilles: Oh, yes-back to things whid1 lack Buddha-nature. It just so 
happens that once you know how to make strings WITH Buddha
nature, you can also make strings WITUOl"T Buddha-nature. That is 
something which my master drilled into me right at the beginning. 

Tortoise: Wonderful! How does it work? 
Achilles: Easy. Here, for example-1"11 make a string which lacks 

Buddha-nature ... 

(He picks up the string out of which the preceding kOan was "pulled", mid 
ties a little teeny knot at one end of it, pulling it tight with his thumb and 
forefinger.) 

This is it-no Buddha-nature here. 
Tortoise: Very illuminating. All it takes is adding a knot? How do you 

know that the new string lacks Buddha-nature? 
Achilles: Because of this fundamental property of Buddha-nature: when 

two well-formed strings are identical but for a knot at one end, then 
only O~E of them can have Buddha-nature. It's a rule of thumb which 
my master taught me. 

Tortoise: I'm just wondering about something. Are there some strings with 
Buddha-nature which you CA:>o;"r reach by following the Rules of Zen 
Strings, no matter in what order? 

Achilles: I hate to admit it, but I am a little confused on this point myself. 
At first my master gave the strongest impression that Buddha-nature 
in a string was DEFINED by starting in one of the five legal starting 
positions, and then developing the string according to the allowed 
Rules. But then later, he said something about somebody-or-other's 
"Theorem". I never got it straight. Maybe I even misheard what he 
said. But whatever he said, it put some doubt in my mind as to whether 
this method hits ALL strings with Buddha-nature. To the best of my 
knowledge, at least, it does. But Buddha-nature is a pretty elusive 
thing, you know. 

Tortoise: I gathered as much, from Joshii's 'MU'. I wonder ... 
Achilles: What is it? 
Tortoise: I was just wondering about those two koans-1 mean the koan 

and its un-koan-the ones which say "This mind is Buddha" and "This 
mind is not Buddha"-what do they look like, when turned into strings 
via the Geometric Code? 

Achilles: I'd be glad to show you. 
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(He writt>.1 down the phonetic transcriptiom, and then pulls from his pocket 
a couple of piece.1 of string, which he carefully folds inch by inch, following 
the triplet1 of .1ymbol1 written in the strange alphabet. Then he places the 
Ji ni1hed string.1 .1ide by side.) 

You see, here is the difference. 
Tortoi11': They are very similar, indeed. Why, I do believe there is only one 

difference between them: it's that one of them has a little knot on its 
end! 

Achille.1: By Joshu, you're right. 
Tortoi1e: Aha! Now I understand why your master is suspicious. 
Achille.1: You do? 
Tortoi.1e: According to your rule of thumb, AT ~OST ONE of such a pair can 

have Buddha-nature, so you know right away that one of the koans 
must he phony. 

Achille.1: But that doesn't tell which one is phony. I've worked, and so has 
my master, at trying to produce these two strings by following the 
String Manipulation Rules, but to no avail. Neither one ever turns up. 
It's quite frustrating. Sometimes you begin to wonder ... 

Tortoi.1e: You mean, to wonder if either one has Buddha-nature? Perhaps 
neither of them has Buddha-nature-and neither koan is genuine! 

Achille.1: I never carried my thoughts as far as that-but you're right-it's 
possible, I guess. But I think you should not ask so many questiens 
about Buddha-nature. The Zen master Mumon always warned his 
pupils of the danger of too many questions. 

Tortoi.1e: All right-no more questions. Instead, I have a sort of hankering 
to make a string myself. It would be amusing to see if what I come up 
with is well-formed or not. 

Achille.1: That could be interesting. Here's a piece of string. (He passes one 
to the Tortoise.) 

Tortoise: Now you realize that I don't have the slightest' idea what to do. 
We'll just have to take potluck with my awkward production, which will 
follow no rules and will probably wind up being completely unde
cipherable. (Grasps the loop between his feet and, with a few simple manipula
tions, creates a complex string which he proffers wordlessly to Achilles. At that 
moment, Achilles' face lights up.) 

Achilles: Jeepers creepers! I'll have to try out your method myself. I have 
never seen a string like this! 

Tortoise: I hope it is well-formed. 
Achilles: I see it's got a knot at one end. 
Tortoi.1e: 

it. 
Oh-just a moment! May I have it back? I want to do one thing to 

Achilles: Why, certainly. Here you are. 
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(Hands it back to the Tortoise, who ties another knot at the same end. Then 
the Tortoi.1e gives a sharp tug, and suddenly both knot\ disappear!) 
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Achilles: What happened? 
Tortoise: I wanted to get rid of that knot. 
Achille~: But instead of untying it, you tied another one, and ·then BOTH 

disappeared! Where did they go? 
Tortoise: Tumbolia, of course. That's the Law of Double Nodulation. 

(Suddenly, the two knot\ reappear from out of nowhere~hat is to sa.v, 
Tumbolia.) 

Achilles: Amazing. They must lie in a fairly arcessible layer of Tumbolia if 
they can pop into it and out of it so easily. Or is all of Tumbolia e4ually 
inaccessible? 

Tortoise:· I couldn't say. However, it does occur to me that burning the 
stnng would make it quite improbable for the knots to come back. In 
such a case .. you could think of them as being trapped in a deeper layer 
of Tumboha. Perhaps there are layers and layers of Tumbolia. But 
th~t's neither ~ere nor there. What I would like to know is how my 
stnng sounds, 1f you turn it back into phonetic symbols. (As he hands it 
back, once again, the knot\ pop into oblivion.) 

Achilles: I always feel so guilty about violating the Central Dogma ... 
(Takes out his pen and code book, and carefully jotl down the many symbol
triplet.s which correspond to the cunry involutions of the Tortoise's string; and 
when he is .finished, he clears his voice.) Ahem. Are you ready to hear what 
you have wrought? 

Tortoise: I'm willing if you're willing. 
Achilles: All right. It goes like this: 

A certain monk had a habit of pestering the Grand Tortue (.the onlv one 
who had ever reached the Enlightenment 'Yond Enlightenmeni), by 
a.skmg wheth~r 1·a1~ious objec.1s had Buddha-nature or not. To such ques
tions Tortue mvanably sat silent. The monk had already asked about a 
bean,~ lake, and a moonlit night. One day, he brought to Tonue a piece 
of stnng, and asked the same question. In reply, the Grand Tonue 
grasped the loop between his feet and-

Tortoise: Between his feet? How odd! 
Achilles: Why should YOV find that odd? 
Tortoise: Well, ah ... you've got a point there. But please go on! 
Achilles: All right. 

The Grand Tortue grasped the loop between his fee1 and, wi1h a few 
simple manipulations, created a complex siring which he proffered 
wordlessly to 1he monk. At 1hat moment, the monk was enligh1ened. 

Tortoise: I'd rather be twice-enlightened, personally. 
Achilles: Then it tells how to malte the Grand Tortue's string, if you begin 

with a string draped over your feet. I'll skip those boring details. It 
concludes this way: 

From th.en on, the monk did not bother Tortue. lns1ead, he made string 
after stnng by Tortue's method; and he passed the method on to his own 
disciples, who passed ii on to theirs. 
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Tortoise: Quite a yarn. It's hard to believe it was really hidden inside my 
string. 

Achilles: Yet it was. Astonishingly, you seem to have created a well-formed 
string right off the bat. 

Tortoise: But what did the Grand Tortue's string look like? That's the 
main point of this koon, I'd suppose. 

Achilles: I doubt it. One shouldn't "attach" to small details like that inside 
koons. It's the spirit of the whole koon that counts, not little parts of it. 
Say, do you know what I just realized? I think, crazy though it sounds, 
that you may have hit upon that long-lost koon which describes the 
very origin of the Art of Zen Strings! 

Tortoise: Oh, that would almost be too good to have Buddha-nature. 
Achilles: But that means that the great master-the only one who ever 

reached the mystical state of the Enlightenment 'Yond 
Enlightenment-was named "Tortue", not "Tutor". What a droll 
name! 

Tortoise: I don't agree. I think it's a handsome name. I still want to know 
how Tortue's string looked. Can you possibly recreate it from the 
description given in the koan? 

Achilles: I could try ... Of course, I'll have to use my feet, too, since it's 
described in terms of foot motions. That's pretty unusual. But I think I 
can manage it. Let me give it a go. (He picks up the koan and a piece of 
string, and for a few minutes twists and bends the string in arcane ways until he 
has the .finished product.) Well, here it is. Odd, how familiar it looks. 

Tortoise: Yes, isn't that so? I wonder where I saw it before? 
Achilles: I know! Why, this is YOVR string, Mr. T! Or is it? 
Tortoi5e: Certainly not. 
Achilles: Of course not-it's the string which you first handed to me, 

before you took it back to tie an extra knot in it. 
Tortoise: Oh, yes-indeed it is. Fancy that. I wonder what that implies. 
Achilles: It's strange, to say the least. 

Tortoise: Do you suppose my koan is genuine? 
Achilles: Wait just a moment ... 
Tortoise: Or that my string has Buddha-nature? 

Achilles: Something about your string is beginning to trouble me, Mr. 
Tortoise. 

Tortoise (looking most pleased with himself and paying no atteIJtjon to 

Achilles): And what about Tortue's string? Does it have Buddha
nature? There are a host of questions to ask! 

Achilles: I would be scared to ask such questions, Mr. T. There is some
thing mighty funny going on here, and I'm not sure I like it. 

Tortoise: I'm sorry to hear it. I can't imagine what's troubling you. 
Achilles: Well, the best way I know to explain it is to quote the words of 

another old Zen master, Ky0gen. Kyogen said: 
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Zen is like a man hanging in a tree by his teeth o\·er a preripin'. His hands 
grasp no branch, his feet rest on no limb. and under the tree another 
person asks him: "Why did Bodhidharma rome to China from India?" If 
the man in the tree does not answer, he fails; ;111d if he does answer, he 
falls and loses his life. Now whal shall he do? 

Tortoise: That's clear; he should give up Zen, and take up molecular 
biology. 
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CHAPTER IX 

Mumon and Godel 

What Is Zen? 

I'M NOT s v RE I know what Zen is. In a way, I think I understand it very 
well; but in a way, I also think I can never understand it at all. Ever since my 
freshman English teacher in college read Joshu's MU out loud to our class, 
I have struggled with Zen aspects of life, and probably I will never cease 
doing so. To me, Zen is intellectual quicksand-anarchy, darkness, 
meaninglessness, chaos. It is tantalizing and infuriating. And yet it is 
humorous, refreshing, enticing. Zen has its own special kind of meaning, 
brightness, and clarity. I hope that in this Chapter, I can get some of this 
cluster of reactions across to you. And then, strange though it may seem, 
that will lead us directly to Godelian matters. 

One of the basic tenets of Zen Buddhism is that there is no way to 
characterize what Zen is. No matter what verbal space you try to enclose 
Zen in, it resists, and spills over. It might seem, then, that all efforts to 
explain Zen are complete wastes of time. But that is not the attitude of Zen 
masters and students. For instance, Zen koans are a central part of Zen 
study, verbal though they are. Koans are supposed to be "triggers" which, 
though they do not contain enough information in themselves to impart 
enlightenment, may possibly be sufficient to unlock the mechanisms inside 
one's mind that lead to enlightenment. But in general, the Zen attitude is 
that words and truth are incompatible, or at least that no words can capture 
truth. 

Zen Master Mumon 

Possibly in order to point this out in an extreme way, the monk Mumon 
("No-gate"), in the thirteenth century, compiled forty-eight koans, Jo_llow
ing each with a commentary and a small "poem". This work is called "The 
Gate less Gate" or the Mumonkan ("No-gate barrier"). It is interesting to note 
that the lives of Mumon and Fibonacci coincided almost exactly: Mumon 
living from 1183 to 1260 in China, Fibonacci from 1180 to 1250 in Italy. To 
those who would look to the Mumonkan in hopes of making sense of, or 
"understanding", the koans, the Mumonkan may come as a rude shock, for 
the comments and poems are entirely as opaque as the koans which they 
are supposed to clarify. Take this, for example:' -
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Koan: 

Hogen of Seiryo monastery was about to lecture before dinner when he 
noticed that the bamboo screen, lowered for meditation, had not been rolled 
up. He pointed to it. Two monks arose wordlessly from the audience and 
rolled it up. Ht>gen, observing the physical moment, said, "The state of the 
first monk is good, not that of the second." 

Mumon's Commentary: 

I want lO ask you: which of those two monks gained and which lost? If any of 
you has one eye, he will see the failure on the teacher's part. However, I am 
not discussing gain and loss. 

Mumon's Poem: 

When the screen is rolled up the great sky opens, 
Yet the sky is not attuned to Zen. 
It is best to forget the great sky 
And to retire from every wind. 

Or then again, there is this one: 2 

Kaan: 

Goso said: "When a buffalo goes out of his enclosure to the edge of the abyss, 
his horns and his head and his hoofs all pass through, but why can't the tail 
also pass?" 

Mumon's Commentary: 

If anyone can open one eye at this point and say a word of Zen, he is qualified 
to repay the four gratifications, and, not only that, he can save all sentient 
beings under him. But if he cannot say such a word of Zen, he should turn 
back to his tail. 

Mumon's Poem: 

If the buffalo runs, he will fall into the trench; 
If he returns, he will be butchered. 
That little tail 
Is a very strange thing. 

I think you will have to admit that Mumon does not exactly clear everything 
up. One might say that the metalanguage (in which Mumon writes) is not 
very different from the object language (the language of the koan). Accord
ing to some, Mumon's comments are intentionally idiotic, perhaps meant to 
show how useless it is to spend one's time in chattering about Zen~How
ever, Mumon's comments can be taken on more than one level. For in
stance, consider this: 3 

Koan: 

A monk asked Nansen: "Is there a teaching no master ever taught before?" 
Nansen said: "Yes, there is." 
"What is it?" asked the monk. 

Nansen replied: "It is not mind, it is not Buddha, it is not things." 
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Mumon's Commentary: 

Old Nansen gave away his treasure-words. He must have been greatly upset. 

Mumon's Poem: 

Nansen was too kind and lost his treasure. 
Truly, words have no power. 
Even though the mountain becomes the sea, 
Words cannot open another's mind. 

In this poem Mumon seems to be saying something very central to Zen, and 
not making idiotic statements. Curiously, however, the poem is self
referential, and thus it is a comment not only on Nansen's words, but also 
on its own ineffectiveness. This type of paradox is quite characteristic of 
Zen. It is an attempt to "break the mind of logic". You see this paradoxical 
quality in the koan, as well. Cont:erning Mumon's commentary, do you 
think that Nansen was really so sure of his answer? Or did the "correctness" 
of his answer matter at all? Or does correctness play any role in Zen? What 
is the difference between correctness and truth, or is there any? What if 
Nansen had said, "No, there is not any such teaching"? Would it have made 
any difference? Would his remark have been immortalized in a koan? 
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FIGURE 48. Another World, by M. C. Escher (wood-engraving, /947). 

Here is another koan which aims to break the mind of logic: 4 

The student Doko came to a Zen master, and said: "I am seeking the truth. I~ 
what state of mind should I train myself, so as to find it?" 

Said the master, "There is no mind, so you cannot put it in any slate. There 
is no truth, so you cannot train yourself for it." 

"If there is no mind to train, and no truth to find, why do you have these 
monks gather before you every day to study Zen and train themselves for this 
study?" 

"But I haven't an inch of room here," said the master, "so how could the 
monks gather? I have no tongue, so how could I call them together or teach 
them?" 
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"Oh, huw can vou lie like this?" asked Doko. 
"But if I have no tongue to talk to others, how can I lie to ~ou?h asked the 

master. 
Then Doko said sadly, "I cannot follow you. I cannot understand \·ou." 
"I cannot understand myself," said the nta\ler. 

If any k0an serves to bewilder, this one does. And most likely, causing 
bewilderment is its pn:cise purpose, for when one is in a bewildered state, 
one's mind does begin to operate nonlogically, to some extent. Only by 
stepping outside of logic, so the theory goes, can one make the leap to 
enlightenment. But what i~ so bad about logic? Why does it prevent the leap 
to enlightenment? 

Zen's Struggle Against Dualism 

To answer that, one needs to understand something about what en
lightenment is. Perhaps the most concise summary of enlightenment would 
be: transcending dualism. Now what is dualism? Dualism is the conceptual 
division of the world into categories. Is it possible to transcend this very 
natural tendency? By prefixing the word "division" by the word "concep
tual", I may have made it seem that this is an intellectual or conscious 
effort, and perhaps thereby given the impression that dualism could be 
overcome simply by suppressing thought (as if to suppress thinking actually 
were simple!). But the breaking of the world into categorie.s takes place far 
below the upper strata of thought; in fact, dualism is just as much a 
perceptual division of the world into categories as it is a conceptual division. 
In other words, human perception is by nature a dualistic phenomenon
which makes the quest for enlightenment an uphill struggle, to say the 
least. 

At the core of dualism, according to Zen, are words-just plain words. 
The use of words is inherently dualistic, since each word represents, quite 
obviously, a conceptual category. Therefore, a major part of Zen is the fight 
against reliance on words. To combat the use of words, one of the best 
devices is the koan, where words are so deeply abused that one's mind is 
practically left reeling, if one takes the koans seriously. Therefore it is 
perhaps wrong to say that the enemy of enlightenment is logic; rather, it is 
dualistic, verbal thinking. In fact, it is even more basic than that: it is 
perception. As soon as you perceive an object, you draw a line between it 
and the rest of the world; you divide the world, artificially, into parts, and 
you thereby miss the Way. 

Here is a koan which demonstrates the struggle against words:~ 

Kaan: 

Shuzan held out his short staff and said: "If you call this a short staff, you 
oppose its reality. If you do not call it a short staff, you ignore the fact. Now 
what do you wish to call this?" 
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FIGURE 49. Day and Night, fry M. C. Escher (woodcut, 1938). 

Mumon's Commentary: 

If you call this a short staff, you oppose its reality. If you do not call it a short 
staff, you ignore the fact. It cannot be expressed with words and it cannot be 
expressed without words. Now say quickly what it is. 

Mumon's Poem: 

Holding out the short staff, 
He gave an order of life or death. 
Positive and negative interwoven, 
Even Buddhas and patriarchs cannot escape this attack. 

("Patriarchs" refers to six venerated founders of Zen Buddhism, of whom 
Bodhidharma is the first, and Eno is the sixth.) 

Why is calling it a short staff opposing its reality? Probably because 
such a categorization gives the appearance of capturing reality, whereas the 
surface has not even been scratched by such a statement. It could be 
compared to saying "5 is a prime number". There is so much more-=-an 
infinity of facts-that has been omitted. On the other hand, not to call it a 
staff is, indeed, to ignore that particular fact, minuscule as it may be. Thus 
words lead to some truth_:_some falsehood, perhaps, as well-but certainly 
not to all truth. Relying on words to lead you to the truth is like relying on 
an incomplete formal system to lead you to the truth. A formal system will 
give you some truths, but as we shall soon see, a formal system-no matter 
how powerful-cannot lead to all truths. The dilemma of mathematicians 
is: what else is there to rely on, but formal systems? And the dilemma of 
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Zen people is: what else is there to rely on, but words? Mumo_n states the 
dilemma very clearly: "It cannot be expressed with words and It cannot be 
expressed without words." 

Here is Nansen, once again:• 

Joshli asked the teacher Nansen, ''.What is the tr~~. Way?" 
Nansen answered, "E\'eryday way 1s the true Wa). 
Joshli asked, "Cari I study it?" . . " ... 
Nansen answered, "The more you study. the lurth.e!· .. twm the \\,t). 

Joshli asked, "If I don't study it, how can I know. ll~ . . . 

Nansen answered, 'The Way does not belong to th1~gs seen: llOI lo thmgs 
unseen. It does not belong to things known: nor to thmgs unkn~1w~1. Do not 
seek it, study it, or name it. To find yourself on it, open yourself wide as the 
sky." [See Fig. 50.] 

FIGURE 50. Rind, by M. C. Eicher (wood-engraving, 1955). 
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This curious statement seems to abound with paradox. It is a little 
reminiscent of this surefire cure for hiccups: "Run around the house three 
times without thinking of the word 'wolf'." Zen is a philosophy which seems 
to have embraced the notion that the road to ultimate truth, like the only 
surefire cure for hiccups, may bristle with paradoxes. 

Ism, The Un-Mode, and Unmon 

If words are bad, and thinking is bad, what is good? Of course, to ask this is 
already horribly dualistic, but we are making no pretense of being faithful 
to Zen in discussing Zen-so we can try to answer the question seriously. I 
have a name for what Zen strives for: ism. Ism is an antiphilosophy, a way of 
being without thinking. The masters of ism are rocks, trees, dams; but it is 
the fate of higher animal species to have to strive for ism, without ever 
being able to attain it fully. Still, one is occasionally granted glimpses of ism. 
Perhaps the following k0an offers such a glimpse: 7 

Hyakujo wished to send a monk 10 open a new monas1ery. He 1old his pupils 
1ha1 whoever answered a queslion mos! ably would be appoinied. Placing a 
waler vase on 1he ground, he asked: "Who can say wha1 1his is wi1hou1 calling 
its name?" 

The chief monk said: "No one can call ii a wooden shoe." 
Isan, 1he C<X>king monk, lipped over 1he vase wi1h his fool and weni out 
Hyakujo smiled and said: "The chief monk loses." And Isan became 1he 

masler of 1he new monas1ery. 

To suppress perception, to suppress logical, verbal, dualistic 
thinking-this is the essence of Zen, the essence of ism. This is the Un
mode-not Intelligent, not Mechanical, just "Un". Joshii was in the Un
mode, and that is why his 'MU' unasks the question. The Un-mode came 
naturally to Zen Master Unmon: 8 

One day Unmon said 10 his disciples, "This staff of mine has 1ransformed 
itself inio a dragon and has swallowed up 1he universe! Oh, where are 1he 
rivers and mouniains and 1he greal earih?" 

Zen is holism, carried to its logical extreme. If holism claims that things 
can only be understood as wholes, not as sums of their parts, Zen goes one 
further, in maintaining that the world cannot be broken into parts at all. To 
divide the world into parts is to be deluded, and to miss enlightenment. 

A mas1er was asked 1he question, "Wha1 is the Way?" by a curious monk. 
"h is righ1 before your eyes," said 1he master: 
"Why do I not see ii for myself?" 
"Because you are 1hinking of yourself." 
"Wha1 about you: do you see it?" 
"So long as you see double, saying 'I don'!', and 'you do', and so on, your 

eyes are clouded," said 1he mas1er. 
"When there is neilher 'I' nor 'You', can one see i1?" 
"When 1here is nei1her 'I' nor 'You', who is the one 1ha1wants10 see it?"9 
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Apparently the master wants to get across the idea that an enlightened 
state is one where the borderlines between the self and the rest of the 
universe are dissolved. This would truly be the end of dualish1, for as he 
says, there is no system left which has any desire for perception. But what is 
that state, if not death? How can a live human being dissolve the border
lines between himself and the outside world? 

Zen and Tumbolla 

The Zen monk Bassui wrote a letter to one of his disciples who was about to 
die and in it he said: "Your end which is endless is as a snowflake dissolving 
in ;he pure air." The snowflake, which was once very much a dis.cernible 
subsystem of the universe, now dissolves into the larger syste~ which on~e 
held it. Though it is no longer present as a distinct.subsystem'. its essenc~ 1s 
somehow still present, and will remain so. It floats m Tumboha, along with 
hiccups that are not being hiccuped and characters in stories that are not 
being read ... That is how I understand Bassui's ~es~a.ge. 

Zen recognizes its own limitations, just as mathemat1C1ans have learned 
to recognize the limitations of the axiomatic method as a method ~or 
attaining truth. This does not mean that Zen has an answer to wh~t hes 
beyond Zen any more than mathematicians have a dea~ un.derstandmg of 
the forms of valid reasoning which lie outside of formahzauon. One of the 
dearest Zen statements about the borderlines of Zen is given in the follow
ing strange koan, very much in the spirit of Nansen: 10 

Tozan said 10 his monks, "You monks should know !here is an even high~r 
unders1anding in Buddhism." A monk stepped forward and asked, "Whal ts 
1he higher Buddhism?" Tozan answered, "h is nol Buddha." 

There is always further to go; enlightenment is not the end-all .of Zen. 
And there is no recipe which tells how to transcend Zen; th~ only thmg one 
can rely on for sure is that Buddha is not the way. z.en 1s a ~ystem and 
cannot be its own metasystem; there is always somethmg outside of Zen, 
which cannot be fully understood or described within Zen. 

Escher and Zen 

In questioning perception and posing absur~ answerless ri~dles,. Zen has 
company, in the person of M. C. tscher. Consider Day and Night (Fig. 49), a 
masterpiece of "positive and negative interwoven" (in the words of Mu
mon). One might ask, "Are those really birds, or are they really fiel~s? Is 
it really night, or day?" Yet we all know there is no poi~t to such ~uesuons. 
The picture, like a Zen koan, is trying to break the mmd of logic. Escher 
also delights in setting up contradictory pictures, such as Another World 
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FIGURE 51. Puddle, by M. C. Escher (woodcut, 1952). 

(Fig. 48)-pictures that play with reality and unreality the same way as Zen 
plays with reality and unreality. Should one take Escher seriously? Should 
one take Zen seriously? 

There is a delicate, haiku-like study of reflections in 'Dewdrop (Fig. 4 7); 
and then there are two tranquil images of the moon reflected in still waters: 
Puddle (Fig. 51), and Rippled Surface (Fig. 52). The reflected moon is a 
theme which recurs in various koans. Here is an example: 11 

Chiyono studied Zen for many years under Bukko of Engaku. Still, she could 
not attain the fruits of meditation. At last one moonlit nigh1 she was carrying 
water in an old wooden pail girded with bamboo. The bamboo broke, and tlif_ 
bottom fell out of the pail. At that moment, she was set free. Chiyono said, 
"No more water in the pail, no more moon in the water." 

Three Worlds: an Escher picture (Fig. 46), and the subject of a Zen 
k6an: 12 

A monk asked Ganto, "When the three worlds threaten me, what shall I do?" 
Ganto answered, "Sit down." "I do not understand," said the monk. Ganto 
said, "Pick up the mountain and bring it to me. Then I will tell you." 
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Hemlolla and Escher 

In Verbum (Fig. 149), oppositions are made into unities on se\·eral le,·els. 
Going around we see gradual transitions from black birds to white birds to 
black fish to white fish to black frogs to white frogs to black birds ... After 
six steps, back where we started! Is this a reconciliation of the dichotomy of 
black and white? Or of the trichotomy of birds, fish, and frogs? Or is it a 
sixfold unity made (rom the opposition of the evenness of 2 and the 
oddness of 3? In music, six notes of equal time value create a rhythmic 
ambiguity-are they 2 groups of 3, or 3 groups of 2? This ambiguity has a 
name: hemiolia. Chopin was a master of hemiolia: see his Waltz op. 42, or 
his Etude op. 25, no. 2. In Bach, there is the Tempo di Mmuetto from the 
keyboard Partita no. 5, or the incredible Finale of the first Sonata for 
unaccompanied violin, in G Minor. 

As one glides inward toward the center ~>f Verbum, the distinctions 
gradually blur, so that in the end there remains not three, not two, but one 
single essence: "vERBUM", which glows with brilliancy-perhaps a symbol of 
enlightenment. Ironically, "verbum" not only is a word, but means 
"word"-not exactly the most compatible notion with Zen. On the other 
hand, "verbum" is the only word in the picture. And Zen master Tozan 
once said, "The complete Tripitaka can be expressed in one character." 
("Tripitaka", meaning "three baskets", refers to the complete texts of the 
original Buddhist writings.) What kind of decoding-mechanism, l wonder, 
would it take to suck the three baskets out of one character? Perhaps one 
with two hemispheres. 

FIGURE 52. Rippled Surface, by M. C. Escher (lino-c~t. 1950). 
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FIGURE 53. Three Spheres II, by M. C. Escher (lithograph, 1946). 

Indra's Net 

Finally, consider Thrf'e Spheres II (Fig. 53), in which every part of the world 
seems to contain, and be contained in, every other part: the writing table 
reflects the spheres on top of it, the spheres reflect each other, as well as the 
writing table, the drawing of them, and the artist drawing it. The endless 
connections which all things have to each other is only hinted at here, yet 
the hint is enough. The Buddhist allegory of "Indra's Net" tells of an 
endless net of threads throughout the universe, rhe horizontal threads 
running through space, the vertical ones through time. At every crossing of 
threads is an individual, and every individual is a crystal bead. The great 
light of "Absolute Being" illuminates and penetrates every crystal bead; 
moreover, every crystal bead reflects not only the light from every other 
crystal in the net-but also every reflection of every reflection throughout 
the universe. 

To my mind, this brings forth an image of renormalized particles: in 
every electron, there are virtual photons, positrons, neutrinos, muons-:-.·: ; 
in every photon, there are virtual electrons, protons, neutrons, pions ... ; 
in every pion, there are . . . · 

But then another image rises: that of p~ople, each one reflected in the 
minds of many others, who in turn are mirrored in yet others, and so on. 

. Both of these images ~~mid be represented in a concise, elegant way by 
usmg Augmented Transtllon Networks. In the case of particles, there 
would be one network for each category of particle; in the case of people, 
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one for each person. Each one would contain calls to many others, thus 
creating a virtual cloud of ATN's around each A TN. Calling one would 
create calls on others, and this process might cascade arbitrarily far, until it 
bottomed out. 

Mumon on MU 

Let us conclude this brief excursion into Zen by returning to Mumon. Here 
is his comment on Joshii's MU: 13 

To 1·ealize Zen one has 111 pass 1hrough the barrier of 1he pa1riard1s. En
ligh1enme111 alwavs come~ aher 1he road of 1hinking is blo«ked. If vou do nol 
pass the harrier of 1he pa1riarc-hs or if pmr 1hinking road is no1 bl1><·ked. 
whatever vou think, wha1ever pm do, is like a 1angling ghos1. You may ask: 
"Wha1 is ,; harrier of a patr-iarch?" This one word, 'MU', is i1. . 

This is 1he barrier of Zen. If you pass 1hrough i1. you will see Jiishii face to 
face. Then vm1 can work hand in hand wi1h 1he whole line of pa1riarchs. Is 
1his no1 a p'ieasa111 1hing 10 do? 

If you want 10 pass this barrier. you mus1work1hrough eve1·y bone in your 
hodv, through every pore of your skin, filled wi1h 1his question: "Whal is 
'MC'?" and carrv ii da,· and nigh1. Do no1 believe ii is 1he common nega1ive 
symbol meaning no1hing. Ii is nol nothingness, 1he opposi1e of exis1ence. If 
vou reallv want 10 pass this barrier, )'OU should feel like drinking a hot iron 
ball tha1 you can nei1her swallow nor spi1 ou1. 

Then vour previous lesser knowledge disappears. As a frui1 ripening in 
season. y;mr subjenivi1y and ohjenivity nalurally become one. Ii is like a 
dumb man who has had a dream. He knows abou1 i1 hut he <·annot tell i1. 

When he enters this condition his ego-shell is crushed and he ran shake 1he 
heaven and move the earth. He is like a grea1 warrior with a sharp sword. If a 
Buddha stands in his wav, he will cu1 him down: if a patriar<·h offers him any 
obstacle, he will kill him;.and he will he free in his way of binh and death. He 
can enter any world as if it were his own playground. I will 1ell you how to do 
this with this k<"1an: 

Jus1 concentrate your whole energy into 1his MU, and do n01 allow any 
discontinuation. When vou emer this MU and 1here is no discontinuation, 
your attainment will h~ as a candle burning and illuminating the whole 
universe. 

From Mumon to the MU-puzzle 

From the ethereal heights of Joshii's MU, we now descend to the prosaic 
lowlinesses of Hofstadter's MU ... I know that you have already concen
trated your whole energy into this MU (when you read Chapter I). So now I 
wish to answer the question whic:h was posed there: 

Has MU theorem-nature, or not? 

The answer to this question is not an evasive MU; rather, it is a resounding 
NO. In order to show this, we will take advantage of dualistic, logical 
thinking. 

Mumon and Godel 259 



We made two crucial observations in Chapter I: 

(I) that the MU-puzzle has depth largely because it involves the 
interplay of lengthening and shortening rules; 

(2) that hope nevertheless exists for cracking the problem by 
employing a tool which is in some sense of adequate depth to 
handle matters of that complexity: the theory of numbers. 

We did not analyze the MU-puzzle in those terms very carefully in Chapter 
I; we shall do so now. And we will see how the second observation (when 
generalized beyond the insignificant MIU-system) is one of the most fruit
ful realizations of all mathematics, and how it changed mathematicians' 
view of their own discipline. 

For your ease of reference, here is a recapitulation of the MllJ-system: 

SYMBOLS: M, I, u 
AxtoM: Ml 

RULES: 

I. If xi is a theorem, so is xlU. 
II. If Mx is a theorem, so is Mxx. 

lII. In any theorem, Ill can be replaced by U. 
IV. UU can be dropped from any theorem. 

Mumon Shows Us How to Solve the MU-puzzle 

According to the observations above, then, the MU-puzzle is merely a 
puzzle about natural numbers in typographical disguise. If we could only 
find a way to transfer it to the domain of number theory, we might be able. 
to solve it. Let us ponder the words of Mumon, who said, '.'If any of you has 
one eye, he will see the failure on the teacher's part." But why should it 
matter to have one eye? 

If you try counting the number of l's contained in theorems, you will 
soon notice that it seems never to be 0. In other words, it seems that no 
matter how much lengthening and shortening is involved, we can never 
work in such a way that all l's are eliminated. Let us call the number of l's in 
any string the I-count of that string. Note that the I-count oft he axiom Ml is 
I. We can do more than show that the I-count can't be 0-we can sho~ ~hat 
the I-count can never be any multiple of 3. 

.To begin with, notice that rules I and I.V leave the I-count totally 
undisturbed. Therefore we need only think about rules II and III. As far as 
rule. III. is conc~rned, it diminishes the I-count by exactly 3. After an 
appl~callon of this rule, t.he I-count of the output might conceivably be a 
muluple of 3-but only 1f the I-count of the input was also. Rule III, in 
short, .never crea.tes a multiple of 3 from scratch. It can only create one 
when ll began wuh one. The same holds for rule II, which doubles the 
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I-count. The reason is that if 3 di,·ides 2n, then-because 3 does not di,·ide 
2-it must di,·ide n (a simple fact from the theory of numbers). Neither 
rule II nor rule II I can create a multiple of 3 from snatch. 

But this is the key to the MU-puzzle! Here is what we know: 

(I) The I-count begins at I (not a multiple of:~); 

(2) Two of the rules do not affect the I-count at all; 

(3) The two remaining rules which do affect the I-count do so in 
such a way as ne\·er to create a multiple of 3 unless gi\'en one 
initially. 

The conclusion-and a typically hereditary one it is, to<>--is that the 
I-count can never become any multiple of 3. In particular, 0 is a forbidden 
value of the I-count. Hence, MU is not a theorem of the MIU-s_vstem. 

Notice that, even as a puzzle about I-counts, this problem was still 
plagued by the crossfire of lengthening and shortening rules. Zero became 
the goal; I-counts could increase (rule II), could decrease (rule Ill). Until 
we analyzed the situation, we might have thought that, with enough switch
ing back and forth between the rules, we might eventually hit 0. Now, 
thanks to a simple number-theoretical argument. we know that that is 
impossible. 

Godel-Numbering the MIU-System 

Not all problems of the the type which the MU-puzzle symbolizes are so 
easy to solve as this one. But we have seen that at least one such puzzle 
could be embedded within, and solved within, number theory. We are now 
going to see that there is a way to embed all problems about any formal 
system, in number theory. This can happen thanks to the discovery, by 
Godel, of a special kind of isomorphism. To illustrate it, I will use the 
MIU-system. 

We begin by considering the notation of the MIU-system. We shall 
map each symbol onto a new symbol: 

M ¢::~ 3 
I ¢::~ I 

u ¢::~ 0 

The correspondence was chosen arbitrarily; the ovly rhyme or reason to it 
is that each symbol looks a little like the one it is mapped onto. Each 
number is called the Godel numbtr of the corresponding letter. Now I am 
sure you can guess what the GOdel number of a multiletter string will be: 

Mumon and Godel 

MU ¢::~ 30 
MllU ¢::~ 31 IO 

etc. 
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It is easy. Clearly this mapping between notations is an information
preserving transformation; it is like playing the same melody on two differ
ent instruments. 

Let us now take a look at a typical derivation in the MIU-system, 
written simultaneously in both notations: 

(I) Ml axiom 31 
(2) Mii rule 2 31 l 
(3) Mllll rule 2 31 l l l 
(4) MUI rule 3 301 
(5) MUIU rule I 3010 
(6) MUIUUIU rule 2 30IOOIO 
(7) MUllU rule 4 30110 

The lef1-hand column is obtained by applying our four familiar typograph
ical rules. The righ1-hand column, 100, could be though I of as having been 
genera1ed by a similar set of 1ypographical rules. Ye1 the righ1-hand col
umn has a dual nature. Let me explain whal this means. 

Seeing Things Both Typographically and Arithmetically 

We could say of 1he fihh siring ('30 IO') 1ha1 ii was made from 1he founh, by 
appending a 'O' on lhe righ1; on 1he olher hand we could equally well view 
1he lransition as caused by an arithmetical operation-multiplicalion by IO, 
lo be exacl. When nalural numbers are written in the decimal system, 
muhiplicalion by IO and pulling a 'O' on lhe right are indislinguishable 
operations. We can take advan1age of 1his lo wrile an arithmetical rule-which 
corresponds lo 1ypographical rule I: 

ARITHMETICAL Rl1LE la: A number whose decimal expansion ends on 1he 
righl in 'I' can be multiplied by IO. 

We can eliminale lhe reference lo the symbols in 1he decimal expansion by 
arithme1ically describing the righlmosl digit: 

ARITHMETICAL RuLE lb: A number whose remainder when divided by IO 
is I, can be multiplied by I 0. 

Now we could have sluck with a purely typographical rule, such as the 
following one: 

TYPOGRAPHICAL Rt'LE I: From any theorem whose righ1mos1 symbol is 'I' a 
new theorem can be made, by appending 'O' to the right of that 'I': 

They would have lhe same effect. This is why the righ1-hand column has a 
"dual nalure": it can be viewed either as a series of 1ypographical opera-
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tions changing one pa11ern of symbols imo ano1her, or ;1s a series of 
arithmeticai operalions changing one magni1ude in10 another. Bui 1here 
are powerful reasons for being more in1eres1ed in the arilhmetirnl \·ersion. 
Stepping out of one purely 1ypographical syslem inlo ano1her isomorphic 
typographical sys1em is nol a very exci1ing thing to do: whereas slepping 
clear out of the typographical domain inlo an isomorphk parl of number 
1heory has some kind of unexplored po1en1ial. II is as if somebody had 
known musical score!> all his life, bul purely visually-and 1hen, all of a 
sudden, someone in1roduced him 10 1he mapping be1ween sounds ;md 
musical scores. Whal a rich, new world! Then again, ii is as if somebody had 
been familiar wi1h siring figures all his life, bu1 purely as siring figures, 
devoid of meaning-and lhen, all of a sudden, someone in1roduced him lo 
the mapping be1ween slories and slrings. Whal a revelation! The disrnvery 
of GOdel-numbering has been likened 10 lhe discovery, by Descartes, of lhe 
isomorphism be1ween curves in a plane and equalions in lwo variat>les: 
incredibly simple, once you see ii-and opening onto a vasl new world. 

Before we jump 10 conclusions, though, perhaps you would like lo see 
a more complele rendering of 1his higher level of lhe isomorphism. It is a 
very good exercise. The idea is to give an ari1hme1ical rule whose action is 
indislinguishable from 1ha1 of each typographical rule of 1he Ml U-sys1em. 

A solulion is given below. In lhe rules, m and k are arbi1rary 
na1ural numbers, and n is any nalural number which is less than IO'". 

RuLE I: If we have made I Om+ I, 1hen we can make IO x (I Om+ I). 

Example: Going from line 4 10 line 5. Here, m = 30. 

Rt:LE 2: If we have made 3 x IO'"+ n, 1hen we can make 
IO'" x (3 x IO'" + n) + n. 

Example: Going from line I to line 2, where bo1h m and n 
equal I. 

Rt:LE 3: If we have made k x IO'"+:i + l l l x IO'"+ n, lhen we can 
make k X I0'"+ 1 + n. 

Example: Going from line 3 lo line 4. Here, m and n are I, 
and k is 3. 

Rt:LE 4: If we have made k x 10'"+ 2 + n, 1hen we can make 
k x IO'"+ n. 

Example: Going from line 6 lo line 7. Here, m = 2, n = IO, 
and k = 301. 

Lei us not forget our axiom! Without ii we can go nowhere. Therefore, let 
us pos1ula1e 1hat: 

We can make 31. 

Now the righ1-hand column can be seen as a full-fledged arithmetical 
process, in a new arithmetical system which we migh1 call 1he 3 JO-system: 
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(I) 31 given 
(2) 311 rule 2 ( m= I, n= I) 
(3) 31111 rule 2 ( m=2, n= 11) 
(4) 301 rule 3 ( m= I, n= I, k=3) 
(5) 30IO rule I ( m=30) 
(6) 30IOOIO rule 2 ( m=3, n= IO) 
(7) 301 IO rule 4 ( m=2, n= IO, k=301) 

Notice once again that the lengthening and shortening rules are ever 
with us in this "310-system"; they have merely been transposed into the 
domain of numbers, so that the Godel numbers go up and down. If you 
look carefully at what is going on, you will discover that the rules are based 
on nothing more profound than the idea that shifting digits to left and 
right in decimal representations of integers is related to multiplications and 
divisions by powers of IO. This simple observation finds its generalization 
in the following 

Ct:NTRAL PR0POSIT10N: If there is a typographical rule which tells 
how certain digits are to be shifted, changed, dropped, or inserted 
in any number represented decimally, then this rule can be rep
resented equally well by an arithmetical counterpart which in
volves arithmetical operations with powers of IO as well as addi
tions, subtractions, and so forth. 

More briefly: 

Typographical rules for manipulating numerals are actually 
arithmetical rules for operating on numbers. 

This simple observation is at the heart of Godel's method, and it will have 
an absolutely shattering effect. It tells us that once we have a Godel
numbering for any formal system, we can straightaway form a set of 
arithmetical rules which complete the Godel isomorphism. The upshot is 
that we can transfer the study of any formal system-in fact the study of all 
formal systems-into number theory. 

MIU-Producible Numbers 

Just as any set of typographical rules generates a set of theorems, a corre
sponding set of natural numbers will be generated by repeated applications 
of arithmetical rules. These producible numbers play the same role inside 
number theory as theorems do inside any forma1 system. Of course, differ
ent numbers will be producible, depending on which rules are adopted. 
"Producible numbers" are only producible relative to a system of arithmetical 
rules. For example, such numbers as 31, 30 IOO IO, 3111, and so forth 
could be called MIU-producible numbers-an ungainly name, which might 
be shortened to MIU-numbers, symbolizing the fact that those numbers are 
the ones that result when you transcribe the MIU-system into number 
theory, via Godel-numbering. If we were to Godel-number the pq-system 
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and then "arithmetize" its rules, we rould rail tht" prodm·ihle numlwrs 
"pq-numbers"-and so on. . . 

Note that the prodm·iblt" numbns (in anv given svstem) are delrned b\' 
a recursive method: given m1mbt"rs whid1 are known to he produnhle. we 
have rules telling how to makt" 1111fft" produrihle m1111hers. -~·hus, the dass 
of numbers known to he produrihle is ronstanth extt"1Hling llself. 111 1111~rh 
the same way that the list of Fihonan-i numhers, or Q-numhers, does. I he 
set of producible numhers of any systt"m is a ren~nii•el)' mumer~ble vi. What 
about its complement-the set of nonproduohle numbers:' Is that. set 
always recursively enumnahle? Do numhers whid1 are nonprodunhle 
share some common arithmt"tiral feature? 

This is the sort of issue whirh arises when you transpose tht" studv of 
formal systems into number theory. For ead1 system whi<:h is a~·ithmeti1e~l.: 
one can ask, "Can we chararterizt· prodnrihle numbers Ill a simple way:' 
"Can we chararterize 1umprod11rihle numhers in a renirsivt"ly ennmt"·ahle 
way?" These are diflirult qm·stions of numher ~heory .. Depend111g on tht• 
system whid1 has been arithmeti1ed, sud1 questions ~mght prove too hard 
for us to resolve. But if there is any hope for solnng s11d1 prohlt"ms, II 

would have to reside in the usual kind of step-hy-step reasoning as it applies 
to natural numbers. And that, of course, was put in ib quintessential form 
in the previous Chapter. TNT seemed, to all appearanres, to have captured 
all valid mathematical thinking processes in one smgle, compa<·t systt·m. 

Answering Questions about Producible Numbers 
by Consulting TNT 

Could it be, therefore, that the means with which to answer any question 
about any formal system lies within just a single formal system-TNT? It 
seems plausible. Take, for instance, this question: 

ls MU a theorem of the Ml U-system? 

Finding the answer is equivalent to determi_ning whether 30 is a MIU
n umber or not. Because it is a statement of number theory, we should 
expect that, with some hard work, we could figu~e o~t how to translate the 
sentence "30 is a Ml U-number" into TNT-notat10n, m somewhat the same 
way as we figured out how to translat~ other nu_mber-theoretical sentences 
into TNT-notation. I should immediately caution the reader that such a 
translation, though it does exist, is immensely complex. If you rec~ll, I 
pointed out in Chapter V 111 that even such a ~imple arithmet~cal predicate 
as "b is a power of IO" is very tricky to code mto TNT-notation-an~ th_e 
predicate "bis a Ml U-number" is a lot more complicated than that! Sull, 11 

can be found; and the numeral SSSSSSSSSSSSSSSSSSSSSSSSSSSSSSO can 
be substituted for every b. This will result in a MONstrous string of TNT, a 
string of TNT which speaks about the MU-puzzle. Let us therefore c~ll that 
string "MUMON". Through MUMON and strings like it, TNT 1s now 
capable of speaking "in code" about the MIU-system. 
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The Dual Nature of MUMON 

In order to gain some benefit from this peculiar transformation of the 
original question, we would have to seek the answer to a new question: 

ls ML'MON a theorem of TNT? 

All we have done is replace one relatively short string (MU) by anDther (the 
monstrous MUMON), and a simple formal system (the MIU-system) by a 
rnmplicated one (TNT). It isn't likely that the answer will be any more 
forthcoming even though the question has been reshaped. In fact, TNT 
has a full complement of both lengthening and shortening rules, and the 
reformulation of the question is likely to be far harder than the original. 
One might even say that looking at MU via MUMON is an intentionally 
idiotit' way of doing things. However, ML'MON can be looked at on more 
than one level. 

In fart, this is an intriguing point: MUMON has two different passive 
meanings. Firstly. it has the one which was given before: 

30 is a Ml U-number. 

But sernndly. we know that this statement is tied (via isomorphism) to the 
statement 

MU is a theorem of the MIL'-system. 

So we can legitimately quote this latter as the second passi,·e meaning of 
MUMON. It may seem very strange because, after all, MC~fON contains 
nothing hut plus signs, parentheses, and so forth-symbols of TNT. How 
Gill it possibly express any st<1tement with other than arithmetical content? 

The fact is, it Gill. Just as a single musical line may serve as both 
harmony and melody in a single piece; just as "BACH" may be interpreted 
as hoth a name and a melody; just as a single sentence may be an accurate 
strurtu ral description of a picture by Escher, of a section of DNA, of a piece 
by Bach. and of the dialogue in which the sentence is embedded, so 
MUM ON t'an be taken in (at least) two entireh different wavs. This state of 
affairs comes about because of two facts: , , 

Fact I. Statements such as "MU is a theorem" can be coded into 
number theory via Godel's isomorphism. 

Fart 2. Statements of number theory can be translated inlti 
TNT. 

It could be said that MVMON is, by Fact I. a coded message, where the 
svmhols of the code are. by Fact 2. just svmbols of TNT. 
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Codes and Implicit Meaning 

Now it could be ohjected here that a coded message. unlikt· an um·otkd 
message, does not express anvthing on its own-it requin·s knowkdgt· of 
the code. But in re~1litv there is no such thing as an uncodt·d messagt'. 
There are onl\' messages written in more familiar codes. and nwssagt·s 
written in less familiar codes. If tilt' meaning of a message is to bt· rt'\Takd. 
it must be pulled out of the code hv some sort of medianism. or isomor
phism. It mav be diffintlt to disco\'er the method In which the derndiug 
should be done: but once that method has been clisn1n·n·d. tht· mt·ssage 
becomes transp:irent as water. \\'hen a code is familiar enough. it n·ast·s 
appearing like a code; one forgets that there is a decoding met'hanism. Tht· 
message is identified with its meaning. 

Here we lia,·e a case where the identification of nlt'ssagt· and mcauing 
is so strong that it is hard for u~ to conceive of an alternate mt·a1~ing 
residing in the same s\mbols. Namelv. we are so prejudiced hv tht· svmhols 
of TNT towards seeing number-theoretical meaning (and 1111/_\' n11111hn
theoretical meaning) in strings of TNT. that to n1nrein· of certain strings 
of TNT as statements about the ~II L-svste111 is quite diffi~·ult. But (;iidd's 
isomc11:phism compels us to rnognize this second level of meaning in 
certain strings of TNT. 

Decoded in the more familiar way, MCMON hears tht· nlt'ssagt·: 

:rn is a Ml l'-numher. 

This is a statement of number theory, gotten hy interpreting ead1 sign in 
the con\'entional wav. 

But in discmeri;1g (;(idel-numbering and the whole isomorphism lmilt 
upon it, we ha,·e in a sense hroken a rode in whid1 mes~ages ahout the 
MIC-system are written in strings of TNT. Giidel's isomorphism is a new 
information-revealer, just as the decipherments of ancient scripts were 
information-re\'ealers. Decoded by this new and less familiar mechanism, 
MLMON bears the message 

MU is a theorem of the Ml U-system. 

The moral of the story is one we have heard before: that meaning is an 
automatic by-product of our recognition of any isomorphism; therefore 
there are at least two passive meanings of MUMON-maybe more! 

The Boomerang: Godel-Numbering TNT 

Of course things do not stop here. We have only begun realizing the 
potential of Godel's isomorphism. The natural trick would. be to turn 
TNT's capability of mirroring other formal systems back on Itself, as th.e 
Tortoise turned the Crab's phonographs against themselves, and as his 
Goblet G turned against itself, in destroying itself. In order to do this, we 
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will have to G<>del-number TNT itself. just as we did the Ml l;-system, and 
1hen "arithmetize·· i1s rules of inference. The Godel-numbering is easy to 
do. For inslance. we could make lhe following correspondence: 

Symbol 

0 
s 

+ 

( 
) 

< 
> 
[ 
] 
a 

f\ 

v 
::> 

3 
v 

puuc 

Codon 

666 
123 
111 
112 
236 
362 
323 
212 
213 
312 
313 
262 
163 
161 
616 
633 
223 
333 
626 
636 

611 

Mnemonic Justification 

Number of 1he Beasl for 1he Mys1erious Zero 
successorship: I. 2. 3 .... 
visual resemblance, !urned sideways 
I + I = 2 
2X3=6 
ends in 2 
ends in 3 
ends in 2 
ends in 3 
ends in 2 
ends in 3 

theJe three pain 
form a pattern 

opposile lo V (626) 
163 is prime 
'/\' is a "graph" of !he sequence 1-6-1 
Vis a "graph" of 1he sequence 6- 1-6 
6 "implies" 3 and 3. in some sense . .. 
2 + 2 is not 3 
'3' looks like ·3· 
opposile to a; also a "graph" of 6-2-6 
lwo dots. rwo sixes 

spe<:ial number. as on Bell sys1em ( 4 I I. 911 ) 

Ead1 symbol of TNT is matched up wi1h a triple! composed of 1he 
cligils I. 2. 3, and 6. in a manner chosen for mnemonic value. I shall call 
ead1 such 1riple1 of digi1s a Godel codon, or codon for short. No1ice 1ha1 I 
have hriven no codon for b, c. d, ore; we are using aus1ere TNT. There is a 
hidden mo1iva1ion for this. which you will find oul aboul in Chapler XVI. 
I will explain rhe bollom emry. "punc1ua1ion", in Chapler XIV . 

Now we can rewrile any siring or rule of TNT in 1he new garb. Here. 
for ins1ance. is Axiom I in rhe lwo notations. lhe old below 1he new: 

626.262,636.223.123.262.111,666 
V a S a O 

Conveniently. 1he slandard convenlion of putting in a comma everfthird 
digit happens lo <·oincide wilh our codons. selling 1hem off for "easy" 
legibili1y. 

Here is lhe Rule of Detachmem. in the new no1a1ion : 

Rn . .-.: If x and 212x6:~3.v213 are bo1h rheorems. then y is a 1heorem. 

Finally. he1·e is an e111ire derivalion laken from lasl Chapler. given in 
austere TNT and also transuibed imo 1he new notalion: 
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626.262.6'6.626.262.163 .636.362.262.112 . 12, .262.163.323 . 111.123.~62.262 . l 12.262.163.,23 ..,..,.,, 3 
't'a : 't'a (a+S• )=5(a+a I 

6:.16.262.16,,636.362.123.666.112.12::1.262.163.323.111.123.362.123.666.l 12.262.163.323 •pruh<dllon 
Va' (50+5• )=5(50+• I 

'62.123.666.112.123.666.323 . 111.123.362.123 .666 .112.666.~2::1 
(50+50)=5(50+0) 

626.262.636.362.262.112.666.323.111.262 
't'a : (a+O)=a 

362.123.666.112.666.323.111.123.666 
(50+0)=50 

123.362.123.666.112.666.323.111.123.123.666 
5(SO+O)=S50 

'62.123.666.112.123.666.323. 111.123.123.666 
(50+50)=550 

.txaom 2 

"prnflt.tlltln 

111M"'ll ·12~· 

1r.u1sl1inl\ 

Notice 1ha1Icnanged1he name of 1he "Add S" rule to ''lnserl '123'", sim·e 
1ha1 is the 1ypographical operalion which ii now legi1imizes. 

This new no1ation has a preuy strange feel 10 it. You lost· all sense of 
meaning; but if you had been brought up on it, you could read slrings in 
1his notalion as easily as you do TNT. You would be able lo look and. al a 
glance, distinguish well-formed formulas from ill-formed ones. Na1urally. 
since ii is so visual. you would 1hink of 1his as a 1ypog1·aphical operalion
but al the same time, picking oul well-fo1·med formulas in this nolalion is 
picking out a special class of integer.\, whi<·h have an ari1hme1ical definition, 
too. 

Now whar aboul "arithmetizing" all rhe rules of infe1·enn·? As matters 
stand, lhey are all slill typog1·aphical rules. Bui wail! An-ording to lhc 
Central Proposition, a 1ypographi<·al rule is really eq·uivalenl lo an 
ari1hme1ical rnle . Inserting and moving digils in decimally reprcsellled 
numbers is an arithmetical operalion, which can be carried oul 1ypographi
cally. Just as appending a 'O' on the end is exaclly the same as multiplying by 
JO. so each rule is a condensed way of desrribing a messy arithmeli<·al 
operation. Therefore. in a sense, we do nol even need lo look for equiva
lent arithmetical rules, because all of the rules are alreadv ari1hmetical! 

TNT-Numbers: A Recursively Enumerable Set of Numbers 

Looked at 1his way. the preceding derivation of the theorem 
"362,123,666,112.123,666,323,l l l,123.123,666" is a sequence of highly 
convoluted number-lheoretical transformations, each of which acts on one 
or more input numbers. and yields an output number. which is. as before. 
called a producible number, or. to be more specific, a TNT-number. Some of 
lhe arithmelical rules take an old TNT-number and increme it in a particu
lar w<ly. to yield a new TNT-nu..;;ber; some take an old TNT-number and 
decreme it ; other rules take two TNT-numbers, operate on each of them in 
some odd way, and then combine lhe 1·csults into a new TNT-number
and so on and so forth. And instead of slarting with just one known 
TNT-number. we have.five initial TNT-numbers-one for each (austere) 
axiom. of course. Arithmetized TNT is actually extremely similar to the 
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arithmetized Ml L'-system, only there are more rules and .axioms, and to 
write out arithmetical equivalents explicitly would be a big bother-and 
quite unenlightening, incidentally. If you followed how it was do.ne. for t~e 
MIC-system, there ought to be no doubt on your part that 1t 1s quite 
analogous here. . . 

There is a new number-theoretical predicate brought mto bemg by 
this "Giiclelization" of TNT: the predicate 

a is a TNT-number. 

For example, we know from the prec~ding ,derivation th.at 
:~62,123,666,112,123,666,323,111,123,123,666 i~ a TNT-number, while 
on the other hand, presumably 123,666,111,666 is not a. TNT-nu.mber: 

Now it occurs to us that this new number-theoreucal pred1eate 1s 
l'xprl'nibll' by some string of TNT with one free variable, say a. We could .put 
a tilde in front, and that string would express the complementary notion 

a is not a TNT-number. 

Now if we replaced all the occurrences of a in this s~cond string by t~e 
TNT-numeral for 123,666, I I I ,666-a numeral wh1eh would contam 
exanlv 123,666, I I I ,666 S's, much too long to write out-we would have a 
TNT-

0

string which, just like MU MON, is capable of being interpreted on 
two levels. In the first place, that string would say 

I 2'.~.666, 111,666 is not a TNT-number. 

But because of the isomorphism which links TNT-numbers to theorems of 
TNT, there would be a sernnd-level meaning of this string, which is: 

SO=O is not a theorem of TNT. 

TNT Tries to Swallow Itself 

This unexpected double-entendre demonstrates that TNT contains strings 
which talk about other strings of TNT. In other words, the metalanguage 
in which we, on the outside; can speak about TNT, is at least partiall.y 
imitated insidl' TNT itself. And this is not an accidental feature of TNT; 11 

happens because the architenure of any formal system can be mirrored 
inside N (number theory). his just as inevitable a feature of TNT as-are th.e 
vibrations induced in a record player when it plays a record. II seems as tf 
vibrations should come from the outside world-for instance, from jump
ing children or bouncing balls; but a side effect of producing sounds-and 
an unavoidable one-is that they wrap around and shake the very 
mechanism which produces them. I! is no accident; it is a side e~fe.ct .which 
cannot be helped. I! is in the nature of record players. And II ts m th.e 
nalllre of any formalization of number theory that its metalanguage ts 
embedded within it. 

We ~an dig.nify this observation by calling it the Cn1h·a/ Dogma o/ 
Mathematica/ logic. and depicting it in a two-step diagram: · 

TNT :::} N :::} meta-TNT 

In words: a string of TNT has an interpretation in N: and a statement of N 
may have a second meaning as a statemem about TNT. 

G: A String Which Talks about Itself In Code 

This much is intriguing yet it is only half the storr. The rest of the ston· 
involves an inten:ification of the self-reference. We are now at the stag~· 
where the Tortoise was when he realized that a ren>rd c·<mld be made 
~·h~~h. would make the phonograph playing it break-but now the question 
ts: Given a record player, how do you anually figure out what to pu1 

011 the record?" That is a tricky matter. 

We want to find a string of TNT-which we'll c·all 'G'-which is about 
it.Il'lf, in the sense that one of its passive meanings is a sentenc:e about G. 1 n 
particular the passive meaning will turn out to be 

"G is not a theorem of TNT." 

I should quick~y ad~ that G also has a passive meaning which is a stall'mmt of 
numbl'T lhl'my; JUSt hke MUMON it is susceptible to being construed in (at 
~east)_ two different ways. The important thing is that each passive meaning 
is vahd and useful and doesn't cast doubt on the other passive meaning in 
any way. (The fact that a phonograph playing a record can induce vibra
tions in itself and in the record does not diminish in any way the fact that 
those vibrations are musical sounds!) 

G's Existence Is What Causes TNT's Incompleteness 

The ingenious method of creating G, and some important concepts relat
~ng to ~NT, will be developed in Chapters XIII and XIV; for now it is just 
mte~estmg to glance ahead, a bit superficially. at the consequences of 
findm~ a self-referential piece of TNT. Who knows? It might blow up! In a 
sense It does. We focus down on the obvious question: 

Is Ga theorem of TNT, or not? 

Let us be sure to form our own opinion on this matter, rather than rely on 
G's opinion about itself. After all, G may not understand itself any better 
than a Zen master understands himself. Like MUMON, G may express a 
falsity. Like MU, G.may be a nontheorem. We don't need to believe every 
possible string of TNT--only its theorems. Now let us use our power of 
reasoning to clarify the issue as best we can at this point. 

We will make our usual assumption: that TNT incorporates valid 
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methods of reasoning, and therefore that T~T never has falsities for 
theorems. In other words, anything which is a theorem of TNT expresses a 
truth. So if G were a theorem, it would express a truth, namely: "G is not a 
theorem". The full force of its self-reference hits us. By being a theorem, G 
would ha\'e lo he a falsity. Relying on our assumption 1ha1 Tl'\T ne\'er has 
falsities for theorems, we'd he forced 10 conclude 1ha1 G i.~ not a theorem. 
This is all right; it lea\'es us, howe\'er, with a lesser problem. Knowing that 
(;is not a theorem, we'd have lo concede 1ha1 G expresses a truth. Here is a 
situation in which TNT cloesn'1 li\'e up 10 our expectations-we have found 
a string which expresses a true slatemem yet the string is not a theorem. 
And in our amazemem, we shouldn't lose track of the fact 1ha1 G has an 
arithmetical imerpre1a1ion, loo-which allows us lo summarize our 
findings this way: 

A string of TNT has heen found; it expresses, unambiguously, a 
s1a1emem about certain arithmetical properties of natural num
bers; moreover, by reasoning outside the system we can determine 
1101 only 1ha1 the statement is a true one, hut also 1ha1 the string 
fails 10 he a theorem of TNT. And thus, if we ask TNT whether 
the s1a1emem is true, TNT says neither yes nor no. 

Is the Tortoise's string in the Mu OjJl'Ting the analogue of G? Not quite. 
The analogue of the Tortoise's string is -G. Why is this so? Well, let us 
think a moment about what -G says. I! must say the opposite of what G 
says. G says, "G is 1101 a theorem of TNT", so -G must say "G is a theorem". 
We could rephrase both G and -G this way: 

G: "I am not a theorem (of TNT)." 
-G: "My negation is a theorem (of TNT)." 

II is -G which is parallel lo the Tortoise's string, fo1· 1ha1 string spoke not 
aholl! itsdf, hm about the string which the Tortoise firs! proffered 10 
Achilles-which had an extra knot on it (m· one loo few, howe\'er you wam 
lo look al it). 

Mumon Has the Last Word 

Mumon penetrated imo the Mystery of the Undecidable as clearly as 
anyone, in his concise poem on JoshtYs MU: 
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Has a dog Buddha-nature? 
This is the most serious question of all. 
If you say yes or no, 
You lose your own Buddha-nature. 

PART II 



Prelude • • • 

Achilles and the Tortoi~e have come to the residence of thl'ir fi"in1d thl' 
Crah, to malt.e the _acquaintance of one of his frj,nds, thl' Antn1tn. Thi' 

introductions having been made, the four of them sett/I' down to tm. 

Tortoise: We have brought along a liule something for pm, !\Ir. Crah. 
Crab: Thar's mos1 kind of you. Bui you shouldn't ha\'e. 

Tortoise: Jus1 a token of our esteem. Achilles, would }'Ou like 10 gi\'e ii 10 
Mr. C? 

Achilll's: Surely. Best wishes, Mr. Crab. I hope }'OU enjoy ii. 

(Achilll's hands the Crab an l'legantly wrappl'd pn~mt, squarl' a11d i•ny 
thin. The Crah begins unwrapping it.) 

Antl'ater: I wonder wha1 ii could be. 

Crah: We'll soon find our. (Completes thl' unwrapping, and pull1 out the Ki/f.) 
Two records! How exciting! Bui there's no label. Uh-oh-is 1his 
another of your "specials", Mr. T? 

Tortoisl': If you mean a phonograph-breaker, nor 1his rime. Bui ii is in fan 
a custom-recorded i1em, 1he only one of iis kind in 1he emire world. In 
fac1, ii's never even been heard before--excep1, of course, when Bach 
played ii. 

Crab: When Bach played ii? Whal do you mean, exac!ly? 
Achilles: Oh, you are going 10 be fabulously excited, Mr. Crab, when 

Mr. T tells you wha1 these records in fact are. 
Tortoisl': Oh, you go ahead and 1ell him, Achilles. 
Achilles: May I? Oh, boy! I'd beuer consul! my notes, then. (Pull1 out a 

small filing cartf, and clears his voicl'.) Ahem. Would you be imeresiecl in 
hearing abou1 ihe remarkable new resuh in ma1hema1ics, lo which 
your records owe their existence? 

Crab: My records derive from some piece of ma1hema1ics? How curious! 
Well, now 1ha1 you've provoked my imeres1, I mus! hear about ii. 

Achilles: Very well, then. (Pauses for a moment to sip his tea, thm rl'.mmes.) 
Have you heard of Fermat's infamous "Las! Theorem"? 

Anteater: I'm nor sure ... I! sounds strangely familiar, and ye1 I can'1 quire 
place ii. 

Achilles: It's a very simple idea. Pierre de Fermat, a lawyer by vocation bur 
ma1hema1ician by avocation, had been reading in his copy of 1he classic 
1ex1 Arithmetica by Diophamus, and came across a page containing 1he 
equation 



He immediately realized 1ha1 1his equation has infinitely mam· ~olu-
1ions a, b, l, and 1hen wrote in 1he margin ihe following notorious 
comment: 

The equation 

a"+b"=c" 

has sohnions-in posili\'e integers a. b. c and n only when n = 2 (;111cl 

!hen !here are infini!elr mam iriple!s a, h. c which s;llisl'y !he equa
lion); bu! !here are no solutions for n > 2. I hm·e disnin·red a lruh· 
marvelous proof of !his slalement. which. u11fortu11;11el~·. !his margi;1 
is loo small lo contain. 

Ever since 1ha1 day, some three hundred years ago, mathem;11icians 
ha\'e been vainly trying 10 do one of 1wo things: either 10 prove 
Fermat's claim, and thereby \'indicate Fermat's repu1a1ion, which, ;1l-
1hough very high, has been somewhat tarnished by skeptics who think 
he never really found the proof he claimed 10 have found-<>r else 10 
refute ihe claim, by finding a counterexample: a se1 of four integers 
a, b, c, and n, wi1h n > 2, which satisfy ihe equation. Until very 
recently, every altempt in either direction had mer wi1h failure. To be 
sure, the Theorem has been proven for many specific values of n-in 
particular, all n up 10 125,000. 

Anttater: Shouldn't it be called a "Conjenure" rather 1han a "Theorem", if 
it's never been given a proper proof? 

Achillts: Strictly speaking, you're right, bur 1radi1ion has kepi ii 1his way. 
Crab: Has someone at las! managed 10 resolve 1his celebrated question? 
Achillts: Indeed! In fan, Mr. Tortoise has done so, and as usual, by a 

wizardly stroke. He has nor only found a PR<X>F of Fermat's Las1 
Theorem (thus justifying i1s name as well as vindicating Ferma1), bur 
also a COUNTEREXAMPLE, ihus showing 1ha1 1he skeptics had good 
intuition! 

Crab: Oh my gracious! Thai is a revolutionary discovery. 
Anteattr: Bui please don'1 leave us in suspense. Whal magical integers are 

they, 1ha1 satisfy Fermat's equation? I'm especially curious abou1 1he 
value of n. 

Achilles: Oh, horrors! I'm mos! embarrassed! Can you believe 1his? I lef1 
ihe values a1 home on a truly colossal piece of paper. Unfortunately ii 
was 100 huge 10 bring along. I wish I had them here 10 show 10 you. If 
ii's of any help IO you, I do remember one 1hing-1he value of n is 1he 
only positive integer which does nor occur anywhere in ihe continued 
fraction for rr. 

Crab: Oh, wha1 a shame 1ha1 you don'1 have 1hem here. Bui there's no 
reason 10 doub1 wha1 you have iold us. 

FIGURE 54. Mobius Strip II, by M. C. fachtr (woodcut, 196J). 

FIGURE 55. Pierre de Fermat. 

Antt>ater: Anyway, who needs io see n wriuen our decimally? Achilles has 
jus1 iold us how 10 find ii. Well, Mr. T, please accept my hearty 
·felici1a1ions, on 1he occasion of your epoch-making discovery! 

Tortoi.\f: Thank you. Bui wha1 I feel is more important 1han ihe resuh 
itself is 1he practical use 10 which my resuh immediately led. 

Crtlb: I am dying 10 hear about ii, since I always though! number ih.eory 
was 1he Queen of Ma1hema1ics-1he purest branch .of ~a1hema11cs-
1he one branch of ma1hema1ics which has !'l:O apphcauons! 

Tortoi.\t>: You're nor 1he only one wi1h 1ha1 belief, bur in fan ii is quire 
impossible 10 make a blanker s1a1ement abou1 when or how. so~e 
branch-<>1. even some individual Theorem-<>f pure ma1hema11cs will 
have important repercussions outside of ma1hema1ics. I! is quire 
unpredictable-and 1his case is a perfect example of 1ha1 phenome
non. 

Achillt>s: Mr. Torioise's double-barreled resuh has created a breakthrough 
in 1he field of acous1ico-re1rie,·al! 

Antt>alt>r: Whal is acous1ico-re1rieval? 

Achilles: The name tells ii all: ii is ihe retrieval of acoustic information 
from extremely complex sources. A typical !ask of acous1ico-re1t:ie_val is 
10 reconsu·un 1he sound which a rock made on plummeting into a lake 
from 1he ripples which spread oul over 1he lake's surface. 

Crab: Why, 1ha1 sounds nex1 16 impossible! 
Achillt>s: Not so. I! is anually quire similar IO wha1 one's brain does, when ii 

reconstructs 1he sound made in ihe vocal cords of another person from 
1he vibrations 1ransmi11ed by ihe eardrum IO 1he fibers in 1he cochlea. 

Crab: I see. Bui I still don't see where number theory enters 1he piciure, 
or wha1 1his all has IO do wi1h my new records. 
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Achilles: Well, in 1he ma1hema1ics of anms1ico-re1rieval. there arise mam· 
questions which ha,·e 10 do with ihe 1111111he1 of soluiions of n·n;1i;1 
Diophamine equations. '.'\ow ~fr. T has been for \'ears 1ning lo lind a 
,,·ay of recons1runing !he sou11ds of Bach plavin~ his harpsichord. 
which wok place m·er lwo hundred ~·ears ago. from caln1ht1io11s iunih·
ing ihe motions of all ihe molecules in !he atmosphere al ihe prese111 
rime. 

Antmtt>r: Surel~· !hat is impossible'. They are irreirie,·ahh' gone, gont· 
fore,·er! 

Achil/t>.1: Thus think ihe nafre ... Bui Mr. T h;1s devoted 111;111v years 10 
1his problem, and came lo !he realization 1ha1 ihe whole thing hinged 
on !he number of Sl>ht1ions 10 !he equation 

an+hn=cn 

in posiih·e i111egers, wi1h n > 2. 

Tortoiw: I could explain, of course, just how 1his equation arises, bm I'm 
sure ii would bore you. 

Achil/t>.1: h !urned our 1ha1 acous1ico-reirie\·al iheon· predie1s 1ha1 1he 
Bach sounds can be reirie,·ed from ihe morion of all ihe molecules in 
1he atmosphere, pro\'ided 1ha1 EITHER !here exists al leas! one solmion 
lo ihe equaiion-

Crab: Amazing! 
Anteatt>r: Famasiic! 
Tortoi.\I': Who would have 1hough1! 

Achillt>s: I was about lo say. "pro\'ided 1ha1 !here exists FITlffR such a 
solution OR a proof 1hat there are :\O solmions!" And therefore, Mr. T, 
in careful fashion, sel about working al ho1h ends of 1he prohlem, 
simuhaneously. As ii rums our, ihe discovery of 1he coume.rexample 
was 1he key ingredient IO finding 1he proof, so 1he one led diree1ly lo 
the other. 

Crab: How could 1ha1 be? 

Tortoi.11': Well, you see, I had shown 1ha1 1he s1rue1ural la you! of any proof 
of Fermat's Last Theorem-if one existed-could be described by an 
elegant formula, which, ii so happened, depended on the values of a 
solution 10 a certain equation. When I found 1his second equation, 10 
my surprise ii !urned ou.t lo be 1he Fermat equation. An amusing 
accidental relationship between form and contem. So when I found 
ihe coumerexample, all I needed to do was 10 use those numbers as a 
blueprim for constructing my proof 1ha1 there were no solutions lo the 
equation. Remarkably simple, when you 1hink abou1 ii. I can'1 imagine 
why no one had ever found the result before. 

Achilles: As a resuh of 1his unanticipatedly rich mathematical success, 
Mr. T was able IO carry out ihe acous1ico-re1rie\'al which he had so 
long dreamed of. And Mr. Crab's present here represents a palpable 
realization of all 1his abs1rae1 work. 
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<:rab: 1>011'1 1ell me 11 s a recording of Bach playing his own works for 

harpsichord! . . . .· . 
1 

••• 

Arhillt>.1: I'm sorry, bur I have 10, for 1ha1 1s mdeed JUSI .wha1 II 1s. ~his is a 
.,el of iwo records of Johann Sebastian Bach playmg all of his Well
Tt>mptrnl Clavier. Each record comains one of ihe 1wo .volumes of ihe 
Wt>ll-Tempertd Clavier; 1ha1 is 10 say, e~ch record contains 24 preludes 
aml fugues--<ine in each major and minor key. 

<:mb: Well, we mus! ahsolu1ely pu1 one of these priceless records on, 
immeclia1ely! And how can I ever thank 1he 1wo of you? 

Tortoi1t>: You have already thanked us plentifully, wi1h this delicious lea 
which you have prepared. 

(Tiu Crab slidt>.1 ont> of the rl'Cord1 out of il\ jacket, and pul1 it on. The 
.1ound of rm incrt>dibly mmtt>rful harpsichordist.fills the room, in the highest 
imaginablt> fidt>lity. On,. l'Vl'n hmr.1-or i.1 it one's imaginationr--the soft 
.\011nd1 of Bach .1inging to himsl'lf a.1 ht> plays .. . ) 

<:mb: Would <Ill)' of you like 10 follow along in 1he score? I happen 10 have 
a unique edition of 1he Wt>ll-Tt>mpert>d Clavil'r, specially illumi~aied by a 
tcadier of mine who happens also lo he an unusually fine calligrapher. 

Tortoi1r: I would \'ery much e~joy 1ha1. 

(Thr <:rab got>.1 to hi1 rlt>g(lnt glaB-mclosl'd woodm bookcme, opens tht> 
rloor.1, (ltid drau•.1 out tu•o largt> volumt>s.) 

<:mli: Here \'Oll are, Mr. Tortoise. I've ne\·er really gonen lo know all 1he 
hea11tiful. illustrations i111his edition. Perhaps your gifi·will provide ihe 
needed impetus for me to do so. 

Tortoi.1r: I do hope so. 
A 11tratn: Have nn1 e\'er noticed how in these pieces ihe prelude always 

sets 1he mo<;d pnfenly for ihe following fugue? 
<:mb: Yes. Although it may he hard lo pu1 ii into words, there is always 

some suhile relation heiween the lwo. E\·en if the prelude and fugue 
do 1101 ha\·e a common melodic suhjecl, there is ne\·enheless always 
some intangihle ahs1rae1 quali1v which underlies both of them, binding 
them together ,·erv strongly. 

Tortoi.11': And there is something \'ery dramatic about ihe few moments of 
silent suspense hanging heiween prelude and fugue-that momem 
where 1he the theme of !he fugue is ahoul lo ring out, in single !Ones, 
and then to join with itself in e\·er-increasingly complex levels ofWeird, 
l'xquisiie harmony. 

Arhilll'1: I know jusl wha1 you tnean. There are so many preludes and 
fugues whid1. I haven't ye! gonen w know, and for me 1ha1 fleeting 
interlude of silence is verv exciting: it's a time when I try IO second
guess old Bach. For example, I alwavs wonder wha~ 1h~ f~gue's tempo 
will he: allegro. or adagio? Will ii he in 6/8, or 4/4:' W1ll 11 have three 
n1ires, or foe--<>r four? And then, 1he firs! \'oice sians ... Such an 
exquisite moment. 
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Crab: Ah, yes, well do I remember those long-gone da\"s of 111\" \Outh, thl' 
days when I thrilled to each new prelude and fugue. tilled with the 
excitement of their nm·eh~ and be<lllt\ and the mam unexpened 
surprises which they conceal. 

Achilles: And now? Is that thrill all gone? 

Crab: It's been supplanted by famili<irity, <ts thrills alwan will ht'. Hut iu 
that familiarity there is also a kind of depth, which ha~ its own rnmpt·n
sations. For instance. I find that there are always new surprises which I 
hadn't noticed before. 

Achilles: Occurrences of the theme which rnu had on·rlooked? 
Crab: Perhaps--especially when it is in\'en~·d and hidden among snnal 

other \'Oices, or where it seems to come rushing up from the depth~. 
out of nowhere. But there are also am;uing modulations which it is 
manelous IO listen to m·e1· and O\'er again. and wonder how old Hach 
dreamt them up. 

Achilles: I am ver~· glad to hear that there is something to look forward to, 
after I have been through the first flush of infatuation with the Wei/
Tempered Clavier-ahhough it also makes me sad that this stage could 
not last forever and ever. 

Crab: Oh, you needn't fear that your infa!Uation will totally die. One of 
the nice things about that son of youthful thrill is that it can always ht· 
resuscitated.just when you thought it was finally dead. h just takes the 
right kind of triggering from the outside. . 

Achilles: Oh, really? Such as what? 

Crab: Such as hearing it through the ears, so to speak, of someone to 
whom it is a totally new experience-someone such as you, Achilles. 
Somehow the excitemem transmits itself, and I can feel thrilled again. 

Achilles: That is imriguing. The thrill has remained dormant somewhere 
inside you, but by yourself, you aren't able to fish it up out of your 
subconscious. 

Crab: Exactly. The potemial of reli\'ing the thrill is "coded", in some 
unknown way, in the strunure of my hrain, hut I don't have the power 
to summon it up at will; I have to wait for chance circumstance to 
trigger it. 

Achilles: I have a question about fugues which I feel a liule embarrassed 
about asking, but as I am just a novice at fugue-listening, I was wonder
ing if perhaps one of you seasoned fugue-listeners might help me in 
learning ... ? 

Tortoise: I'd certainly like to offer my own meager knowledge, if it might 
pro\'e of some assistance. 

Achilles: Oh, thank you. Let me come at the question from an angle. Are 
you familiar with the print called Cube with Magic Ribboru, by M. C. 
Escher? 

Tortoise: In which there are circular bands having bubble-like distortions 
which, as soon as you'\'e decided that they are bumps, seem to turn into 
dents-and vice versa? 
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FIGURE 56. Cube with Magic Ribbons, by M. C. Escher (lithograph, 1957). 

Achilles: Exactly. 

Crab: I remember that picture. Those little bubbles always seem to flip 
back and forth between being conca\'e and convex, depending on the 
direction that you approach them from. There's no way to see them 
simuhaneously as concave A1'D convex-somehow one's brain doesn't 
allow that. There are two mutually exclusive "modes" in which one can 
perceive the bubbles. 

Achilles: Just so. Well, I seem to have discovered two somewhat analogous 
modes in which I can listen to a fugue. The modes are these: either IO 

follow one individual voice at a time, or to fisten to the total effect of all 
of them together, without trying to disentangle one from another. I 
have tried out both of these modes, and, much to my frustration, each 
one of them shuts out the other. It's simply not in my power to follow 
the paths of individual voices and at the same time to hear the whole 
effect. I find that I flip back and forth between one mode and the 
other, more or less spontaneously and involuntarily. 
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Anteatn": Jus1 as when you look al ihe m;1gK b;mds, eh? 
Achilles: Yes. I was jus1 wondering ... doi.'s nn description of !ht'se lwo 

modes of fugue-listening brand me u11111is1akahh· as a n;fin·. inexpt·ri
enced listener, who couldn't t"\"en hegin lo grasp !he ckeper modt·s of 
perception which exist berond his ken? 

Tortoise: No, nor a1 all, Achilles. I can onh· speak for myself. Inn I 100 find 
myself shifiing back and fonh from one mode lo ihe other wi1hm11 
exerting any conscious control O\"t"r which mode should he domi11a111. I 
don'1 know if our other companions here ha\"e also experit'nced am·
thing similar. 

Crab: Mos! definitely. Ir's quire a 1;1111alizing phenomenon, since you feel 
tha1 1he essence of 1he fugue is fli11ing ahoul you, and you ca11'1 quire 
grasp all of ii, because you can'1 quire make yourself funnion hoili 
ways at once. 

Anteater: Fugues ha,·e 1ha1 in1eres1ing property, 1ha1 e:1ch ofiheir \"okes is 
a piece of music in ilself; and thus a fugue might he 1hougl11 of as a 
collection of sneral dis1inc1 pieces of music, all based on one single 
Iheme, and all played simultaneously. And ii is up 1.0 1he listener (or his 
subconscious) 10 decide whether it should be percei\·ed as a uni1, or as a 
collection of independent parts, all of which harmonize. 

Achilles: You say 1ha1 the parts are "independent", yet 1ha1 can'! be liter
ally true. There has to be some coordination between them, otherwise 
when they were put 1oge1her one would just have an unsystematic 
clashing of tones-and that is as far from 1he truth as could be. 

Anteater: A belier way IO state ii might be 1his: if you listened to each voice 
on its own, you would find that ii seemed lo make sense all by itself. h 
could stand alone, and tha1 is !he sense in which I mealll 1ha1 it is 
independent. Bui you are quite right in pointing out 1hat each of1hese 
individually meaningful lines fuses with !he others in a highly nonran
dom way, to make a graceful totality. The art of writing a beautiful 
fugue lies precisely in this ability, to manufacture several different 
lines, each one of which gives the illusion of having been written for i1s 
own beauty, and ye1 which when taken together form a whole, which 
does not feel forced in any way. Now, this dichotomy between hearing 
a fugue as a whole, and hearing its component voices, is a particular 
example of a \'ery general dichotomy, which applies 10 many kinds of 
structures built up from lower levels. 

Achilles: Oh, really? You mean that my two "modes" may have some more 
general type of applicability, in situations other than fugue-listening? 

Anteater: Absolutely. 

Achilles: I wonder how that could be. I guess ii has to do with alternating 
between perceiving something as a whole, and perceiving it as a collec
tion of parts. But the only place I have ever run into that dichotomy is 
in listening to fugues. · 

Tartoise: Oh, my, look at this! I just !urned the page while following 1he 
music, and came across this magnificent illustration facing 1he firs! 
page of the fugue. 
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Crab: I ha,·e ne,·er seen 1ha1 illustration before. Why don'1 you pass ii 
'round? 

!The Tortoiie pa 11e1 the hook around. Each of the foursome looks at it in a 
rlwracteri1tic wav--thi1 one from afar, that one from cwu up, everyone 
tipping hii head ·thi1 w<ly and that in puzzlement. Finally it ~as made the 
round1, and return.1 to the Tortoi1e, who peers at If rather intently.) 

.1 h ·11 . Well I auess 1he J>relude isJ.USI aboul o\'er. I wonder if, as 1 lisien .-.r I e1. , ,., h . "Wh . 
lo 1liis fugue, I will gain any more insight into I e questmn: ai_'.~ 
1he riglll way lo listen lo a fugue: as a whole, or as the sum ofns parts:' 

1Tortoi1e: Listen carefully. and you will! 

(The prelude end.1. There i.1 a moment of .1ilence; and · · · 

[ ATTACCA) 

284 Prelude ... 



CHAPTER X 

Levels of Description, 
and Computer Systems 

Levels of Description 

Goon's STRING G, and a Bach fugue: they both ha\'e the property that 
they can be understood on different le\'els. We are all famili<ir with this 
kind of thing; and yet in some cases it confuses us, while in othe1 s we 
handle it without any difficuhy at all. For example, we all know that we 
human beings are composed of an enormous number of cells (around 
twenty-five trillion), and therefore that everything we do could in principle 
be described in terms of cells. Or it could even be described on the le\'el of 
molecules. Most of us accept this in a rather mailer-of-fan way; we go to 
the doctor, who looks at us on lower levels than we think of ourseh·es. We 
read about DNA and "genetic engineering'' and sip our coffee. We see111 to 
have reconciled these two inconcei\·ably different pictures of oursel\'es 
simply by disconnecting them from each other. We have almost no way to 
relate a microscopic description of ourselves to that which we feel ourselves 
to be, and hence it is possible to store separate representations of ourselves 
in quite separate "compartments" of our minds. Seldom do we ha\'e to Hip 
back and forth between these two concepts of ourselves, wondering "How 
can these two totally different things be the same me?" 

Or take a sequence of images on a television screen which shows 
Shirley MacLaine laughing. When we watch that sequence, we know that 
we are actually looking not at a woman, but at sets of Hickering dots on a Hat 
surface. We know it, but it is the furthest thing from our mind. We have 
these two wildly opposing representations of what is on the screen, but that 
does not confuse us. We can just shut one out, and pay attention to the 
olher-which is what all of us do. Which one is "more real"? It depends on 
whether you're a human, a dog, a computer, or a television set. 

Chunking and Chess Skill 

One of the major problems of Artificial Intelligence research is to figure 
out how to bridge the gap between these two descriptions; how to construct 
a system which can accept one level of description, and produce the other. 
One way in which this gap enters Artificial Intelligence is well illustrated by 
the progress in knowledge about how to program a computer to play good 
chess. It used to be thought-in the 1950's and on into the 1960's-that the 
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trick to making a machine play well was to make the machine look further 
ahead into the branching network of possible sequences of ~lay than any 
chess 10<1ster can. Howe,·er, as this goal gradually became altamed, the le,·el 
of computer chess did not ha,·e any sudden spun, and surpass human 
ex pens. In fae1, a human ex pen can quite soundly and confidently trounce 
the best chess programs of this day. 

The reason for this had actually been in print for many years. In the 
I 940's, the Dutch psychologist Adriaan de Gr?ot "_lade stu~ies of.how chess 
novices and chess masters percei,·e a chess s1tuatm~. Put in .the.ir s~arkest. 
terms, his results imply that chess masters pe1:cen·e the d1stnbut1on of 
pieces in chunks. There is a higher-le\'el descnpuon o.~ the bo~rd th~n.the 
straightforwanl "white pawn on KS, black rook on. Q6 t} p_e of descnpt101_1. 
;111d the master somehow produces such a mental image of the board. This 
was pro\·en hy the high speed with which a ma_ster could _re~roduce. an 
anual position taken from a game, compared with the nonces plodding 
reconstrue1ion of the position, after both of them had had fi\'e-second 
glances at the hoard. Highly rnealing was the fan that maste1:s' mistakes 
imoln·d placing whole group.1 of pieces in the wrong place, which left the 
game strategically almost the same, but to a ~o\'ice's eyes .. not _at all the 
same. The clincher was to do the same experiment but with pieces ran
domly assigned to the squares on the board, instead of copied from _actu_al 
games. The masters were found to be simply no better than the nonces m 
reconstrue1i11g such random boards. . . . 

The conclusion is that in normal chess play, certain types of s11uat1on 
renir--<.·ertain patterns-and it is to those high-le,·el patt~rns t_hat the 
master is sensiti\·e. He thinks on a different level from the om·ice; his set of 
concepts is different. Nearly nervo~e is s_urprised to find ou~ that in actual 
play, a master rarely looks ahead_ anv further than a ~ov1ce_ does-an~ 
moreo,·er, a 111aster usually exanunes only a handful of possible mm·es. 
The trick is that his mode of percei,·ing the board is like a filter: he literally 
does not .1ee bad moi•e.1 when he looks at a chess situation-no more than chess 
amateurs see illegal mm·es when thev look at a chess situation. Anyone who 
has played nen a little chess has organized his perception so that diagonal 
rook-mo\·es, forward captures by pawns, and so forth, are ne,·er brought t? 
mind. Similarly, master-le,·el players ha\e built up higher lnels of orgam
.liltion in the wav thev see the board: consequently, to them, bad mm·es are 
as unlikely to co;ne tl~ rnind as illegal mows are, to most people. This might 
be called· implicit pruning of the giant branching tree of possibilities. By 
contrast, explicit pruning would im·oh·e thinking of a m<l\'e, and aftel super
ficial examination, deciding not to pursue examining it any further. 

The distinrtion can apply just as well to other intellectual acti,·ities
for instance. doing mathematics~ A gifted mathematician doesn't usually 
think up and tn out all sorts of false pathways to the desired t_h_eorem, as 
less gifted people might do: rather, he just ''smells" the promising paths, 
and takes them immediate!\'. 

Computer chess progr<;ms which rely on looking ahead ha,·e not been 
taught to think on a higher le,·el: the strategy has just been to use brute 
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force look-ahead, hoping 10 crush all 1ypes of opposition. Bui ii has nor 
worked. Perhaps someda~·. a look-ahead program wi1h enough brute forn· 
will indeed O\'ercome 1he bes1 human pla~·ers-bm 1ha1 will he a small 
imelleciual gain, compared 10 1he re,·elarion 1ha1 i111elligence depends 
crucially on !he ability 10 crea1e high-le,·el descriptions of complex ana\'S, 
such as chess boards, iele\'ision screens, primed pages, or pai111ings. 

Similar Levels 

Usually, we are nor required lo hold more than one len·I of 1111dnst;111ding 
of a situation in our minds al once. More1l\'er. the different descriptions of 
a single system are usually so concepiuallr distant from each other that, as 
was mentioned earlier, there is no problem in maimaining !lwm hoih: thn 
are jus1 maintained in ~eparate memal compartments. \\'hat i' confusing, 
!hough, is when a single system admits of two or more clesniptions on 
different le\'els which nevertheless rl'sl'mhll' each other in some wa\'. Then 
we find it hard 10 avoid mixing le,·els when we think aho11t the S\'st~·1n, and 
can easily get toially lost. · 

Undoubtedly 1his happens when Wt' think about ou1· own 
psychology-for instance, when we iry to understand people's moti\'alions 
for various actions. There are many le,·els in 1he human memal 
s1rue1ure--cenainly it is a system which we do not understand wry well yet. 
But there are hundreds of rival theories which tell why people an the way 
they do, each theory hased on some underlying assumptions about bow far 
down in this se1 of le,·els ,·arious kinds of psychological "forces" are found. 
Since a1 this rime we use preny much the same kind of language for all 
mental levels, 1his makes for much level-mixing and mos! certainly for 
hundreds of wrong theories. For instance, we talk of "drives"-for sex, for 
power, for fame, for lm·e, etc., etc.-wi1hou1 knowing where these drives 
come from in the human menial structure. Without belaboring ihe point, I 
simply wish lo say that our confusion abou1 who we are is certainly related 
to the fac1 tha1 we consist of a large se1 of levels, and we use overlapping 
language 10 describe ourselves on all of those levels. 

Computer Systems 

There is anoiher place where many levels of description coexist for a single 
system, and where all 1he levels are conceptually quite dose lo one another. 
I am referring to computer systems. When a computer program is run
ning, ii can be viewed on a number of levels. On each level, the description 
is given in the language of computer science, which makes all 1he descrip
tions similar in some ways to each 01her-ye1 there are extremely impor1an1 
differences between 1he views one gets on 1he different levels. At 1he lowest 
level, ihe description can be so complicated 1ha1 it is like the do1-descrip1ion 
of a television picture. For some purposes, however, this is by far the most 
important view. At 1he highest level, the description is greatly chunlud, and 
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takes on a completely different feel, despite the fact that many of the same 
nmcepts appear on 1he lowest and highest lev~ls. The chunks .on the 
high-level descrip1ion are like the chess experts chunks, ~n~ like the 
chunked description of the image on the screen: they summarize m capsule 
form a number of things which on lower levels are seen as separate. (See 
Fig. 57.) Now before things become too abstract, let us pass on to the 
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FfGURf.' 57. Thr i<Ua of "chunking": a group of item1 is reprrceived. as a single "chunk". 
The chunk'.1 bmmd'1r1 i.1 11 little likP a cell membrane or a national bor<U~: rt establishes a 
,ie/mmte identity for .the elm/er withm .. According to context, one may wish '.o ignore the 
ch1mk',1 rntenurl 1/ru.ct1ffe or lo take 1/ mto account. 

ronnete fans about computers, beginning with a very quick skim ofwhal a 
rnmputer system is like on the lowest level. The lowes.t level? W.el~, not 
really. for I am not going to talk about elementary parucles-but 11 1s the 
lowest le\'el which we wish to think about. 

At the n1nceptual rock-bonom of a computer, we find a memory, a 
central proce.1.1ing unit (CPU), and some input-output (1/0) devices .. Let us first 
describe the memorv. It is di\'ided up into distinct physical pieces, called 
u•ord1. For the sake ;>f concreteness, let us say there are 65,536 wards of 
memory (a typical number, being 2 to the 16th power). A word is further 
di\'ided into what we shall t·onsider the atoms of computer science-bits. 
The number of bits in a typical word might be around thirty-six. Physically, 
a hit is just a magnetic "switch" tha1 can be in either of two positions. 

()()'()'xx 0 x () 0 xx()() x ()xx xx xx() xx 0 ()xx x 00 () 0' 

--- a word of 36 bits ---
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You could call the two positions "up" and "'clown". or .. x·· and "o ... or ·-r· 
and "O" · .. · Th~ thir~ is the usual com·emion. I! is perfenly fine. hm it has 
the possibly. m1sle~dmg effect <~f-~aking people think that a computer, 
deep do\\ n, is stonng numben. 1 his is 1101 true. A set of thinv-six hits dot•s 
not ha\'e to be thought of as a number anv more than two ·bits has 10 ht· 
th~>Ught of as t.he price of an ice cream cone. Just as money can do \'<triom 
thmg~ dependm~ on how you use it, so a word in memory can serve manv· 
functions. ~om~t1mes, lo be sure, those thirty-six bits will indeed represe1{1 
a number m b1_n~ry notation. Other times, they may represe111 1hir1v-six 
dots on a 1ele,·1s1on screen. And other times, they may represent a· few 
letters of text. How a word in memory is 10 be thought of depends entireh· 
on the role that this word plays in the program which uses ii. I! may, 

0
'r 

course, play more than one role-like a note in a canon. 

Instructions and Data 

There is one interpretation of a word which I ha\'en'1 vet mentioned and 
that is as an instruction. The words of memory contain ·not only data ;0 he 
acted on, but also the program 10 an on the data. There exists a limited 
re~ertoire of operations which can be carried out by the central processing 
unn-the CPU-and pan of a word, usually its first several bits-is inter
pretable as the name of the ins1ruc1ion-1ype which is 10 be carried out 
What do the rest of the bits in a word-interpreted-as-instruction stand for? 
Most often, they tell which other words in memory are 10 be acted upon. In 
other w?rds, the remaining bits constitute a pointer 10 some other word (or 
words) m memory. Every word in memory has a distinct location, like a 
~ouse ~n a street; a.nd its location is called its addre.H. Memory may have one 
street , or m~ny 'stree1s"-1hey are called "pages". So a given word is 

addressed by Its page number (if memory is paged) together with its 
position within the page. Hence the "pointer" pan of a'ri instruction is the 
numerical address of some word(s) in memory. There are no restrictions 
on the pointer, so an instruction may even "point" at itself, so that when it is 
executed, it causes a change in itself 10 be made. 
. How_ d_oes the computer know what instruction 10 execute at any given 

time? This is kept track of in the CPU. The CPU has a special pointer which 
points at (i.e., stores the address of) the next word which is to be interpret
ed as an instruction. The CPU fetches 1ha1 word from memory, and copies 
it electronically into a special word belonging to the CPU itself (Words in 
the CPU are usually not called "words", but rather, registers.) Then the CPU 
exetules that instruction. Now the instruction may call for any of a large 
number of types of operations to be carried out Typical ones include: 

ADD the word pointed 10 in the instruction, to a register. 
(In this case, the word pointed to is obviously interpreted as a 
number.) 
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PRINT the word pointed to in the instruction, as letters. 
(In this case, the word is ob,·iously interpreted not as a 
number, but as a string of letters.) 

JUMP lo the word pointed 10 in the instruction. 
(In this case, the CPC is being told lo interpret that particular 
word as its next im1ruc1ion.) 

L'nless the instruction explicitly dictates otherwise, the CPL' will pick 
up the \·ery next word and interpret it as an instruction. In other words, the 
CPL' assumes that it should mm·e down the "street" sequentially. like a 
mailman, interpreting word after word as an instruction. But this sequen
tial order can be broken by such instructions as the JUMP instruction, and 
others. 

Machine Language vs. Assembly language 

This is a \'cry brief sketch of machine language. In this language, the types of 
operations which exist cons1i1u1c a finite repertoire which cannot be ex
tended. Thus all programs, no mauer how large and complex, must be 
made out of compounds of these types of instructions. Looking at a pro
gram wriuen in machine language is vaguely comparable to looking at a 
DNA molecule atom by atom. If you glance back lo Fig. 41, showing the 
nudcotidc sequence of a DNA molecule-and then if you consider 1ha1 
each nudcotidc co111ains two dozen atoms or so-and if you imagine trying 
lo write the DNA, atom by atom, for a small \'irus (not lo mention a human 
bci11g~)-!11cn you will get a feeling for what it is like 1o·wri1e a complex 
program in machine language, and what it is like 10 try to grasp what is 
going on in a program if you ha,·e access only 10 its machine language 
dcsrription. 

It must be mcmioncd, howe\'er, 1ha1 computer programming was 
originally done on an even lower level, if possible, than 1ha1 of machine 
language-namely, connecting wires 10 each other, so 1ha1 the proper 
operations were "hard-wired" in. This is so amazingly primitive by modern 
standards 1ha1 it is painful e\'en io·imagine. Yet undoubtedly the people 
who firs! did it experienced as much exhilaration as the pioneers of mod
ern computers t"\'t"r do ... 
. We now wish lo move lo a higher level of the hierarchy of levels of 

description of programs. This is the assembly language level. There i!t- not a 
gigantic spread between assembly language and machine language; indeed, 
the step is rather gentle. In essence, there is a one-to-one correspondence 
between assembly language instructions and machine language instruc
tions. The idea of assembly language is 10 "chunk" the individual machine 
language instructions, so 1ha1 instead of writing the sequence of bits 
"010111000" when you want an instruction which adds one number to 
another, you simply write ADD, and then instead of giving the address in 
binary representation, you can refer to the word in memory by a name. 
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Therefore, a program in assembly language i~ \'en mlKh like a mad1int· 
langu.age program made legible to humans. You might rompare tlw 
machme language \'ersion of a program 10 a T!\T-deri\'ation done in the 
obscure Godel-numbered notation, and the assemhl\' languagl' \'ersion to 

the isomorphic TNT-derivation, done in the original TNT-notation, whkh 
is much easier to understand. Or. going h;Kk to the DNA irnagt'. wt· can 
liken .the difference between marhine language and assemhl\' languagt• to 
the difference between painfully specifying earh nudeotick. atom I>\· atom, 
and specifving a nucleotide by simply gi\'ing its 11am1' (i.e., 'A','(;'.' ·c. or 
'T'). T~ere is a tremendous sa\'ing of labor in this \'er\' simple "chunking" 
operat10n, although conceptual!\ not much has been d1anged. 

Programs That Translate Programs 

Perhaps the central point about assembly language is not its diffrre11n•s 
from machine language, which are not that enormous, lnrtjust the key idea 
that programs could be written on a different le\'el at all! Just think about 
it: the hardware is built to "understand" machine language programs-se
quences of bits-but not letters and decimal numbers. What happens when 
hardware is fed a program in assembly language? It is as if you tried to get a 
cell to accept a piece of paper with the nucleotide sequence written out in 
letters of the alphabet, instead of in chemicals. What can a cell do with a 
piece of paper? What can a computer do with an assembly language 
program? 

And here is the vital point: someone can write, in machine language, a 
translation program. This program, called an rL.1.1Pmbler, accepts mnemonic 
instruction names, decimal numbers, and other convenient abhreviations 
which a programmer can remember easily, and carries out the conversion 
into the monotonous but critical bit-sequences. After the assembly lan
guage program has been auembled (i.e., translated), it is'tun--or rather, its 
machine language equivalent is run. But this is a matter of terminology. 
Which level program is running? You can never go wrong if you say that 
the machine language program is running, for hardware is always involved 
when any program runs-but it is also quite reasonable to think of the 
running program in terms of assembly language. For instance, you might 
very well say, "Right now, the CPU is executing a JUMP instruction", 
instead of saying, "Rig ht now, the CPU is executing a 'I I I 0 I 0000' instruc
tion". A pianist who plays the notes G-E-B E-G-B is also playing an arpeg
gio in the chord of E minor. There is no reason to be reluctant about 
describing things from a higher-level point of view. So one can think of the 
assembly language program running concurrently with the machine lan
guage program. We have two modes of describing what the CPU is doing. 
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Higher-Level Languages, Compilers, and Interpreters 

Tht· next level of the hierarchy carries much further the extremely power
ful idea of using the computer itself to translate programs from a high level 
into lower levels. After people had programmed in assembly language for a 
number of years, in the early I 950's, they realized th~t th.ere were a 
number of characteristic structures which kept reappearmg rn program 
after program. There seemed to be, just as in chess, ~ertain. fundamental 
patterns which cropped up naturally when human bemgs tned_ to formu
late alf{orithm1--exact descriptions of processes they wanted earned out. In 
other words, algorithms seemed lo have certain higher-level components, 
in terms of which they could be much more easily and esthetically specifie~ 
than in the very restricted machine language, or assembly language. Ty_p1-
cally. a high-level algorithm component consists not of one or two ma~hme 
language instructions, but of a whole collection of them, not necesssarrl.y all 
nmtiguous in memory. Such a component could be represented 111 a 
higher-level language bv a single item-a chun~. 

Aside from standard chunks-the newly discovered components out 
of which all algorithms can be built-people realized that almost all pro
grams contain even larger chunks-superchunks, s~ to speak. _These 
superchunks differ from pro~ram to program, depend1

1

ng ~n the kmds of 
high-level tasks the progr_am 1s supposed_to carry out.\\~ d1scuss~d s~~er
chunks in Chapter V, call mg them by their usual names: subroutmes and 
"procedures". It was clear that a most powerful addi_tion to any pr~~ra~
ming language would be the ability to defiru new higher-level e~lllles 111 

tt·rms of previously known ones, and then to call them by n_ame. This would 
build the chunking operation right into the language. Instead of there 
heing a determinate repertoire of instructions out of which all prc~grams 
had to be explicitly assembled, the programmer could co~su:uct his own 
modult·s, each with its own name, each usable anywhere 111s1de the pro
gram, just as if it had been a built-in feature of the language. Of cou~se, 
there is 110 getting away from the fact that down _below, on a mach~ne 
language level, e\·e1-ything would still be composed _o~ the ~~me old mac~me 
languagl' instructions. but that would not be exphntly v1S1ble to the: h1gh-
lnel programmer; it would be implicit. . 

The new languages based on these ideas were called comp1ln lanft!"agp_s. 
One of the t•arliest and most elegant was called "Algol", for "Algonthm1e 
Language". V11like the case with assembly language, ther~ is no 
straightforward one-to-one correspondence between statements 1.ri _Algol 
and machine language instructions. To be sure, there is still a type of 
mapping from Algol into machine language, but it is far more "scrambled" 
than that between assembly l;u1guage and machine language. Roughly 
speaking, an Algol program is to its machine language translation as a ~-ord 
problem ill an elementarr algebra text is to the equation it translates mto. 
(Actually. getting from a word problem to an equation is far more complex, 
but it gives some inkling of the types of "unscrambling" that have to be 
rarried out in translating from a high-level language to a lower-level Ian-
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guage.) In the mid- I 950's, successful programs l'alled compiln.1 were written 
whose function was to l'arry out the translation from n>111piler l<tnguages to 
machine language. 

Also, i11tnprett'rs were in\'ented. Like n>111pilers, interpreters ll'anslatt· 
from high-le\'el languages into mac·hine language, but instead of t1·;111sb1-
ing all the statements first and then executing the mad1ine code, they re;id 
one line and execute it immediately. This has the ad,·;uuage that a user 
need not have written a complete program to use an interpreter. He llla\ 
in\'ent his program line by line, and test it out as he goes along. Thus, an 
interpreter is to a compiler as a simultaneous interpreter is to a translator 
of a written speech. One of the most important and fascinating of all 
computer languages is LISP (standing for "List Prol'essing"), whid1 was 
in\'ented by John McCarthy around the time Algol was invellled. Sub
sequently, LISP has enjoyed great popularity with workers in Artiticial 
Intelligence. 

There is one interesting difference between the w;iy interpreters work 
and compilers work. A rnmpiler takes input (a finished Algol program, for 
instance) and prodtKes output (a long sequence of machine languagt· 
instructions). At this point, the compiler has done its duty. The output is 
then given to the computer to run. By contrast, the interpreter is constantly 
running while the programmer types in one LISP statement after another, 
and each one gets exenlled then and there. But this doesn't mean that ead1 
statement gets first translated, then exec·uted, for then all interp1·eter 
would be nothing but a line-by-line compiler. Instead, in an i11terpreter, the 
operations of reading a new line, "underst;inding" it, and exel'uting it <ire 
intertwined: they OCTUr simultaneously. 

Here is the idea. expanded a little more. Each time a new line of LISP 
is typed in, the interpreter tries to prot·ess it. This means that the interpret
erjolts into action, and certain (machine language) instructions inside it get 
executed. Precisely which ones get executed depends on ,the LISP statement 
itself. of course. There are many JUMP instructions inside the interpreter, 
so that the new line of LISP may cause control to move around in a 
complex way-forwards, backwards, then forwards again, etc Thus, each 
LISP statement gets converted into a "pathway" inside the interpreter, and 
the act of following that pathway achieves the desired effect. 

Sometimes it is helpful to think of the LISP statements as mere pieces 
of data which are fed sequentially to a constantly running machine lan
guage program (the LISP interpreter). When you think of things this way, 
you get a different image of the relation between a program written in a 
higher-level language and the machine which is executing it. 

Bootstrapping 

Of course a compiler, being itself a program, has to be written in some 
language. The first compilers were written in assembly language, rather 
than machine language, thus taking full advantage of the already ac-
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complished first step up from machine language. A summary of these 
rather tricky concepts is presented in Figure 58. 

Compiler 
language 

Assemblr 
language 

FIGURE 58. As.1emblen rmd compiln.1 
are both tran.1laton into machine language. 
Thi.1 i.1 indicated by th" solid line.1. 
i'W orem•er, .1i11ce thl"I a re them.1elve.1 pro
grams, they are orifii11ally u•ritte11 in a la11-
g1wge al.10. The U'fll'.\' li11e.1 indicate that a 
compiler cm1 be u•rittm i11 as.1embly lan
guage, rmd an m.1embln in machine lan
guag~. 

Now as sophistication increased, people realized that a partially written 
compiler could be used to compile extensions of its~lf. In other word~, ~nee 
a certain minimal core of a compiler had been written, then that m1mmal 
compiler could translate bigger compilers into machine language-which 
in turn could translate yet bigger compilers, until the final, full-blown 
compiler had been compiled. This process is affectioria.tely known ~s 
"bootstrapping"-for obvious reasons (at least if your nall\'e langu~ge is 
English it is obvious). It is not so different from the attainm.ent by.a child ~f 
a critical level of Auency in his native language, from wh1eh point on his 
\'ocabulary and Auency can grow by leaps and bounds, since he can use 
language to acquire new language. 

Levels on Which to Describe Running Programs 

Compiler languages typically do not reflect the structure of the machines 
whid1 will run programs written in them. This is one of their chief advan
tages o\er the highly specialized assembly and machine l~ngua~e~ .. or 
n>urse, when a compiler language program is translated mto machine 
language, the resulting program is machine-dependent. Therefore one can 
desnibe a prngram which is bein$ executed in a machine-indepe~dent way 
or a machine-dependent way. It is like referring to a paragraph m a book 
b,· its suhjen matter (publisher-independent), or its page number and 
position 1;n the page (publisher-dependent). 

As long as a program is running correctly. it hardl~· matters how you 
descrihe it or think of its functioning. It is when something goes wrong that 
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it is important to be able to think on differelll levels. If. for instance. the 
machine is instructed lo divide by zero at some stage. it will <"ome 10 a halt 
and l~t the user know of this problem, by telling where in the progra111 the 
questionable event occurred. However, the sperification i~ often given on a 
lower level than that in whirh the programmer wrote the program. Hen· 
are three parallel descriptions of a program grinding 10 a halt: 

Machine Language Level: 
"Execution of the program slopped in l<Kalion 
1110010101110111" 

Assembly Language Level: 
"Execution of the program stopped when the DIV (di\'idt·) 
instruction was hit" 

Compiler Language Level: 
"Execution of the program stopped during naluation of thl' 
algebrair expression '(A + 8)/Z' " 

One of the greatest problems li.>r systems progTammers (the people who 
write compilers, interpreters, assemblers. and other programs 10 he used by 
many people) is lo figure out how lo write error-detecting routines in s11ri1 
a way that the messages which they feed lo the user whose program has a 
"bug" provide high-le\'el, rather than low-level, desniptions of the prob
lem. It is an interesting reversal that when something goes wrong in a 
genetic. "program" (e.g., a mutation), the "hug" is manifest only to peoplt• 
on a high level-namely on the phenotype level, not the genotype level. 
Actually, modern biology uses mutations as one of its principal windows 
onto genetic· processes, because of their multilevel trareability. 

Microprogramming and Operating Systems 

In modern computer systems, there are several other levels of the hierar
chy. For instance, some systems--often the so-called "mirroromputers"
come with machine language instructions which are even more rudimen
tary than the instruction to add a number in memory to a number in a 
register. It is up to the user lo decide what kinds of ordinary machine-level 
instructions he would like to be able lo program in; he "microprograms" 
these instructions in terms of the "micro-instructions" which are available. 
Then the "higher-level machine language" instructions which he has de
signed may be burned into the circuitry and become hard-wired, although 
they need not be. Thus microprogramming allows the user to step a little 
below the conventional machine language level. One of the consequences is 
that a computer of one manufacturer can be hard-wired (via micropro
gramming) so as to have the same machine language instruction set as a 
computer of the same, or even another, mariufacturer. The micropro
grammed computer is said lo be "emulating" the other computer. 

Then there is the level of the operating 1y1tem, which tits between the 
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machine language program and whatever higher level the ~ser is pro
gramming in. The operating system is itself a program which has the 
lunt·tions of shielding the bare machine from access by users (thus protect
ing the system), and also of insulating the programmer from the many 
extremely intric·ate and messy problems of reading the program, calling a 
translator, running the translated program, directing the output to the 
proper channels at the proper time, and passing control to the next user. If 
there are several users "talking" lo the same CPU at once, then the operat
ing system is the program that shifts attention from one to the other in 
some orderly fashion. The complexities of operating systems are formida
ble indeed, and I shall only hint at them by the following analogy. 

Consider the first telephone system. Alexander Graham Bell could 
phone his assistant in the next room: electronic transmission of a voice! 
Now that is like a bare computer minus operating system: electronic com
putation! Consider now a modern telephone system. You .have a choice of 
other telephones lo connect to. Not only that, but many d.1ff~renl c.a.lls can 
he handled simultaneously. You can add a prefix and dial rnto different 
an·as. You ran call direct, through the operator, collect, by credit card, 
pt·rson-lo-person, on a conference call. You can .ha\'e .a ca~l rerouted or 
traced. You can gel a busy signal. You can get a siren-hke signal that says 
that the number you dialed isn't "well-formed", or that you have taken too 
in long in dialing. You can install a local switchboard so that a group of 
phones are all locally connected-etc., etc. The list is amazing, when you 
think of how much Aexibility there is, particularly in comparison to the 
erstwhile miracle of a "bare" telephone. Now sophisticated operating sys
tems rarry 0111 similar traffic-handling and level-switching operations with 
n·spel'l 10 users and their programs. It is virtually certain that there are 
somewhat parallel things whid1 take place in the brain: handling of many 
stimuli al the same time; decisions of what should have priority O\'er what 
and for how long; instantaneous "interrupts" caused by emergencies or 
other unexpected ocrurrences; and so on. 

Cushioning the User and Protecting the System 

The man\· levels in a complex computer system have the combined effect of 
"ntshioning" the user, preventing him from having lo think about the 
man\· lower-le\'el goings-on which are most likely totally irrelevant.to him 
an,·way. A passenger in an airplane does not us~ally want to be aware of the 
lnels of fuel in the tanks, or the wind speeds, or how many chicken dinners 
are lo be served, or the slatu~ of the rest of the air traffic around the 
destination-this is all left to employees on different levels of the airlines 
hierarchv. and the passenger simply gets from one place to another. Here 
again, it is when something goes u•rong-such as his baggage not arriving
thal the passenger is made aware of the confusing system of levels under
neath him. 
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Are Computers Super-Flexible or Super-Rigid? 

One of the major goals of the drive lo higher In els has always het·n to makt' 
as natural as possible the task of rommunirating to the romputer what vou 
want it lo do. Certainly, the high-level n>nstruns in rompiler l<111g11agt·s ;n·t• 
closer lo the concepts which humans naturalh think in, than are ltn,·t·r-lt'n·I 
constructs such as those in machine language: But in this drive towards t'ast· 
of co~munication, one aspect of "naturalness" has heen quite neglt'ctt'd. 
Th~t 1s the fact that interhuman communication is far less rigidh' rn11-
stramed than human-machine communkation. For instanct', we oftt'11 pro
duce meaningless sentence fragments as we seart·h for the best wav to 
express something, we cough in the middle of sentenres, we interrupt ~a«h 
other, we use ambiguous descriptions and "improper" wntax. wt· coin 
phrases and distort meanings-but our message still gets through, mt1stlv. 
With programming languages, it has generally been the rule that then· is.a 
very strict syntax which has lo be obeyed one hundred per rent of the time: 
there are no ambiguous words or constructillns. Interestingly, the pri11tt·d 
equivalent of coughing (i.e., a nonessential or irrelevant comment) is al
lowed, but only provided it is signaled in ad,-.mre by a key word (e.g., 
COMMENT), and then terminated by another key word (e.g., a semirnlo11). 
This small gesture towards Aexibility has its ow11 little pitfall, ironkallv: if a 
semicolon (or whatever key word is used for terminating a commt:nt) is 
used inside a comment, the translating program will interpret that semirn
lon as signaling the end of the comment, and hanK will ensue. 

If a procedure named INSIGHT has been defined and the11 callt'd 
seventeen times in the program, and the eighteenth time it is misspelled as 
INSIHGT, woe to the programmer. The compiler will balk and print a 
rigidly u nsympathetir error message, saying that it has never heard of 
INSIHGT. Often, when such an error is detected by a compiler, the compiler 
tries lo continue, but because of its lack of insihgt, it has not understood 
what the programmer meant. In fact, it may very well suppose that some
thing entirely different was meant, and proceed under that erroneous 
assumption. Then a long series of error messages will pepper the rest of the 
program, because the compiler-not the programmer-got confused. 
Imagine the chaos that would result if a simultaneous English-Russian 
interpreter, upon hearing one phrase of French in the English, began 
trying to interpret all the remaining English as French. Compilers often get 
lost in such pathetic ways. C'est la vie. 

Perhaps this sounds condemnatory of computers, but it is not meant to 
be. In some sense, things had lo be that way. When you stop to think what 
most people use computers for, you realize that it is to carry out very 
definite and precise tasks, which are too complex for people to do. If the 
computer is to be reliable, then it is necessary that it should understand, 
without the slightest chance of ambiguity, what it is supposed to do. It is 
also necessary that it should do neither more nor less than it is explicitly 
instructed to do. If there is, in the cushion underneath the programmer, a 
program whose purpose is to "guess" what the programmer wants or 
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means, then it is quite conceivable that the programmer could try to 
rnmmunicate his task and be totally misunderstood. So it is important that 
the high-level program, while comfortable for the human, still should be 
unambiguous and precise. 

Second-Guessing the Programmer 

Now it is possible to devise a programming language-and a program 
which translates it into the lower levels-which allows some sorts of impre
cision. One way of putting it would be to say that a translator for such a 
programming language tries to make sense of things which are done 
"outside of the rules of the language". But if a language allows certain 
"transgressions", then transgressions of that type are no longer true trans
gressions, because they have been included inside the rules! If a program
mer is aware that he may make certain types of misspelling, then he may 
use this feature of the language deliberately, knowing that he is actually 
operating within the rigid rules of the language, despite appeara~ces. In 
other words, if the user is aware of all the flexibilities programmed mto the 
translator for his convenience, then he knows the bounds which he cannot 
overstep, and therefore, to him, the translator still appears rigid and 
inttexible, although it may allow him much more freedom than early 
versions of the la11guage, which did not incorporate "automatic compensa
tion for human error". 

With "rubbery" languages of that type, there would seem to be two 
alternatives: (I) the user is aware of the built-in Aexibilities of the language 
and its translator: (2) the user is unaware of them. In the first case, the 
language is still usable for communicating programs precisely, because the 
programmer can predict how the computer will interpret the progra~ns he 
writes in the h111guage. In the second case, the "cushion" has hidden 
fealllres which may do things that are unpredictable (from the vantage 
poilll of a user who doesn't know the inner workings of the translator). 
This may result in gross misi nterprelations of programs, so such a lan
guage i~ unsuitable for purposes where computers are used main!y for 
their speed and reliability. 

Now there is actually a third alternative: (3) the user is aware of the 
huilt-i11 flexibilities of the language and its translator, but there are so many 
of them and thev interact with each other in such a complex way that he 
rannot tell how t{is programs will be interpreted. This may well apply_t9 the 
person who wrote the translating program; he certainly k~~ws its insi?es ~s 
well as anyone could-but he still may not be able to anuc1pate how ll will 
react to a given type of unusua.I construction. 

One of the major areas of research in Artificial Intelligence today is 
railed automatic programming, which is concerned with the development of 
yet higher-level languages-languages whose transl~tor~ are so~histic~ted, 
in that they can do at least some of the followmg 1mpress1ve thmgs: 
generalize from examples, correct some misprints or grammatical errors, 
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try to r_nake sense of ambiguous descriptions, try to senllld-guess the user 
by ha\'mg a primiti\'e user model, ask questions when things are undear, 
use English itself, etc. The hope is that one c.111 walk the tightrope ht•twet·n 
reliability and flexibility. 

Al Advances Are Language Advances 

It is striking how tight the connection is between progress in nH11putt•r 
science (particularly Artificial Intelligence) and the de\'elopnlt'lll of lit'\\' 
languages. A clear trend has emerged in the last del·ade: the trend to 
consolidate new types of discoveries in new languages. One key t~>r 1he 
understanding and creation of intelligence lies in the n>nstalll de\'elop11lt'11t 
and refinement of the languages in terms of whid1 prm·esses for symbol 
manipulation are describable. Today, there are probably three or fom 
dozen experimental languages which have been developed exdusively ti.>r 
Artificial Intelligence research. It is important to realize that any program 
which can be written in one of these languages is in principle program
mable in lower-level languages, but it would require a supreme effort for a 
human; and the resulting program would be so long that it would exceed 
the grasp of humans. It is not that ead1 highe1· level extends the potential of 
the computer; the full potential of the computer already exists in its 
machine language instruction set. It is that the new concepts in a high-le\'el 
language suggest directions and perspectives hy their very nature. 

The "space" of all possible programs is so huge that no one can have a 
sense of what is possible. Each higher-level language is naturally suited for 
exploring certain regions of "program space"; thus the programmer, hy 
using that language. is channeled into those areas of program space. He is 
notforced by the language into writing programs of any particular type, hut 
the language makes it easy for him to do certain kinds of things. Proximity 
to a concept, and a gentle shove, are often all that is. needed for a major 
discovery-and that is the reason for the drive towards languages of ever 
higher levels. 

Programming in different languages is like composing pieces in dif
ferent keys, particularly if you work al the keyboard. If you have learned or 
wrirten pieces in many keys, each key will have its own special emotional 
aura. Also, certain kinds of figurations "lie in the hand" in one key but are 
awkward in another. So you are channeled by your choice of key. In some 
ways, even enharmonic keys, such as C-sharp and D-Aat, are quite distinct 
in feeling. This shows how a notational system can play a significant role in 
shaping the final product. 

A "stratified" picture of AI is shown in Figure 59, with machine 
components such as transistors on the bottom, and "intelligent programs" 
on the top. The picture is taken from the book Artificial IntPlligence by 
Patrick Henry Winston, and it represents a vision of Al shared by nearly all 
AI workers. Although I agree with the idea that Al must be stratified in 
some such way, I do not think that, with so few layers, intelligent programs 
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FIGURE 59. To create intelligent pro
gram.1, one nt'l'd1 to build up a .1erie.1 of 
level.1 of hardware and wfiware, .10 that one 
i1 .1pared the agony of1eeing n•erything onl_v 
on the lowest ln•el. De.1criptiom of a sing/, 
prou.1.1 on different level.1 will sound i•ery 
different from each other, only the top one 
being mfjicientl_v chunked that it i1 com
prehensible to u.1. [Adapted from P.H. 
Wimton, Artificial Intelligence (Reading, 
Mass.: Addiion-WtJlry, 1977).] 

ran he reached. Between the machine language level and the level where 
true intelligem·e will be reached, I am convinced there will lie perhaps 
another dozen (or even several dozen!) layers, each new layer building on 
and extending the Aexibilities of the layer below. What they will be like we 
can hardly dream of now ... 

The Paranoid and the Operating System 

The similarity of all levels in a computer system can lead to some strange 
level-mixing experiences. I once watched a couple of friends-both com
puter 110\'kes-playi11g with the program "PARRY" on a terminal. PARRY 
is a rather infamous program which simulates a paranoid in an extremely 
rudimentary way, by spitting out canned phrases in English chosen from a 
wide repertoire; its plausihility is due lo its ability 10 tell which of its stock 
phrases might sound reasonable in response to English sentences typed 10 

it hy a human. 
At one point, the response time got very sluggish-PARRY was taking 

very long lo reply-and I explained to my friends that this was probably 
herause of I he hea\'y load on the time-sharing system. I told them they 
n>uld hnd out how many users were logged on, by typing a special "con
trol" d1aracter whkh would go directly to the operating system, and would 
he unseen by PARRY. One of my friends pushed the control character. In a 
flash, some internal data about the operating system's status ovenHole 
sollle of PARRY\ words on the sueen. PARRY knew nothing of this: it is a 
program \\'ith "knowledge" only of horse racing and bookies-not operat
ing svstellls and terminals and ~pecial control characters. But to my friends, 
hoth PARRY and the operating system were just "the computer"-a mys
terious, remote, amorphous entity that responded to them when they 
typed. Aud so it made perfect sense when one of them blithely typed, in 
English, '"Why are you O\'ertyping what's on the screen?" The idea that 
PARRY could know nothing about the operating system it was running 
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under was not clear to my friends. The idea that "you" know all about 
"yourself" is so familiar from interaction with people that it was natural to 
extend it to the computer-after all, it was intelligent enough that it rnuld 
"talk" to them in English! Their question was not unlike asking a person, 
"Why are you making so few red blood cells today?" People do not know 
about that level~the "operating system le,·el"-<>f their bodies. 

The main cause of this level-confusiOfl was that communication with all 
levels of the computer system was taking place on a single sneen, on a 
single terminal. Although my friends' naivete might seem rather extreme, 
even experienced computer people often make similar errors when several 
levels of a complex system are all present at once on the same screen. They 
forget "who" they are talking to, and type something which makes no sense 
at that level, although it would have made perfect sense on another level. It 
might seem desirable, therefore, to have the system itself sort out the 
levels-to interpret commands according to what "makes sense". Unfortu
nately, such interpretation would require the system lo have a lot of 
common sense, as well as perfect knowledge of the programmer's overall 
intent-both of which would require more artificial intelligence than exists 
at the present time. 

The Border between Software and Hardware 

One can also be confused by the flexibility of some levels and the rigidity of 
others. For instance, on some computers there are marvelous text-editing 
systems which allow pieces of text to be "poured" from one format into 
another, practically as liquids can be poured from one vessel into another. 
A thin page can turn into a wide page, or vice versa. With such power, you 
might expect that it would be equally trivial to change from one font to 
another-say from roman to italics. Yet there may be only a single font 
available on the screen, so that such changes are impossible. Or it may be 
feasible on the screen but not printable by the printer-<>r the other way 
around. After dealing with computers for a long time, one gets spoiled, and 
thinks that everything should be programmable: no printer should be so 
rigid as to have only one character set, or even a finite repertoire of 
them-typefaces should be user-specifiable! But once that degree of flexi
bility has been attained, then one may be annoyed that the printer cannot 
print in different colors of ink, or that it cannot accept paper of all shapes 
and sizes, or that it does not fix itself when it breaks ... 

The trouble is that somewhere, all this flexibility has to "bottom out", 
to use the phrase from Chapter V. There must be a hardware level which 
underlies it all, and which is inflexible. It may lie deeply hidden, and there 
may be so much flexibility on levels above it that few users feel the 
hardware limitations-but it is inevitably there. 

What is this proverbial distinction between software and hardware? It is 
the distinction between programs and machines-between long compli
cated sequences of instructions, and the physical machines which carry 
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them out. I like to think of software as "anything which you could send over 
the telephone lines", and hardware as "anything else". A piano is hardware, 
hut printed music is software. A telephone set is hardware, but a telephone 
number is software. The distinction is a useful one, but not always so 
dear-cul. 

We humans also have "software" and "hardware" aspects, and the 
difference is second nature to us. We are used lo the rigidity of our 
physiology: the fact that we cannot, al will, cure ourselves of diseases, or 
grow hair of any color-to mention just a couple of simple examples. We 
can, however, "reprogram'" our minds so that we operate in new conceptual 
frameworks. The amazing flexibility of our minds seems nearly irreconcil
able with the notion that our brains must be made out of fixed-rule 
hardware, which cannot be reprogrammed. We cannot make our neurons 
fire faster or slower, we cannot rewire our brains, we cannot redesign the 
interior of a neuron, we cannot make any choices about the hardware-and 
yet, we can control how we think. 

But there are dearly aspects of thought which are beyond our control. 
We cannot make ourselves smarter by an act of will; we cannot learn a new 
language as fast as we want; we cannot make ourselves think faster than we 
do; we cannot make ourselves think about several things at once; and so on. 
This is a kind of primordial self-knowledge which is so obvious that it is 
hard lo see ii at all; it is like being conscious that the air is there. We never 
really bother lo think about what might cause these "defects'" of our minds: 
namely, the organization of our brains. To suggest ways of reconciling the 
software of mind with the hardware of brain is a main goal of this book. 

Intermediate Levels and the Weather 

We have seen that in computer systems, there are a number of rather 
sharply defined strata. in terms of any one of which the operation of a 
rn11ning program can he described. Thus there is not merely a single low 
level and a single high level-there are all degrees of lowness and highness. 
Is the existence of intermediate levels a general feature of systems v•hich 
have low and high le,·els? Consider, for example, the system whose 
"hardware" is the earth's atmosphere (not very hard, but no matter), and 
whose "software" is the weather. Keeping track of the motions of all of the 
molecules simultaneously would be a very low-level way of"understanding" 
the weather, rather like looking at a huge, complicated program on the 
machine language level. Obviously it is way beyond human compreh;nsion. 
But we still have our own peculiarly human ways of looking at, and 
describing, weather phenomena. Our chunked view of the weather is based 
on ,·ery high-level phenomena, such as: rain, fog, snow, hurricanes, cold 
fronts, seasons, pressures, trade winds, the jet stream, cumulo-nimbus 
clouds, thunderstorms, inversion layers, and so on. All of these phenomena 
inn>lve astronomical numbers of molecules, somehow behaving in concert 
so that large-scale trends emerge. This is a little like looking at the weather 
in a compiler language. 
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Is there ~omething analogous to looking at the wt·atht·r iu ;111 

intermediate-le,·el language, sud1 as asse111hh· languagt·~ For inst.111l t., ;11 t' 
there \'er\' small local "mini-storms", some!hing like the sm;ill whirlwinds 
w·hich one occasionally sees, w·hipping up some dust in a swirling rnlun111 .1 
few feet wide, at most? Is a l<Kal gust of wind au inlt'l'lllt'<liatt·-lt·vel < hu11L. 
which plays a role in creating higher-lewl w·eather phe110111e11a? Or is then· 
just no practical way of combining knowledge of sud1 kinds ot pht·110111e11;1 
lo create a more comprehensive explanation of lht• \n·atht·r~ 

Two other questions come lo mv 111i11d. Tht• tirsl is: "Could ii ht· that 
the weather phenomena whic-h we pen-eive 011 our scalt'-a tornado. a 
drought-are just intermediate-le\'el phe110111en;1: p;1rls of \'astt·r. slowt'r 
phenomena?" If so. the11 trne high-le\'el weather phenonwna would ht· 
global, and their time scale would be geologic-;il. The ke Age would lw a 
high-level weather event. The senmd question is: ":\re there i11tern1edia1e
level weather phenomena whic·h have so far esl'apt•cl human perception. 
but which, if perceived, rnuld gi\'e greater insight into Wh\' tht· weather is as 
it is?" 

From Tornados to Quarks 

This last suggestion may sound fanciful, hut it is not all that far-fetd1ed. We 
need only look lo the hardest of the hard scienc·es-physin-10 tind pecu
liar examples of systems which are explained in terms of interac·ting "parts" 
which are themsel\'es invisible. In physic-s, as in any other discipline, aJv1tem 
is a group of interacting parl1. In most systems that we know, the parts 
retain their identities during the interaction, so that we still see the parts 
inside the system. For example, when a team of football players assembles, 
the individual players retain their separateness-they do not melt into 
some composite entity, in which their individuality is lost. Still-and this is 
important-some processes are going on i11 their bra.ins which are evoked 
by the team-context, and which would not go on otherwise, so that in a 
minor way, the players change identity when they become part of the larger 
system, the team. This kind of system is called a nearly duompo.mbll' systl'm 
(the term comes from H. A. Simon's article "The Architecture of Complex
ity": see the Bibliography). Such a system consists of weakly interacting 
modules, each of which maintains its own private identity throughout the~ 
interaction but by becoming slightly different from how it is when outside 
of the system, contributes lo the cohesive behavior of the whole system. 
The systems studied in physics are usually of this type. For instance, an 
atom is seen as made of a nucleus whose positive charge captures a number 
of electrons in "orbits", or bound states. The bound electrons are very 
much like free electrons, despite their being internal lo a composite object. 

Some systems studied in physics offer a contrast lo the relatively 
straightforward atom. Such systems involve extremely strong interactions, 
as a result of which the parts are swallowed up into the larger system, and 
lose some or all of their individuality. An example of this is the nudeus of 
an atom, which is usually described .ts being "a c·ollection of protons and 
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neutron,". But the forces which pull the component particles together are 
so ,1rong that the rnmponenl particles do not survive in anything like their 
"free" form (the form they have when outside a nucleus). And in fact a 
11m leus arts in many ways as a si11gle particle, rather than as a collection of 
i111e1«Kling particles. When a nucleus is split, protons and neutrons are 
often released, hut also other particles, such as pi-mesons and gamma rays, 
are rnm111011ly produced. Are all those different particles physically present 
inside a nudeus before it is split, or are they just "sparks" which fly off 
when the nucleus is split? It is perhaps not meaningful to try to give an 
answer to such a question. On the level of particle physics, the difference 
hetwee11 storing the potential to make "sparks" and storing actual subparti
des is not so dear. 

A nudeus is thus one system whose "parts", even though they are not 
visible while on the inside, ~an be pulled out and made visible. However, 
there are more pathological cases, such as the proton and neutron seen as 
systems themselves. Each of them has been hypothesized to be constituted 
from a trio of "quarks"-hypothetical particles which can be combined in 
twos or threes lo make many known fundamental particles. However, the 
i11ter;Klion between quarks is so strong that not only can they not be seen 
inside the proton and neutron, but they cannot even be pulled out at all! 
Thus. ah hough quarks help to give a theoretical understanding of certain 
properties of protons and neutrons, their own existence may perhaps 
11ever he indepe11dently established. Here we have the antithesis of a 
"nearlv decomposable system"-it is a system which, if anything, is "nearly 
indernmposahle". Yet what is curious is that a quark-based theory of 
protons and neutrons (and other particles) has considerable explanatory 
power. in that 111any experimental results concerning the particles which 
quarks supposedly nm1pose can be accounted for quite well, quantitatively, 
lw using the "quark model''. 

Superconductivity: A "Paradox" of Renormalization 

I 11 Chapter \' we discussed how renormalized particles emerge from their 
hare l'ores, hy ren1rsively compounded interactions with virtual particles. A 
renormalized particle rnn be seen either as this complex mathematical 
construct. or as the single lump which it is, physically. One of the strangest 
and most dramatic- consequences of this way of describing particles is the 
expla11;1tion it provides for the famous phenomenon of superconductivity: 
resisla11ce-free How of electrons in certain solids, at extremely low tempera
lu res. 

Jt turns Olli that electrons in solids are renormalized by their interac
liOllS with strange quanta of vibration called phonons (themselves renor
malized as well!). These renormalized electrons are called polarons. Calcula
tion shows that al ,·en· low temperatures. two oppositely spinning polarons 
will begin to attract eac·h other, and can actually become bound together in 
a certain wav. l'nder the proper conditions, all the current-carrying polar-
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ons will get paired up. ti.>rming Coopn pain. I ronic·all\, this p;1iring come~ 

about precisely belause elec:t,R>ns-the hare cores of the paired pobrons
repel each other electrically. In c·ontrast to the elenrons. ead1 Coopt•r pair 

feels neither attracted to nor repelled hy anv other Cooper pair, and 

consequently it can can slip freely through •• metal as if tlw nwtal wen· a 

vacuum. If you con\'erl the mathematiral desniption of such a mt·tal from 

one whose primitive units are polarons into one whose primitiH· units al't· 

Cooper pairs, you get a rnnsiderabh· simplified set of equations. This 

mathematical simplicity is the physirist's way of knowing that "d11111king" 

into Cooper pairs is the natural way to look at superrond ucti\'ity. 

Here we have several levels of partide: the Cooper pair itself; tlw two 

oppositely spinning polarons whkh n>mpose it; the elec'lrons and phonons 

which make up the polarons; and then. within the l'lertrons. the \'irt11;1l 

photons and positrons, etc etc We can look at each level and pel'l'ein· 

phenomena the1·e, which are explained by an understanding of the le\'els 
below, 

"Sealing-off" 

Similarly, and fortunately, one does not have to know all about quarks to 

understand many things about the partides whirh they may compose. 

Thus, a nuclear physicist can pmceed with theories of nuclei that are based 

on protons and neutrons, and ignore quark theories and their ri\'als. The 

nuclear physicist has a chunked picture of protons and neutrons-a desnip

tion deri\'ed from lower-level theories but which does not require under

standing the lower-level theories. Likewise, an atomic physicist has a 

chunked picture of an atomic· nucleus derived from nudear theory. Then a 

chemist has a chunked picture of the electrons and their orbits, and builds 

theories of small molecules, theories which can be taken over in a chunked 

way by the molecular biologist, who has an intu_ition for how small 

molecules hang together, but whose technical expertise is in the field of 

extremely large molecules and how they interact. Then the cell biologist 

has a chunked picture of the units which the molecular biologist pores over, 

and tries lo use them lo account for the ways that cells interact. The point is 

clear. Each level is, in some sense, "sealed off" from the levels below it. 

This is another of Simon's vivid terms, recalling the way in which a sub

marine is built in compartments, so that if one part is damaged, and water 

begins pouring in, the trouble can be prevented from spreading, by closing 

the doors, thereby sealing off the damaged compartment from neighbor

ing compartments. 
Although there is always some "leakage" between the hierarchical 

levels of science, so that a chemist cannot afford lo ignore lower-level 

physics totally, or a biologist to ignore chemistry totally, there is almost no 

leakage from one level lo a distant level. That is why people can have 

intuitive understandings of other people without necessarily understand

ing the quark model, the structure of nuclei, the nature of electron orbits, 
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the c·hemic·al bond, the structure of proteins, the organelles in a cell, the 

method~ of inten:ellular communication, the physiology of the various 

organs of the human body, or the complex interactions among organs, All 

that a person needs is a chunked model of how the highest level acts; and as 

we all know. such models are very realistic and successful. 

The Trade-off between Chunking and Determinism 

There is. however, perhaps one significant negative feature of a chunked 

model: it usually does not have exact predictive power. That is, we save 

ourselves from the impossible task of seeing people as collections of quarks 

(or whatever is at the lowest level) by using chunked models; but of course 

sud1 models only give us probabilistic estimates of how other people feel, 

will rean to what we say or do, and so on. In short, in using chunked 

high-level models, we sacrifice determinism for simplicity. Despite not 

being sure how people will react lo a joke, we tell it with the expectation 

that they will do something such as laugh, or not laugh-rather than. say. 

dimh the nearest flagpole. (Zen masters might well do the latter!) A 

chunked model defines a "space" within whi,h behavior is expected lo fall, 

and spec·ifies probabilities of its falling in different parts of that space. 

"Computers Can Only Do What You Tell Them to Do" 

Now these ideas cm be applied as well to computer programs as lo compo

site physical systems. There is an old saw which says, "Computers can only 

do what you tell them lo do." This is right in one sense, but it misses the 

point: you don't know in advance the consequences of what you tell a 

computer to do; therefore its behavior can be as baffling and surprising 

and unpredictable to you as that of a person. You generally know in 

ad\'ance the 1pace in which the output will fall, but you don't know details of 

where it will fall. For instance, you might write a program to calculate the 

first million digits of 71'. Your program will spew forth digits of 1T much 

faster than you can-but there is no paradox in the fact that the computer 

is outracing its programmu. You know in advance the space in which the 

output will lie-namely the space of digits between 0 and 9-which is to say, 

you have a chunked model of the program's behavior; but if you'd known 

the rest. you wouldn't have written the program. 
There is another sense in which this old saw is rusty. This involY~s the 

fact that as you program in ever higher-level languages, you know less and 

less precisely what you'\'e told-the computer lo do! Layers and layers of 

translation may separate the "front end" of a complex program from the 

anual mad1ine language instructions. At the level you think and program, 

your statements may resemble declaratives and suggestions more than they 
resemble imperati,·es or commands. And all the internal rumbling pro

rnked b,· the input of a high-level statement is invisible to y(')u, generally, 

just as when \'oU eat a sandwich. you are spared conscious awareness of the 
digesti,·e processes that it triggers. 
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In any case, this notion that "computers can 011h do what tht•\ ;1n· told 
to do," first propounded by Lad\' Lovelace in her famous mt·moir. is so 
prevalent and so connected.with the notion that "computt·rs c~1111101 think" 
that we shall return lo it in later Chapters when om level of sophistication j, 
greater. 

Two Types of System 

There is an important di\'ision between two types of svstem built up from 
many parts. There are those svstems in whid1 the hehavior of somt· parts 
tends to cancel out the behavior of other parts. with the n·sult that it dot•s 
not matter too much what happens 011 the low level. hecaust· most a11\'thing 
will yield similar high-le,·el behavior. An example of this kind of wstt·n- is a 
container of gas. where all the molecules hump and hang against t•M:h 01llt'r 
in very complex microscopic ways; but the total ouln>nw. from a macro
scopic point of view, is a very calm. stable svstem with a certain tt·mpt·ra
ture, pressure, and volume. Then there are svslems whert· the effect of a 
single low-level event may gel magnijird into an enonnous high-Ind n>11st·
quence. Such a system is a pinball mad1ine, where the ex<ll'I angle with 
which a ball strikes each post is nucial in determining tlw rest of its 
descending pathway. 

A computer is an elaborate cornhination of thest• two types of svslt·m. It 
contains subunits such as wires, whid1 hehaw in a highly p1-edinahk 
fashion: they conduct eleoricity an-ording lo Ohm's h1w. a vny p1·t·t·ist', 
chunked law which resembles the laws go\'eruing gases in containers, simt· 
it depends on slatistit·al effet·ts in which hillions of ra11do111 effects caned 
each other out, yielding a predictable overall hehavior. A n>lllputer also 
contains macrosropif subunits, such as a printer, whose hehavior is n>m
pletely determined by delicate patterns of currents. What the printer prints 
is not by any means created by a myriad raru·eling m1crosn>pit· effects. In 
fact, in the case of most computer programs, the value of every single hit in 
the program plays a critical role in the output that gets printed. If auy hit 
were changed, the output would also change drastirally. 

Systems which are made up of "reliable" .~uhsystems only-that is, 
subsystems whose behavior can be reliably predicted from d1unked 
descriptions-play inestimably important roles in our daily lives, bemuse 
they are pillars of stability. We can rely on walls not to fall down. on 
sidewalks 10 go where they went yesterday, on the sun to shine. on docks to 
tell the time correctly, and so on. Chunked models of such systems are 
virtually entirely deter·ministic. Of course, the other kind of system which 
plays a very large role in our lives is a system that has variable behavior 
which depends on some internal microscopic parameters-often a very 
large number of them, moreover-which we cannot directly observe. Our 
chunked model of such a system is necessarily in terms of the "space" of 
operation, and invol\'es probabilistic estimates of landing in different re
gions of that space. 

A container of gas, which. as I already pointed out, is a reliable system 
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because of many canceling effects, obeys precise, deterministic laws of 
phpin. Surh laws are chunlc,d /aiv.1, in that they ~eal with_ the gas as a who!~, 
and ignore its constituents. Furthermore, the m1croscop1c and. macr?scop1c 
descriptions of a gas use entirely different terms. The fo~mer requires the 
,petilication of the position and velocity of every single compo~~nt 
molecule; the latter requires only the specification of three new quantities: 
tt·mperature, pressure. and volume, the first two of which do not even have 
mirrosrnpit· fOUllterparts. The simple mathematic.al relationship_ which 
relates these three parameters- pV = cT, where c 1s a constant-is a law 
which depends on. yet is independent of, the lower-level p~enomena. Less 
paradoxically. this law ran be derived from the laws govern mg the mole_c~
lar Incl; in that sense it depends on the lower level. On the other hand, 1t 1s 
a law which allows you to ignore the lower level completely, if you wish; in 
that sense it is independent of the lower level. 

It is important lo realize that the high-level law cannot be stated in the 
\'oc:ahulary of the low-l~~·el description. "Pressure" and "temperature" are 
new terms whid1 experience with the low level alone cannot convey. We 
humans pen-ei,·e temperature and pressure directly; that is h_ow we are 
huih, so that ii is not amazing that we should have found this law. But 
creatures which knew gases only as theoretical mathematical constructs 
would have to ha\'e an ability to synthesize new concepts, if they were to 
disco\'er this law. 

Epiphenomena 

111 drawing this Chapter lo a close, I would like to relate a story about a 
tomplex system. I was talking one day with two systems progra_mmers for 
the computer I was using. They mentioned that the operaung system 
seemed 10 he able to handle up to about thirty-five users with great com
fort, hut at ahoul thirty-five users or so, the response time all of a sudde~ 
shot up. getting so slow that you might as well log off and go home and w~1t 
until latt·i-. Jokingly I said, "Well, that's simple to fix-just find the pla~e m 
the operating system where the number •35• is stored, and change It to 
'60'!" E\'eryone laughed. The point is, of course, that there is no such place. 
Where, then, does the nitical number-35 users--come from? The answer 
is: It i.1 a i•i.1ible consrquenCP of the overall system organization-an "epiphenome-
11<111". 

Similarl\', vou might ask about a sprinter, "Where is the '9.3' stored, 
that makes h.im. he able to run 100 yards in 9.3 seconds?" Obviously, it is not 
stored anywhere. His time is a result of how he is built, what _his r_eacti?n 
time is, a million factors all interacting when he runs. The ume 1s quite 
reprodudble. hut it is not stored in his body anywhere. 11 is spread around 
among all the t·ells of his body and only manifests itself in the act of the 
sprim itself. 

Epiphe110111ena abound. In the game of "Go", there is the feature that 
"two e\·es live". It is 1101 built into the rules, but it is a consequence of the 
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rnlo. In the human bm;n, thm ;, gulhbmt). How gulhble a<e rnu? I:J 
gullibility located in some "gullibility center" in \·our brain~ Could a 
neurosurgeon reach in and perform some delic·ate operation to lmn·r \our 
gullibility, otherwise leaving you alone? If you believe this, you are prt·llv 
gullible, and should perhaps consider sud1 an operation. 

Mind vs. Brain 

In coming Chapters, where we discuss the brain, we shall examine whether 
the brain's top level-the mind-can be understood without understanding 
the lower levels on which it both depends and does not depend. Are thert· 
laws of thinking which are "sealed off" from the lower laws that go\'eru tht· 
microscopic activity in the cells of the brain? Can mind be "skimmed" off of 
brain and transplanted into other systems? Or is it impossible to unr.1vel 
thinking processes into neat and modular subsystems? Is the brain more 
like an atom, a renormalized electron, a nucleus, a neutron, or a quark? Is 
consciousness an epiphenomenon? To understand the mind, must one go 
all the way down lo the level of nerve cells? 
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... Ant Fugue 

... then, one by one, tht four voices of the fugue chi1'U' ir1.) 

Achilles: I know the rest of you won't belie\'e this, but the answer to the 
question is staring us all in the face, hidden in the picture. It is simply 
one ~ord--but what an important one: "MLJ"! 

CCrab: I know the rest of you won't belie\'e this, but the answer to the 
question is staring us all in the face, hidden in the picture. It is simply 
one word--but what an imp.->rtant one: "HousM"! 

Achilles: Now hold on a minute. You must be seeing things. It's plain as 
day that the message of this picture is "Mll", not "HousM"! 

Crab: I beg your pardon, but my eyesight is extremely good. ~le~se look 
again, and then tell me if the the picture doesn't say what I said It says! 

Anteater: I know the rest of you won't believe this, but the answer to the 
question is staring us all in the face, hidden in the picture. It is simply 
one word-but what an important one: "REDUCTIONISM"! 

Crab: Now hold on a minute. You must be seeing things. It's plain as day 
that the message of this picture is "HousM", not "REDLICTIONISM"! 

Achilles: Another deluded one! Not "HousM", not "REDUCTIONISM", but 
"Mu" is the message of this picture, and that much is certain. 

Anteater: I beg your pardon, but my eyesight is extremely cle~r.. Please 
look again, and then see if the picture doesn't say what I said 1t says. 

Achilles: Don't you see that the picture is composed of two pieces, and that 
each of them is a single letter? 

Crab: You are right about the two pieces, but you are _wron~ in your 
identification of what they are. The piece on the left 1s enurely com
posed of three copies of one word: "HousM"; and the piece on the right 
is composed of many copies, in smaller letters, of the same word. Why 
the letters are of different sizes in the two parts, I don't know, but I 
know what I see, and what I see is "HousM", plain as day. How you see 
anything else is beyond me. . 

Anteater: You are right about the two pieces, but you are_ wro~g m your 
identification of what they are. The piece on the left is enurel_y com
posed of many copies of one word: "REDUCTIONISM"; and the piece on 
the right is composed of one single copy, in larger letters, of the sam~ 
word. Why the letters are of different sizes in the two parts, I ~on t 
know, but I know what I see, and what I see is "REDllCTIONlsM", plam as 
day. How you see anything else is beyond me. . 

Achilles: I know what is going on here. Each of you has seen letters w~1ch 
compose, or are composed of, other letters. In the left-hand piece, 
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there are indeed three "HoUsM'"s, but each one of them is composed 
out of smaller copies of the word "REDt..:CTIONISM". And in complemen
tary fashion, in the right-hand piece, there is indeed one "REDt..:C-
110!1;l'iM", but it is composed out of smaller copies of the word "HOLISM". 
Now this is all fine and good, but in your silly squabble, the two of you 
have actually missed the forest for the trees. You see, what good is it to 
argue about whether "HousM" or "REDUCTIONISM" is right, when the 
proper way to understand the matter is to transcend the question, by 
answering "Mt..:"? 

Crab: I now see the picture as you have described it, Achilles, but I have 
no idea of what you mean by the strange expression "transcending the 
qurstion". 

Anteatt>T: I now see the picture as you have described it, Achilles, but I 
have no idea of what you mean by the strange expression "Mu". 

Achilles: I will be glad to indulge both of you, if you will first oblige me, by 
telling me the meaning of these strange expressions, "HOLISM" and 
"REDVCTIONISM". 

Crab: HousM is the most natural thing in the world to grasp. It's simply the 
belief that "the whole is greater than the sum of its parts". No one in 
his right mind could reject holism. 

Anteater: REDVCTIONISM is the most natural thing in the world to grasp. It's 
simply the belief that "a whole can be understood completely if you 
understand its parts, and the nature of their 'sum'". No one in her 
left brain could reject reductionism. 

Crab: I reject reductionism. I challenge you to tell me, for instance, how to 
understand a brain reductionistically. Any reductionistic explanation 
of a brain will inevitably fall far short of explaining where the con
sciousness experienced by a brain arises from. 

Anteatt>T: I reject holism. I challenge you to tell me, for instance, how a 
holistic description of an ant colony sheds any more light on it than is 
shed by a description of the ants inside it, and their roles, and their 
interrelationships. Any holistic explanation of an ant colony will inevi
tably fall far short of explaining where the consciousness experienced 
by an ant colony arises from. 

Achilles: Oh, no! The last thing which I wanted to do was to provoke 
another argument. Anyway, now that I understand the controversy, I 
believe that my explanation of "Mv" will help greatly. You see, "Mv" is 
an ancient Zen answer which, when given to a question, L'NASK5 the 
question. Here, the question seems to be, "Should the world be under
stood via holism, or via reductionism?" And the answer of "Mt..:" here 
rejects the premises of the.question, which are that one or the other 
must be chosen. By unasking the question, it reveals a wider truth: that 
there is a larger context into which both holistic and reductionistic 
explanations fit. 

Anteater: Absurd! Your "Mv" is as silly as a cow's moo. I'll have none of this 
Zen wishy-washiness. 
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Crab: Ridiculous! Your "Mt..:" is as silly as a kitten's mew. I'll ha\·e none of 
this Zen washy-wishiness. 

Achilles: Oh, dear'. We're getting nowhere fast. \\'ll\· have nm st;1\·ed so 
strangely silent, Mr. Tortoise? It makes me ven· uneas\·. Sureh· rnu 
must somehow be capable of helping straighten out this mess? 

Tortoise: I know the rest of you won't believe this, but the answer to the 
question is staring us all in the face, hidden in the pkture. It is simply 
one word-but what an important one: "~fl'"! 

Uust as he says thi.1, the fourth voice in the fugue being pla_ved mien, 
exactly one octave below the first entry.) 

Achilles: Oh, Mr. T, for once you ha\'e let me down. I was sure that you, 
who always see the most deeply into things. would be able to resoln· 
this dilemma-but apparently, you ha\'e seen no further than I myself 
saw. Oh, well, I guess I should feel pleased to have seen as far as Mr. 
Tortoise, for once. 

Tortoise: I beg your pardon, but my eyesight is.extrrmely fine. Please look , 
again, and then tell me if the picture doesn't say what I said it says. '; 

Achilles: But of course it does! You ha\'e merely repeated my own original 1' 

observation. ! 
Tortoise: Perhaps "Mt..:" exists in this picture on a deeper le\'el than you !

1 
imagine, Achilles-an octave lower (figuratively speaking). But for 
now I doubt that we can settle the dispute in the abstract. I would like 
to see both the holistic and reductionistic points of view laid out more , 
explicitly; then there may be more of a basis for a decision. I would 
very much like to hear a reductionistic description of an ant colony, for 
instance. i 

Crab: Perhaps Dr. Anteater will tell you something of his experiences in IJ 
that regard. After all, he is by profession something of an expert on 

1

J 
that subject. 

Tortoise: I am sure that we have much to learn from you, Dr. Anteater. 
Could you tell us more about ant colonies, from a reductionistic point 
of view? 

Anteater: Gladly. As Mr. Crab mentioned to you, my profession has led me 
quite a long way into the understanding of ant colonies. 

t Achilles: I can imagine! The profession of anteater would seem to be 
synonymous with being an expert on ant colonies! 

Anteater: I beg your pardon. "Anteater" is not my profession; it is my 
species. By profession, I am a colony surgeon. I specialize in correcting ' 
nervous disorders of the colony by the technique of surgical removal. 

Achilles: Oh, I see. But what do you mean by "nervous disorders" of an ant 
colony? 

Anteater: Most of my clients suffer from some sort of speech impairment. 
You know, colonies which have to grope for words in everyday situa
tions. It can be quite tragic. I attempt to remedy the situation by, 
uhh-removing-the defective part of the colony. These operations 
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are sometimes quite involved, and of course years of study are re
quired before one can perform them. 

Achille.1: But-isn't it true that, before one can suffer from speech im-
pairment, one must have the faculty of speech? 

Anteater: Right. 

Achille.1: Since ant colonies don't have that faculty, I am a little confused. 
Crab: It\ too bad, Achilles, that you weren't here last week, when Dr. 

Anteater and Aunt Hillary were my house guests. I should have 
thought of ha\'ing you over then. 

Achilles: Is Aunt Hillary your aunt, Mr. Crab? 
Crab: Oh, no, she's not really anybody's aunt. 

Anteater: But the poo:- dear insists that everybody should call her that, 
even strangers. It's just one of her many endearing quirks. 

Cmh: Yes, Aunt Hillary is quite eccentric, but such a merry old soul. It's a 
shame I didn't have you over to meet her last week. 

Anteater: She's certainly one of the best-educated ant colonies I have ever 
had ~he good fortune to know. The two of us have spent many a long 
evemng in conversation on the widest range of topics. 

Achille.1: I thought anteaters were devourers of ants, not patrons of ant
intelle<·tualism! 

Anteater: Well, of course the two are not mutually inconsistent. I am on 
the best of terms with ant colonies. It's just ANTS that I eat, not 
colonies-and that is good for both parties: me, and the colony. 

Achilles: How is it possible that
Tortoi.1e: How is it possible that-

Achille.1: -having its ants eaten can do an ant colony any good? 
Cmh: How is it possible that-

Tortoi.1e: -having a forest fire can do a forest any good? 
Anteater: How is it possible that-

Cmh: -having its branches pruned can do a tree any good? 
Anteater: -having a haircut can do Achilles any good? 

Tortoi.1e: Probably the rest of you were too engrossed in the discussion to 
notice the lovely stretto which just occurred in this Bach fugue. 

Achille.1: What is a stretto? 

Tortoi.1e: Oh, I'm sorry; I thought you knew the term. It is where one 
theme repeatedly enters in one voice after another, with very little 
delay between entries. __ 

Achille:1: If I listen ~o enough fugues, soon I'll know all of these things and 
will be able to pick them out.myself, without their having to be pointed 
out. 

Tortoi.1e: Pardon me, my friends. I am sorry to have interrupted. Dr. 
A_nteat~r was t?ing to explain how eating ants is perfectly consistent 
with being a friend of an ant colony. 

Achille.1: Well, I can vaguely see how it might be possible for a limited and 
regulated amount of ant consumption to improve the overall health of 
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a colony-but what is far more perplexing is ;ill this talk about ha,·ing 
conversations with ant colonies. That's impossible. An ant niloll\· is 
simply a bunch of indi\'idual ants running arnund at random looking 
for food and making a nest. 

Anwater: You coul<l put it that wav if you want to insist on seeing the trees 
but missing the forest, Achilles. In fan. ant colonies, seen as wholes, 
are quite well-defined units, with their own qualities. ;tt times indudiug 
the mastery of language. 

Achilles: I find it hard to imagine myself shouting something out loud in 
the middle of the forest, and hearing an ant colony answer ba<·k. 

Anwater: Silly fellow! That's not the way it happens. A11t rnlonies don't 
con\'erse out loud, but in writing. You know how ants form trails 
leading them hither and thither? 

Achilles: Oh, yes-usually straight through the kitd1en sink ;111d imo m,· 
peach jam. · 

Anteater: Actually, some trails contain information in coded form. If you 
know the system, you can read what they're saying just like a book. 

Achilles: Remarkable. And can you communicate back to them? 
Anteater: Without any trouble at all. That's how Aunt Hillary and I ha\·e 

conversations for hours. I take a stick and draw trails in the moist 
ground, and watch the ants follow my trails. Presently, a new trail start'i 
getting formed somewhere. I greatly enjoy watching trails develop. As 
they are forming, I anticipate how they will continue (and more often I 
am wrong than right). When the trail is completed. I know what Aunt 
Hillary is thinking, and I in turn make my reply. 

Achilles: There must be some amazingly smart ants in that colony, I'll say 
that. 

Anwater: I think you are still having some difficulty realizing the differ
ence in levels here. Just as you would never confuse an individual tree 
with a forest, so here you must not take an ant for. the colony. You see, 
all the ants in Aunt Hillary are as dumb as can be. They couldn't 
converse to save their little thoraxes! 

Achilles: Well then, where does the ability to converse come from? It must 
reside somewhere inside the colony! I don't understand how the ants 
can all be unintelligent, if Aunt Hillary can entertain you for hours 
with witty banter. 

Tortoise: It seems to me that the situation is not unlike the composition of 
a human brain out of neurons. Certainly no one would insist that 
individual brain cells have to be intelligent beings on their own, in 
order to explain the fact that a person can have an intelligent conversa
tion. 

Achilles: Oh, no, dearly not. With brain cells, I see your point completely. 
Only ... ants are a horse of another color. I mean, ants just roam 
about at will, completely randomly, chancing now ahd then upon a 
morsel of food ... They are free to do what they want to do, and with 
that freedom, I don't see at all how their behavior, seen as a whole, can 
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amount to anything coherent-especially something so coherent as the 
brain behavior necessary for con\'ersing. 

Crab: It seems to me that the ants are free only within certain constraints. 
For example, they are free to wander, to brush against each other, to 
pick u_p small items, to work on trails, and so on. But they ne\·er step 
out of that small world, that ant-system, which they are in. It would 
never. occur to them, for they don't have the mentality to imagine 
anything of the kind. Thus thr ants are very reliable components, in 
the sense that you can depend on them to perform certain kinds of 
tasks in certain ways. 

Achille.1: But e\'en so, within those limits they are still free, and they just act 
at random, running about incoherently without any regard for the 
thought mechanisms of a higher-le\'el being which Dr. Anteater asserts 
they are merely components of. 

Anteat~r: ~~· but you fail to recognize one thing, Achilles-the regularity 
of statistics. 

Achilles: How is that? 

Anteater: For example, even though ants as individuals wander about in 
what seems a random way, there are nevertheless o\'erall trends in
volving large numbers of ants, which can emerge from that cha~s. 

Achille.1: Oh. I know what you mean. In fact, ant trails are a perfect 
e~ample of ~uch a phenomenon. There, you have really quite unpre
d1etahle motion on the part of any single ant-and yet, the trail it~elf 
seems to remain well-defined and stable. Certainly that must mean that 
the indi\·idual ants are not just running about totally at random. 

Anteater: Exactly, Achilles. There is some degree of communication 
among the ants, just enough to keep them from wandering off com
pletely at random. By this minimal communication they can remind 
each other that they are not alone but are cooperating with teammates. 
It ta~es a large .n~mber of ants, all reinforcing each other this way, to 
sustain any acU\'lty-such as trail-building-for any length of time. 
Now my very hazy understanding of the operation of brains leads me 
~o believe that something similar pertains to the firing of neurons. Isn't 
It true, Mr. Crab, that it takes a group of neurons firing in order to 
make another neuron fire? 

Crnb: Definitel}> Ta~e the neurons in Achilles' brain, for example. Each 
neuron re<·e1ves signals from neurons attached to its input lines, and if 
the sum total of inputs at any moment exceeds a critical threshold, 
then that neuron will fire and send its own output pulse rushing ~ff to 
other neurons, which may i'l turn fire-and on down the line it goes. 
The neural flash swoops relentlessly in its Achillean path, in shapes 
strang:r then .the dash of a gnat-hungry swallow; every twist, every 
turn foreordained by the neural structure in Achilles' brain, until 
sensory input messages interfere. 

Achille.1: ~ormally, I think that I'~! in control of what I think-but the way 
vou put it turns it all inside out, so that it sounds as though "I" am just 
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what comes out of all this neural strnnure, and natural law. It makes 
what I consider my SELF sound at best like ;1 by-produn of an oq('mism 
governed by natural law, and at worst, ;m artifiri;il notion produn·d I>\· 
my distorted perspecti\'e. In other words, nm makt· me kd like I don;t 
know who-or what-I am, if am·thing. 

Tortoise: You'll come to understand mtKh better as we go along. But Dr. 
Anteater-what do you make of this similarit\'? 

Anteater: I knew there was something parallel going 011 in tht· two \·en· 
different systems. Now I understand it much better. It st•ems th;;t 
group phenomena which have cohere11t·e-tr;1il-buildi11g. for 
example-will take place only when a (·ertain threshold m1mher of ants 
get in\'olved. If an effort is initiated, perhaps at rn11do111, ll\' ;1 few ants 
in some locale, one of two things can happen: either it will fink out 
after a brief sputtering start-

Achilles: When there aren't enough ants to keep the thing rolling? 
Anteater: Exactly. The other thing that can happen is that a critical mass of 

ants is present, and the thing will snowball, bringing more and more 
ants into the picture. In the latter case, a whole "team" is brought into 
being which works on a single pn~ject. That project might be tr;1il
making, or food-gathering, or it might involve nest-keeping. Despite 
the extreme simplicity of this scheme on a small scale, it can give rise to 
very complex consequences on a larger scale. 

Achilles: I can grasp the general idea of order emerging from chaos, as 
you sketch it, but that still is a lpng way from the ability to converse. 
After all, order also emerges from chaos when molecules of a gas 
bounce against each other randomly-yet all that results there is an 
amorphous mass with but three parameters to characterize it: volume, 
pressure, and temperature. Now that's a far cry from the ability to 
understand the world, or to talk about it! 

Anteater: That highlights a very interesting difference between the expla
nation of the behavior of an ant colony and the explanation of the 
behavior of gas inside a container. One can explain the behavior of the 
gas simply by calculating the statistical properties of the motions of its 
molecules. There is no need to discuss any higher elements of struc
ture than molecules, except the full gas itself. On the other hand, in an 
ant colony, you can't even begin to understand the activities of the 
colony unless you go through several layers of structure. 

Achilles: I see what you mean. In a gas, one jump takes you from the 
lowest level-molecules-to the highest level-the full gas. There are 
no intermediate levels of organization. Now how do intermediate 
levels of organized activity arise in an ant colony? 

Anteater: It has to do with the existence of several different varieties of 
ants inside any colony . 

Achilles: Oh, yes. I think I have heard about that. They are called "castes", 
aren't they? 

Anteater: That's correct. Aside from the queen, there are males, who do 
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prartirally nothing towards the upkeep of the nest, and then
Achille1: And of course there are soldiers-Glorious Fighters Against 

Communism! · 

Crab: H.111111 ..• I ha.rd.ly.think that could be right, Achilles. An ant colony 
is quite rommu111st1c internally, so why would its soldiers fight against 
n1mmunism? Or am I right, Dr. Anteater? 

Anteater: Yes, ahout colonies you are right, Mr. Crab; they are indeed 
hased 011 somewhat communistic principles. But about soldiers Achil
le~ is so.mewhat na"ive. In fact, the so-called "soldiers" are hardly adept 
at hghtmg at all. They are slow, ungainly ants with giant heads, who 
ran snap with their strong jaws, but are hardly to be glorified. As in a 
tn~e rnmmunistic state, it is rather the workers who are to be glorified. 
It 1s they .who do most of the chores, such as food-gathering, hunting, 
and nursing of the young. It is even they who do most of the fighting. 

Achille.1: Bah. That is an absurd state of affairs. Soldiers who won't fight! 
Anteater: Well, as I just said, they really aren't soldiers at all. It's the 

workers who are soldiers; the soldiers are just lazy fatheads. 
Achille.1: Oh, how disgraceful! Why, if I were an ant, I'd put some disci

pline in their ranks! I'd knock some sense into those fatheads! 

Tortoi1e: If you were an ant? How could you be an ant? There is no way to 
ma~ your brain onto an ant brain, so it seems to me to be a pretty 
f~·t.11tless quesll'.m to worry over. More reasonable would be the propo
s~t1011 of mappmg your brain onto an ant colony ... But let us not get 
s1det1:ac~ed. Let . Dr. Anteater continue with his most illuminating 
desrnpt1011 of castes and their role in the higher levels of organization. 

A 11tn1ter: Very well. There are all sorts of tasks which must be ac
rnmplished in a colony, and individual ants develop specializations. 
l'sually an ant's specialization changes as the ant ages. And of course it 
is also dependent on the ant's caste. At any one moment, in any small 
area of a colony, there are ants of all types present. Of course, one 
caste may he be very sparse in some places and very dense in others. 

Crab: ls the density of a given caste, or specialization, just a random 
thing? Or is there a reason why ants of one type might be more heavily 
<·011ce111ratt·d in certain areas, and less heavily in others? 

A11fl'atn: I'm glad you brought that up, since it is of crucial importance in 
u11derstandi11g how a colony thinks. In fact, there evolves, over a long 
period of time, a very delicate distribution of castes inside a colony. 
:.\nd it. is this dist~·ibution which allows the colony to have the co~plex
llv which underlies the ability to converse with me. 

Achille1: It would seem to me that the constant motion of ants to and fro 
would completely prevent th~ possibility of a very delicate distribution. 
Anv delicate distribution would be quickly destroyed by all the random 
motions of ants, just as any delicate pattern among molecules in a gas 
would not sun·i\·e for an instant, due to the random bombardment 
from all sides. 

.111tN'.tn: In an a111 colonv. the situation is quite the contrary. In fact, it is 
.JUSI exactlv the constant to-ing and fro-ing of ants inside the colony 
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which adapts the caste distribution to varying situations. and thereby 
preserves the delicate caste distribution. You see, the <·aste distribution 
cannot remain as one single rigid pattern: rather, it must constanth· be 
changing so as to reflect, in some manner. the real-world situation wi1h 
which the colony is dealing. and it is prerisely the motion inside 1he 
colony which updates the caste distribution, so as lo keep it in line with 
the present cirrumstam·es faring the colony. 

Tortoise: Could you give an example? 
Anteater: Gladly. When I, an anteater. arrive to pay a \•isil lo Aunt Hilh1q-, 

all the foolish ants, upon sniffing my odor. go into a pani<·-whid1 
means, of course, 1hat they begin running around nnnpletely diffe
rently from the way they were before I arrived. 

Achilles: But that's understandable, since you're a dreaded enemy of the 
colony. 

Anteater: Oh, no. I must reiterate that, far from being an enemy of the 
colony, I am Aunt Hillary's favorite companion. And Aunt Hillary is 
my favorite aunt. I grant you, I'm quite feared by all the individual 
ants in the colony-but that's another matter entirely. In any case, you 
see that the ants' action in response to my arrival completely changes 
the internal distribution of ants. 

Achilles: That's clear. 
Anteatt'T: And that sort of thing is the updating which I spoke of. The new 

distribution reflects my presence. One can describe the change from 
old state to new as having added a "piece of knowledge" to the colony. 

Achilles: How can you refer to the distribution of different types of ants 
inside a colony as a "piece of knowledge"? 

Anteatt'T: Now there's a vital point. It requires some elaboration. You see, 
what it comes down to is how you choose to describe the caste distribu
tion. If you continue to think in terms of the lower levels-individual 
ants-then you miss the forest for the trees. That'sjµst too microscopic 
a level, and when you think microscopically, you're bound to miss some 
large-scale features. You've got to find the proper high-l~v~I 
framework in which to describe the caste distribution--()nly then w1ll 1t 
make sense how the caste distribution can encode many pieces of 
knowledge. 

Achilles: Well, how DO you find the proper-sized units in which to describe 
the present state of the colony, then? 

Anteater: All right. Let's begin at the bottom. When ants need to get 
something done, they form little "teams", which stick together to 
perform a chore. As I mentioned earlier, small groups of ~nts are 
constantly forming and unforming. Those which actually exist for a 
while are the teams, and the reason they don't fall apart is that there 
really is something for them to do. 

Achilles: Earlier you said that a group will stick together if its size exceeds .a 
certain threshold. Now you're saying that a group will stick together if 
there is something for it to do. . 

Anteatn: They are equivalent statements. For instance, in food-gathermg, 
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if there is an inconsequential amount of food somewhere which gets 
discovered by ~ome wandering ant who then attempts to communicate 
its enthusiasm to other ants, the number of ants who respond will be 
proportional 10 the size of the food sample-and an inconsequ~nti~l 
amount will not a11rac1 enough ants to surpass the threshold. Which 1s 
exactly what I meant by saying there is nothing to do-too little food 
ought to be ignored. 

Achille.1: I see. I assume that these ·'teams" are one of the levels of struc
ture falling somewhere in bet~een the single-ant level and the colony 
level. 

Ariwater: Precisely. There exists a special kind of team, which I call a 
"signal"-and all the higher levels of structure are based on signals. In 
fact, all the higher entities are collections of signals acting in concert. 
There are teams on higher levels whose members are not ants, but 
teams on lower levels. Eventually you reach the lowest-level teams
which is to say, signals-and below them, ants. 

Achilles: Why do signals deserve their suggestive name? 
Anteawr: It comes from their function. The effect of signals is to transport 

ants of various specializations to appropriate parts of the colony. So the 
typical story of a signal is thus: it comes into existence by exceeding the 
threshold needed for survival, then it migrates for some distance 
through the colony, and at some point it more or less disintegrates into 
its individual members, leaving them on their own. 

Achilles: It sounds like a wave, carrying sand dollars and seaweed from 
afar, and leaving them strewn, high and dry, on the·shore. 

Anwater: In a way that's analogous, since the team does indeed deposit 
something which it has carried from a distance, but whereas the water 
in the wave rolls back to the sea, there is no analogous carrier substance 
in the case of a signal, since the ants themselves compose it. 

Tortoi.1e: And I suppose that a signal loses its coherency just at some spot 
in the colony where ants of that type were needed in the first place . 

Anwater: Naturally. 
Achilles: Naturally? It's not so obvious to ME that a signal should always go 

just where it is needed. And even if it goes in the right direction, how 
does it figure out where lo decompose? How does it know it has 
arrived? 

Anteater: Those are extremely important matters, since they involve ex
plaining the existence of purposeful behavior--()r what seem~ t-o be 
purposeful behavior--()n the part of signals. From the description, one 
would be inclined to char'1cterize the signals' behavior as being 
oriented towards filling a need, and to call it "purposeful". But you can 
look at it otherwise. 

Achilles: Oh, wait. Either the behavior IS purposeful, or it is ?\:OT. I don't 
see how you can have it both ways. 

Anteater: Let me explain my way of seeing things, and then see if you 
agree. Once a signal is formed, there is no awareness on its part that it 
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should head off in any particular direction. But here, the delit"ate l"<tste 
distribution plays a crucial role. It is what determines the motion of 
signals through the colony, and also how lcmg a signal will remain 
stable, and where it will "dissol\'e". 

Achilles: So e\'erything depends on the caste distribution, eh? 
Anwater: Right. Let's say a signal is mo\'ing along. As it goes, the ants 

which compose it interact, either by direct contact or by exl·h;mge of 
scents, with ants of the local neighborh<)()ds which it passes through. 
The contacts and scents pro\'ide information about lcKal matters of 
urgency, such as nest-building, or nursing, or whate\'er. The signal will 
remain glued together as long as the local needs are different from 
what it can supply; but if it CAN contribute, it disintegrates, spilling a 
fresh team of usable ants onto the scene. Do you see now how the laste 
distribution acts as an overall guide of the teams inside the rnlony? 

Achilles: I do see that. 
Anteater: And do you see how this way of looking at things requires 

attributing no sense of purpose to the signal? 
Achilles: I think so. Actually, I'm beginning to see things from two differ

ent vantage points. From an ant's-eye point of view, a signal has ~o 
purpose. The typical ant in a signal is just meandering around the 
colony, in search of nothing in particular, until it finds that it feels like 
stopping. Its teammates usually agree, and at that moment the team 
unloads itself by crumbling apart, leaving just its members but none of 
its coherency. No planning is required, no looking ahead; nor is any 
search required, to determine the proper direction. But from the 
COLONY'S point of view, the team has just responded to a message 
which was written in the language of the caste distribution. Now f1om 
this perspective, it looks \'ery much like purposeful activity. 

Crab: What would happen if the caste distribution were entirely random? 
Would signals still band and disband? 

Anteater: Certainly. But the colony would not last long, due to the 
meaninglessness of the caste distribution. 

Crab: Precisely the point I wanted to make. Colonies survive because their 
caste distribution has meaning, and that meaning is a holistic aspect, 
invisible on lower levels. You lose explanatory power unless you take 
that higher level into account. 

Anwawr: I see your side; but I believe you see things too narrowly. 
Crab: How so? 
Anteater: Ant colonies have been subjected to the rigors of evolution for 

billions of years. A few mechanisms were selected for, and most were 
selected against. The end result was a set of mechanisms which make 
ant colonies work as we have been describing. If you could watch the 
whole process in a movie-running a billion or so times faster than life, 
of course-the emergence of various mechanisms would be seen as 
natural responses to external pressures.just as bubbles in boiling water 
are natural responses to an external heat source. I don't suppose you 
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see "meaning" and "purpose" in the bubbles in boiling water-or do 
you? 

Crab: No, hut-
1 

Anteatn: Now that's ~ff point. No matter how big a bubble is, it owes its 
existence to processes on the molecular le\'el, and you can forget about 
any "higher-level laws". The same goes for ant colonies and their 
teams. By looking at things from the vast perspective of evolution, you 
c·an drain the whole colony of meaning and purpose. They become 
superfluous notions. 

Achille.1: Why, then, Dr. Anteater, did you tell me that you talked with 
Aunt Hillary? It now seems that you woJld deny that she can talk or 
think at all. 

Anteater: I am not being inconsistent, Achilles. You see, I have as much 
diffirnlty as anyone else in seeing things on such a grandiose time scale, 
so I find it much easier to change points of view. When I do so, 
forgetting about evolution and seeing things in the here and now, the 
\'1Kahulary of teleology comes back: the MEANl!\;G of the caste distribu
tion and the Pl'RPOSHl.:LNESS of signals. This not only happens when I 
rhink of ant colonies, but also when I think about my own brain and 
other braim. However, with some effort I can always remember the 
other point of view if necessary, and drain all these systems of mean
ing, too. 

Crab: Evolution c·ertainly works some miracles. You never know the next 
trkk it will pull out of its slee\'e. For instance, it wouldn't surprise me 
one hit if it were theoretically possible for two or more "signals" to pass 
through each other, each one unaware that the other one is also a 
signal; each one treating the other as if it were just part of the 
background population. 

Anteater: It is better than theoretically possible; in fact it happens 
routinely! 

Achilles: Hmm ... What a strange image that conjures up in my mind. I 
<·an just imagine ants moving in four different directions, some black, 
some white, criss-crossing, together forming an orderly pattern, almost 
like-like-

Tortoi11': A fugue, perhaps? 
:frhilll'I: Yes-that's it! An ant fugue! 
Crab: An interesting image, Achilles. By the way, all that talk of _b()iling 

water made me think of tea. Who would like some more? 
Achille.1: I rnuld do with another cup, Mr. C. 
Crab: Very good. 
:frhilll'.1: Do you suppose one ..could separate out the different visual 

"\'oic·es" of such an "ant fugue"? I know how hard it is for me
Tortoi\I': Not for me, thank you. 
Achille.1: -to track a single voice-
Anteall'r: l"d like some, too, Mr. Crab-
Arhilles: -in a musical fugue-
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FIGURE 61. "Ant Fugue", by M. C. Escher (wo<Ricut, 1953). 

Anteater: -if it isn't too much trouble. 
Achilles: . -when all of them-
Crab: Not at all. Four cups of tea
Tortoise: Three! 
Achilles: -are going at once. 
Crab: -coming right up! 

Anteater: That's an interesting thought, Achilles. But it's unlikely that 
anyone could draw such a picture in a convincing way. 

Achilles: That's too bad. 

Turt~ise: P~rhaps ~o~ co~ld an~wer this, Dr. Anteater. Does a signal, from 
its creation unul its d1ssoluuon, always consist of the same set of ants? 

Anteater: As a matter of fact, the individuals in a signal sometimes break 
off and get replaced by others of the same caste, if there are a few in 
the area. Mo_sr often, signals arrive at their disintegration points with 
nary an ant m common with their starting lineup. 
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Crab: I can see that the signals are constantly affecting the caste distribu
tion throughout the colony, and are doing so in response to the 
internal needs of the colony-which in turn reflect th~ external situa
tion which the colony is faced with. Therefore the caste distribution, as 
you said, Dr. Anteater, gets continually updated in a way which ulti
mately reflects the outer world. 

Achillts: But what about those intermediate levels of structure? You were 
saying that the caste distribution should best be pictured not in terms 
of ants or signals, but in terms of teams whose members were other 
teams, whose members were other teams, and so on until you come 
down to the ant level. And you said that that was the key to under
standing how it was possible to describe the caste distribution as encod
ing pieces of information about the world. 

Anteattr: Yes, we are coming to all that. I prefer to give teams of a 
sufficiently high level the name of "symbols". Mind you, this sense of 
the word has some significant differences from the usual sense. My 
"symbols" are ACTIVE SUBSYSTEMS of a complex system, and they are 
composed of lower-level active subsystems ... They are therefore 
quite different from PASSIVE symbols, external to the system, such as 
letters of the alphabet or musical notes, which sit there immobile, 
waiting for an active system to process them. 

Achilles: Oh, this is rather complicated, isn't it? I just had no idea that ant 
colonies had such an abstract structure. 

Anteater: Yes, it's quite remarkable. But all these layers of structure are 
necessary for the storage of the kinds of knowledge which enable an 
organism to be "intelligent" in any reasonable sense of the word. Any 
system which has a mastery of language has essentially the same under
lying sets of levels. 

Achilles: Now just a cotton-picking minute. Are you insinuating that my 
brain consists of, at bottom, just a bunch of ants running around? 

Anteater: Oh, hardly. You took me a little too literally. The lowest level 
may be utterly different. Indeed, the brains of anteaters, for instance, 
are not composed of ants. But when you go up a level or two in a brain, 
you reach a level whose elements have exact counterparts in other 
systems of equal intellectual strength-such as ant colonies. 

Tortoise: That is why it would be reasonable to think of mapping your 
brain, Achilles, onto an ant colony, but not onto the brain of a mere 
ant. 

Achilles: I appreciate the compliment. But how would such a mapping be 
carried out? For instance, what in my brain corresponds to the low
level teams which you call ~ignals? 

A11teater: Oh, I but dabble in brains, and therefore couldn't set up the map 
in its glorious detail. But-and correct me if I'm wrong, Mr. Crab--1 
would surmise that the brain counterpart to an ant colony's signal is 
the firing of a neuron; or perhaps it is a larger-scale event, such as a 
pattern of neural firings. 
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Crab: I would tend to agree. But don't you think that, for the purposes of 
our discussion, delineating the exact counterpart is not in itst"lf nul·ial. 
desirable though it might be? It seems to me that the main idt"a is that 
such a correspondence does exist, even if we don't know exanh· how to 
define it right now. I would only question ont" point, Dr. Anteater. 
which you raised, and that concerns the le\'el at which one can han· 
faith that the correspondence begins. You seemed to think that a 
SIGNAL might have a direct counterpart in a brain; whereas I feel that 
it is only at the level of your ACTIVE SYMBOLS and abo\'e that it is likd,· 
that a correspondence must exist. ' 

Anteater: Your interpretation may very well be more an-urate than mine, 
Mr. Crab. Thank you for bringing out that subtle point. 

Achilles: What does a symbol do that a signal couldn't do? 
Anteater: It is something like the difference between words and lerters. 

Words, which are meaning-carrying entities, are composed of letters, 
which in themselves carry no meaning. This gives a good idea of the 
difference between symbols and signals. In fact it is a useful analogy. as 
long as you keep in mind the fact that words and letters are PASSIVE, 
symbols and signals are ACTIVE. 

Achilles: I'll do so, but I'm not sure I understand why it is so vital to stress 
the difference between active and passive entities. 

Anteater: The reason is that the meaning which you attribute to any 
passive symbol, such as a word on a page, actually derives from the 
meaning which is carried by cprresponding active symbols in your 
brain. So that the meaning of passive symbols can only be properly 
understood when it is related to the meaning of active symbols. 

Achilles: All right. But what is it that endows a SYMBOL-an active one, to 
be sure-with meaning, when you say that a SIGNAL, which is a per
fectly good entity in its own right, has none? 

Anteater: It all has to do with the way that symbols can cause other symbols 
to be triggered. When one symbol becomes active, it does not do so in 
isolation. It is floating about, indeed, in a medium, which is charac
terized by its caste distribution. 

Crab: Of course, in a brain there is no such thing as a caste distribution, 
but the counterpart is the "brain state". There, you describe the states 
of all the neurons, and all the interconnections, and the threshold for 
firing of each neuron. 

Anteater: Very well; let's lump "caste distribution" and "brain state" under 
a common heading, and call them just the "state". Now the state can be 
described on a low level or on a high level. A low-level description of 
the state of an ant colony would involve painfully specifying the loca
tion of each ant, its age and caste, and other similar items. A very 
detailed description, yielding practically no global insight as to WHY it 
is in that state. On the other hand, a description on a high level would 
involve specifying which symbols could be triggered by which combi
nations of other symbols, under what conditions, and so forth. 

Achille1: What about a description on the level of signals, or teams? 

Anteater: A desaiption on that level would fall somewhere in between the 
low-level and symbol-level descriptions. It would contain a great deal 
of information about what is actually going on in specific locations 
throughout the colony, although certainly less than an ant-by-ant de
scription, since teams consist of dumps of ants. A team-by-team de
sniptio1i is like a summary of an ant-by-ant description. However, you 
have to add extra things which were not present in the ant-by-ant 
description-such as the relationships between teams, and the supply 
of various castes here and there. This extra complication is the price 
you pay for the right to summarize. 

AchillP1: 1 t is interesting to me to compare the merits of the descriptions at 
various levels. The highest-level description seems to carry the most 
explanatory power, in that it gives you the most intuitive picture of the 
ant colony, although strangely enough, it leaves out seemingly the 
most important feature-the ants. 

Ar1tn1tpr: But you see, despite appearances, the ants are not the most 
important feature. Admittedly, were it not for them, the colony 
wouldn't exist: but something equivalent-a brain--can exist, ant-free. 
So, at least from a high-level point of view, the ants are dispensable. 

Achil/p.1: I'm sure no ant would embrace your theory with eagerness. 
Antpatl'r: Well, I never met an ant with a high-level point of view. 
Crab: What a counterintuitive picture you paint, Dr. Anteater. It seems 

that, if what you say is true, in order to grasp the whole structure, you 
have to desnibe it omitting any mention of its fundamental building 
blocks. 

Antn1tpr: Perhaps I can make it a little clearer by an analogy. Imagine you 
have before you a Charles Dickens novel. 

Achi[[ps: Thi' Pickwick Papns-will that do? 
Ar1tn1tn: Excellently~ And now imagine trying the following game: you 

must find a way of mapping letters onto ideas, so that the entire 
Pickwick Papns makes sense when you read it letter by letter. 

AchillP.1: Hmm ... You mean that every time I hit a word such as "the", I 
ha\'e to think of three definite concepts, one after another, with no 
room for \'ariation? 

Antpafpr: Exactly. They are the 't'-concept, the 'h'-concept, and the 
'e'-concept-and e\'ery time, those concepts are as they were the pre
ceding time. 

Achil/ps: Well, it sounds like that would turn the experience of "reading" 
Thi' Pickwick Papas into an intlescribably boring nightmare. It would be 
an exercise in meaninglessness, no matter what concept I associated 
with each letter. 

Antn1fl'r: Exactly. There is no natural mapping from the individual letters 
into the real world. The natural mapping occurs on a higher level
hetween words. and parts of the real world. If you wanted to describe 
the book, therefore. \'OU would make no mention of the letter level. 



• Achilles: Of course not! I'd describe the plot and the d1ar<Kter!>, and so 
forth. 

Anteater: So there you are. You would omit all mention of the building 
blocks, e\'en though the book exists thanks to them. The,· are the 
medium, but not the message. . 

Achilles: All right-but what about ant colonies? 
Anteawr: Here, there are acti\'e signals instead of passi\'e letters, and 

active symbols instead of passi\'e words-but the idea rarries owr. 
Achilles: Do you mean I couldn't establi~h a mapping between signals and 

things in the real world? 
Anwater: You would find that you could not do it in such a wav that the 

triggering of new signals would make any sense. Nor could you sul·
ceed on any lower level-for example the ant level. Only on the symbol 
level do the triggering patterns make sense. Imagine, for instance, that 
one day you were watching Aunt Hillary when I arrived to pay a Gtll. 
You could watch as carefully as you wanted, and yet you would proba
bly perceive nothing more than a rearrangement of ant~. 

Achilles: I'm sure that's accurate. 
Anteawr: And yet, as I watched, reading the higher level instead of the 

lower level, I would see several dormant symbols being awakened, 
those which translate into the thought, "Oh, here's that charming Dr. 
Anteater again-how pleasant!"--or words to that effect. 

Achilles: That sounds like what happened when the four of us all 
found different levels to read in the MU-picture--or at least THREE of 
us did ... 

Tortoise: What an astonishing coincidence that there should be such a 
resemblance between that strange picture which I chanced upon in the 
Well-Tempered Clavier, and the trend of our conversation. 

Achilles: Do you think it's just coincidence? 
Tortoise: Of course. 
Anteater: Well, I hope you can grasp now how the thoughts in Aunt 

Hillary emerge f mm the manipulation of symbols composed of signals 
composed of teams composed of lower-level teams, all the way down to 
ants. 

Achilles: Why do you call it "symbol manipulation"? Who does the manip
ulating, if the symbols are themselves active? Who is the agent? 

Anteater: This gets back to the question which you earlier raised about 
purpose. You're right that symbols themselves are active, but the 
activities which they follow are nevertheless not absolutely free. The 
activities of all symbols are strictly determined by the state of the full 
!>ystem in which they reside. Therefore, the full system is responsible 
for how its symbols trigger each other, and so it is quite reasonable to 
speak of the full system as the "agent". As the symbols operate, the 
state of the system gets slowly transformed, or updated. But there are 
many features which remain over time. It is this partially constant, 
partially varying system which is the agent. One can give a name to the 
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full system. For example, Aunt Hillary is the "who" who can be said to 
manipulate her symbols; and you are similar, Achilles. · 

Achille1: That's quite a strange characterization of the notion of who I am. 
I'm not sure I can fully understand it, but I will gi\'e it some thought. 

Tortoi.1e: It would be quite interesting to follow the symbols in your brain 
as you do that thinking about the symbols in your brain. 

Achille.1: That's too complicated for me. I have trouble enough just trying 
to picture how it is possible to look at an ant colony and read it on the 
symbol level. I can certainly imagine perceiving it at the ant level; and 
with a little trouble, I can imagi9e what it must be like to perceive it at 
the signal level; but what in the world can it be like to perceive an ant 
colony at the symbol level? 

Anwatt'T: One only learns through long practice. But when one is at my 
stage, one reads the top level of an ant colony as easily as you yourself 
read the "Mt"' in the MU-picture. 

Achilles: Really? That must be an amazing experience. 
Anteatt'T: In a way-but it is also one which is quite familiar to you, 

Achilles. 
Achilles: Familiar to me? What do you mean? I have never looked at an ant 

colony on anything but the ant level. 
Anteatt'T: Maybe not; but ant colonies are no different from brains in 

man}· respects. 
Achille.I': I have never seen nor read any brain either, however. 
Anteawr: What about your OW!'\ brain? Aren't you aware of your own 

thoughts? Isn't that the essence of consciousness? What else are you 
doing hut reading your own brain directly at the symbol level? 

Achilles: I never thought of it that way. You mean that I bypass all the 
lower levels, and only see the topmost level? 

Anteawr: That's the way it is, with conscious systems. They perceive them
selves on the symbol level only, and have no awareness of the lower 
levels, such as the signal levels. 

Achille.\.' Does it follow that in a brain, there are active symbols which are 
constantly updating themselves so that they reflect the overall state of 
the brain itself, always on the symbol level? 

Anteatt'T: Certainlv. In any conscious system there are symbols which 
represent the ·brain st~te, and they are themselves part of the very 
brain state which they symboli1e. For consciousness requires a large 
degree of self-consciousness. - · 

Achilles: That is a weird notio!]. It means that although there is frantic 
acti\'ity occurring in my brain at all times, I am only capable of register
ing that acti\'ity in one way-on the symbol level; and I am completely 
insensiti\'e to the lower levels. It is like being able to read a Dickens 
no\'el bv direct visual perception, without ever having learned the 
letters o.f the alphabet. I can't imagine anything as weird as that really 
happening. 

Crab: But precisely that sort of thing DID happen when you read "Mc", 
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without percei\'ing the lower le\'els "HousM" and "RFlRcno!\i1sM''. 
Achilles: You're right-I bypassed the lower le\'els. and saw onh· the top. I 

wonder if I'm missing all sorts of meaning on lower levels of m\· hrain 
as well, by reading only the symbol le\'el. It's too bad that the top le\'el 
doesn't contain all the information about the bottom lt"\'el. so that b,· 
reading the top, one also learns what the bottom le\'el says. But I guess 
it would be na"i\'e to hope that the top lt"vel encodes anything from the 
bottom le\'el-it probably doesn't percolate up. The MU-pkture is the 
most striking possible example of that: there. the topmost lt"\'el sa\'S 
only "Mc", which bears no relation whate,·er to the lower le\'els! 

Crab: That's absolutely true. (Picks up the MU-picture, to inspect it more 
closely.) Hmm ... There's something strange about the smallt"st letters 
in this picture; they're very wiggly ... 

Anwater: Let me take a look. (Peers clouly at the MU-picture.) I think there's 
yet another level. which all of us missed! 

Tortoise: Speak for yourself. Dr. Anteater. 
Achilles: Oh, no--that can't be! Let me see. (Looks t•ery carefully.) I know the 

rest of you won't believe this, but the message of this picture is staring 
us all in the face. hidden in its depths. It is simply one word. repeated 
over and over again, like a mantra-but what an important one: "Mt.:"! 
What do you know! It is the same as the top level! And none of us 
suspected it in the least. 

Crab: We would never have noticed it if it hadn't been for you, Achilles. 
Anteawr: I wonder if the coincidence of the highest and lowest levels 

happened by chance? Or was it a purposeful act carried out by some 
creator? 

Crab: How could one ever decide that? 
Tortoise: I don't see any way to do so. since we have no idea why that 

particular picture is in the Crab's edition of the Well-Tempered Clavier. 
Anteater: Although we have been having a lively discussion, I have still 

managed to listen with a good fraction of an ear to this very long and 
complex four-voice fugue. It is extraordinarily beautiful. 

Tortoise: It certainly is. And now, in just a moment, comes an organ point. 
Achilles: Isn't an organ point what happens when a piece of music slows 

down slightly, settles for a moment or two on a single note or chord, 
and then resumes at normal speed after a short silence? 

Tortoise: No, you're thinking of a "fermata"-a sort of musical semicolon. 
Did you notice there was one of those in the prelude? 

Achilles: . I guess I must have missed it. 
Tortoise: Well, you have another chance coming up to hear a fermata-i_n 

fall, there are a couple of them coming up, towards the end of this 
fugue. 

Achilles: Oh, good. You'll point them out in advance, won't you? 
Tortoise: If you like. 
Achilles: But do tell me, what is an organ point? 
Tortoise: An organ point is the sustaining of a single note by one of the 
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\'oil-es in a polyphonic piece (often the lowest voice), while the other 
rniceo; continue their own independent lines. This organ point is on the 
note of G. Listen carefully. and you'll hear it. 

Antt'<lwr: There occurred an incident one day when I visited with Aunt 
Hillary which reminds me of your suggestion of observing the symbols 
in Achilles' brain as they create thoughts which are about themselves. 

Crab: Do tell us about it. 
Anteater: Aunt Hillary had been feeling very lonely, and was very happy 

to have someone to talk to that day. So she gratefully told me to help 
myself to the juiciest ants I could find. (She's always been most gener
ous with her ants.) 

Achille1: Gee! 
Anteater: It just happened that I had been watching the symbols which 

were rarrying out her thoughts, because in them were some particu
larly juicy-looking ants. 

Achille.1: Gee! 
Anteater: So I helped myself to a few of the fattest ants which had been 

parts of the higher-level symbols which I had been reading. Specifical
ly, the symbols which they were part of were the ones which had 
expressed the thought, "Help yourself to any of the ants which look 
appetizing." 

Achille.1: Gee! 
Anteater: Unfortunately for them, but fortunately for me, the little bugs 

didn't have the slightest inkling of what they were collectively telling 
me. on the symbol level. 

Achille.1: Gee! That is an amazing wraparound. They were completely 
unrnnscious of what they were participating in. Their acts could be 
seen as part of a pattern on a higher level, but of course they were 
completely unaware of that. Ah, what a pity-a supreme irony, m 
fact-that they missed it. 

Crab: You are right, Mr. T-that was a lovely organ point. 
Antt'<lter: I had never heard one before, but that one was so conspicuous 

that no one could miss it. Very effective. 
Achille.1: What? Has the organ point already occurred? How can I not 

have noticed it. if it was so blatant? 
Tortoi.1e: Perhaps you were so wrapped up in what you were saying that 

you were completely unaware of it. Ah, what a pity-a 5upref!!e_ irony, 
in fact-that you missed it. 

Cmb: Tell me. does Aunt Hillary live in an anthill? 
Anteater: Well, she owns a rather large piece of property. It used to belong 

to someone else. but that is rather a sad story. In any case. her estate is 
quite expansive. She li\'es rather sumptuously, compared to many 
other colonies. 

Achilles: How does that jibe with the communistic nature of ant colonies 
which you earlier described to us? It sounds quite inconsistent, to me, 
to preach communism and to live in a fancy estate! 
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Ank'atn": The communism is on the ant le\'el. In an ant n>lom· all ants 
work for the common good, even to their own indi,·idual detriment at 
times. Now this is simply a built-in aspen of Aunt Hillarv's strunure, 
but for all I know, she may not e\·en be aware of this internal nnn
munism. Most human beings are not aware of anything about their 
neurons; in fact they probably are quite rnntent not to know an~·thing 
about their brains, being somewhat squeamish neatures. Aunt Hillary 
is also somewhat squeamish; she gets rather ants)· whene\'er she starts 
to think about ants at all. So she a\'oids thinking about them whene\'er 
possible. I truly doubt that she knows anything about the n>mmunistk 
society which is built into her very structure. She herself is a staunch 
belie\'er in libertarianism-you know, laissez-faire and all that. So it 
makes perfect sense, to me at least, that she should li\'e in a rather 
sumptuous manor. 
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Tortoise: As I turned the page just now, while following along in this lovely 
edition of the Well-Tempered Cl.avier, I noticed that the first of the two 
fermatas is coming up soon-so you might listen for ·it, Achilles. 

Achilles: I will, I will. 
Tortoise: Also, there's a most curious picture facing this page. 
Crab: Another one? What next? 
Tortoise: See for yourself. (Passes the score over to the Crab.) 
Crab: Aha! It's just a few bunches of letters. Let's see-there are various 

numbers of the letters 'J, 'S', 'B', 'm', 'a', and 't'. It's strange, how the 
first three letters grow, and then the last three letters shrink again. 

Anteater: May I see it? 
Crab: Why, certainly. 
Anteater: Oh, by concentrating on details, you have utterly missec,l the big 

picture. In reality, this group of letters is 'f', 'e', 'r', 'A', 'C', 'H', without 
any repetitions. First they get smaller, then they get bigger. Here, 
Achilles-what do you make of it? 

Achilles: Let me see. Hmm. Well, I see it as a set of upper-case letters 
which grow as you move to the right. 

Tortoise: Do they spell anything? 
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Achilks: Ah ... "j. S. BACH". Oh! I understand now. It's Bach's name! 
Tortoist: Strange that you should see it that way. I see it as a set of 

lower-case letters, shrinking as they move to the right, and ... spelling 
out ... the name of ... (Slows ®wn slightly, tsptcially drawing out tht last 
f tw words. Thtn thtrt is a britf siltnct. Suddenly Ji, rtsumts as if nothing 
unusual had haf>Ptntd.) -"fermat". 

Achillts: Oh, you've got Fermat on the brain, I do believe. You see Fer
mat's Last Theorem everywhere. 

Ank'atn": You were right, Mr. Tortoise-I just heard a charming little 
fermata in the fugue. 

Crab: So did I. 
Achillts: Do you mean everybody heard it but me? I'm beginning to feel 

stupid. 
Tortoist: There, there, Achilles-don't feel bad. I'm sure you won't miss 

Fugue's Last Fermata (which is coming up quite soon). But, to return 
to our previous topic, Dr. Anteater, what is the very sad story which 
you alluded to, concerning the former owner of Aunt Hillary's prop
erty? 

Anttater: The former owner was an extraordinary individual, one of the 
most creative ant colonies who ever lived. His name was Johant Sebas
tiant Fermant, and he was a mathematiciant by vocation, but a 
musiciant by avocation. 

Achillt.s: How very versantile of him! 
Anttater: At the height of his creative powers, he met with a most untimely 

demise. One day, a very hot summer day, he was out soaking up the 
warmth, when a freak thundershower-the kind that hits only once 
e\'ery hundred years or so--appeared from out of the blue, and 
thoroughly drenched J. S .F. Since the storm came utterly without 
warning, the ants got completely disoriented and confused. The intri
cate organization which had been so finely built up over decades, all 
went down the drain in a matter of minutes. It was tragic. 

Achille.s: Do you mean that all the ants drowned, which obviously would 
spell the end of poor J. S. F.? 

Anteater: Actually, no. The ants managed to survive, every last one of 
them, by crawling onto various sticks and logs which floated above the 
raging torrents. But when the waters receded and left the ants back on 
their home grounds, there was no organization left. The caste distribu
tion was utterly destroyed, and the ants themselves had no asil.ity to 
reconstruct what had once befoJOe been such a finely tuned organiza
tion. They were as helpless as the pieces of Humpty Dumpty in putting 
themselves back together again. I myself tried, like all the king's horses 
and all the king's men, to put poor Fermant together again. I faithfully 
put out sugar and cheese, hoping against hope that somehow Fermant 
would reappear ... (Pulls out a handkerchief and wipes his eyes.) 

Achilles: How valiant of you! I never knew Anteaters had such big hearts. 
Anteater: But it was all to no avail. He was gone, beyond reconstitution. 
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Howe\'er, something \'ery strange then began to take place: on·r tlw 
next few months, the ants which had been nmtponents of J. S. F. 
slowly regrouped, and built up a new organization. And thus was Aum 
Hillary born. 

Crab: Remarkable! Aunt Hillary is composed of the \'en· same ants as 
Fermant was? 

Antealn': Well, originally she was, yes. By now. some of the older ants han· 
died, and been replaced. But there are still many holdo\'ers from the 
J. S. F.-days. 

Crab: And can't you recognize some of J. S. F.'s. old traits rnming to the 
fore, from time to time, in Aunt Hillary? 

Anteater: Not a one. They ha\'e nothing in common. And there is no 
reason they should. as I see it. There are, after all, often se\'eral disti1wt 
ways to rearrange a group of parts to form a "sum". And Aunt 
Hillary was just a new "sum" of the old parts. Not MORE tha11 the 
sum, mind you-just that particular KI!'\D of sum. 

Tortoise: Speaking of sums, I am reminded of number theory. where 
occasionally one will be able to take apart a theorem into its component 
symbols, rearrange them in a new order, and come up with a new 
theorem. 

Anteater: I've never heard of such a phenomenon, although I confess to 
being a total ignoramus in the field. 

Achilles: Nor have I heard of it-and I am rather well \'ersed in the field, if 
I don't say so myself. I suspect Mr. T is just setting up one of his 
elaborate spoofs. I know him pretty well by now. 

Anteater: Speaking of number theory, I am reminded ofj. S. F. again, for 
number theory is one of the domains in which he excelled. In fact, he 
made some rather rema1 kable contributions to number theory. Aunt 
Hillary. on the other hand, is remarkably dull-wined in anything that 
has even the remotest connection with mathematics. Also, she has only 
a rather banal taste in music, whereas Sebastiant was extremely gifted 
in music. 

Achilles: I am very fond of number theory. Could you possibly relate to us 
something of the nature of Sebastiant's contributions? 

Anteater: Very well, then. (Pauses for a moment to sip his tea, then resumes.) 
Have you heard of Fourmi's infamous "Well-Tested Conjecture"? 

Achilles: I'm not sure ... It sounds strangely familiar, and yet I can't quite 
place it. 

Anteater: It's a very simple idea. Lierre de Fourmi, a mathematiciant by 
vocation bu·t lawyer by avocation, had been reading in his copy of the 
classic text Arithmetica by Di of Antus, and came across a page contain
ing the equation 

He immediately realized that this equation has infinitely many solu
tions a, b, c, and then wrote in the margin the following notorious 
comment: 

FIGURE 63: During emigration1 army ant.1 sometimes create living bridges of their own 
bod'.es. In tht.1 photograph oj such a bridge (de Fourmi Lierre), the workers of an Eciton 
bm d1elh colon_)' can be uen lmkmg the1r leg.1 and, along the top of the bridge, hooking their 
lanai ~law1 together to form znegular system1 of chaim. A symbiotic silverfish, Trichatelura 
manm, 1.1 .1ee11 cro.1.1ing the bridge i11 the ce11ter. [From E. 0. Wilson, The Insect Societies 
(Cambridge, Ma11.: Haniard Univenity Pre.is, 1971), p. 62.] 
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The equation 

na + nb = nc 

has solutions in positi\'e integers a, b, c, and n only when n = 2 (and 
then there are infinitely many triplets a, b, c which satisfy the equa
tion): but there are no. solutions for n > 2. I ha\'e disco\'ered a truly 
mar\'elous proof of this statement, which, unfortunately, is so swall 
that it would i>e well-nigh invisible if written in the margin. 

Ever since that year, some three hundred days ago, mathematiciants 
have b~en v_ainly trying to do one of two things: either to prove 
Fourm1 s claim, _and thereby vindicate Fourmi's reputation, which, 
alt.hough very high, has been somewhat tarnished by skeptics who 
think he never really found the proof he claimed to have found~r 
~lse to refute the claim, by findU'ig a c~unterexample: a set of four 
integers a, b, c, and n, with n > 2, which satisfy the equation. Until very 
recently, every attempt in either direction had met with failure. To be 
sure: the Conjecture has been verified for many specific values of n-in 
particular, all n up to 125,000. But no one had succeeded in proving it 
for ALL n-no one, that is, until Johant Sebastiant Fermant came upon 
the scene. It was he who found the proof that cleared Fourmi's name. 

A~4 c;'_ • .._ .... 
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It now goes under the name "Johant Sebastiant's Well-Tested Cmtjet·
ture". 

Achilles: Shouldn't il be called a "Theorem" rather than a "Cmtjecturt>", ii 
it's finally been gi\'en a proper proof? 

Anteater: Strictly speaking, you're right, but tradition has kept it this wav. 
Tortoise: What sort of music did Sebastiant do? 
Anteater: He had great gifts for composition. l 1nfortunately. his greatest 

work is shrouded in mystery, for he ne\'er readied the poim of pub
lishing il. Some believe that he had it all in his mind; others are mort' 
unkind, saying that he probably never worked it out at all, hut merely 
blustered about il. 

Achilles: What was the nature of this magnum opus? 
Anteater: It was lo be a giant prelude and fugue; the fugue was to ha\'e 

twenty-four voices, and lo involve twenty-four distinct su~jens, ,Jlle in 
each of the major and minor keys. 

Achilles: It would certainly be hard to listen lo a twenty-four-voice fugue 
as a whole! 

Crab: Not to mention composing one! 
Anteater: But all that we know of it is Sebasliam's description of it, which 

he wrote in the margin of his copy of Buxtehude's Preludes and 
Fugues for Organ. The last words which he wrote before his tragic 
demise were: 

I have composed a truly marvelous fugue. In it, I have added 
together the power of 24 keys, and the power of 24 themes; I came 
up with a fugue wi1h the power of 24 mices. Unforiunately, this 
margin is too narrow to contain it. 

And the unrealized masterpiece simply goes by the name, "Fermanl's 
Last Fugue". 

Achilles: Oh, that is unbearably tragic. 

Tortoise: Speaking of fugues, this fugue which we have been listening lo is 
nearly over. Towards the end, there occurs a strange new twist on its 
theme. (Flips the page in the Well-Tempered Clavier.) Well, what have 
we here? A new illustration-how appealing! (Shows it to the Crab.) 

FIGURE 64. [Drawing by the author.] .. 
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Crab: Well, what have we here? Oh, I see: it's "HOLISMIOSISM", written in 
large letters that first shrink and then grow back to their original size. 
But that doesn't make any sense, because it's not a word. Oh me, oh • l 

my! (Pa.1se.1 it to the Anteater.) 

Anteater: Well, what have we here? Oh, I see: it's "REDl'CTHOLISM", written 
in small letters that first grow and then shrink back to their original 
size. But that doesn't make any sense, because it's not a wmd. Oh my, 
oh me! (Pa.1ses it to Achilles.) 

AchilleJ: I know the rest of you won't believe this, but in fact this picture 
consists of the word "HoUsM" written twice, with the letters continually 
shrinking as they proceed from left to right. (Returns it to the Tortoise.) 

Tortoi1e: I know the rest of you won't believe this, but in fact this picture 
consists of the word "RF.Dt·cnoN1sM" written once, with the letters 
continually growing as they proceed from left to right. 

Acliille.1: At last-I heard the new twist on the theme this time! I am so 
glad that you pointed it out to me, Mr. Tortoise. Finally, I think I am 
beginning to grasp the art of listening to fugues, 



CHAPTER XI 

Brains and Thoughts 

New Perspectives on Thought 

IT w AS o :-.; 1. y with the ad\'ent of n>1nputers that people aduall\' tried to 
create "thinking" ma(hmes, and witnessed bizarre variations 011 the theme 
of thought. Programs were devised whose "thinkin1( was to human thiuk
ing as a slinky flipping end over end down a stairrnse is to humau lon>mo
tion. All of a sudden the idiosynrrades, the weakuesses aud powers, the 
vagaries and vicissitudes of human thm1ght were hiuted at by the new
found ability to experiment with alien, yet hand-tailored forms of 
thought-or approximations of thought. As a result, we have an1uired, in 
the last twenty years or so, a new kind of perspe<·tive on what thought is, 
and what it is not. Meanwhile, brain researd1ers have found out mud1 
about the small-scale and large-s<·ale hardware of the braiu. This approad1 
has not yet been able to shed much light on how the brain manipulates 
concepts, but it gives us some ideas about the biological med1anisms on 
which thought manipulation rests. 

In the coming two Chapters, then, we will try to unite some insights 
gleaned from attempts at computer intelligente with some of the fact~ 
learned from ingenious experiments on living animal brains, as well as with 
results from research on human thought pnKesses done hy n>gnitive 
psychologists. The stage has been set by the Prelude, Ant Fugue; now we 
develop the ideas more deeply. 

lntensionality and Extensionality 

Thought must depend on representing reality in the hardware of the brain. In 
the preceding Chapters, we have developed formal systems which repre
sent domains of mathematical reality in their symbolisms. To what extent is 
it reasonable to use such formal systems as models for how 'fre brain might 
manipulate ideas? 

We saw, in the pq-system and then in other more complicated systems, 
how meaning, in a limited sense of the term, arose as a result of an 
isomorphism which maps typographical symbols onto numbers, opera
tions, and relations; and strings of typographical symbols onto statements. 
Now in the brain we don't have typographical symbols, but we have some
thing even better: active elements which can store information and trans
mit it and receive it from other active elements. Thus we have active 
symbols, rather than passive typographical symbols. In the brain, the rules 

are mixed right in with the symbols themselves, whereas on paper, the 
wmbols are static entities, and the rules are in our heads. 
, It is important not to get the idea, from the rather strict nature of all 

the formal systems we have seen, that the isomorphism between symbols 
and real things is a rigid, one-to-one mapping, like the strings which link a 
marionette and the hand guiding it. In TNT, the notion "fifty" can be 
expressed in different symbolic ways; for example, 

( (SSSSSSSO · SSSSSSSO) +(SO· SO)) 
( (SSSSSO · SSSSSO) + (SSSSSO · SSSSSO)) 

That these both represent the same number is not a priori clear. You can 
manipulate each expression independently, and at some point ~tumble 
anoss a theorem which makes you exclaim, "Oh-it's that number!" 

In your mind, you can also have different mental descriptions for a 
single person; for example, 

The person whose book I sent to a friend in Poland a while back. 

The stranger who started talking with me and my friends tonight 
in this toffee house. 

That they both represent the same person is not a priori clear. Both 
desniptions may sit in your mind, unconnected. At some point during the 
evening you may stumble across a topic of conversation which leads to the 
rnelation that they designate the same person, making you exclaim, 
"Oh-you're that person!" 

Not all descriptions of a person need be attached to some central 
symbol for that person, which stores the person's name. Descriptions can be 
manufal"lured and manipulated in themsel\'es. We can invent nonexistent 
people by making descriptions of them; we can merge two descriptions 
when we tind they represent a single entity; we can split one description 
into two when we find it represents two things, not one-and so on. lhis 
"(akulus of descriptions" is at the heart of thinking. It is said to be inten
sicmal and not exten.iional, which means that descriptions can "float" without 
being anchored down to specific, known objects. The intensionality of 
thought is connected to its flexibility; it gives us the ability to imagine 
hypothetical worlds, to amalgamate different descriptions or chop one 
desniption into separate pieces, and so on. 

Suppose a friend who has borrowed your car telephones you.. tP say 
that your car skidded off a wet mou~tain road, careened against a bank, 
and o\'erturned, and she narrowly escaped death. You conjure up a series 
of images in your mind, which get progressively more vi\'id as she adds 
details, and in the end you "see it all in your mind's eye". Then she tells you 
that it's all been an April Fool's joke, and both she and the car are fine! In 
man\' ways that is irrele\'allt. The story and the images lose nothing of their 
\'ividness, and the memor\' will stay with you for a long, long time. Later, 
\'OU may e\'en think of her as an unsafe dri\'er because of the strength of 



the first impression, which should ha\'e been wiped out when you learned ir 
was all untrue. Fantasy and fact intermingle \'ery dosely in our minds, and 
this is because thinking involves the manufal·ture and lll<mipul;ttion of 
complex descriptions, which need in no way be tied down lo real e\'ents or 
things. 

A flexible, intensional representation of the world is what thinking is 
all about. Now how can a physiological system such as the brain support 
such a system? 

The Brain's "Ants" 

The most important cells in the brain are ner\'e cells, or neuron.1 (see 
Fig. 65), of which there are about ten billion. (Curiously. outnumbering the 
neurons by about ten to one are the glial cells, or glia. Glia are believed lo 
play more of a supporting role to the neurons' starring role, and therefore 
we will not discuss them.) Each neuron possesses a number of .1ynap.1e.1 
("entry ports") and one axon ("output channel"). The input and output <tre 
electrochemical Hows: that is, moving ions. In between the entry ports of a 
neuron and its output channel is its cell body. where "decisions" are made. 

• •• "~' <. 
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FIGURE 65. Schematic drawing of a 
neuron. (Ada/"'d From D. Wooldridg,, The 
Machinery of the Brain ( N•w Yor~: 
McGraw-Hill, 1963), p. 6.] 
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The type of decision which a neuron faces-and this can take place up to a 
thousand times per second-is this: whether or not to fire-that is, to 
release ions down its axon, which eventually will cross over into the entry 
ports of one or more other neurons, thus causing them to make the same 
sort of decision. The decision is made in a very simple manner: if the sum 
of all inputs ex<:eeds a certatn threshold, yes; otherwise, no. Some of the 
inputs <:an be negative inputs, which cancel out positive inputs corning from 
somewhere else. In any <:ase, it is simple addition which rules the lowest 
level of the mind. To paraphrase Descartes' famous remark, "I think, 
therefore I sum" (from the Latin Cogito, ergo am). 

Now although the manner of making the decision sounds very simple, 
there is one fact which complicates the issue: there may be as many as 
200,000 separate entry ports to a neuron, which means that up to 200,000 
separate summands may be involved in determining the neuron's next 
ac:tion. Once the decision has been made, a pulse of ions streaks down the 
axon towards its terminal end. Before the ions reach the end, however, 
they may en<:ounter a bifurcation--<)!' several. In such cases, the single 
output pulse splits up as it moves down the bifurcating axon, and by the 
time it h<lS re;1ched the end, "it" has become "they"-and they may reach 
their destinations at separate times, since the axon branches along which 
they tra\'cl may he of different lengths and have different resistivities. The 
important thing, though, is that they all began as one single pulse, moving 
away from the cell body. After a neuron fires, it needs a short recovery time 
before tiring again; characteristically this is measured in milliseconds, so 
that a neuron may fire up to about a thousand times per second. 

Larger Structures in the Brain 

Now we ha\'e described the brain's "ants". What about "teams", or "sig
nals"? What about "s)·mbols"? We make the following observation: despite 
the n1111plexity of its input, a single neuron can respond only in a very 
primitive way-by firing, or not firing. This is a very small amount of 
information. Certainly for large amounts of information to be carried or 
pn)('essed, many neuro11s must be involved. And therefore one might guess 
that larger structures, composed from many neurons, would exist, which 
handle rn1ll'epts on a higher level. This is undoubtedly true, but the most 
na'ive assumption-that there is a fixed group of neurons for each different 
n1nrept-is almost certainly false. 

There are many anatomical portions of the brain which can be -distin
guished from each other, such as lhe cerebrum, the cerebellum, the 
hypothalamus (see Fig. 66). The cerebrum is the largest pan of the human 
brain. and is di\'ided into a left hemisphere and a right hemisphere. The 
outer few millimeters of each cerebral hemisphere are coated with a 
layered "bark", or cerebral cortex. The amount of cerebral cortex is the major 
distinguishing feature, in terms of anatomy, between human brains and 
brains of less intelligent species. We will not describe any of the brain's 
suhorgans in detail because. as it turns out, only the roughest mapping <:an 
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FIGURE 66. The human brain, 1een /l·om the left 1ide. It i.1 1/range that t/11· l'i.111<1/ art'<l 1.1 in 
the hark of the head. [From Stt'l'fll Roil', The Cousdous Brain. updalt'd t'd. (,\'ro, York: I "mta~e. 
1966), p. 50.] 

at this time be made between such large-s<·ale suborgans and the anivities, 
mental or physical, which they are responsible for. For instance, it is known 
that language is primarily handled in one of the two cerebral 
hemispheres-in fact, usually the left hemisphere. Also, the urebellum is the 
place where trains of impulses are sent off to muscles to control motor 
activity. But how these areas carry out their functions is' still largely a 
mystery. 

Mappings between Brains 

Now an extremely important question comes up here. If thinking does take 
place in the brain, then how are two brains different from each other? How 
is my brain different from yours? Certainly you do not think exactly as I do, 
nor as anyone else does. But we all have the same anatomical divisions in 
our brains. How far does this identity of brains extend? Does it go to the 
neural level? Yes, if you look at animals on a low enough level of the 
thinking-hierarchy-the lowly earthworm, for instance. The following 
quote is from the neurophysiologist, David Hubel, speaking at a conference 
on communication with extraterrestrial intelligence: 

The number of nerve cells in an animal like a worm would be measured, I 
suppose, in the lhousands. One \"Cl)' interesting lhing is that we may point 10 a 
particular indi\·idual cell in a panicular eanhworm, and then identify the 
same cell, lhe corresponding cell in another earthworm of rhe same spet·ies.' 

Earthworms have isomorphic brains! One could say, "There is only one 
earthworm." 

But such one-to-one mappability between individuals' brains disap
pe<trs \'cry soon as you ascend in the thinking-hierarchy and the number of 
neurons in<Teases---confirming one's suspicions that there is not just one 
human! Yet considerable physical similarity can be detected between dif
ferent human brains when they are compared on a scale larger than a 
single neuron but smaller than the major suborgans of the brain. What 
doe'i this imply about how individual mental differences are represented in 
tlw physi<·al brain? If we looked at my neurons' interconnections, could we 
find various structures that could be identified as coding for specific things 
I know. specific beliefs I have, specific hopes, fears, likes and dislikes I 
harhor? If mental experiences can be attributed to the brain, can knowl
edge and other aspects of mental life likewise be traced to specific locations 
inside the brain, or to specific physical subsystems of the brain? This will be 
a cemral question to which we will often return in this Chapter and the 
next. 

Localization of Brain Processes: An Enigma 

111 an attempt to answer this question, the neurologist Karl Lashley, in a 
long series of experiments beginning around 1920 and running for many 
years, tried to discover where in its brain a rat stores its knowledge about 
mate running. In his book The Conscious Brain, Steven Rose describes 
Lashley's trials and tribulations this way: 

l.ashln· was allt'mpting to identify 1he locus of memory within the cortex, 
and. to clo so, fi1·sl trnined rals to run mazes, and then remo\'ed \'arious 
< onical 1·egions. Ht' allowed the animals to recover and tested the retention of 
the 111a1e-ru1111ing skills. To his surprise it was not possible lO find a panicular 
n·gion nwresponding to the ability to remember the way through a maze. 
lm1cacl all illl' 1·ats which had had conex regions remo\'ed suffered some kind 
of impainucnt, and the extent of the impai1·ment was roughly proportional to 
the amount or cortex taken off. Remm·ing conex damaged lhe molor and 
scnson· capacities or lhe animals, and they would limp, hop, roll, or stagger, 
but somehow the~· alwavs managed to tra\'erse lhe maze. So far as memory 
was concerned, the cortex appeared lo be equipolential, that is, wilh all 
1·egio11s of t'Cjllal possihle utility. Indeed, Lashley concluded rather gloomily in 
lti, last paper "In Search of the Engram", which appeared in 1950, lhat lhe 
onk condusio11 was that memory was not possible al all. 2 

Curiously, evidence for the opposite point of view was being developed 
in Canada at roughly the same time tltat Lashley was doing his last work, in 
the late I 940's. The neurosurgeon Wilder Penfield was examining the 
reactions of patients whose brains had been operated on, by inserting 
electrodes into \'arious parts of their exposed brains, and then using small 
electrical pulses to stimulate the neuron or neurons to which the electrodes 
had been attached. These pulses were similar to the pulses which come 
from other neurons. What Penfield found was that stimulation of certain 
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neurons would reliably create spedfi( images or sensations in the patient. 
These artificially provoked impressions ranged from strange but iudefin
able fears to buzzes and colors, and. most impressivel\' of all, to entire 
successions of events recalled from some earlier timt· of life. such as a 
childhood birthday party. The set of locations whid1 (ould trigger ~ud1 
specific e\'ents was extremely small-basically l·entered upon a single 
neuron. Now these results of Penfield dramatically oppose the n1ndusions 
of Lashley, since they seem to imply that local areas are responsihle for. 
specific memories, after all. 

What can one make of this? One possible explanation rnuld he tlmt 
memories are coded lm:ally. but o,·er and over again in different areas of 
the cortex-a strategy perhaps de,·eloped in evolution as sen1rity against 
possible loss of cortex in fights, or in experiments conduned hy 
neurophysiologists. Another explanation would be that memories •·an he 
reconstructed from dynamic processes spread over the whole hrain, but 
can be triggered from local spots. This theory is based on the notion of 
modern telephone networks, where the routing of a long-distance rail is 
not predictable in advance, for it is selel·ted at the time the call is placed, 
and depends on the situation all over the whole country. Destroying a11y 
local part of the network would not blm·k l·alls; it would just cause them to 
be routed around the damaged area. In this sense any call is potentially 
nonlocalizable. Yet any call just connects up two specifil· points; in this st·nse 
any call is localizable. 

Specificity in Visual Processing 

Some of the most interesting and significant work on localization of brain 
processes has been done in the last fifteen years by David Hubel and 
Torsten Wiesel, at Harvard. They have mapped out visual pathways in the 
brains of cats, starting with the neurons in the retina, following their 
connections towards the rear of the head, passing through the "relay 
station" of the lateral geniculate, and ending up in the visual cortex, at the 
very back of the brain. First of all, it is remarkable that there exist well
defined neural pathways, in light of Lashley's results. But more remarkable 
are the properties of the neurons located at different stages along the 
pathway. 

It turns out that retinal neurons are primarily contrast sensors. More 
specifically, the way they act is this. Each retinal neuron is normally firing at 
a "cruising speed". When its portion of the retina is struck by light, it may 
either fire faster or slow down and even stop firing. However, it will do so 
only provided that the surrounding part of the retina is less illuminated. So 
this means that there are two types of neuron: ·"on-center", and "off
center". The on-center neurons are those whose firing rate increases 
whenever, in the small circular retinal area to which they are sensitive, the 
center is bright but the outskirts are dark; the off-center neurons are those 
which fire faster when there is darkness in the center and brightness in the '1' 
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outer ring. If an on-center pattern is shown to an off-center neuron, the 
neuron will 1low ®w11 in firing (and vice versa). Uniform illumination will 
leaw hoth types of retinal neuron unaffected; they will continue to fire at 
nuisi11g speed. 

From the retina, signals from these neurons proceed via the optic 
nerw to the lateral geniculate, located somewhere towards the middle of 
the hrain. There, one can find a direct mapping of the retinal surface in the 
sense that there are lateral-geniculate neurons which are triggered only by 
spel·ific stimuli falling on specific areas of the retina. In that sense, the 
lateral geniculate is disappointing; it seems to be only a "relay station", and 
not a further processor (although to give it its due, the contrast sensitivity 
seems to he enhanl·ed in the lateral geniculate). The retinal image is coded 
in a straightforward way in the firing patterns of the neurons in the lateral 
genkulate, despite the fact that the neurons there are not arranged on a 
two-dimensional surface in the form of the retina, but in a three
dimensional block. So two dimensions get mapped onto three, yet the 
information is preserved: an isomorphism. There is probably some deep 
meaning to the change i11 the dimensionality of the representation, which is 
not vet fully appreciated. In any case, there are so many further un
explained stages of vision that we should not be disappointed but pleased 
by the fact that-to some extent-we have figured out this one stage! 

From the lateral gen:,:ulate, the signals proceed back to the visual 
n1nex. Here, some new types of processing occur. The cells of the visual 
n11'lt'x ;ire divided into three categories: simple, complex, and hyper
rnmplex. Simple cells act very much like retinal cells or lateral geniculate 
Cl'lls: they respond to point-like light or dark spots with contrasting sur
rnunds, in particular regions of the retina. Complex cells, by contrast, usu
alh' recei\'e i11put from a hundred or more other cells, and they detect light 
m dark bars oriented at specific angles on the retina (see Fig. 67). Hyper
complex cells respond to corners, bars, or even "tongues" moving in specific 
di1·el tions (a~ai11 see Fig. 67). These latter cells are so highly specialized 
that the,· are sometimes called "higher-order hypercomplex cells". 

A "Grandmother Cell"? 

Because of the discowry of cells in the visual cortex which can be triggered 
hv stimuli of ewr-increasing complexity, some people have wondered if 
things are not leadi11g in the direction of "one cell, one concept"-for 
example. you would ha\'e a "grandmother cell" which would fire if.-and 
only if. \·ou1· grandn1other came into \'iew. This somewhat humorous 
example of a "superhypercomplex c;ll" is not taken very seriously. How
e\'er, it is not ob,·ious what ahern;1tive theory seems reasonable. One possi
hilil\· is that brger neural networks are excited collectiwly by sufficiently 
complex \'isual stimuli. Of course, the triggering of these larger mul
ti11euron units would somehow ha\'e to come from integration of signals 
emanating from the rnany hypercomplex cells. How this might be done, 
nohoch knows.Just when we seem to be approaching the threshold where 
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(a) This edge-tktecting nmron looks for vertical edges with light on the /,/i and 
dark on the right. The first column shows how the orientation of an edge i' 
re/,vant to this nmron. The second column shows how the position of the edge 
within the field is irrelevant, for this particular neuron. 
( b) Showing how a hypercomp/,x cell respond.< more .<electively: here, only when 
the tkscending tongue is in the midd/, of the field. 
( c) The responses of a hypothetical "grandmother cell" to various random 
stimuli; the reatkr may enjoy pontkring how an "octopus cell" would mpond to 
the samt stimuli. 

"symbol" might emerge from "signal", the trail gets lost-a tantalizingly 
unfinished story. We will return to this story shortly, however, and try to fill 
in some of it. 

Earlier I mentioned the coarse-grained isomorphism between all 
human brains which exists on a large anatomical scale, and the very fine
grained, neural-level isomorphism which exists between earthworm brains. 
It is quite interesting that there is also an isomorphism between the visual 
processing apparatus of cat, monkey, and human, the "grain" of which is 
somewhere between coarse and fine. Here is how that isomorphism works. 
First of all, all three species have "dedicated" areas of cortex at the back of 
their brains where visual processing is done: the visual cortex. Secondly, in 
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each of them, the visual cortex breaks up into three subregions, called areas 
17, 18, and 19 of the cortex. These areas are still universal, in the sense that 
they can be located in the brain of any normal individual in any of the three 
species. Within each area you can go still further, reaching the "columnar" 
organization of the visual cortex. Perpendicular to the surface of the 
cortex, moving radially inwards towards the inner brain, visual neurons are 
arranged in "columns"-that is, almost all connections move along the 
radial, columnar direction, and not between columns. And each column 
maps onto a small, specific retinal region. The number of columns is not 
the same in each individual, so that one can't find "the same column". 
Finally, within a column, there are layers in which simple neurons tend to 
be found, and other layers in which complex neurons tend to be found. 
(The hypercomplex neurons tend to be found in areas 18 and 19 predom
inantly, while the simple and complex ones are found mostly in area 17.) 
It appears that we run out of isomorphisms at this level of detail. From here 
on down to the individual neuron level, each individual cat, monkey, or 
human has a completely unique pattern-somewhat like a fingerprint or a 
signature. 

One minor but perhaps telling difference between visual processing in 
cats' brains and monkeys' brains has to do with the stage at which informa
tion from the two eyes is integrated to yield a single combined higher-level 
signal. It turns out that it takes place slightly later in the monkey than in the 
cat, which gives each separate eye's signal a slightly longer time to get 
pr<Kessed by itself. This is not too surprising, since one would expect that 
the higher a species lies in the intelligence hierarchy, the more complex will 
be the problems which its visual system will be called upon to handle; and 
therefore signals ought to pass through more and more early processing 
before receiving a final "label". This is quite dramatically confirmed by 
observations of the visual abilities of a newborn calf, which seems to be born 
with as much power of visual discrimination as it will ever have. It will shy 
away from people or dogs, but not from other cattle. Probably its entire 
visual system is "hard-wired" before birth, and involves relatively little 
rnrtical processing. On the other hand, a human's visual system, so deeply 
reliant on the cortex, takes several years to reach maturity. 

Funneling into Neural Modules 

A puzzling thing about the discoveries so far made about the organir.ition 
of the brain is that few direct correspondences have been found between 
large-scale hardware and high-level .software. The visual cortex, for in
stance, is a large-scale piece of hardware, which is entirely dedicated to a 
clear software purpose-the processing of visual information-yet all of 
the processing so far discovered is still quite low-level. Nothing approach
ing recognition of object.1 has been localized in the visual cortex. This means 
that no one knows where or how the output from complex and hyper
complex cells gets transformed into conscious recognition of shapes, 
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rooms, pictures, faces, and so on. People ha,·e looked for e\'idcm·e of the 
"funneling" of many low-le\'el neural responses into fewer and fewer 
higher-level ones. culminating in something sud1 as the prm erhi;1l gr.md
mother cell. or some kind of multi neuron netw l>rk. ;1s mentioned a hon-. It 
is evident that this will not be found in some gross anatomk;tl di\'ision of 
the brain, but rather in a more microscopi<· analysis. 

One possible alternathe to the the grandmother <·ell might he a fixed 
set of neurons, say a few dozen, at the thin end of the "funnel", all of whid1 
fire when Granny comes into view. And for each different rerngni1ahle 
object, there would be a unique network and a funneling pron·ss th;11 
would focus down onto that network. There are more nm1plkated alterna
tives along similar lines, involving networks which can be excited in differ
ent manners, instead of in a fixed manner. Sm·h networks would he the 
"symbols" in our brains. 

But is such funneling necessary? Perhaps an o~ject being looked .u is 
implicitly identified by its "signature" in the visual rnrtex-that is, the 
collected responses of simple, complex, and hyperrnmplex rells. Perhaps 
the brain does not need any further rerngni1.er for a partirnlar form. This 
theory, however, poses the following problem. Suppose you are looking at 
a scene. It registers its signature on your visual cortex; but then how do you 
get from that signature to a verbal description of the scene? For instanre, 
the paintings of Edouard Vuillard, a French post-impressionist, often take 
a few seconds of scrutiny, and then suddenly a human figure will jump out 
at you. Presumabl) the signature gets imprinted on the visual cortex in the 
first fraction of a second-but the picture is only understood after a few 
seconds. This is but one example of what is actually a common 
phenomenon-a sensation of something "crystallizing" in your mind at the 
moment of recognition, which takes place not when the light rays hit your 
retina, but sometime later, after some part of your intelligence has had a 
chance to act on the retinal signals. 

The crystallization metaphor yields a pretty image derived from statis
tical mechanics, of a myriad microscopic and uncorrelated activities in a 
medium, slowly producing local regions of coherence which spread and 
enlarge; in the end, the myriad small events will have performed a com
plete structural revamping of their medium from the bottom up, changing' 
it from a chaotic assembly of independent elements into one large, coher
ent, fully linked structure. If one thinks of the early neural activities as 
independent, and of the end result of their many independent firings as 
the triggering of a well-defined large "module" of neurons, then the word 
"crystallization" seems quite apt. 

Another argument for funneling is based on the fact that there are a 
myriad distinct scenes which can cause you to feel you have perceived the 
same object-for example, your grandmother, who may be smiling or 
frowning, wearing a hat or not, in a bright garden or a dark train station, 
seen from near or far, from side. or front, and so on. All these scenes 
produce extremely different signatures on the visual cortex; yet all of them 
could prompt you to say "Hello, Granny." So a funneling process must take 
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plare at some point after the reception of the visual signature and before 
the wor~s are.ut.tered. One could claim that this funneling is not part of the 
pe1Tep11on ol (.~a.nny, but just part of verbalization. But it seems quite 
~nnatural to partition the process that way, for you could internally use the 
mlo~mation that it is Granny without verbalizing it. It would be very 
unwieldy to handle all of the information in the entire visual cortex, when 
so mm·h of it could be thrown away, since you don't care about where 
shadows fall or how many buttom; there are on her blouse, etc. 

Ano~her dilfi.culty with a non-funneling theory is to explain how there 
<·~n be d~lferent interpretations for a single signature-for example, the 
Escher p1rture Convex and Concave (Fig. 23). Just as it seems obvious to us 
I.hat ~e ~lo not m~r~ly perceive dots on a television screen, but chunks, 
likewise ·~ seems r~d1cul<_>us to postulate that perception has taken place 
~hen a giant dot-hke "signature" has been created on the visual cortex. 
I here mus~ be some funneling, whose end result is to trigger some specific 
modules of neurons, each of which is associated with the concepts-the 
dmnks-111 the scene. 

Modules Which Mediate Thought Processes 

Thus w~ are led to the condusion that for each concept there is a fairly 
well-defined module which ran be triggered-a module that consists of a 
small group of neurons-a "neural complex" of the type suggested earlier. 
A problem with this theory-at least if it is taken na'ively-is that it would 
suggest that one should be able to locate such modules somewhere within 
the brain. This has not yet been done, and some evidence, such as the 
experiments by Lashley, points against localization. However, it is still too 
early to tell. There may be many copies of each module spread around, or 
modules may overlap physirally: both of these effects would tend to 
<~hsnne any. division of neurons into "packets". Perhaps the complexes are 
hke \'ery thm pancakes packed in layers which occasionally pass through 
ead1 other; perhaps they are like long snakes which curl around each 
<~ther. here and there flattening out, like cobras' heads; perhaps they are 
hke sp1derw~bs; or perhaps they are circuits in which signals travel round 
:•~1d ro~md 111 s~apes s~ranger than the dash of a gnat-hungry swallow. 
I here ts no telling. h Is even possible that these modules are software, 
rather than hardware, phenomena-but this is something which we will 
discuss later. - -

There are many questions that come to mind concerning these 
hypothesized neural romplexes. For instance: 
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Do they extend into the lower regions of the brain, such as the 
midbrain, the hypothalamus, etc.? 

c:an a single neuron belong to more than one such complex? 
lo how many such complexes can a single neuron belong? 
By how many neurons can such complexes overlap? 
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Are these complexes pretty much the same for e\'erybody? 
Are corresponding ones found in corresponding places in differ

ent people's brains? 
Do they overlap in the same way in e\'erybody's brain? 

Philosophically, the most important question of all is this: What would 
the existence of modules-for instance, a grandmother module-tell us? 
Would this give us any insight into the phenomenon of our own consc:ious
ness? Or would it still leave us as much in the dark about what nmscious
ness is, as does knowledge that a brain is built out of neurons and glia? As 
you might guess from reading the Ant Fugue, my feeling is that it would go 
a long way towards giving us an understanding of the phenomenon of 
consciousness. The crucial step that needs to be taken is from a low
level-neuron-by-neuron--description of the state of a brain, to a high
level-module-by-module--description of the same state of the same brain. 
Or, to revert to the suggestive terminology of the Ant Fugue, we want to 
shift the description of the brain state from the signal level to the symbol 
level. 

Active Symbols 

Let us from now on refer to these hypothetical neural complexes, neural 
modules, neural packets, neural networks, multineuron units--call them 
what you will, whether they come in the form of pancakes, garden rakes, 
rattlesnakes, snowAakes, or even ripples nn lakes-as symbol~. A description 
of a brain state in terms of symbols was alluded to in the Dialogue. What • 
would such a description be like? What kinds of concepts is it reasonable to 
think actually might be "symbolized"? What kinds of interrelations would 
symbols have? And what insights would this whole picture provide into 
consciousness? 

The first thing to emphasize is that symbols can be either <Wrmant, or 
awake (activated). An active symbol is one which has been triggered-that is, 
one in which a threshold number of neurons have been caused to fire by 
stimuli coming from outside. Since a symbol can be triggered in many 
different ways, it can act in many different ways when awakened. This 
suggests that we should think of a symbol not as a fixed entity, but as a 
variable entity. Therefore it would not suffice to describe a brain state by 
saying "Symbols A, B, .. ., N are all active"; rather, we would have to supply 
in addition a set of parameters for each active symbol, characterizing some 
aspects of the symbol's internal workings. It is an interesting question 
whether in each symbol there are certain core neurons, which invariably 
fire when the symbol is activated. If such a core set of neurons exists, we 
might refer to it as the "invariant core" of the symbol. It is tempting to 
assume that each time you think of, say, a waterfall, some fixed neural 
process is repeated, without doubt embellished in different ways depen~
ing on the context, but reliably occurring. However, it is not dear that this 
must be so. 

Now what does a symbol do, when awakened? A low-le\'el description 
would say, "Many of its neurons fire." But this no longer interests us. The 
high-le\·el description should eliminate all reference to neurons, and con
centrate exclusively on symbols. So a high-le\'el description of what makes a 
symbol acti\'e, as distinguished from dormant, would be, "It sends out 
menage.1, or signals, whose purpose is to try to awaken, or trigger, other 
symbols." Of course these messages would be carried as strea111s of nerve 
impulses, by neurons-but to the extent that we can a\'oid such phraseol
og)" we should, for it represents a low-le\'el way of looking at things, and we 
hope that we can get along on purely a high level. In other words, we hope 
that thought processes can be thought of as being sealed off from neural 
e\'ents in the same way that the beha\'ior of a dock is sealed off from the 
laws of quantum mechanics, or the biology of cells is sealed off from the 
laws of quarks. 

But what is the ad\'antage of this high-level picture? Why is it better to 
say, "Symbols A and B triggered symbol C" than to say, "Neurons 183 
through 612 excited neuron 75 and caused it to fire"? This question was 
ans\\·ered in the Ant Fugue: It is better because symbols .1)•mbolize things, and 
neurons don't. Symbols are the hardware re;:ilizations of concepts. Whereas 
a group of neurons triggering another neuron corresponds to no outer 
nent, the triggering of some symbol by other symbols bears a relation to 
e\·ents in the real world---0r in an imaginary world. Symbols are related to 
ead1 other by the messages which they can send back and forth, in such a 
way that their triggering patterns are \·ery much like the large-scale e\·ents 
which do happen in our world, or could happen in a world similar to ours. 
In essenre, meaning arises here for the same reason as it did in the 
pq-system-isomorphism: only here, the isomorphism is infinitely more 
complex, subtle, delicate, \'ersatile, and intensional. 

1 ncidentally, the requirement that symbols should be able to pass 
sophistirated messages to and fro is probably sufficient to exclude neurons 
themselves from playing the role of symbols. Since a neuron has only a 
single way of sending information out of itself, and has no way of selecti\'ely 
dire<"ting a signal now in one direction, now in another, it simply does not 
h;l\·e the kind of selecti\'e triggering power which a symbol must ha\·e to act 
like an object in the real world. In his book The Insect Societies, E. 0. Wilson 
makes a similar point about how messages propagate around inside ant 
n>lonies: 

('.\lass communicttion] is defined as 1he transfer. among groups.- . 
of information that a single indi1·idt1al could not pass to another.'1 

It is not sud1 a bad image, the brain•as an ant colony! 
The next question-and an extremely important one it is, too

concerns the nature and "size" of the concepts which are represented in the 
brain by single symbols. About the nature of symbols there are questions 
like this: Would there be a symbol for the general notion of waterfalls, or 
would there be different symbols for 1·arious specific waterfalls? Or would 
both of these alternath·es be realized? About the "size" of symbols, there are 
questions like this: Would there be a symbol for an entire story? Or for a 
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melody? Or a joke? Or is it more likely that there would only be symbols for 
concepts roughly the size of words, and that larger ideas, suc:h as phr;1ses or 
sentences, would be represented by concurrent or sequential ac:th-.uion of 
\'arious symbols? 

Let us consider the issue of the size of concepts represented by sym
bols. Most thoughts expressed in sentenc:es are made up out of basic:, 
quasi-atomic components which we do not usually analyze further. These 
are of word size, roughly-sometimes a little longer, sometimes a little 
shorter. For instance, the noun "waterfall", the proper noun "Niagara 
Falls", the past-tense suffix "-ed", the \'erb "to catch up with", and longer 
idiomatic phrases are all close to atomic. These are typical elementary 
brush strokes which we use in painting portraits of more complex concepts, 
such as the plot of a mm·ie, the fta\'or of a city, the nature of consc:iousness, 
etc. Such complex ideas are not single brush strokes. It seems reasonable to 
think that the brush strokes of language are also brush strokes of thought, 
and therefore that symbols represent concepts of about this size. Thm a · 
symbol would be roughly something for which you know a word or st<Kk 
phrase, or with which you associate a proper name. And the representation 
in the brain of a more complex idea, such as a problem in a lo\'e affair, 
would be a \'ery complicated sequence of acti\'ations of rnrious symbols by 
other symbols. 

Classes and Instances 

There is a general distinction concerning thinking: that between categorwJ 
and individuals, or classes and instances. (Two other terms sometimes used 
are "types" and "tokens".) It might seem at first sight that a given symbol 
would inherently be either a symbol for a class or a symbol for an 
instance-but that is an oversimplification. Actually, most symbols may play 
either role, depending on the context of their activation. For example, look 
at the list below: 

(I) a publication 
(2) a newspaper 

(3) The San Francisco Chronicle 
(4) the May 18 edition of the Chronicle 

(5) my copy of the May 18 edition of the Chronick 
(6) my copy of the May 18 edition of the Chronicle as 

it was when I first picked it up (as contrasted with 
my copy as it was a few days later: in my fireplace, 

burning) 

Here, lines 2 to 5 all play both roles. Thus, line 4 is an instance of of the 
general class of line 3, and line 5 is an instance of line 4. Line 6 is a spe~ial 
kind of instance of a class: a manifestation. The successive stages of an object 
during its life history are its manifestations. It is interesting to wonder if the 
cows on a farm perceive the invariant individual underneath all the man
ifestations of the jolly farmer who feeds them hay. 

The Prototype Principle 

The list above seems to be a hierarchy of generality-the top being a very 
hroad conceptual category, the bottom some very humble particular thing 
l<Kated in space and time. However, the idea that a "class" must always be 
enormously broad and abstract is far too limited. The reason is that our 
thought makes use of an ingenious principle, which might be called the 
prototypP principle: 

The most specific event can serve as a general example 
of a class of events. 

b·eryone knows that specific events ha\'e a vividness which imprints them 
so strongly on the memory that they can later be used as models for other 
events which are like them in some way. Thus in each specific event, there is 
the germ of a whole class of similar events. This idea that there is generality 
in the spedfir is of far-reaching importance. 

Now it is natural to ask: Do the symbols in the brain represent classes, 
or instances? Are there certain symbols which represent only classes, while 
other symhols represent only instances? Or can a single symbol serve duty 
either as a class symbol or instance symbol, depending which parts of it ate 
artivated? The laller theory seems appealing; one might think that a "light" 
aUi\'alion of a symbol might represent a class, and that a deeper, or more 
n>mplex, artivation would contain more detailed internal neural firing 
pallerns, and hence would represent an instance. But on second thought, 
this is nazy: it would imply, for example, that by activating the symbol for 
"puhlication" in a sufficiently complex way, you would get the \'ety complex 
symhol \\·hich represents a spec·ific newspaper burning in my fireplace. And 
nery other possible manifestation of every other piece of printed matter 
would he represented internally by some manner of activating the single 
symhol for "public11ion". That seems much loo heavy a burden lo place on 
the single symbol "publication". One must conclude, therefore, that in
slanre symbols can exist side by side with class symbols, and are not just 
modes of activation of the lauer. 

The Splitting-off of Instances from Classes 

On the other hand. instance symbols often inherit many of their properties 
from the classes lo which those instances belong. If I tell you I went.to see a 
movie, rnu will begin "minting" a fresh new instance symbol for that 
partin1lar mo\'ie; but in the absence of more information, the new instance 
snnhol will ha\'e lo lean rather hea\'ily.in your pre-existing class symbol for 
"movie". L:nconsciously, you will rely on a host of presuppositions about 
that movie-for example. that it lasted between one and three hours, that it 
was shown in a local theater, that it told a story about some people, and so 
on. These are built into the class symbol as expected links lo other symbols 
(i.e., potential triggering relations). and are called default options. In any 
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freshly minted instance symbol. the default options can easil~· he overrid
den, but unless this is explicit!~· done, they will remain in the instanre 
symbol, inherited from its class symbol. l' ntil the\· are overridden, they 
provide some preliminary basis for you to think about the new inst•m<·e
for example, the movie I went to see-by using the reasonable guesses 
which are supplied by the "stereotype", or dass svmbol. 

A fresh and simple imtance is like a child without its own ideas or 
experiences-it relies entire(\· on its parents' experiences and opiniom and 
just parrots them. But graduallv, as it interacts more and more with the rest 
of the world, the child acquires its own idiosyncratif experienres and 
inevitably begins to split awav from the parents. Eventually, the child 
becomes a full-fledged adult. In the same wa\', a fresh instance can split off 
from its parent class over a period of time, and become a dass, or pro
totype, in its own right. 

For a graph if illusll at ion of su<·h a splitting-off pnKess, suppose •hat 
some Saturday afterncKm you turn on your car radio, and happen to tune 
in on a football game between two "random" teams. At first you do not 
know the names of the players on either team. All you register, when the 
announcer says, "Palindromi made the stop on the twenty-seven yard line, 
and that brings up fourth down and six to go," is that some player stopped 
some other player. Thus it is a case of aftivation of the class symbol 
"football player'', with some sort of coordinated activation of the symbol for 
tackling. But then as Palindromi figures in a few more key plays, you begin 
building up a fresh instance symbol for him in partirnlar, using his name, 
perhaps, as a focal point. This symbol is dependent, like a child, on the class 
symbol for "fcKitball player": most of your image of Palindromi is supplied 
by your stereotype of a football player as contained in the "football player" 
symbol. But gradually, as more information mmes to you, the "Palindromi" 
symbol becomes more autonomous, and relies less and less on concurrent 
activation of its parent class symbol. This may happen in a few minutes, as 
Palindromi makes a few good plays and stands out. His teammates may still 
all be represented by activations of the class symbol, however. Eventually, 
perhaps after a few days, when you have read some articles in the sports 
section of your paper, the umbilical cord is broken, and Palindromi can 
stand on his own two feet. Now you know such things as his home town and 
his major in college; )·ou recognize his face; and so on. At this point, 
Palindromi is no longer conceived of merely as a football player, but as a 
human being who happens also to be a football player. "Palindromi" is an 
instance symbol which can become active while its parent class symbol 
(football player) remains dormant. 

Once, the Palindromi symbol was a satellite orbiting around its mother 
~ymbol, like an artificial satellite circling the Earth, which is so much bigger 
and more massive. Then there came an intermediate stage, where one 
symbol was more important than the other, but they could be seen as 
orbiting around each other-something like the Earth and the Moon. 
Finally, the new symbol becomes quite autonomous; now it might easily 
serve as a class symbol around which could start rotating new satellites-
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symlK>ls for other people who are less familiar but who have something in 
rommon with Palindromi, and for whom he can serve as .a temporarv 
stereotype, until you acquire more information, enabling the new symbol~ 
also to he<·ome autonomous. 

The Difficulty of Disentangling Symbols from Each Other 

These stages of growth and eventual detachment of an instance from a 
dass wil~ be distinguishable from each other by the way in which the 
symlK>ls mvolved are linked. Sometimes it will no doubt be very difficult to 
~ell just where one symbol leaves off and the other one begins. How "active" 
is the one symbol, compared to the other? If one can be activated indepen
dently of the other, then it would be quite sensible to call them autono
mous. 

We have used an astronomy metaphor above, and it is interesting that 
the problem of the motion of planets is an extremely complex one-in fact 
the general problem of three gravitationally interacting bodies (such as the 
Earth, Moon, and Sun) is far from solved, even after several centuries of 
work: One situatio~ in which it is possible to obtain good approximate 
solutions, however, 1s when one body is much more massive than the other 
t~·o (here, the Sun); then it makes sense to consider that body as stationary, 
~·uh th~ other two rotating about it; on top of this can finally be added the 
llltera.euon between the t~·o satellites. But this approximation depends on 
hreakmg up the system mto the Sun, and a "duster": the Earth-Moon 
system. '!"his is an approximation, but it enables the system to be under
slrn>d quite deeply. So to what extent is this duster a part of reality, and to 
what extent is it a mental fabrication, a human imposition of structure on 
the universe? This problem of the "reality" of boundaries drawn between 
what are pereeived to be autonomous or semi-autonomous dusters will 
create endless trouble when we relate it to symbols in the brain. 

. C?ne greatly puzzling question is the simple issue of plurals. How do we 
v1suahze, say, three dogs in a teacup? Or several people in an elevator? Do 
~,·~ .l~egin_ with the dass symbol for "dog" and then rub three "copies" off of 
ll:' I h;it is, do we manufacture three fresh instance symbols using the class 
svmhol "dog" as template? Or do we jointly activate the symbols "three" and 
"dog"? Bv adding nHwe or less detail to the scene being imagined, either 
theo1T heromes hard to maintain. For instance, we certainly do not have a 
separate instanee symbol for each nose, mustache, grain of salt, etc.,Jh_at we. 
have ever seen. \\'e let dass symbols take care of such numerous items, and 
wh~·n we pass people on the street who have mustaches, we somehow just 
activate the "mustaehe" class symbol, without minting fresh instance sym
bols, unless we snutinize them carefully. 

On the other hand, once we begin to distinguish individuals, we cannot 
reh on __ a single class symbol (e.g., "person") to timeshare itself among all 
the different people. Cleal"ly there must come into existence separate 
111sl<lllce symbols for individual people. It would be ridiculous to imagine 
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that this feat could be accomplished by ''.juggling"-that is, b\· the single 
class symbol flitting back and forth between se,·eral different modes of 
activation (one for each person). 

Between the extremes, there must be room for man\· sort~ of inter
mediate cases. There may be a whole hierarch)· of wa)·s ,of creating the 
class-instance distinction in the brain, giving rise to symbols-and S)'mbol
organization5-Qf varying degrees of specificity. The following differerit 
kinds of individual and joint acth·ation of S)·mbols might be responsible fc>r 
mental images of various degrees of specificity: 

(I) ,·arious different modes or depths of activation of a single 
class symbol; 

(2) simultaneous activation of several class symbols in some 
coordinated manner; 

(3) acth·ation of a single instance symbol; 
(4) acti,·ation of a single instance symbol m conjunction with 

acti\·ation of several class symbols; 
(5) simultaneous acti\·ation of several instance symbols and sev

eral class symbols in some coordinated manner. 

This brings us right back to the question: "When is a symbol a distin
guishable subsystem of the brain?" For instance, consider the second 
example-simultaneous acti,·ation of se,·eral class symbols in some coordi
nated manner. This could easily be what happens when "piano sonata" is 
the concept under consideration (the symbols for "piano" and "sonata" 
being at least two of the acti,·ated symbols). But if this pair of symbols gets 
acti\·ated in conjunction often enough. it is reasonable to assume that the 
link between them will become strong enough that they will act as a unit, 
when activated together in the proper way. So two or more symbols can act 
as one, under the proper conditions, which means that the problem of 
enumerating the number of symbols in the brain is trickier than one might 
guess. 

Sometimes conditions can arise where two previously unlinked sym
bols get activated simultaneously and in a coordinated fashion. They may 
fit together so well that it seems like an inevitable union, and a single new 
symbol is formed by the tight interaction of the two old symbols. If this 
happens, would it be fair to say that the new symbol "always had been there 
but never had been activated"-or should one say that it has been 
"created"? 

In case this sounds too abstract, let us take a concrete example: the 
Dialogue Crab Canon. In the invention of this Dialogue, two existing 
symbols-that for "musical crab canon", and that for "verbal dialogue"
had to be activated simultaneously and in some way forced to interact. 
Once this was done, the rest was quite inevitable: a new symbol-a class 
symbol-was born from the interaction of these two, and from then on it. 
was able to be activated on its own. Now had it always been a dormant 
symbol in my brain? If so, then it must also have been a dormant symbol in 
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the brain of every human who ever had its component symbols. even if it 
newr wa\ awakened in them. This would mean that to enumerate the 
wmhob in anvone's hrain, one would have to count all dormant symbols-all 
,;ossihle comt»inations and permutations of all types of a~tivations of an 
known s\·mhols. This would even include those fantastic creatures of 
, 0 fiware tha1 one's brain invents when one is asleep-the strange mixtures 
of icleas whic·h wake up when their host goes to sleep ... T_he e~i.ste~ce of 
1he!>.e "polential symbols" shows that it is really a huge over~1.mphficat1~n lo 
imagine 1ha1 the brain is a well-defined collection of_ symbols m w~ll-defined 
Slales of aniva1ion. It is much harder than thal to pm down a bram state on 
lhe svmhol level. 

Symbols-· Software or Hardware? 

Wi1h 1he enormous and ever-growing repertoire of symbols that exist in 
each brain, you might wonder whether 1here eventually comes a poin1 
wlwn 1he brain is saturated-when there is just no more room for a new 
wmhot. This would come about, presumably, if symbols never overlapped 
e;1d1 olher-if a given neuron never served a double function, so tha1 
svmhols would be like people gelling in10 an elevator. "Warning: This 
l;rain has a maximum capacity of 350,275 symbols!" _ . . . 

This is no1 a necessary feature of the symbol model of bram function, 
however. In fac1, ove1·lapping and comple1ety tangled symbols are probably 
1he rule, so 1hat each neuron, far from being a member of~ unique symbol. 
is probably a functioning part of hun~reds_ of sy~nbols. T~is gets a lillle 
dis1urhing, hec-.n1se if ii is tme, 1hen m1gh1 II nol JUSl as easily be lhe case 
1ha1 e;Kh neuron is parl of every single symbol? If tha1 were so, 1hen there 
would he no loC'i1lizabili1v whalsoever of symbols-every symbol would be 
iden1ified wi1h !he who!~ of 1he brain. This would account for results like 
Lashln,.s corlex removal in rats-bu1 ii WGJ!d also mean abandonmenl of 
our origin.ii idea of breaking 1he b1·ain up inlo physically disti~ct ~ubsys-. 
lems. Our earlier rharacterizalion of symbols as "hardware reahzallons of 
rnncep1s" could al bes1 be a greal oversimplifica1ion. In fac1, if every symbol 
were made up of the same componenl neurons as every other symbol, !hen 
whal sense would ii make to speak of dislincl symbols al all? What would be 
tlw signalure of a given symbot"s activation-that is, how could the activa~ 
lion of svmbol A be distinguished from 1he activation of symbol Br 
Wouldn"tour whole theory go down the drain? And even if there.is not a 
total overlap of svmbols, is our theory not more an? more difficult lo 
maintain. the more 1hat svmbols.do o\·erlap? (One possible way of portray-
ing on·rlapping svmbols .is shown in Figure 68.) . . . 

There is ;1 Wit\ to keep a theory based on symbols even 1f ph)'sICa.11)" 
the\' overlap considerahh· or tolally. Consider the surface of a pond, which 
ciln support lllilll\ different t\'pes of waves or ripples. The har~ware
nanwh· 1he water itself-is 1he same in alt cases, bu1 it possesses different 
possible modes of exci1a1 ion. Such sof1ware exci1a1 ions of 1he same 



FIGURE 68. In this schematic diagram, ""'rons are imagined as laid out as dots i11 one 
plane. Two overlapping neural pathways are shown in different slimks of gray. It ma.v happen 
that two independent "neural flashes" simultaneowly race down these two pathways, passing 
through one another Ii~ two ripples on a pond's mrface (as in Fig. 52). This is illu.1trati1~ of 
the idea of two "active symboL1" which share neurons and which may roen bt simultoneou.1ly 
activated. [From john C. Eccks, Facing Reality (New York: Springer Verlag, 1970), p.21.] 

hardware can all be distinguished from each other. By this analogy, I do 
not mean to go so far as to suggest that all the different symbols are just 
different kinds of"waves" propagating through a uniform neural medium 
which admits of no meaningful division into physically distinct symbols. 
But it may be that in order to distinguish one symbol's activation from that 
of another symbol, a process must be carried out which involves not only 
locating the neurons which are firing, but also identifying very precise 
details of the timing of the firing of those neurons. That is, which neuron 
preceded which other neuron, and by how much? How many times a 
second was a particular neuron firing? Thus perhaps several symbols can 
coexist in the same set of neurons by having different characteristic neural 
firing patterns. The difference between a theory having physically distinct 
symbols, and a theory having overlapping symbols which are distinguished 
from each other by modes of excitation, is that the former gives hardware 
realizations of concepts, while the latter gives partly hardware, partly 
software realizations of concepts. 
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Uftabillty of Intelligence 

Thus we are left with two basic problems in the unraveling· of thought 
processes, as they take place in the brain. One is t~ explain ho": the 
low-level traffic of neuron firings gives rise to the high-level traffic of 
symbol activations. The other is to explain the high-level traffic of symbol 
activation in its own terms-to make a theory which does not talk about the 
low-level neural events. If this latter is possible-and it is a key assumption 
at the basis of all present research into Artificial lntellige~ce-then ~ntell~
gence can be realized in other types of hardware than brams. Then mtelh
gence will have been shown to be a property that can b~ "lif~ed" righ~ out of 
the hardware in which it resides-or in other words, mtelhgence will be a 
.wftware property. This will mean that the phenomena of consciousness and 
intelligence are indeed high-level in the same sense as most other complex 

FIGURE 69. The construction of an arch by workers of the termite Macrotermes bel
licosus. Each column is built up by the addition of pellets of soil and excreTTU'nt. On the outer 
part of the left column a worker is seen depositing a round fecal pellet. Other workers, having 
carried pelwts in their mandibles up the columns, a~e now placmg them_ at the growmg ends of 
the columm. When a column reaches a certain height the termites, evidently guided by odor, 
begin to extmd it at an an!k in the direction _of a neighboring column. A completed a~ch_ is 
shown m the background. [Drawmg by Turid Holldobkr;from E. 0. Wilson, The Insect Societies 
(Cambridg,, Mas.1.: Harvard University Pms, 1971), p. 230.] 



phenomena of nature: they ha\'e their own high-le\'el laws whic:h depend 
on, yet are "liftable" out of, the lower le,·els. If, on the other hand, there is 
absolutely no way to realize symbol-triggering patterns without ha,·ing all 
the hardware of neurons (or simulated neurons). this will imply that intelli
gence is a brain-bound phenomenon, and much more difficult to unra,·el 
than one which owes its existence to a hierarchy of laws on se\·eral different 
levels. 

Here we come back to the mysterious collective beha,·ior of ant col
onies, which can build huge anti intricate nests, despite the fact that the 
roughly I 00,000 neurons of an ant brain almost certainly do not carry any 
information about nest structure. How, then, does the nest get created? 
Where does the information reside? In particular, ponder where the in
formation describing an arch such as is shown in Figure 69 can be found. 
Somehow, it must be spread about in the colony. in the caste distribution, 
the age distribution-and probably largely in the physical properties of the 
ant-body itself. That is, the interaction between ants is determined just as 
much by their six-leggedness and their size and so on, as by the information 
stored in their brain. Could there be an Artificial Ant Colony? 

Can One Symbol Be Isolated? 

Is it possible that one single symbol could be awakened in isolation from all 
others? Probably not. Just as objects in the world always exist in a context of 
other objects, so symbols are always connected to a constellation of other 
symbols. This does not necessarily mean that symbols can never be disen
tangled from each other. To make a rather simple analogy, males and 
females always arise in a species together: their roles are completely in
tertwined, and yet this does not mean that a male cannot be distinguished 
from a female. Each is reflected in the other, as the beads in Indra's net 
reflect each other. The recursive intertwining of the functions F(n) and 
M(n) in Chapter V does not prevent each function from having its own 
characteristics. The intertwining of F and M could be mirrored in a pair of 
RTN's which call each other. From this we can jump to a whole network of 
A TN's intertwined with each other-a heterarchy of interacting recursive 
procedures. Here, the meshing is so inherent that no one ATN could be 
activated in isolation; yet its activation may be completely distinctive, not 
confusable with that of any other of the A TN's. It is not such a bad image, 
the brain as an A TN-colony! 

Likewise, symbols, with all their multiple links to each other, are 
meshed together and yet ought to be able to be teased apart. This might 
involve identifying a neural network, a network plus a mode of 
excitation-or possibly something of a completely different kind. In any 
case, if symbols are part of reality, presumably there exists a natural way to 
chart them out in a real brain. However, if some symbols were finally 
identified in a brain, this would not mean that any one of them could be 
awakened in isolation. 
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The fact that a symbol cannot be awakened in isolation does not 
diminish the separate identity of the symbol; in fact, quite to the contrary: a 
s>·mbol's identity lies precisely in its ways of being connected (via potential 
triggering links) to other symbols. The network by which symbols can 
potentially trigger each other constitutes the brain's working model of the 
real universe, as well as of the alternate universes which it considers (and 
whid1 are every bit as important for the individual's survival in the real 
world as the real world is). 

The Symbols of Insects 

Our facility fo1· making instances out of classes and classes out of instances 
lie~ at the basis of our intelligence, and it is one of the great differences 
between human thought and the thought processes of other animals. Not 
that I have ever belonged to another species and experienced at first hand 
how it feels to think their way-but from the outside it is apparent that no 
other species forms general concepts as we do, or imagines hypothetical 
worlds-variants on the world as it is, whic:h aid in figuring out which 
future pathway to choose. For instance consider the celebrated "language 
of the bees"-information-laden dances which are performed by worker 
hees returning to the hive, to inform other bees of the location of nectar. 
While there may he in each bee a set of rudimentary symbols which are 
<ictiv;itecl hy such a dance, there is no reason to believe that a hee has an 
expandable vocabulary of symbols. Bees and other insects 'do not seem to 
have the power to generalize-that is, to develop new class symbols from 
instances which we would perceive as nearly identical. 

A classic experiment with solitary wasps is reported in Dean Wool
dridge's hook, Mechanical Man, from which I quote: 

When the rime romes for egg laying, the wasp Sphex builds a burrow for the 
purpose and seeks out a cricket which she stings in such a way as to paralyze 
hut not kill it. She drags the cricket into the burrow, lays her eggs alongside, 
doses the hulToW, then flies away, ne\'er to return. In due course, thf eggs 
hatch and the wasp grubs feed off the paralyzed cricket, which has not 
dccayed, ha\'ing been kept in the wasp equivalent of a deepfreeze. To the 
human mind. such an elaborately organized and seemingly purposeful 
routine com·eys a convincing fla\'or of logic and thoughtfulness--until more 
derails are t>xamined. For example, the wasp's routine is to bring the 
pa1·alHed fficket to the burrnw. lea\'e it on the threshold, go inside to see.that 
all is well. emerge. and then drag the cricket in. If the cricket is mo\'ed a few 
inches awav while the wasp is inside making her preliminary inspection, the 
wasp. on emerging from the burrow, will bring the cricket back to the 
threshold, h111 nor inside, and will then repeat the preparatory procedure of 
enrering the hurrow to see that e\'erything is all right. If again the cricket is 
1·emo,·ed a few inches while the wasp is inside, once again she will mo\'e the 
cricket up to the threshold and reenter the burrow for a final check. The wasp 
nt>\'er thinks of pulling the cricket straight in. On one occasion this procedure 
wa-. repeated forty rimes, alwa~·s with the same result.~ 
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This seems to be ~ompletely hard-wired behavior. Now in 1he wasp !main. 
there may be rudimentary symbols, capable of triggering e<ach other; hul 
there is nothing like the human capacity to see several inst<mces <as inst•mces 
of an as-yet-unformed class, and then to make the class s\·mbol; nor is 1here 
anything like the human ability to wonder, "What if I did 1his-wh;at would 
en~~e in that hypothetical world?" This type of thought pr<Kess requires an 
ability to manufacture instances and to manipulate them as if 1hev were 
symbols standing for objects in a real situation, although that si1uatic~n ma\· 
not be the case, and may never be the case. · 

Class Symbols and I magi nary Worlds 

Let us reconsider the April Fool's joke about the borrowed car, ;md 1lae 
images conjured up in your mind during the telephone call. To begin wi•h. 
you need to activate symbols which represent •• road, a car, a person in a 
car. Now the concept "road" is a very general one, with perhaps sever<al 
stock samples which you can unconsciously pull out of dormant memory 
when the occasion arises. "Road" is a class, rather than an instance. As you 
listen to the tale, you quickly activate symbols which are instances wi1h 
gradually increasing specificity. For instance, when vou learn that the road 
was wet, this conjures up a more specific image, tho~gh you realize that it is 
most likely quite different from the actual road where the incidem took 
place. But that is not important; what matters is whether your symbol is 
sufficiently well suited for the story-that is, whether the symbols which ii 
can trigger are the right kind. 

As the story progresses, y'lu fill in more aspects of this road: there is ;i 
high bank against which a car .-ould smash. Now does this mean that you 
are activating the symbol for "bank", or does it mean that you are setting 
some parameters in your symbol for "road"? Undoubtedly both. That is, 
1he network of neurons which represents "road" has many different ways 
of firing, and you are selecting which subnetwork actually shall fire. At the 
same time, you are activating the symbol for "bank", and this is probably 
instrumental in the process of selecting the parameters for "road", in that 
its neurons may send signals to some of those in "road"-and vice versa. (In 
case this seems a little confusing, it is because I am somewhat straddling 
levels of description-I am trying to set up an image of the symbols, as well 
as of their component neurons.) 

No less important than the nouns are the verbs, prepositions, etc. 
They, too, activate symbols, which send messages back and forth to each 
other. There are characteristic differences between the kinds of triggering 
patterns of symbols for verbs and symbols for nouns, of course, which 
means that they may be physically somewhat differently organized. For 
instance, nouns might have fairly localized symbols, while verbs and prepo
sitions might have symbols with many "tentacles" reaching all around the 
cortex; or any number of other possibilities. 

After the story is all over, you learn it was all untrue. The power of 
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"rubbing off" instances from classes, in the way that one makes rubbings 
from brasses in churches, has enabled you to represent the situation, and 
has freed you from the need to remain faithful to the real world. The fac1 
that symbols can act as templates for other symbols gives vou some menial 
independence of reality: you can create artificial universes. in which there 
can happen nonreal events with any amount of detail 1ha1 'ou care to 
imhue them with. But the class symbols themselves, from which all of this 
richness springs, are deeply grounded in reality. 

l:sually symbols play isomorphic roles to events which seem like 1he,· 
rnuld happen, although sometimes symbols are activa1ed which represent 
situations which could no1 happen-for example, watches sizzling, tubas 
laying eggs, etc. The borderline between what could and wha1 could not 
h;ippen is an extremely fuzzy one. As we imagine a hypothetical event, we 
bring cenain symbols into active states-and depending on how well they 
i11terac1 (which is presumably reflected in our comfort in continuing the 
11·;iin of though1), we say the event "could" or "could not" h<.r-1pen. Thus the 
lerms "could" and "wuld not" are extremely subjective. Actually, there is a 
good de;il of agreement am.mg people about which events could or could 
not happen. This reflects the great amount of mental structure which we all 
share-hu1 1here is a borderline area where the subjective aspect of wha1 
kinds of hypothetical worlds we are willing to entertain is apparent. A 
eareful study of the kinds of imaginary events tha1 people consider could 
and could not happen would yield much insight into the triggering pa1-
terns of 1he symbols by which people think. 

Intuitive Laws of Physics 

When the story has been comple1ely told, you have buih up quite an 
elabor;lle mental model of a scene, and in this model all the objects obey 
physic1l law. This means tha1 physical law itself must be implicitly present 
in the triggering patterns of the symbols. Of course, the phrase "physical 
haw" here does nol mean "1he laws of physics as expounded by a physicist", 
but ra1her 1he iniui1ive, chunked laws which all of us have to ha\e in our 
minds in order lo survive. 

A curious sidelight is 1ha1 one can voluntarily manufacture mental 
sequences of events which violate physical law, if one so desires. For 
ins1anc·e, if I bul suggesl that you imagine a scene with two cars approach
ing each 01her and 1hen passing right 1hrough each olher, you w..oo't have 
anv !rouble doing so. The iniuitive physical laws can be overridden by 
imagina1)· laws of physics; but how this overriding is done, how such 
sequences of images are manufactured-indeed what any one visual image 
is-all of these are deeply cloaked mysteries-inaccessible pieces of knowl
edge. 

Needless IO say. we have in our brains chunked laws not only of how 
inanimate o~jecls acl, bu1 also of how plants, animals, people and societies 
an-in olher words, chunked laws of biology. psychology, sociology, and so 
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on. All of the internal representations of such entities im·oh·e the ine,·itahle 
feature of chunked models: determinism is sacrificed for simpli<:ih. Our 
representation of reality ends up being able only to predict probabilities of 
ending up in certain parts of abstract spaces of heha,·ior-not to predict 
anything with the precision of physics. 

Procedural and Declarative Knowledge 

A distinction which is made in Artificial Intelligence is that between pro
cedural and declarati\·e types of knowledge. A piece of knowledge is said to 
be declarative if it is stored explicitly, so that not only the programmer but 
also the program can "read" it as if it were in an enqdopedia or an 
almanac. This usually means that it is encoded locally. not spread around. 
By contrast, procedural knowledge is not encoded as facts--only as pro
grams. A programmer may be able to peer in and say, "I see that because of 
these procedures here, the program 'knows' how to write English 
sentences"-but the program itself may ha\·e no explicit awareness of how it 
writes those sentences. For instance, its vocabulary may include none of the 
words "English", "sentence'', and "write" at all! Thus procedural knowl
edge is usually spread around in pieces, and you can't retrieve it, or "key" 
on it. It is a global consequence of how the program works, not a local 
detail. In other words, a piece of purely procedural knowledge is an 
epiphenomenon. 

In most people there coexists, along with a powerful procedural rep
resentation of the grammar of their native language, a weaker declarative 
representation of it. The two may easily be in conflict, so tliat a native 
speaker will often instruct a foreigner to say things he himself would never 
say, hut which agree with the declarative "book learning" he acquired in 
school sometime. The intuitive or chunked laws of physics and other 
disciplines mentioned earlier fall mainly on the procedur.al side; the knowl-

. edge that an octopus has eight tentacles falls mainly on the declarative side. 
In between the declarative and procedural extremes, there are all 

possible shades. Consider the recall of a melody. Is the melody stored in 
your brain, note hy note? Could a surgeon extract a winding neural fila
ment from your hrain, then stretch it straight, and finally proceed to 
pinpoint along it the successively stored notes, almost as if it were a piece of 
magnetic tape? If so, then melodies are stored declaratively. Or is the recall 
of a melody mediated by the interaction of a large number of symbols, 
some of which represent tonal relationships, others of which represent 
emotional qualities, others of which represent rhythmic devices, and so on? 
If so, then melodies are stored procedurally. In reality, therds probably a 
mixture of these extremes in the way a melody is stored and recalled. 

It is interesting that, in pulling a melody out of memory, most people 
do not discriminate as to key, so that they are as likely to sing "Happy 
Birthday" in the key of F-sharp as in the key of C. This indicates that tone 
relationships, rather than absolute tones; are stored. But there is no reason 
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that tone relationships could not be stored quite declaratively. On the other 
hand, some melodie~ are very easy to memorize, whereas others are ex
tremely elusi\'e. If it were just a matter of storing successive notes, any 
melody could he stored as easily as any other. The fact that some melodies 
are catc·hy and others are not seems to indicate that the brain has a certain-... 
repertoire of familiar patterns which are activated as the melody is heard. 
So, to "play hark" the melody, those patterns would have to be activated in 
the same order. This returns us to the concept of symbols triggering one 
another, rather than a simple linear sequence of declaratively stored notes 
or tone relationships. 

How does the hrain know whether a piece of knowledge is stored 
cledarali\'ely? For instance, suppose you are asked, "What is the population 
of Chicago?" Somehow the number five million springs to mind, without 
your wondering, "Gee, how would I go about counting them all?" Now 
suppose I ask you. "How many chairs are there in your living room?" Here, 
the opposite happens-instead of trying to dredge the answer out of a 
mc·ntal almanac you immediately either go to the room and count the 
chairs, or you manufarture the room in your head and count the chairs in 
the image of the room. The questions were of a single type-"how 
many?"-yet one of them raused a piece of declarative knowledge to be 
fetd1ed. while the other one caused a procedural method of finding the 
answer lo be in\'oked. This is one example where it is dear that you have 
knowledge ahout how vou dassify your own knowledge: and what is more, 
some of that metakrwu•fedge may itself he stored procedurally, so that it is 
used without your e\'en being aware of how it is done. 

Visual Imagery 

One of the most remarkable and difficult-to-describe qualities of con
sciousness is \'isual imagery. How do we create a visual image of our living 
room? Of a roaring mountain hrook? Of an orange? E\'en more mysteri
ous. how do we manufacture images unconsciously. images which guide 
our thoughts, giving them power and color and depth? From what store 
arc the\' fetrhed? What magic allows us to mesh two or three images, hardly 
gi\'ing a thought as to how we should do it? Knowledge of how to do this is 
among the most procedural of all, for we have almost no insight into what 
mental imagery is. 

It mav he that imagery is hased on our ability to suppress JTlotor 
arti\'ity. B\' this, I mean the following. If you imagine an orange, there may 
offur in vour <"ortex a set of comruands to pick it up. to smell it, 10 inspect it, 
and so on. Clearly these commands cannot he carried out, because the 
orange is not there. But they can he sent along the usual channels towards 
the cerehellmn or other suhorgans of the hrain, until, at some critical point, 
a "mental faucet" is dosed, pre\'enting them from actually heing carried 
out. Depending on how far down the line this "faucet" is situated, the 
images ma,· he more or less \'i\'id and real-seeming. Anger can cause us to 

__ ___. "rl __ •• _L.i..-



imagine quite vi\'idly picking up some objet·t and throwinK it, or kit·kinK 
something: yet we don't actually do so. On the other hand, we fed so "near'' 
to actually doing so. Probably the faucet catches the ner\'e impulses "at th(• 
last moment". 

Here is another way in which visualiz;ation points out the distinction 
between accessible and inaccessible knowledKe. Consider how vou vi
sualized the scene of the car skidding on the mountain road. l'ndouhtedlv 
you imagined the mountain as being much larKer than the cir. Now did 
this happen because sometime long aKo you had (XTilsion to note that "cars 
are not as big as mountains": then you n1mmitted this statement to rote 
memory: and in imagining the story. you retrieved this fan. and madt• use 
of it in constructing your image? A most unlike!~· theon·. Or did it happen 
instead as a consequence of some introspecti\·ely inaccessible interartions of 
the symbols which were activated in your brain? Ohviously the latter seems 
far more likely. This knowledge that t·ars are sm<:ller than mountains is not 
a piece of rote memorization, but ;1 piece of knowledKe whit·h ran he 
created by deduction. Therefore, most likely it is not stored in any sinKle 
symbol in your brain. but rather it can be produced as a result of the 
acti\'ation, followed by the mutual i1.terartio11, of m;my symhols-for 
example, those for "compare", "size", "car", "mount;1in", and proh;1hly 
others. This means that the knowledge is stored not explicitly. hut im
plicitly, in a spread-about manner, rather than as a llKal "packet of infor
mation". Such simple facts as relative sizes of objects have to be assembled, 
rather than merely retrieved. Therefore, even in the case of a verbally 
accessible piece of knowledg<:, there are complex inaccessible prcKesses 
which mediate its coming to the state of being ready to be said. 

We shall continue our exploration of the entities called "symbols" in 
different Chapters. In Chapters XVIII and XIX, on Artificial Intelligence, 
we shall discuss some possible ways of implementing active symbols in 
programs. And next Chapter, we shall discuss some of the insights that our 
symbol-based model of brain activity give into the comparison of brains. 

Brains and Thoughts 365 366 

English French German Suite 

By Lewis CarrolP ... 

... et Frank L. Warrin2 ••• 

... und Robert Scott3 

Twas brillig, and the slithy toves 
Did gyre and gimble in the wabe: 
All mimsy were the borogoves, 
And the mome raths outgrabe. 

II brilgue: les loves lubricilleux 
Se gyrent en vrillant clans le guave. 
Enmimes sont les gougebosqueux 
Et le momerade horsgrave. 

Es brillig war. Die schlichten Toven 
Wirrten und wimmelten in Waben; 
Und aller-mumsige Burggoven 
Die mohmen Rath' ausgraben. 

"Beware the Jabberwock, my son! 
The jaws that bite, the claws that catch! 
Beware the Jubjub bird, and shun 
The frumious Bandersnatch!" 

(((~arde-toi du Jaseroque, mon fil~! 
La gueule qui mord; la griffe qui prend! 
Garde-toi de l'oiseau Jube, evite 
Le frumieux Band-a-prend!)) 

))Bewahre doch vor Jammerwoch! 
Die Zahne knirschen, Krallen kratzen! 
Bewahr' vor Jubjub-Vogel, vor 
Frumiosen Banderschnatzchen!(( 

He took his vorpal sword in hand: 
Long time the manxome foe he sought
So rested he by the Tumtum tree, 
And stood awhile in thought. 

Son glaive vorpal en main, ii va-
T-a la recherche du fauve manscant; 
Puis arrive a l'arbre Te-te, 
II y reste, reftechissant. 

English French German Suite 



Er griff sein \'orpals Sd1wertd1e11 1u. 
Er suchte lang d;1s 11JillKhs;1111' Ding: 
Dann, stehend unterm Tun1tu111 B;aum, 
Er an-zu-denke11-fi11g. 

And, as in uffish thought he stood, 
The Jabberwock, with eyes of Hame. 
Came whiffling through the tulgey wood, 
And burbled as it came! 

Pendant qu'il pense, tout uffuse, 
Le Jaseroque, a l'oeil ftambant, 
Vient siblant par le bois tullegeais, 
Et burbule en \'enant. 

Als stand er tief in Andacht ;auf, 
Des Jammerwochen's Augen-feuer 
Durch turgen Wald mit Wiffek k;1m 
Ein burbelnd Ungeheuer! 

One, two! One, two! And through and through 
The vorpal blade went snicker-snack! 
He left it dead, and with its head 
He went galumphing back. 

Un deux, un deux, par le milieu, 
Le glai\'e vorpal fait pat-a-pan! 
La bete defaite, avec sa tete, 
II rentre gallomphant. 

Eins, Zwei! Eins, Zwei! Und durrh und durch 
Sein vorpals Schwert zerschnifer-schnuck, 
Da blieb es todt! Er, Kopf in Hand, 
Gelaumfig zog zurlick. 

"And hast thou slain the Jabberwock? 
Come to my arms, my beamish boy! 
0 frabjous day! Callooh! Callay!" 
He chortled in his joy. 

((As-tu tue le Jaseroque? 
Viens a mon coeur, fils rayonnais! 
6 jour frabbejais! Calleau! Callai!)1 
II cortule clans sa joie. 

>1Und schlugst Du ja den Jammerwoch? 
Umarme mich, mein Bohm'sches Kind! 
0 Freuden-Tag! 0 Halloo-Schlag!(< 
Er schortelt froh-gesinnt. 

English French German Suite '.-Jfi7 
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Twas hrillig, ;111d the slithy to\'es 
Diel gyre and gimhle in the wabe: 
All rnimsy were the horogo\'es, 
And the rnome raths outgrabe. 

II hrilgue: les tii\'es luhricilleux 
Se gnent en nillant clans le gua\'e. 
Enm.imes sont les !{<>ugebosqueux 
Et le rni1rnerade horsgrave. 

Es brillig war. Die schlichten Toven 
Wirrten und wimmelten in Waben; 
L:nd aller-mumsige Burggoven 
Die mohmen Rath' ausgraben. 

English French German Suite 
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CHAPTER XII 

Minds and Thoughts 

Can Minds Be Mapped onto Each Other? 

Now THAT WE have hypothesized the existence of verr hiKh-level active 

subsystems of the brain (symbols), we may return to the matter of a possible 

isomorphism, or partial isomorphism, between two brains. Instead of ask

ing about an isomorphism on the neural level (which surely does not exist), 

or on the macroscopic suborgan level (which surely does exist but does not 

tell us very much), we ask about the possibility of an isomorphism between 

brains on the symbol level: a correspondence which not only maps symbols 

in one brain onto symbols in another brain, but also maps trigKerinK 

patterns onto triggering patterns. This means that corresponding symbols 

in the two brains are linked in corresponding ways. This would be a true 

functumal isomorphism-the same type oi· isomorphism as we spoke of 

when trying to characterize what it is that is invariant about all butterflies. 

It is clear from the outset that such an isomorphism does not exist 

between any pair of human beings. If it did, they would be completely 

indistinguishable in their thoughts; but in order for that to be true, they 

would have to have completely indistinguishable memories, which would 

mean they would have to have led one and the same life. Even identical 

twins do not approach, in the remotest degree, this ideal. 

How about a single individual? When you look back over things which 

you yourself wrote a few years ago, you think "How awful!" and smile with 

amusement at the person you once were. What is worse is when you do the 

same thing with something you wrote or said five minutes ago. When this 

happens, it shows that you do not fully understand the person you were 

moments ago. The isomorphism from your brain now to your brain then 

is imperfect. What, then, of the isomorphisms to other people, other 

. ' species .... 
The opposite side of the coin is shown by the power of the communica

tion that arises between the unlikeliest partners. Think of the barriers 

spanned when you read lines of poetry penned in jail by Fran~ois Villon, 

the French poet of the I400's. Another human being, in another era, 

captive in jail, speaking another language ... How can you ever hope to 

have a sense of the connotations behind the facade of his words, translated 

into English? Yet a wealth of meaning comes through. . 

Thus, on the one hand, we can drop all hopes of finding exactly 

isomorphic software in humans, but on the other, it is clear that some 

people think more alike than others do. It would seem an obvious conclu-

F/(;l 'RE iO. .1 ti11y portio11 of the author\ ".1ema11tic network". 
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sion that there is some sort of partial software isomorphism connecting the 
brains of people whose style of thinking is similar-in partinilar, a corrc.·
spondence of (I) the repertoire of symbols, and (2) the triggering pattt'rns 
of symbols. 

Comparing Different Semantic Networks 

But what is a partial isomorphism? This is a most diffirnlt question to 
answer. It is made even more difficult by the fact tha1 no one has found an 
adequate way to represent the network of symbols and their triggering 
patterns. Sometimes a picture of a small pan of such a network of symbols 
is drawn, where each symbol is represented as a nodt' into which, and out of 
which, lead some arcs. The lines represent 11·iggering relationships-in 
some sense. Such figures attempt to capture something of tht' intuiti\'dy 
sensible notion of "conceptual nearness". Howe\'er, there art' many differ
ent kinds of nearness, and different ones are rele\'ant in different contexts. 
A tiny portion of my own "semantic network" is shown in Figure 70. The 
problem is that representing a complex interdependenq· of many symbols 
cannot be carried out very easily with just a few lines joining vertices. 

Anot,her problem with such a diagram is that it is not atnirate to think 
of a symbol as simply "on" or "off". While this is true of neurons, it does 
not carry upwards, to collections of them. In this respe<:I, symbols are quite 
a bit more complicated than neurons-as you might expect, since they are 
made up of many neurons. The messages that are exchanged between 
symbols are more complex than the mere fact, "I am now activated". That 
is more like the neuron-level messages. Each symbol <·an ht: activated in 
many different ways, and the type of activation will be inHuential in deter
mining which other symbols it tries to activate. How these intertwining 
triggering relationships can be represented in a pictorial manner-indeed, 
whether they can be at all-is not clear. 

But for the moment, suppose that issue had been solved. Suppose we 
now agree that there are certain drawings of nodes, connected by links (let 
us say they come in various colors, so that various types of conceptual 
nearness can be distinguished from each other), which capture precisely 
the way in which symbols trigger other symbols. Then under what condi
tions would we feel that two such drawing!' were isomorphic, or nearly 
isomorphic? Since we are dealing with a visual representation of the net
work of symbols, let us consider an analogous visual problem. How w.ould 
you try to determine whether two spiderwebs had been spun by sp1~ers 
belonging to the same species? Would you try to identify individual vertices 
which correspond exactly, thereby setting up an exact map of one web ont<_> 
the other, vertex by vertex, fiber by fiber, perhaps even angle by angle~ 
This would be a futile effort. Two webs are never exactly the same; yet 
there is still some sort of "style", "form", what-have-you, that infallibly 
brands a given species' web. 

In any network-like structure, such as a spiderweb, one can look at 
local properties ~nd global properties. Local properties require only a very 

nearsighted observer-for example an observer who can only see one 
vertex at a time; and global properties require only a sweeping vision, 
without attention to detail. Thus, the overall shape of a spiderweb is a 
global property, whereas the average number oflines meeting at a vertex is 
a local property. Suppose we agree that the most reasonable criterion for 
<·a~ling twc! spiderwebs "isomorphic" is that they should have been spun by 
spiders of the same species. Then it is interesting to ask which kind of 
observation-local or global-tends to be a more reliable guide in deter
mining whether two spiderwebs are isomorphic. Without ans\\ering the 
question for spiderwebs, let us now return to the question of the 
closeness--or isomorphicness, if you will-<>f two symbol networks. 

Translations of "jabberwocky" 

Imagine native speakers of English, French, and German, all of whom have 
excellent command of their respective native languages, and all of whom 
e.njc.>y wordplay in their own language. Would their symbol networks be 
s1m1lar on a local level, or on a global level? Or is it meaningful to ask such a 
questio~? The. question becomes concrete wht:n you look at the preceding 
translations of Lewis Carroll's famous "Jabberwocky". 

I d1ose this example because it demonstrates, perhaps better than an 
~xample. in ordinary prose, the problem of trying to find "the same node" 
111 l'_Vo d1ffer~nt networ~s which are, on some level of analysis, extremely 
no111somorph1c. In ordmary language, the task of translation is more 
straightforward, since to each word or phrase in the original language, 
there ran usually be found a corresponding word or phrase in the new 
lan~uage. By c~mtrast, in a poem of this type, many "words" do not carry 
ord111;.1ry meam~g, but act purely as exciters of nearby symbols. However, 
what is nearby m one language may be remote in another. 

. Thus, in the brain of ~ native speaker of English, "slithy" probably 
al"t1\'.ates SlKh symbols as "sh my", "slither", "slippery", "lithe", and "sly", to 
var~mg. ex~ents. Does "lubricilleux" do the corresponding thing in the 
b1;a111 o! a f rench~an? What indeed would be "the corresponding £hing"? 
\\ould II be to activate symbols which are the ordinary translations of those 
wor~s? What if· t·here is no word, real or fabricated, which will accomplish 
tha~~ Or ~:hat ~f. a wo.~d does exist, but is very intellectual-sounding and 
Latinate ( lubnolleux ), rather than earthy and Anglo-Saxon ("slithy")? 
Perhaps "hu'ila~se" would be better than "lubricilleux"? Or does the Latin 
~>rigin of the word "lubricilleux" not make itself felt to a speaker of French 
m the w~y. that it. wo~ld if it were an English word ("lubricilious", perhaps)? 
. .~n mterestmg feature of the translation into French is the transposi-

tion 11110 the present tense. To keep it in the past would make some 
unnatural turns of phrase necessary, and the present tense has a much 
lrt'sher Havor in French than the past. The translator sensed that this 
would be "more a~propriate"-in some ill-defined yet compelling sense
a_nd .made the switch. Who can say whether remaining faithful to the 
English tense would have been better? 



In the German version, the droll phrase .. er an-zu-denken-fing .. l>l"
curs; it does not correspond to any English original. It is a playful re\·ersal 
of words, whose flavor vaguely resembles that of the English phrase .. he 
out-to-ponder set", if I may hazard a re\'erse translation. Most likely this 
funny turnabout of words was inspired by the similar playful re\'ersal in the 
English of one line earlier: "So rested he by the Tumtum tree ... It corre
sponds, yet doesn't correspond. 

Incidentally, why did the Tumtum tree get changed into an .. arhre 
Te-te" in French? Figure it out for yourself. 

The word "manxome" in the original, whose "x" imbues it with many 
rich overtones, is weakly rendered in German by "manchsam .. , which 
back-translates into English as "maniful". The French "manscant .. also lal·ks 
the manifold overtones of "manxome". There is no end to the intere!>l of 
this kind of translation task. 

When confronted with such an example, one realizes that it is utterly 
impossible to make an exact translation. Yet even in this patho~ogically 
difficult case of translation, there seems to be some rough eqm\'alence 
obtainable. Why is this so, if there really is no isomorphism betwe~n the 
brains of people who will read the different versions? The answer 1s that 
there is a kind of rough isomorphism, partly global, partly local, between 
the brains of all the readers of these three poems. 

ASU's 

An amusing geographical fantasy will give some intuition for this kind of 
quasi-isomorphism. (Incidentally, this f~ntasy. is ~ome~hat si~.ilar to .~ geographical analogy devised by M. Minsky m his arucle on frames , 
which can be found in P.H. Winston's book The Psycholog;y of Computn
Viswn.) Imagine that you are given a strange atlas of the USA, with all 
natural geological features premarked-such as rivers, mountains, l~kes, 
and so on-but with nary a printed word. Rivers are shown as blue Imes, 
mountains by color, and so on. Now you are told to conve~t i.t into a road 
atlas for a trip which you will soon make. You must nea~ly fi~t .m the names 
of all states, their boundaries, time zones, then all counties, oues, towns, all 
freeways and highways and toll routes, all county roads, all state and 
national parks, campgrounds, scenic areas, dams, airports, and so on .. · · 
All of this must be carried out down to the level that would appear m a 
detailed road atlas. And it must be manufactured out of your own head. 
You are not allowed access to any information which would help you for 
the duration of your task. 

You are told that it will pay off, in ways that will become cle.ar at a. later 
date, to make your map as true as you can. Of course, you will begm by 
filling in large cities and major roads, etc., which you know. And when you 
have exhausted your factual knowledge of an area, it will be to your 
advantage to use your imagination to help you reproduce at least the flavor 
of that area, if not its true geography, by making up fake town name.s, fake 
populations, fake roads, fake parks, and so on. This arduous task will take 

.... , _ _._ --- ____. -

months. To make things a little easier, you ha\'e a cartographer on hand to 
print e\'erything in neatly. The end product will be your personal map of 
the "Ahernati\'e Structure of the Union"-your own personal "ASU". 

Your personal ASL' will be \'ery much like the USA in the area where 
you grew up. Furthermore, wherever your travels have chanced to lead 
you, or where\'er you have perused maps with interest, your ASU will have 
spots of striking agreement with the USA: a few small towns in North 
Dakota or Montana, perhaps, or the whole of metropolitan New York, 
might he quite faithfully reproduced in your ASU. 

A Surprise Reversal 

When your ASU is done, a surprise takes place. Magically, the country you 
have designed comes into being, and you are transported there. A friendly 
committee presents you with your favorite kind of automobile, and ex
plains that, "As a reward for your designing efforts, you may now enjoy an 
all-expense-paid trip, at a leisurely pace, around the good old A. S. of U. 
You may go wherever you want, do whatever you wish to do, taking as long 
as you wish-compliments of the Geographical Society of the ASU. 
And-to guide you around-here is a road atlas." To your surprise, you 
are gi\'en not the atlas which you designed, but a regular road atlas of the 
USA. 

When you embark on your trip, all sorts of curious incidents will take 
place. A road atlas is being used to guide you through a country which it 
only partially fits. As long as you stick to major freeways, you will probably 
be ahle to cross the country without gross confusions. But the moment you 
wander off into the byways of New Mexico or rural Arkansas, there will be 
adventure in store for you. The locals will not recognize any of the towns 
you're looking for, nor will they know the roads you're asking about. They 
will only know the large cities you name, and even then the routes to those 
cities will not be the same as are indicated on your map. It will happen 
occasionally that some of the cities which are considered huge by the locals 
are nonexistent on your map of the USA; or perhaps they exist, but their 
population according to the atlas is wrong by an order of magnitude. 

Centrality and Universality 

What makes an ASU and the USA, which are so different in sorne- ways, 
nevertheless so similar? It is that lheir most important cities and routes of 
communication can be mapped onto each other. The differences between 
them are found in the less frequently traveled routes, the cities of smaller 
size, and so on. Notice that this cannot be characterized either as a local or a 
global isomorphism. Some correspondences do extend down to the very 
local level-for instance, in both New Yorks, the main street may be Fifth 
A\'enue, and there may be a Times Square in both as well-yet there may 
not be a single town that is found in both Montanas. So the local-global 
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distinction is not relevant here. What is relevant is the crotralit:i· of the cit~·, 
in terms of economics, communication. transportation. etc The more \'ital 
the c.ity is, in one of these ways. the more certain it will be to on-ur in both 
the ASU and the USA. 

In this geographic analogy. one aspect is \'ery <.Tucial: that there are 
certain definite, absolute points of reference which will occur in nearly all 
ASU's: New York. San Francisco, Chicago. and so on. From these it is then 
possible to orient oneself. In other words, if we begin comparing m~· ASL'. 
with yours, I can use the known agreement on big cities to establish points 
of reference with which I can communicate the location of smaller cities in 
my ASU. And if I hypothesize a voyage from Kankakee to Fruto and you 
don't know where those towns are, I can refer to something we ha\'e in 
common, and thereby guide you. And if I talk about a voyage from Atlanta 
to Milwaukee, it may go along different freeways or smaller roads, hut the 
voyage itself can still be carried out in both countries. And if you start 
describing a trip from Horsemilk to Janzo, I can plot out what seems to me 
to be an analogous trip in my ASU, despite not having towns by those 
names, as long as you constantly keep me oriented by describing your 
position with respect to nearby larger towns which are found in my ASU as 
well as in yours. 

My roads will not be exactly the same as yours, but, with our separate 
maps, we can each get from a particular part of the country to another. We 
can do this, thanks to the external, predetermined geological facts
mountain chains, streams, etc-facts which were a\'ailable to us both 
as we worked on our maps. Without those exte1 nal features. we would 
have no possibility of reference points in common. For ins•ance, if you had 
been given only a map of France, and I had been given a map of Germany, 
and then we had both filled them in in great detail, there would be no way 
to try to find "the same place" in our fictitious lands. It is necessary to begin 
with identical external conditions-<>therwise nothing will match. 

Now that we have carried our geographical analogy quite far, we 
return to the question of isomorphisms between brains. You might well 
wonder why this whole question of brain isomorphisms has been stressed so 
much. What does it matter if two brains are isomorphic, or quasi-isomor
phic, or not isomorphic at all? The answer is that we have an intuitive sense 
that, although other people differ from us in important ways, they are still 
"the same" as we are in some deep and important ways. It would be 
instructive to be able to pinpoint what this invariant core of human intelli
gence is, and then to be able to describe the kinds of "embellishments" 
which can be added to it, making each one of us a unique embodiment of 
this abstract and mysterious quality called "intelligence". 

Jn our geographic analogy, cities and towns were the analogues of 
symbols, while roads and highways were analogous to potential triggering 
paths. The fact that all ASU's have some things in common, such as the ~ast 
Coast, the West Coast, the Mississippi River, the Great Lakes, the Rockies, 
and many major cities and roads is analogous to the fact that we ~re all 
forced, by external realities, to construct certain class symbols and trigger-

ing paths in the same way. These core symbols are like the large cities, to 
which everyone can make reference without ambiguity. (Incidentally, the 
fart that rities are localized entities should in no way be taken as indicative 
that symbols in a brain are small, almost point-like entities. They are merely 
symbolized in that manner in a network.) 

The fact is that a large proportion of every human's network of 
symbols is univenal. We simply take what is common to all of us so much for 
granted that it is hard to see how much we have in common with other 
people. It takes the conscious effort of imagining how much-<>r how 
little-we ha\'e in common with other types of entities, such as stones, cars, 
restaurants, ants, and so forth, to make evident the large amount of overlap 
that we have with randomly chosen people. What we notice about another 
person immediately is not the standard overlap, because that is taken for 
granted as soon as we recognize the humanity of the other person; rather, 
we look beyond the standard overlap and generally find some major differ
erKcs, as well as some unexpected. additional overlap. 

OlTasionally, you find that another person is missing some of what you 
thought was the standard, minimal core-as if Chicago were missing from 
their ASU. which is almost unimaginable. For instance, someone might not 
know what an elephant is, or who is President, or that the earth is round. In 
surh cases, their symbolic network is likely to be so fundamentally different 
from )'our own that significant communication will be difficult. On the 
other hand, perhaps this same person will share some specialized kirid of 
knowledge with you-such as expertise in the game of dominoes-so that 
you l·an communicate well in a limited domain. This would be like meeting 
~omeone who comes from the very same rural area of North Dakota as you 
do, so that your two ASU's coincide in great detail over a very small region, 
which allows you to describe how to get from one place to another very 
fluently. 

How Much Do Language and Culture Channel Thought? 

If we now go back to comparing our own symbol network with those of a 
Frenchman and a German, we can say that we expect them to have the 
standard core of class symbols, despite the fact of different native lan
guages. We do not expect to share highly specialized networks with them, 
but we do not expect such sharing with a randomly chosen person who 
shares our nati\'e language, either. The triggering patterns of peopte with 
other languages will be somewhat different from our own, but still the 
m;~or class symbols, and the major routes between them, will be universally 
a\·ailable, so that more minor routes can be described with reference to 
them. 

Now ead1 of our three people may in addition ha\'e some command of 
the languages of the other two. What is it that marks the difference 
between true fluency. and a mere ability to communicate? First of all, 
someone fluent in English uses most words at roughly their regular fre
quendes. A non-nati\'e speaker will ha\'e picked up some words from 
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dictionaries, novels, or classes-words which at some time mav ha\·e heen 
prevalent or preferable, but which are now far down in frc.·~1ue1Kv-for 
example, "fetch" instead of "get", "quite" instead of "verv". etc Though tht· 
meaning usually comes through, there is an alien qua lit\ transmittc.·d hy tht· 
unusual choice of words. 

But suppose that a foreigner learns 1.0 use <tll words at roughly tht• 
normal frequencies. Will that make his speerh trnh- lluent? Prohahlv not. 
Higher than the word level, there is an association ievel, which is at1;1d1t·d 
to the culture as a whole-its history. geography. religion, d1ildre11's 
stories, literature, technological level, and so on. For instann·. to he able to 
speak modern Hebrew absolutely Huently. you need to know the Bible 
quite well in Hebrew, because the language draws on a stoc:k of hihlic1l 
phrases and their connotations. Such an association level permeates ead1 
language very deeply. Yet there is room for all sorts of varietv inside 
Huency-<>therwise the only truly Huent speakers would he peopl~· whose 
thoughts were the most stereotyped possihle! 

Although we should recognize the depth to which rnllurp allel'ts 
thought, we should not overstress the role of fa,zguage in molding thoughts. 
For instance, what we might call two "d1airs" might he perceived hy a 
speaker of French as objects belonging to two distinct types: "chaise" ;111d 
"fauteuil" ("chair" and "armchair"). People whose native language is 
French are more aware of that difference than we are-hut then people 
who grow up in a rural area are more aware of, say. the differenl·e between 
a pickup and a truck, than a city dweller is. A city dweller may call them 
both "trucks". It is not the difference in native language, but the difference 
in culture (or subculture), that gives rise to this perceptual difference. 

The relationships between the symbols of people with different nati\'e 
languages have every reason to be quite similar, as far as the core is 
concerned, because e\'eryone li\'es in the same world. When you come 
down to more detailed aspects of the triggering patterns, you will find that 
there is less in common. It would be like comparing rural areas in Wiscon
sin in ASU's which had been made up by people who had never lived in 
Wisconsin. This will be quite irrelevant, however, as long as there is 
sufficient agreement on the major cities and major routes, so that there are 
common points of reference all over the map. 

Trips and Itineraries in ASU's 

Without making it explicit, I have been using an image of what a "thought" 
is in the ASU-analogy-namely, I ha\'e been implying that a thought corre
sponds to a trip. The towns which are passed through represent the symbol5 
which are excited. This is not a perfect analogy, but it is quite strong. One 
problem with it is that when a thought recurs in someone's mind 
sufficiently often, it can get chunked into a single concept. This would 
correspond to quite a strange event in an ASU: a commonly taken trip 
would become, in some strange fashion, a new town or city! If one is to 
continue to use the ASU-metaphor, then, it is important to remember that 

the cities represent not only the elemmtary symbols, such as those for 
"grass", "house". and "car", but also symbols which get created as a result of 
the rhunlcing ability of a brain-symbols for such sophisticated concepts as 
"aah l·anon", "palindrome", or "ASU". 

Now if it is granted that the notion of taking a trip is a fair counterpart 
to the notion of having a thought, then the following difficult issue comes 
up: virtually any route leading from one city to a second, then to a third, 
and so on, l·an be imagined, as long as one remembers that some interven
ing l·ities are also passed through. This would correspond to the activation 
of an arbitrary .ll'quence of.5ymhol5, one after another, making allowance for 
some t'Xtra symbols-those which lie en route. Now if virtually any se
que1Ke of symbols can be activated in any desired order, it may seem that a 
brain is an indiscriminate system, which can absorb or produce any thought 
whatsoever. But we all know that that is not so. In fact, there are certain. 
kinds of thoughts which we call lcnowledge, or beliLfs, which play quite a 
different role from random fancies, or humorously entertained absur
dities. How can we characterize the difference between dreams, passing 
thoughts, beliefs, and pieces of knowledge? 

Possible, Potential, and Preposterous Pathways 

There are some pathways-you can think of them as pathways either in an 
ASU or in a brain-which are taken routinely in going from one place to 
another. There are other pathways which can only be followed if one is led 
through them by the hand. These pathways are "potential pathways", 
which would be followed only if special external circumstances arose. The 
pathways which one relies on over and over again are pathways which 
inrnrporate knowledge-and here I mean not only knowledge of facts 
(dedarative knowledge), but also knowledge of how-to's (procedural knowl
edge). These stable, reliable pathways are what constitute knowledge. 
Piel·es of knowledge merge gradually with beliefs, which are also rep
resented by reliable pathways, but perhaps ones which are more susceptible 
to replact'ment if. so to speak. a bridge goes out, or there is heavy fog. This 
lea\'t'S us with fancies, lies. falsities, absurdities, and other variants. These 
would correspond to peculiar routes such as: New York City to Newark via 
Bangor. Maine and Lubbock, Texas. They are indeed possible pathways, 
hut ones whkh are not likely to be stock routes, used in everyday voyages. 

A rnrious, and amusing, implication of this model is that alLaf the 
"aberrant" kinds of thoughts listed above are composed, at rock bottom, 
rnmplt'telv 0111 of belit'fs or pi~s of knowledge. That is, any weird and 
s1~aky indirect route breaks up into a number of non-weird, non-snaky 
direct stretd1es. and these short, straightforward symbol-connecting routes 
represent simple thoughts that one can rely on-beliefs and pieces of 
knowledgt'. On reHection, this is hardly surprising, however, since it is quite 
reasonahle that we should only be able to imagine fictitious things that are 
somehow grounded in the realities we have experienced, no matter how 
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wildly they de\'iate from them. Dreams are perhaps just such random 
meanderings about the ASL''s of our minds. Locall\', they make sense-hut 
globally ... 

Different Styles of Translating Novels 

A oem like "Jabberwocky" is like an unreal journey around an A_Sl', 
ho~ping from one state to anoth~r \'ery quil:kh-, followin_g \'e? c_unous 

Th translations ron\'e~· this aspect ol the poem, 1.1the1 th.111 the routes. e ' h h d I · precise sequence of symbols which are triggered, althoug t ~'.·. o l leir 
best in that respect. In ordinary prose, surh le~ps and bound.s a1 e not so 
common. Howe\"er, similar problems of translation do oc:<:ur. Suppose you 
are translating a novel from Russian to Englis~1. and C<~~~ across_ a_ sente~K~ 
whose literal translation is, "She had a bowl ol borscht. Now pe1 haps man} 
of your readers will have no_ id~~ wh~t bor~~h-t is. ~·ou rnul~ at~e1~~pt ~<: 

I l.t by the "corresponding uem rn then cuhwe-thus, )OUI uansla rep ace · · 1 · k h' tion might run, "She had a bowl of Campbell's soup." N~>w 11 you t l~n t 1s 
is a silly exaggeration, take a look al the first senten~e_ol Dostoev_sky s novel 
Crime and Punishment in Russian and then in a few d1flerent English tra~sla
tions. l happened to look at three different English p;1perbal·k translauons, 
and found the following curious situation. . 

The first sentence employs the street name "S. Pereulok" (as Lra.nshter
ated). What is the meaning of this? A careful reader of Dosto~vsky s work 
who knows Leningrad (which used to be called "St. Petersbur? --o~ should 
I say "Petrograd"?) can disco\'er by_doi~g _some car~ful chec_kmg ol the r~sl 
of the geography in the book (which mc1dentally 1s also given only b'. us 
initials) that the street must be "Stoliarny Pereulok". D~>s~oevsky probably 
wished to tell his story in a realistic way, yet not so reahsllcally that people 
would take literally the addresses at which crimes and ot~er events were 
supposed to have occurred. In any case, we have a translauon proble~; or 
to be more precise, we ha\'e several translation problems, on several differ-
ent le\'els. f 

First of all, should we keep the initial so as to reproduce the au~a o 
semi-mystery which appears already in this first senten~e oft~~ book~ ~e 
would get "S. Lane" ("lane" being the standard translation of pereulok_ ). 
None of the three translators took this tack. However, one chose t_o w~ne 
"S. Place". The translation of Crime and Punishment which I read m _high 
school took a similar option. I will never forget the disoriented feeling I 
experienced when I began reading the novel and encountered _those streets 
with only letters for names. I had some sort of intangible mala_1se about ~he 
Leginning of the book; I was sure that I ~as missing some~hmg essenual, 
and yet I didn't know what it was ... I deoded that all Russian novels were 
very weird. . d 

Now we could be frank with the reader (who, 1t may be a~su.~e . 
probably won't have the slightest idea whether the street is real o_r fict1~1<_>us 
anyway!) and give him the advantage of our modern scholarship, wntmg 

"Stoliarny Lane" (or "Place"). This was the choice of translator number 2, 
who gave the translation as "Stoliarny Place". 

What about number 3? This is the most interesting of all. This transla
tion says "Carpenter's Lane". And why not, indeed? After all, "stoliar" 
means "l·arpenter" and "ny" is an adjectival ending. So now we might 
imagine ourselves in London, not Petrograd, and in the midst of a situation 
invented hy Dickens, not Dostoevsky. Is that what we want? Perhc>ps we 
should just read a novel by Dickens instead, with the justification that it is 
"the corresponding work in English". When viewed on a sufficiently high 
level. it is a "translation" of the Dostoevsky novel-in fact, the best possible 
one! Who needs Dostoevsky? 

We have rnme all the way from attempts at great literal fidelity to the 
author's style, to high-level translations of Havor. Now if this happens 
already in the first sentence, can you imagine how it must go on in the rest 
of the book? What about the point where a German landlady begins 
shouting in her German-style Russian? How do you translate broken Rus
sian spoken with a German accent, into English? 

Then one may also consider the problems of how to translate slang and 
n>lloquial modes of expression. Should one search for an "analogous" 
phrase, or should one settle for a word-by-word translation? If you search 
for an analogous phrase, then you run the risk of committing a "Campbell's 
soup" type of hlunder; but if you translate e\'ery idiomatic phrase word by 
word, then the English will sound alien. Perhaps this is desirable, since the 
Russian rnlture is an alien one to speakers of English. But a speaker of 
English who reads such a translation will constantly be experiencing, 
thanks to the unusual turns of phrase, a sense-an artificial sense--of 
strangeness, which was not intended by the author, and which is not 
experie1Ked hy readers of the Russian original. 

Prohlems such as these give one pause in considering such statements 
as this one, made hy Warren Weaver, one of the first advocates of transla
tion hy computer, in the late I 940's: "When I look at an article in Russian, I 
say, 'This is really written in English, but it has been coded in some strange 
symbols. I will now proceed to decode.' " 1 Weaver's remark simply cannot 
he taken literally; it must rather be considered a provocative way of saying 
that there is an objectively describable meaning hidden in the symbols, or at 
least something pretty close to objective; therefore, there would be no 
reason to suppose a computer could not ferret it out, if sufficiently well 
programmed. 

. 
High-Level Comparisons between Programs 

Wea\"er's statement is about translations between different natural lan
guages. Let's consider now the problem of translating between two com
puter languages. For instance, suppose two people have written programs 
which run on different computers, and we want to know if the two pro
grams earn· out the same task. How can we find out? We must compare the 
programs. But on what level should this be done? Perhaps one program-
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mer wrote in a machine language. the other in a nm1piler languagt•. Art· 
two such programs comparable? Certainly. But how to nun pare them? Ont· 
way might be to compile the compiler language progr;11n. prnd1u·ing a 
program in the machine language of its home nm1putt·r. 

Now we have two machine language programs. But there is anotht·r 
problem: there are two computers, he.11re two different mad1im· 
languages-and they may be extremely different. One 111<1d1ine ma\· han· 
sixteen-bit words; the other thirtv-six-bit words. One mad1i11t· mav haw 
built-in stack-handling instruction~ (pushing and popping). while th~· otht•r 
lacks them. The differences between the hardware of the two mad1ines 
may make the two machine language programs seem incomparable-<md 
yet we suspect they are performing the same task, and we would likt• to st•e 
that at a glance. We are obviously looking at the programs from murh too 
close a distance. 

What we need to do is to step back, away from m<1d1ine h111guc1ge, 
towards a higher, more chunked view. From this \'<intage point, we hope we 
will be able to perceive chunks of program whirh make eal·h program seem 
rationally planned out on a global, rather than a local, scale-that is, chunks 
which fit together in a way that allows one to perceive the goals of the 
programmer. Let us assume that both programs were originally written in 
high-level languages. Then some chunking has already been done for us. 
But we will run into other troubles. There is a proliferation of sud1 
languages: Fortran, Algol, LISP, APL. and many others. How can you 
compare a program written in APL with one written in Algol? Certainly not 
by matching them up line by line. You will again chunk these programs in 
your mind, looking for conceptual. functional units which correspond. 
Thus, you are not comparing hardware, you are not comparing 
software-you are comparing "etherware"-the pure concepts which lie 
back of the software. There is some sort of abstract "conceptual skeleton" 
which must be lifted out oflow levels before you can carry out a meaningful 
comparison of two programs in different computer languges, of two ani
mals, or of two sentences in different natural languages. 

Now this brings us back to an earlier question which we asked about 
computers and brains: How can we make sense of a low-level description of 
a computer or a brain? Is there, in any reasonable sense, an objective way to 
pull a high-level description out of a low-level one, in such complicated 
systems? In the case of a computer, a full display of the contents of 
memory-a so-called memory dump-is easily available. Dumps were com
monly printed out in the early days of computing, when something went 
wrong with a program. Then the programmer would have to go home and 
pore over the memory dump for hours, trying to understand what each 
minuscule piece of memory represented. In essence, the programmer 
would be doing the opposite of what a compiler does: he would be translat
ing from machine language into a higher-level language, a conceptual 
language. In the end, the programmer would understand the goals of the 
program and could describe it in high-level terms-for example, "This 
program translates novels from Russian to English", or "This program 
composes an eight-voice fugue based on any theme which is fed in". 

High-Level Comparisons between Brains 

:\ow our question must be investigated in the case of brains. In this case, we 
are ;~sking, "Are people's brains also capable of being 'read', on a high 
Ind~ Is there some objective description of the content of a brain?" In the 
A~t F_uguP, the Anteater claimed to be able to tell what Aunt Hillary was 
tl11nk111g ahout, by looking at the scurryings of her component ants. Could 
some superheing-a Neuroneater, perhaps--conceivably look down on our 
neurons, chunk what it sees, and come up with an analysis of our thoughts? 
. Certain!} the answer must be yes, since we are all quite able to describe, 
111 d1~1~k~d (i.e., non-neural) terms, the activity of our minds <it any given 
tune. I his means that we have a mechanism which allows us to chunk our 
ow~1 l~1:ain state lo some rough degree, and to give a functional description 
ot it. Io he more. precise.' we ~o not chunk all of the brain srnte-we only 
drnnk those portions ol ll which are active. However, if someone asks us 
ahout a subject which is coded in a currently inactive area of our brain, we 
nm almost instantly gain access to the appropriate dormant area and come 
up with a chunked description of it-that is, some belief on that subject. 
Note that we <:ome back with absolutely zero information on the neural 
level of that part of the brain: our description is so chunked that we don't 
even have any idea what part of our brain it is a description of. This can be 
nmtrasted with the programmer whose chunked description comes from 
n>nsdous analysis of every part of the memory dump. 

No": if a person l·an provide a chunked description of any part of his 
own lmun, why shouldn't an outsider too, given some. nondestructive 
mea~1s of an-ess to the same brain_. not only be able to chunk limited 
P01:t101~s of the brain, but actually to give a complete chunked description 
of ll-111 other words, a complete documentation of the beliefs of the 
person whose lm1~n is ~ccessible? It is obvious that such a description would 
~1.1ve an astronornK<il s11.e, but that is not ofumcern here. We are interested 
111 the ques~io~1 of w_hether, in prinl·iple, there exists a well-defined, high
Je,·el desn1pt1on ol a brain, or whether, conversely, the neuron-level 
desl·r~pt1on.-or. something equally physiological and intuitively 
unenhght~nmg--:-•s the best description that in principle exists. Surely, to 
.mswer t IHS question would be of the highest importance if we seek to know 
whether we ran ever understand ourselves. 

Potential Beliefs, Potential Symbols 

h i.s rm·. contention that a chunked description is possible, but when we get 
ll, ,ill will not suddenly be dear and light. The problem is that in order to 

pu~I. '.~ rhunk~d ~escrip~ion out of the brain _state, we need a language to 
des( 11be ou1 hndmgs. Now the most appropriate way to describe a brain it 
\\·~mid seem. Wl~uld he _to enumerate the kinds of thoughts it could ent;r
t.1111. and the k11~ds of thoughts it could not entertain-or, perhaps, to 
e11111nerate lls behels and the things which it does not believe. If that is the 
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kind of goal we will be stri\'ing for in a chunked description, then it is easy 
to see what kinds of troubles we will run up against. 

Suppose you wanted to enumerate all possible voyages th<ll could be 
taken in an ASL'; there are infinitely many. How do )'OU determine which 
ones are plausible, though? Well, what does "plausible" mean? We will have 
precisely this kind of difficulty in trying to establish what a "possible 
pathway" from symbol to symbol in a brain is. We Gm imagine an upside
down dog Hying through the air with a cigar in its mouth--<>r a collision 
between two giant fried eggs on a freeway--<>r any number of other 
ridiculous images. The number of far-fetched pathways which can be 
followed in our brains is without bound, just as is the number of insane 
itineraries that could be planned on an ASU. But just what constitutes a 
"sane" itinerary, given an ASU? And just what constitutes a "reasonable" 
thought, given a brain state? The brain state itself does not forbid lily 
pathway, because for any pathway there are always circumstances which 
could force the following of that pathway. The physical status of a brain, if 
read correctly, gi\'es information telling not which pathways could be 
followed, but rather how much resistance would be offered along the way. 

Now in an ASU, there are many trips which could be taken along two 
or more reasonable alternative routes. For example, the trip from San 
Francisco to New York could go along either a northern route or a south
ern route. Each of them is quite reasonable, but people tend to take them 
under different circumstances. Looking at a map at a given moment in time 
does not tell you anything about which route will be preferable at some 
remote time in the future-that depends on the external circumstan(·es 
under which the trip is to be taken. Likewise, the "reading" of a brain state 
will reveal that several reasonable alternative pathways are often available, 
connecting a given set of symbols. However, the trip among these symbols 
need not be imminent; it may be simply one of billions of"potential" trips, 
all of which figure in the readout of the brain state. From this follows an 
important conclusion: there is no information in the brain state itself which 
tells which route will be chosen. The external circumstances will play a 
large determining role in choosing the route. 

What does this imply? It implies that thoughts which clash totally may 
be produced by a single brain, depending on the circumstances. And any 
high-level readout of the brain state which is worth its salt must contain all 
such conHicting \'ersions. Actually this is quite obvious-that we all are 
bundles of contradictions, and we manage to hang together by bringing out 
only one side of ourselves at a given time. The selection cannot be pre
dicted in advance, because the conditions which will force the selection are 
not known in advance. What the brain state can provide, if properly read, is 
a conditional description of the selection of routes. 

Consider, for instance, the Crab's plight, described in the Prelude. He 
can react in various ways to the playing of a piece of music. Sometimes he 
will be nearly immune to it, because he knows it so well. Other times, he will 
be quite excited by it, but this reaction requires the right kind of triggering 
from the outside-for instance, the presence of an enthusiastic listener, to 
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whom the work is new. Presumably, a high-le\·el reading of the Crab's brain 
state would reveal the potential thrill (and conditions which would induce 
it), as well as the potential numbness (and conditions which would induce 
it). The brain state itself would not tell which one would occur on the next 
hearing of the piece, however; it could only say, "If such-&-such conditions 
obtain, then a thrill will result; otherwise ... " 

Thus a chunked description of a brain state would give a catalogue of 
f?e.liefs which would be evoked conditionally, dependent on circumstances. 
Since not all possible circumstances can be enumerated, one would have lo 
settle for those which one thinks are "reasonable". Furthermore, one would 
have to settle for a chunked description of the circumstances themselves, 
since they obviously cannot-and should not-be specified down to the 
atomic level! Therefore, one will not be able to make an exact, deterministic 
prediction saying which beliefs will be pulled out of the brain state by a 
given chunked circumstance. In summary, then, a chunked description of a 
brain state will consist of a probabilistic catalogue, in which are listed those 
beliefs which are most likely to be induced (and those symbols which are 
most likely to be activated) by various sets of "reasonably likely" cir
cumstances, themselves described on a chunked level. Trying lo chunk 
someone's beliefs without referring to context is precisely as silly as trying 
to describe the range of a single person's "potential progeny" without 
referring to the mate. 

The same sorts of problems arise in enumerating all the symbols in a 
given person's brain. There are potentially not only an infinite number of 
pathways in a brain, but also an infinite number of symbols.· As was pointed 
out, new concepts can always be formed from old ones, and one could 
argue that the symbols which represent such new concepts are merely 
dormant symbols in each individual, waiting to be awakened. They may 
never get awakened in the person's lifetime, but it could be claimed that 
those symbols are nonetheless always there, just waiting for the right 
circumstances to trigger their synthesis. However, if the probability is very 
low, it would seem that "dormant" would be a very unrealistic term to apply 
in the situation. To make this clear, try to imagine all the "dormant 
dreams" which are sitting there inside your skull while you're awake. Is it 
conceivable that there exists a decision procedure which could tell "poten
tially dreamable themes" from "undreamable themes", given your brain 
state? 

Where Is ijle Sense of Self? 

Looking back on what we have discussed, you might think to yourself, 
"These speculations about brain and mind are all well and good, but what 
about the feelings involved in consciousness? These symbols may trigger 
each other all they want, but unless someone perceives the whole thing, 
there's no consciousness." 

This makes sense to our intuition on some level, but it does not make 
much sense logically. For we would then be compelled to look for an 
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explanation of the mechanism which does the percei\'ing of all tht' •Kti\'e 
symbols, if it is not covered by what we have desaibed so far. Of course," 
"soulist" would /flOt have to look any further-he would merely otssert thott 
the perceiver of all this neural action is the soul, which cannot be descrihed 
in physical terms, and that is that. However, we shall try to give a "nou
soulist" explanation of where consciousness arises. 

Our alternative to the soulist explanation-and a disnmcerting one it 
is, too--is to stop at the symbol le\'el and say, "This is it-this is what 
consciousness is. Consciousness is that property of a system th;it otrises 
whenever there exist symbols in the system whid1 obey triggering patterns 
somewhat like the ones described in the past several sections." Put so 
starkly, this may seem inadequate. How does it ;it"Count for the sense of"I", 
the sense of self? 

Subsystems 

There is no reason to expect that "I", or "the self", should not be rep
resented by a symbol. In fact, the symbol for the self is probably the most 
complex of all the symbols in the brain. For this reason, I choose to put it on 
a new level of the hierarchy and call it a subsystPm, rather than a symbol. To 
be precise, by "subsystem", I mean a constellation of symbols, ead1 of which 
can be separately acti\'ated under the control of the subsystem itself. The 
image I wish to convey of a subsystem is that it functions almost as an 
independent "subbrain". equipped with its own repertoirt' of symbols 
which can trigger each other internally. Of course, there is also much 
communication bt'tween the subsystem and the "outside" world-that is, 
the rest of the brain. "Subsystem" is just another name for an overgrown 
symbol, one which has gotten so complicated that it has many subsymbols 
which interact among themselves. Thus, there is no strict level distinction 
between symbols and subsystems. 

Because of the extensi\'e links between a subsystem and the rest of the 
brain (some of which will be described shortly). it would be very difficult to 
draw a sharp boundary between the subsystem and the outside; but even if 
the border is fuzzy, the subsystem is quite a real thing. The interesting 
thing about a subsystem is that, once activated and left to its own d~vices, it 
can work on its own. Thus, two or more subsystems of the bram of an 
individual may operate simultaneously. I have noticed this happening on 
occasion in my own brain: sometimes I become aware that two different 
melodies are running through my mind, competing for "my" attention. 
Somehow, each melody is being manufactured, or "played", in a separate 
compartment of my brain. Each of the systems responsible for drawing a 
melody out of my brain is presumably activating a number of. sy1,11bols, one 
after another, completely oblivious to the other system domg the same 
thing. Then they both attempt to communicate with a third subsystem of 
my brain-my self-symbol-and it is at that point t~at the "I': i~side my 
brain gets wind of what's going on; in other words, 1t starts p1ckmg up a 
chunked description of the acti\'ities of those two subsystems . 

Subsystems and Shared Code 

Typical subsystems might be those that represent the people we know 
intimately. They are represented in such a complex way in our brains that 
their symbols enlarge to the rank of subsystem, becoming able to act 
autonomously. making use of some resources in our brains for support. By 
this, I mean that a subsystem symbolizing a friend can activate many of the 
symbols in my brain just as I can. For instance, I can fire up mv subsystem 
for a good friend and virtually feel myself in his shoes, running through 
thoughts which he might have, acti\'ating symbols in sequences which 
reHel·t his thinking patterns more accurately than my own. It could be said 
that my model of this friend, as embodied in a subsystem of my brain, 
n>11stitutes my own chunked description of his brain. 

Does this subsystem include, then, a symbol for every symbol which I 
think is in his brain? That would be redundant. Probably the subsystem 
makes extensive use of symbols already present in my brain. For instance, 
the symbol for "mountain" in my brain can be borrowed by the subsystem, 
when it is activated. The way in which that symbol is then used by the 
subsystem will not necessarily be identical to the way it is used by my full 
brain. In particular, if I am talking with my friend about the Tien Shan 
mountain range in Central Asia (neither of us having been there), and I 
know that a number of years ago he had a wonderful hiking experience in 
the Alps. then my interpretation of his remarks will be colored in part by 
my imported images of his earlier Alpine experience, since I will be trying 
to imagine how he \'isualizes the area. 

In the \·1x-abulary we have been building up in this Chapter, we could 
say that the activation of the "mountain" symbol in me is under control of 
my subsystem representing him. The effect of this is lo open up a different 
window onto to my memories from the one which I normally use-namely, 
my "default option" switches from the full range of my memories to the set 
of my memories of his memories. Needless to say, my representations of his 
memories are only approximations to his actual memories, which are com
plex modes of activation of the symbols in his brain, inaccessible to me. 

My rt'presentations of his memories are also complex modes of acti\'a
tion of my own symbols-those for "primordial" concepts, such as grass, 
trees, snow, sky, clouds, ;111d so on. These are concepts which I must assume 
are represented in him '"identically" to the way they are in me. I must also 
assume a similar representation in him of even more primordial notions: 
the experien(es of gravity, breathing, fatigue. color, and so forth-. Less 
primordial but perhaps a nearly uni\'ersal human quality is the enjoyment 
of reaching a summit and seeing ~1 view. Therefore, the intricate processes 
in my brain which are responsible for this enjoyment can be taken o\'er 
directly by the friend-subsystem without much loss of fidelity. 

We could go on to attempt lo describe how I understand an entire tale 
told b,· my friend, a tale filled with many complexities of human relation
ships and mental experiences. But our terminology would quickly become 
inadequate. There would be tricky recursions connected with representa-
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tions in him of representations in me of representations in him of one thing 1
1 and another. If mutual friends figured in the tale being told, I would P 

unconsciously look for compromises between my image of his representa
tions of them, and my own images of them. Pure recursion would simply be 
an inappropriate formalism for dealing with symb~>I amalgams of this type. 
And I have barely scratched the surface! We plainly lack the rncabulary 
today for describing the complex interactions that are possible between 
symbols. So let us stop before we get bogged down. 

We should note, however, that computer systems are beginning to run 
into some of the same kinds of complexity, and therefore some of these 
notions have been given names. For instance, my "mountain" symbol is 
analogous to what in computer jargon is called shared (or reentrant) rode
code which can be used by two or more separate timesharing programs 
running on a single computer. The fact that activation of one symbol can 
have different results when it is part of different subsystems can be ex
plained by saying that its code is being processed by different interpreters. 
Thus, the triggering patterns in the "mountain" symbol are not absolute; 
they are relative to the system within which the symbol is activated. 

The reality of such "subbrains" may seem doubtful to some. Perhaps 
the following quote from M. C. Escher, as he discusses how he creates his 
periodic plane-filling drawings, will help to make clear what kind of 
phenomenon I am referring to: 

While drawing I sometimes feel as if I were a spiritualist medium, controlled 
by the creatures which I am conjuring up. It is as if they themselves decide on 
the shape in which they choose to appear. They take little account of my 
critical opinion during their birth and I cannot exert much influence on the 
measure of their development. They are usually very difficult and obstinate 
creatures. 2 

Here is a perfect example of the near-autonomy of certain subsystems of 
the brain, once they are activated. Escher's subsystems seemed to him 
almost to be able to override his esthetic judgment. Of course, this opinion 
must be taken with a grain of salt, since those powerful subsystems came 
into being as a result of his many years of training and submission to 
precisely the forces that molded his esthetic sensitivities. In short, it is 
wrong to divorce the subsystems in Escher's brain from Escher himself or 
from his esthetic judgement. They consititute a vital part of his esthetic 
sense, where "he" is the complete being of the artist. 

The Self-Symbol and Consciousness 

A very important side effect of the self-subsystem is that it can play the role 
of "soul'', in the following sense: in communicating constantly with the rest 
of the subsystems and symbols in the brain, it keeps track of what symbols 
are active, and in what way. This means that it has to have symbols for 
mental activity-in other words, symbols for symbols, and symbols for the 
actions of symbols. 

Of course, this does not elevate consciousness or awareness to any 
"magical", nonphysical level. Awareness here is a direct effect·of the com
plex hardware and software we have described. Still, despite its earthly 
origin, this way of describing awareness-as the monitoring of brain activ
ity by a subsystem of the brain itself-seems to resemble the nearly inde
scribable sensation which we all know and call "consciousness". Certainly 
one can see that the complexity here is enough that many unexpected 
effects could be created. For instance, it is quite plausible that a computer 
program with this kind of structure would make statements about itself 
which would have a great deal of resemblance to statements which people 
commonly make about themselves. This includes insisting that it has free 
will, that it is not explicable as a "sum of its parts", and so on. (On this 
subject, see the article "Matter, Mind, and Models" by M. Minsky in his 
book Semantic Information Processing.) 

What kind of guarantee is there that a subsystem, such as I have here 
postulated, which represents the self, actually exists in our brains? Could a 
whole complex network of symbols such as has been described above evolve 
without a self-symbol evolving? How could these symbols and their ac
tivities play out "isomorphic" mental events to real events in the surround
ing universe, if there were no symbol for the host organism? All the stimuli 
coming into the system are centered on one small mass in space. It would be 
quite a glaring hole in a brain's symbolic structure not to have a symbol for 
the physical object in which it is housed, and which plays a larger role in the 
events it mirrors than any other object. In fact, upon reHection, it seems 
that the only way one could make sense of the world· surrounding a 
localized animate object is to understand the role of that object in relation 
to the other objects around it. This necessitates the existence of a self
symbol; and the step from symbol to subsystem is merely a reHection of the 
importance of the self-symbo~. and is not a qualitative change. 

Our First Encounter with Lucas 

The Oxford philosopher J. R. Lucas (not connected with the Lucas num
bers described earlier) wrote a remarkable article in 1961, entitled "Minds, 
Machines, and GC>del". His views are quite opposite to mine, and yet he 
manages to mix many of the same ingredients together in coming up with 
his opinions. The following excerpt is quite relevant to what we have just 
been discussing: 

At one"s first and simplest attempt.<; to philosophize, one becomes entangled in 
questions of whether when one knows something one knows that one knows 
it, and what, when one is thinking of oneself, is being thought about, and what 
is doing the thinking. After one has been puzzled and bruised by this problem 
for a long time, one learns not to press these questions: the concept of a 
rnnSl·ious being is, implicitly. realized to be different from that of an uncon
srious object. In saying that a conscious being knows something, we are saying 
not onh that he knows it, but that he knows that he knows it, and that he 
knows tl1at he knows that he knows it, and so on, as long as we care to pose the 



question: there is, we recognize, an infinitv here, but it is not .111 intinite 
regress in the bad sense, for it is the questions that peter out. ;1s heing 
pointless, rather than the answers. The questions are felt.to he.· poimlc.·" 
because the concept contains within itself the idea of heing able to go on 
answering such questions indefinite!\. Although ronsc:ious heings han· the.· 
power of going on, we do not wish to exhibit this simpl\ a~ a sucu·ssion of 
tasks they are able to perform. nor do we see lhe mind as an infinite sec1ue11n· 
of selves and super-selves and super-super-sel\'es. Rather. we insist that a 
conscious being is a unity, and though we talk ahout parts of the mind. we do 
so only as a metaphor, and will not allow it to be taken literally. 

The paradoxes of consciousness arise because a n111sc:ious heing Gill he 
aware of itself, as well as of other things, and yet cannot really he constrned as 
being divisible into parts. It means that a rnnsc:ious being can deal with 
Gi><:lelian questions in a way in which a machine cannot, hel·ause a rnnsc:ious 
being can hoth consider it~elf and its performanc.:e <Ille! yet not he other than 
that which did the perhirmance. A machine can be made in a manner of 
speaking to "consider" its performance, hut it cannot take this "into account" 
without thereby becoming a different machine, namely the old marhine with 
a "new part" added. But it is inherent in our ide.1 of a rnnsdous mind that it 
can reflect upon itself and criticize its own performances, and no extra part is 
required to do this: it is already complete, and has no Achilles' heel. 

The thesis thus begins to become more of a mailer of conceptual analysis 
than mathematical disco\'ery. This is horne out hy considering another argu
ment put forward by Turing. So far. we ha\'e constructed only faidy simple 
and predictable artifacts. When we increase the complexity of our machines, 
there may, perhaps, be surprises in store for us. He draws a parallel with a 
fission pile. Below a certain "critical" size, nothing much happens: but abo\'e 
the critical size, the sparks begin to Hy. So 100, perhaps, with brains and 
machines. Most brains and all machines are, at present, "suh-nitical"-they 
react to incoming stimuli in a stodgy and uninteresting way, ha\·e no ideas of 
their own, can produce only stock responses-but a few brains al present, and 
possibly some machines in the future, are super-critical, and sc:intillate on 
their own account. Turing is suggesting that it is only a matter of complexity, 
and that above a certain level of complexity a qualitative difference appears, 
so that "super-critical" machines will be quite unlike the simple ones hitherto 
en\'isaged. 

This may be so. Complexity ohen does introduce qualitative diffl'rences. 
Although it sounds implausible, it might turn out that above a certain level of 
complexity, a machine ceased to be predictable, even in principle, and started 
doing things on its own account, or, to use a \'ery revealing phrase, it might 
begin to have a mind of its own. It might begin to have a mind of its own. It 
would begin to have a mind of its own when it was no longer entirely 
predictable and entirely docile, but was capable of doing things which we 
recognized as intelligent, and not just mistakes or random shot~. but which we 
had not programmed into it. But then it would cease to be a machine, within 
the meaning of the act. What is at stake in the mechanist debate is not how 
minds are, or might be, brought into being, but how they operate. It is 
es!>ential for the mechanist thesis that the mechanical model of the mind shall 
operate according to "mechanical principles," that is, that we can understand 
the operation of the whole in terms of the operations of its parts, and the 
operation of each part either shall be determined by its initial state and the 
construction of the machine, or shall be a random choice between a determi
nate number of determinate operations. If the mechanist produces a machine 
which is so complicated that this ceases to hold good of it, then it is no longer a 

mac·hine for the purposes of our discussion, no matter how it was constructed. 
We should say, rather, that he had created a mind, in the same sort of sense as 
we proc:-reate people at present. There would then be two ways of bringing 
new minds into the world, the traditional way. by begetting c.:hildren born of 
women, and a new way by constructing \'ery. very complicated systei:ns of, say, 
\'al\'es and relays. When talking of the second way, we should take care to 
stress that although what was created looked like a machine, it was not one 
really, because it was not just the total of its parts. One could not tell what it 
was going 10 do merely by knowing the way in which it was built up and the 
initial state of its part~: one could not e\'en tell the limits of what it could do, 
for e\'en when presented with a Gi><:lel-type question, it got the answer right. 
In fact we should say briefly that any system which was not floored by the 
(;iic:lel question was eo ip.10 not a Turing mac.:hine, i.e. not a machine within the 
meaning of the act. 3 

In reading this passage, my mind constantly boggles at the rapid 
succession of topics, allusions, connotations, confusions, and conclusions. 
We jump from a Carrollian paradox to Godel to Turing to Artificial 
Intelligence to holism and reductionism, all in the span of two brief pages. 
About Lucas one can say that he is nothing if not stimulating. In the 
following Chapters. we shall come back to many of the topics touched on so 
tantalizingly and Heetingly in this odd passage. 



Aria with Diverse Variations 

Achilles has been unable to sleep these past few nights. His friend 
the Tortoise has come over tonight, to lreep him compan_v during thesl' 

annoying hours. 

Tortoise: I am so sorry to hear of the troubles that have been plaguing you, 
my dear Achilles. I hope my company will provide a welcome relief 
from all the unbearable stimulation which has kept you awake. 
Perhaps I will bore you sufficiently that you will at long last go to sleep. 
In that way, I will be of some service. 

Achilles: Oh, no, I am afraid that I have already had some of the world's 
finest bores try their hand at boring me to sleep-and all, sad to say, to 
no avail. So you will be no match for them. No, Mr. T, I invited you 
over hoping that perhaps you could entertain me with a little this or 
that, taken from number theory, so that I could at least while away 
these long hours in an agreeable fashion. You see, I have found that a 
little number theory does wonders for my troubled psyche. 

Tortoise: How quaint an idea! You know, it reminds me, just a wee bit, of 
the story of poor Count Kaiserling. 

Achilles: Who was he? 
Tortoise: Oh, he was a Count in Saxony in the eighteenth century-a 

Count of no account, to tell the truth-but because of him-well, shall 
I tell you the story? It is quite entertaining. 

Achilles: In that case, by all means, do! 
Tortoise: There was a time when the good Count was suffering from 

sleeplessness, and it just so happened that a competent musician lived 
in the same town, and so Count Kaiserling commissioned this musician 
to compose a set of variations to be played by the Count's court 
harpsichordist for him during his sleepless nights, to make the hours 
pass by more pleasantly. 

Achilles: Was the local composer up to the challenge? 
Tortoise: I suppose so, for after they were done, the Count rewarded him 

most lucratively-he presented him with a gold goblet containing one 
hundred Louis d'or. 

Achilles: You don't say! I wonder where he came upon such a goblet and 
all those Louis d'or, in the first place. 

Tortoise: Perhaps he saw it in a museum, and took a fancy to it. 
Achilles: Are you suggesting he absconded with it? 
Tortoise: Now, now, I wouldn't put it exactly that way, but ... Those days, 

Counts could get away with most anything. Anyway, it is clear that the 
Count was most pleased with the music, for he was constantly entreat
ing his harpsichordist-a mere lad of a fellow, name of Goldberg-to 
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play one ~r a~other of the~e. thirty variations. Consequently (and 
somewhat ironically) the vanat1ons became attached to the name of 
young Goldberg, rather than to the distinguished Count's name. 

Achi//,1: You mean, the composer was Bach, and these were the so-called 
"Goldberg Variations"? · 

Tortoi.~I': Do I ever! Actually, the work was entitled Aria with Diverse Varia
tion.1, of which there are thirty. Do you know how Balh structured 
these thirty magnificent variations? 

Achill1'1: Do tell. 

Tortoi.11': All t~e pieces-except the final one-are based on a single 
theme, which he called an "aria''. Actually, what binds them all to
gether. is not a common melody, but a common harmonic ground. The 
melodies m~y .vary, .but underneath, there is a constant theme. Only in 
the .las~. variation. did Bach take liberties. It is a sort of "post-ending 
ending . It contains extraneous musical ideas having little to do with 
the original Theme-in fact, two German folk tunes. That variation is 
called a "quodlibet". 

Achilll'.1: What else is unusual about the Goldberg Variations? 
Tortoi11': Well, every third variation is a car1on. First a canon in which the 

two canonizing voices enter on the SAME note. Second, a canon in 
which one of the canonizing voices enters ONE NOTE HIGHER than the 
first. Third, one voice enters TWO notes higher than the other. And so 
on, until the final canon has entries just exactly one ninth apart. Ten 
canons, all told. And-

Achille.1: Wait a minute. Don't I recall reading somewhere or other about 
fourteen recently discovered Goldberg canons ... ? 

Tortoi1e: Didn't th.at appear in ~he same journal where they recently re
ported the discovery of fourteen previously unknown days in 
November? 

Achilles: No, it'.s true. A fellow named Wolff-a musicologist-heard 
about a special copy of the Goldberg Variations in Strasbourg. He went 
there to examine it, and to his surprise, on the back page, as a sort of 
"post-ending ending", he found these fourteen new canons all based 
on th.e .first eight notes of the theme of the Goldberg Vari~tions. So 
•~ow 11 is known that there are in reality forty-four Goldberg Varia
tions, not thirty. 

Tortoise: That is, there are forty-four of them, unless some other 
musicologist di~covers y~t another batch of them in some unltk€1y spot. 
And a~though 11 seems 1mpro!>able, it is still possible, even if unlikely, 
that still another batch will be discovered, and then another one, and 
on and on and on ... Why, it might never stop! We mav never know if 

. or when we have the full complement of Goldberg v'ariations. 
:l.ch1lle.1: That is a peculiar idea. Presumably, everybody thinks that this 

l;~test disco~err ~·as just a ~uke, and that we now really do ha~e all the 
(.oldberg \ anauons.' But JUSt supposing that you are right, and some 
more turn up sometime, we shall start to expect this kind of thing. At 



that point, the name "Goldberg Variations" will start to shift slighth· in 
meaning, to include not only the known ones, hut also am· others 
which might e\'entually turn up. Their number-c.·~11 it 'g'-is _l·e1_-t~in 
to be finite, wouldn't you agree?-but merely knowing t_h•~l ~ 1s fi1~1te 
isn't the same as knowing how big g is. Consequently. this mtormauon 
won't tell us when the last Goldberg Variation has been l<K<lled. 

Tortoise: That is certainly true. 
Achilles: Tell me-when was it that Bach wrote these celebrated \';1ria-

tions? 
Tortoise: It all happened in the year 1742, when he was Cantor in Leip1ig. 
Achilles: I 742? Hmm ... That number rings a bell. 
Tortoiie: It ought to, for it happens to be a rather interesting number, 

being a sum of two odd primes: 1729 and I'.~. . 
Achilles: By thunder! What a curious fact! I wonder how often one ru'ls 

across an even number with that property. Let's see· ... 

6 = 3 + 3 
8 = 3 + 5 

IO= 3 + 7 = 5 + 5 
12 = 5 + 7 
14 = 3 + 11 = 7 + 7 
I6 = 3 + 13 = 5 + 11 
18=5+13= 7+11 
20 = 3 + I 7 = 7 + 13 
22 = 3 + 19 = 5 + I 7 = 11 + I I 
24 = 5 + 19 = 7 + I 7 = I I + I 3 
26 = 3 + 23 = 7 + 19 = 13 + 13 
28 = 5 + 23 = I I + I 7 
30 = 7 + 23 = 11 + 19 = I3 + 17 

Now what do you know-according to my little table h~re, it seems to 
be quite a common occurrence. Yet I don't discern any simple regular
ity in the table so far. 

Tortoise: Perhaps there is .no regularity to be discerned. . . 
Achilles: But of course there is! I am just not clever enough to spot It nght 

off the bat. 
Tortoise: You seem quite convinced of it. 
Achilles: There's no doubt in my mind. I wonder ... Could it be th~t AI.~. 

even numbers (except 4) can be written as a sum of two odd pnmes! 
Tortoise: Hmm ... That question rings a bell ... Ah, I know ~hy! ~ou're 

not the first person to ask that question. Why, as a matter of ~act,_111 the 
year 1742, a mathematical amateur put forth this very que~t1on m _a

Achilles: Did you say 1742? Excuse me for interrupting, but l_Just nc~ticed 
that 1742 happens to be a rather interesting number, berng a differ
ence of two odd primes: I 747 and 5. 

Tortoise: By thunder! What a curious fact! I wonder how often one runs 
across an even number with that property. 

Achilft..1: But please don't let me distract you from your story. 
Tortoi.1e: Oh, yes-as I was saying, in 1742, a certain mathematical 

amateur, whose name escapes me momentarily, sent a letter to Euler. 
who at the time was at the court of King Frederick the Great in 
Potsdam, and-well, shall I tell you the story? It is not without charm. 

Arliille.1: In that case, by all means, do! 
Tortoi1e: Very well. In his letter, this dabbler in numbe1 theory pro

pounded an unpro\'ed conjecture to the great Euler: "Every even 
number can be represented as a sum of two odd primes." Now what 
was that fellow's name? 

Arhille.1: I vaguely recollect the story, from some number theory book or 
other. Wasn't the fellow named "Kupfergodel"? 

Tortoi1e: Hmm ... No, that sounds too long. 
Arhilll'1: Could it have been "Silberescher"? 
Tortoi1e: No, that's not it, either. There's a name on the tip of my 

tongue-ah-ah-oh yes! It was "Goldbach"! Goldbach was the fellow. 
Arhille.1: I knew it was something like that. 
Tortoi1e: Yes-your guesses helped jog my memory. It's quite odd, how 

one occasionally has to hunt around m one's memory as if for a book in 
a library without call numbers ... But let us get back to 1742. 

Arhille.1: Indeed, let's. I wanted to ask you: did Euler ever prove that this 
guess by Goldbach was right? 

Tortoi1e: Curiously enough, he ne\'er even considered it worthwhile work
ing on. Howeve1·, his disdain was not shared by all mathematicians. In 
fan, it caught the fancy of many. and became known as the "Goldbach 
Cm~jerture". 

Arhille1: Has it ever been pro\'en correct? 
Tortoise: No, it hasn't. But there ha\'e been some remarkable near misses. 

For instance, in 1931 the Russian number theorist Schnirelmann 
proved that an~· number-even or odd-can be represented as the sum 
of not more than 300,000 primes. 

Arltille.1: What a strange result. Of what good is it? 
Tortoi.1e: It has brought the problem into the domain of the finite. Previ

ous to Schni1·elmann's proof. it was concei\'able that as you took larger 
and larger even numbers, they would require more and more primes 
to represent them. Some even number might take a trillion primes to 

represent it! :-.:ow it is known that that is not so-a sum of 300,000 
p1·imes (or fewer) will always suffice. 

Arhilll'.I: I see. 

Tortoi.1e: Then in 1937, a sl}~ fellow named Vinogrado\'-a Russian 
too-managed to establish something far closer to the desired result: 
nameh. even sufficiently large ODD number can be represented as 
•• sum of no more than THREE odd primes. For example. 
19'.H = 641 + 643 + 653. We could say that an odd number which is 
representable as a sum of three odd primes has "the Vinogradcn 
prnpert\'··. Thus, all sufficiently large odd numbers have the Vino
grado\' prnpert\·. 
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Achilks: Verv well-but what does "sufficiently large" mean? 
Tortoise: It ~eans that some finite number of odd numbers may fail to 

have the Vinogrado\' property, but there is a number-call it V
beyond which all odd numbers ha\:e th: Vin_ogrado\' p~or_ert)". But 
Vinogrado\' was unable to sa}" how big 11 1s .. so_m_a way, t' 1s hke g, ~he 
finite but unknown number of Goldberg \ anauons. Merely knowing 
that 11 is finite isn't the same as knowing how big t• is. Consequently, 
this information l\·on't tell us when the last odd number which needs 
more than three primes to represent it has been located. 

Achilles: I see. And so any sufficiently large even num~r 2N can be 
represented as a sum of FOL"R prime~, by first repres~ntmg 2N - 3 as a 
sum of three primes, and then addmg back the prime number 3. 

Tortoise: Precisely. Another close approach is contained in the Theorem 
which says, "All even numbers can be repres~nted as a sum _of o~.e 
prime and one number which is a prod~ct of at ~ost two prim~s. 

Achilles: This question about sums of two primes certaml_y leads you mto 
strange territory. I wonder where you would be led 1f yo~ l~oke? at 
DIFFERENCES of two odd primes. I'll bet I could glean some _ms1ght mto 
this teaser by making a little table of even numbers, a~d t_he1r represe~
tations as differences of two odd primes, just as I did tor sums. Lets 
see ... 

2= 5 - 3, 7 - 5, 13 - II, 19 - 17, etc. 
4= 7 - 3, 11 - 7, 17 - 13, 23 - 19, etc. 
6 = 11 - 5, 13 - 7, 17 - 11, 19 - 13, etc. 
8 =II - 3, 13 - 5, 19 - 11, 31 - 23, etc. 

IO= 13 - 3, 17 - 7, 23 - 13, 29 - 19, etc. 

My gracious! There seems to be no end to the number of ~if~erent 
representations I can find for these even numbers. Yet I don t discern 
any simple regularity in the table so far. . 

Tortoise: Perhaps there is no regularity to be discerned. 
Achilles: Oh, you and your constant rumblings about chaos! I'll hear none 

of that, thank you. 
Tortoise: Do you suppose that EVERY even number can be represented 

somehow as the difference of two odd primes? 
Achilles: The answer certainly would appear to be yes, from my table. But 

then again, I suppose it could also be no. That doesn't really get us very 
far, does it? 

Tortoise: With all due respect, I would say there are deeper insights to be 
had on the matter. 

Achilles:' Curious how similar this problem is to Goldbach's original one. 
Perhaps it should be called a "Goldbach Variation".. . . 

Tortoise: Indeed. But you know, there is a rather strikm~ ?1ffere~ce 
between the Goldbach Conjecture, and this Goldbach Variation, which 
I would like to tell you about. Let us say that an even ?umber 2'/lf h~s 
the "Goldbach property" if it is the SlJM of two odd primes, an~ It has 
the "Tortoise property" if it is the DIFFERENCE of two odd primes. 

Achilks: I think you should call it the "Achilles property" .. After all, I 
suggested the problem. 

Tortoi.~e: I was just about to propose that we should say that a number 
which LACKS the Tortoise property has the "Achilles property". 

Achilks: Well, all right ... 

Tortoi.~e: Now consider, for instance, whether I trillion has the Goldbach 
property or the Tortoise property. Of course, it may ha\'e both. 

Achilks: I can consider it, but I doubt whether I can give you an answer to 
either question. 

Tortoi.~e: Don't give up so soon. Suppose I asked you to answer one or the 
other question. Which one would you pick to work on? 

Achilles: I suppose I would flip a coin. I don't see much difference be
tween them. 

Tortoi~e: Aha! But there's a world of difference! If you pick the Goldbach_ 
property, involving SUMS of primes, then you are limited to using 
primes which are bounded between 2 and I trillion, right? 

Achilles: Of course. 

Tortoi.~e: So your search for a representation for I trillion as a sum of two 
primes is GUARANTEED TO TERMINATE. 

Achilles: Ahhh! I see your point. Whereas if I chose to work on represent
ing I trillion as the DIFFERENCE of two primes, I would not have any 
bound on the size of the primes involved. They might be so big that it 
would take me a trillion years to find them. . 

Tortoise: Or then again, they might not even EXIST! After all, that's what 
the question was asking-do such primes exist? It wasn't of much 
concern how big they might turn out to be. 

Achilles: You're right. If they didn't exist, then a search process would 
lead on forever, ne\'er answering yes, and never answering no. And 
nevertheless, the answer would be no. 

Tortoise: So if you have some number, and you wish to test whether it has 
the Goldbach property or the Tortoise property, the difference be
tween the two tests will be this: in the former, the search involved is 
Gl"ARANTEED TO TERMINATE; in the latter, it is POTENTIALLY 
ENDLESS-there are no guarantees of any type. It might just go merrily 
on forever, without yielding an answer. And yet, on the other hand, in 
some cases, it might stop on the first step. 

Achilles: I see there is a rather vast difference between the Goldbach and 
Tortoise properties. 

Tortoi~e: Yes, the two similar problems concern these vastly different 
properties. The Goldbach Conjecture is to the effect that all even 
numbers have the Goldbach property; the Goldbach Variation 
suggests that all even numbers have the Tortoise property. Both prob
lems are unsolved, but what is interesting is that although they sound 
very much alike, they involve properties of whole numbers which are 
quite different. 

Achilles: I see what you mean. The Goldbach property is a detectable, or 



recognizable property of anr e\'en number, sinl·e I know how to test 
for its presence-just embark on a search. It will automatil·ally nm1e to 
an end with a yes or no answer. The Tortoise property, howe\'er, is 
more elusive, since a brute force search just may ne\'er gi\'e an answer. 

Tortoise: Well, there may be de\'erer ways of searching in the case of the 
Tortoise property, and maybe following one of them would always 
come to an end, and yield an answer. 

Achilles: Couldn't the search only end if the answer were res? 
Tortoise: Not necessarily. There might be some way of. pro\'ing that 

whenever the search lasts longer than a certain length of time, then the 
answer must be no. There might e\'en be some OTHER way of search
ing for the primes, not such a brute force way, which is guaranteed to 
find them if they exist, and to tell if they don't. In either case, a finite 
search would be able to yield the answer no. But I don't know if such a 
thing can be proven or not. Searching through infinite spaces is always 
a tricky matter, you know. 

Achilles: So as things stand now, you know of no test for the Tortoise 
property which is guaranteed to terminate-and yet there MIGHT exist 
such a search. 

Tortoise: Right. I suppose one could embark on a search for such a search, 
but I can give no guarantee that that "meta-search" would terminate, 
either. 

Achilles: You know, it strikes me as quite peculiar that if some even 
number-for example, a trillion-failed to have the Tortoise property, 
it would be caused by an infinite number of separate pieces of informa
tion. It's funny to think of wrapping all that information up into one 
bundle, and calling it, as you so gallantly suggested, "the Achilles 
property" of I trillion. It is really a property of the number system as a 
WHOLE, not just of the number I trillion. 

Tortoise: That is an interesting observation, Achilles, but I maintain that it 
makes a good deal of sense to attach this fact to the number I trillion 
nevertheless. For purposes of illustration, let me suggest that you 
consider the simpler statement "29 is prime". Now in fact, this state
ment really means that 2 times 2 is not 29, and 5 times 6 is not 29, and 
so forth, doesn't it? 

Achilles: It must, I suppose. 
Tortoise: But you are perfectly happy to collect all such facts together, and 

attach them in a bundle to the number 29, saying merely, "29 is 
prime"? 

Achilles: Yes ... 

Tortoise: And the number of facts involved is actually infinite, isn't it? 
After all, such facts as "4444 times 3333 is not 29" are all part of it, 
aren't they? 

Achilles: Strictly speaking, I suppose so. But you and I both know that you 
can't produce 29 by multiplying two numbers which are both bigger 
than 29. So in reality, saying "29 is prime" is only summarizing a 
FINITE number of facts about multiplication. 

Tortoi.{e: You can put it that way if you want, but think of this: the fact that 
two numbers which are bigger than 29 can't have a product equal to 29 
involves the entire structure of the number system. In that sense, that 
fact in itself is a summary of an infinite number of facts. You can't get 
away from the fact, Achilles, that when you say "29 is prime", you are 
actually stating an infinite number of things. 

Achilles: Maybe so, but it feels like just one fact to me. 
Tortoi.{e: That's because an infinitude of facts are contained in your prior 

knowledge-they are embedded implicitly in the way you visualize 
things. You don't see an explicit infinity because it is captured im
plicitly i~side the images you manipulate. 

Achilles: I guess that you're right. It still seems odd to lump a property of 
the entire number system into a unit, and label the unit "primeness of 
29". 

Tortoi.{e: Perhaps it seems odd, but it is also quite a convenient way to look 
at things. Now let us come back to your hypothetical idea. If, as you 
suggested, the number I trillion has the Achilles property, then no 
matter what prime you add to it, you do not get another prime. Such a 
state of affairs would be caused by an infinite number of separate 
mathematical "events". Now do all these "events" necessarily spring 
from the same source? Do they have to have a common cause? Because 
if they don't, then some sort of "infinite coincidence" has created the 
fact, rather than an underlying regularity. 

Achilles: An "infinite coincidence"? Among the natural numbers, NO

TH! NG is coincidental-nothing happens without there being some 
underlying pattern. Take 7, instead of a trillion. I can deal with it more 
easily, because it is smaller. 7 has the Achilles property. 

Tortoisl': You're sure? 
Achilll's: Yes. Here's why. If you add 2 to it, you get 9, which isn't prime. 

And if you add any other prime to 7, you are adding two odd numbers, 
resulting in an even number-thus you again fail to get a prime. So 
here the "Achilleanity" of 7, to coin a term, is a consequence of just 
TWO reasons: a far cry from any "infinite coincidence". Which just goes 
to support my assertion: that it never takes an infinite number of 
reasons to account for some arithmetical truth. If there WERE some 
arithmetical fact which were caused by an infinite collection of unre
lated coincidences, then you could never give a finite proof for that 
truth. And that is ridiculous. 

Tortoi.11': That is a reasonable opinion, and you are in good company in 
making it. Howe\'er- • 

Achilll's: Are there actually those who disagree with this view? Such people 
would have to believe that there are "infinite coincidences", that there 
is chaos in the midst of the most perfect, harmonious, and beautiful of 
all creations: the system of natural numbers. 

Tortoi.~l': Perhaps they do; but have you ever considered that such chaos 
might be an integral part of the beauty and harmony? 



FIGURE 71. Order and Chaos, by M. C. Escher (lithograph, 1950). 

Achilles: Chaos, part of perfection? Order and chaos make a pleasing 
unity? Heresy! 

Tortoise: Your favorite artist, M. C. Escher, has been known to suggest 
~uch a heretical point of view in one of his pictures ... And while we're 
on the subject of chaos, I believe that you might be interested in 
hearing about two different categories of search, both of which are 
guaranteed to terminate. 

Achilles: Certainly. 

Tortoise: The first type of search-the non-chaotic type-is exemplified by 
the test involved in checking for the Goldbach property. You just look 
at primes less than 2N, and if some pair adds up to 2N, then 2N has 
the Goldbach property; otherwise, it doesn't. This kind of test is not 
only sure to terminate, but you can predict BY WHEN it will terminate, 
as well. 

Achilles: So it is a PREDICTABLY TERMINATING test. Are you going to tell 
me that checking for some number-theoretical properties involves tests 
which are guaranteed to terminate, but about which there is no way to 
know in advance how long they will take? 

Tortoise: How prophetic of you, Achilles. And the existence of such tests 
shows that there is intrinsic chaos, in a certain sense, in the natural 
number system. -

Achilles: Well, in that case, I would have to say that people just don't know 
enough about the test. If they did a little more research, they could 
figure out how long it will take, at most, before it terminates. After all, 
there must always be some rhyme or reason to the patterns among 
integers. There can't just be chaotic patterns which defy prediction! 

Tortoise: I can understand your intuitive faith, Achilles. However, it's not 
always justified. Of course, in many cases you are exactly right-just 
because somebody doesn't know something, one can't conclude that it 
is unknowable! But there are certain properties of integers for which 
terminating tests can be proven to exist, and yet about which it can also 
be PROVEN that there is no way to predict in advance how long they will 
take. 

AchilleJ: I can hardly believe that. It sounds as if the devil himself man
aged to sneak in and throw a monkey wrench into God's beautiful 
realm of natural numbers! 

Tortoise: Perhaps it will comfort you to know that it is by no means easy, or 
natural, to define a property for which ct.ere is a terminating but not 
PREDICTABLY terminating test. Most "natural" properties of integers 
do admit of predictably terminating tests. For example, primeness, 
squareness, being a power of ten, and so on. 

Achi/leJ: Yes, I can see that those properties are completely straightfor
ward to test for. Will you tell me a property for which the only possible 
test is a terminating but nonpredictable one? 

Tortoise: That's too complicated for me in my sleepy state. Let me instead 
show you a property which is very easy to define, and yet for "'11.ich no 
terminating test is known. I'm not saying there won't ever be one 
discovered, mind you-:just "that none_ is known. You begin with a 
number-would you care to pick one? 

Achilles: How about 15? 

Tortoise: An excellent choice. We begin with your number, and if it is ODD, 

we triple it, and add I. If it is EVEN, we take half of it. Then we repeat 
the process. Call a number which eventually reaches I this way a 
WONDROL'S number, and a number which doesn't, an UNWONDROUS 
number. 
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Achilks: Is 15 wondrous, or unwondrous? Let's see: 

15 is ODD. so 1 make 311 + 1: 46 
46 is EVEN. so 1 take half: 23 
23 is ODD. so I make 3" + I: 70 
70 is EVEN. so I take half: 35 
35 is ODD, so 1 make 311 + I: 106 

106 IS EVEN. so 1 take half: 53 
53 IS ODD, so 1 make 3ri + I: 160 

160 IS EVEN. so 1 take half: 80 
80 IS EVEN. so 1 take half: 40 
40 IS EVEN. so I take half: 20 
20 is EVEN, so 1 take half: JO 
10 IS EVEN. so I take half: 5 
5 IS ODD. so I make 3ri + I: 16 

16 IS EVEN. so I take half: 8 
8 IS EVEN, so take half: 4 
4 is EVEN. so take half: 2 
2 IS EVEN, so take half: ). 

Wow! That's quite a roundabout journey, from 15 to 1. But 1 finally 
reached it. That shows that 15 has the property of being wondrous. 1 
wonder what numbers are UNwondrous ... 

Tortoise: Did you notice how the numbers swung up and down, in this 
simply defined process? 

Achilles: Yes. I was particularly surprised, after thirteen turns, '? find 
myself at 16, only one greater than 15, the number I started wnh. In 
one sense, I was almost back where I started-yet in another sen!le, 1 
was nowhere near where I had started. Also, 1 found it quite curious 
that I had to go as high as 160 to resolve the question. I wonder how 
come. 

Tortoise: Yes, there is an infinite "sky" into which you can sail, and it is very 
hard to know in advance how high into the sky you will wind up sailing. 
Indeed, it is quite plausible that you might just sail up and up and up, 
and never come down. 

Achilks: Really? I guess that is conceivable-but what a weird coincidence 
it would require! You'djust have to hit odd number after odd number, 
with only a few evens mixed in. 1 doubt if that would ever happen-but 
I just don't know for sure. . 

Tortoise: Why don't you try starting with 27? Mind you, I don't prom1~e 
anything. But sometime, just try it, for your amusement. And 1 d 
advise you to bring along a rather large sheet of paper. 

Achilles: Hmm ... Sounds interesting. You know, it still makes ~e feel 
funny to associate the wondrousness (or unwondrousness) with t.he 
starting number, when it is so obviously a property of the enure 
number system. 

Tortoise: I understand what you mean, but it's not that different from 
saying "29 is prime", or "gold is valuable"-both statements attribute lo 

a single entity a property which it has only by virtue of being embed
ded in a particular context. 

Arhillt>.1: I suppose you're right. This "wondrousness" problem is won
drous tricky, because of the way in which the numbers oscillate-now 
increasing. now decreasing. The pattern OUGHT to be regula~, yet .on 
the surface it appears to be quite chaotic. Therefore,' I can well 1magme 
why. as of yet, no one knows of a test for the property of wondrousness 
which is guaranteed to terminate. 

Tortoi.1t>: Sp.:aking of terminating and nonterminating processes, and 
those which hover in between, 1 am reminded of a friend of mine, an 
author, who is at work on a book. 

Arhi/1,.1: Oh, how exciting! What is it called? 
Tortoi.1t>: Coppt>r, Silver, Gold: an Indestructible Metallic Alloy. Doesn't that 

sound interesting? 
Arhillt>.1: Frankly, I'm a little confused by the title. After all, what do 

Copper, Silver, and Gold have to do with each other? 
Tortoi.1t>: It seems clear to me. 
Arhillt>s: Now if the title were, say, Giraffes, Silver, Gold, or Copper, 

Elephanl1, Gold, why, I could see it ... 
Tortoist>: Perhaps you would prefer Copper, Silver, Baboons? 
Arhille.1: Oh, absolutely! But that original title is a loser. No one would 

understand it. 
Tortoi1e: I'll tell my friend. He'll be delighted to have a catchier title (as will 

his publisher). 
Arhille.1: I'm glad. But how were you reminded of his book by our discus-

sion? 
Tortoi1e: Ah, yes. You see, in his book there will be a Dialogue in which he 

wants to throw readers off by making them SEARCH for the ending. 
Arhille.1: A funny thing to want to do. How is it done? 
Tortoi.1e: You·,·e undoubtedly noticed how some authors go to so much 

trouble to build up great tension a few pages before the end of their 
stories-but a reader who is holding the hook physically in his hands 
can FEEL that the story is about to end. Hence, he has some extra 
information which acts as an advance warning, in a way. The tension is 
a hit spoiled by the physicality of the book. It would be so much better 
if, for instance, there were a lot of padding at the end of novels. 

Arhillf.1: Padding? 
Tortoi1e: Yes; what I mean is, a lot of extra printed pages which are not 

part of the story proper, but which serve to conceal the exact location 
of the end from a cursory glance, or from the feel of the book. 

Arhille.1: I see. So a story's true ending might occur, say, fifty or a hundred 
pages before the physical end of the book? 

Tortoi.1e: Yes. This would pnn·ide an element of surprise, because the 
reader wouldn't know in ad,·ance how many pages are padding, and 
how many are story. 

Achille.1: If this were standard practice, it might be quite effective. But 
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there is a problem. Suppose your padding were \·ery· ob\·ious-such as 
a lot of blanks, or pages covered with X'!I or random letters. Then, it 
would be as good as absent. 

Tortoise: Granted. You'd have to make it rnemble normal printed pages. 
Achilles: But even a cursory glance at a normal page from one story will 

often suffice to distinguish it from another story'. So ~·ou will ha\·e to 
make the padding resemble the genuine stor)· rather closely. 

Tortoise: That's quite true. The way I've always em·isioned it is this: you 
bring the story to an end; then without any break, you follow it with 
something which iooks like a continuation but which is in reality just ' 
padding, and which is utterly unrelated to the true theme. The pad
ding is, in a way, a "post-ending ending". It may contain extraneous 
literary ideas, having little to do with the original theme. 

Achilles: Sneaky! But then the problem is that you won't be able l<l tell 
when the real ending comes. It'll just blend right into the padding. 

Tortoise: That's the conclusion my author friend and I have reached as 
well. It's a shame, for I found the idea rather appealing. 

Achilles: Say, I have a suggestion. The transition between genuine story 
and padding material could be made in such a way that, by sufficiently 
assiduous inspection of the text, an intelligent reader will be able to 
detect where one leaves off and the other begins. Perhaps it will take 
him quite a while. Perhaps there will be no way to predict how long it 
will take ... But the publisher could give a guarantee that a sufficiently 
assiduous search for the true ending will always terminate, even if he 
can't say how long it will be before the test terminates. 

Tortoise: Very well-but what does "sufficiently assiduous" mean? 
Achilles: It means that the reader must be on the lookout for some small 

but telltale feature in the text which occurs at some point. That would 
signal the end. And he must be ingenious enough to think up, and 
hunt for, many such features until he finds the right one. 

Tortoise: Such as a sudden shift of letter frequencies or word lengths? Or a 
rash of grammatical mistakes? 

Achilles: Possibly. Or a hidden message of some sort might reveal the true 
end to a sufficiently assiduous reader. Who knows? One could even 
throw in some extraneous characters or events which are inconsistent 
with the spirit of the foregoing story. A na"ive reader would swallow the 
whole thing, whereas a sophisticated reader would be able to spot the 
dividing line exactly. 

Tortoise: That's a most original idea, Achilles. I'll relay it to my friend, and 
perhaps he can incorporate it in his Dialogue. 

Achilles: I would be highly honored. 
Tortoise: Well, I am afraid that I myself am growing a little groggy, 

Achilles. It would be well for me to take my leave, while I am still 
capable of navigating my way home. 

Achilles: I am most flattered that you have stayed up for so long, and at 
such an odd hour of the night, just for my benefit. I assure you that 
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your number-theoretical entertainment has been a perfect antidote to 
my usual tossing and turning. And who knows-perhaps I may even 
he able to go to sleep tonight. As a token of my gratitude, Mr. T, I 
would like to present you with a special gift. 

Tortoi1r: Oh, don't be silly, Achilles. 
Arhillr1: It is my pleasure, Mr. T. Go over to that dresser; on it, you will 

see an Asian box. 

(Thr Tortoisr moseys over to Achilles' dresser.) 

Tortoi.1r: You don't mean this very gold Asian box, do you? 
Arhillr.1: That's the one. Please accept it, Mr. T, with my warmest compli

ments. 
Tortoi.1P: Thank you very much indeed, Achilles. Hmm ... Why are all 

these mathematicians' names engraved on the top? What a curious list: 

De Morgan 
Abel 
Boole 
Brouwer 
s i e r p i n s k 
Weiers rass 

Achillr.1: I believe it is supposed to be a Complete List of All Great 
Mathematicians. What I haven't been able to figure out is why the 
letters running down the diagonal are so much bolder. 

Tortoiu: At the bottom it says, "Subtract 1 from the diagonal, to find Bach 
in Leipzig". . 

Arhillr.1: 1 saw that, but I couldn't make head or tail of it. Say, how about a 
shot of excellent whiskey? I happen to have some in that decanter on 
my shelf. 

Tortoi.1r: No, thanks. I'm too tired. I'm just going to head home. (Casually, 
hr opm.i thr box.) Say, wait a moment, Achilles-there are one hundred 
Louis d'or in here! 

Arhille.i: I would be most pleased if you would accept them, Mr. T. 
Tortoi.ir: But-but-
Arhillr.1: No objections, now. The box, the gold-they're yours. And thank 

you for an evening without parallel. 
Tortoi.ir: l'Oow whatver has come over you, Achilles? Well, thank you for 

your outstandig generosity, and 1 hope you have sweet dreams about 
the strange Golbach Conjecture, and its Variation. Good night. 

(A 11d he pick.i up thr vrry gold A'Sian box filled with the one hundred Louis 
d'or. a11d u•alk.1 towar<Li the door. A.1 hr is about to leave, there is a loud 
krwrk.) 

Who could be knocking at this ungodly hour, Achilles? 
Arhille.i: 1 haven't the foggiest idea. It seems suspicious to me. Why don't 

vou go hide behind the dresser, in case there's any funny business. 
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Tortoise: Good idea. (Scrambles in b,hind the dre.uer.) 
Achil/,s: Who's there? 
Voice: Open up-it's the cops. 
Achil/,s: Come in, it's open. 

(Two burly policemm walk in, wearing .~hi11.v lx1dges.) 

Cop: I'm Silva. This is Gould. (Point~ at hi.~ badge.) Is there an :\d1illt•s <1t 
this address? 

Achilles: That's me! 
Cop: Well, Achilles, we have reason to believe that there is a very gold 

Asian box here, filled with one hundred Louis d'or. Someone 
absconded with it from the museum this afternoon. 

Achilles: Heavens to Betsy! 
Cop: If it is here, Achilles, since you would be the only possible susr,en. I 

regret to say that I should have to take you into custody. Now I h;1ve 
here a search warrant-

Achilles: Oh, sirs, am I ever glad you arrived! All evening long. I have 
been being terrorized by Mr. Tortoise and his very Asian gold box. 
Now at last you have come to liberate me! Please, sirs, just take a look 
behind that dresser. and there you will find the culprit! 

(The cops look behind the dresser and spy the Tortoi1e huddud behind it, 
holding his very gold Asian box, and trembling.) 

Cop: So there it is! And so Mr. Tortoise is the varmint, eh? I never would 
have suspected HIM. But he's caught, red-handed. 

Achilies: Haul the villain away, kind sirs! Thank goodness, that's the la.'lt 
I'll have to hear of him, and the Very Asian Gold Box! 
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CHAPTER XIII 

BlooP and FlooP and GlooP 

Self-Awareness and Chaos 

81.ooP, Fi.ooP, AND G1.00P are not trolls, talking ducks, or the sounds 
made by a sinking ship-they are three computer languages, each one with 
its own special purpose. These languages were invented specially for this 
Chapter. They will be of use in explaining some new senses of the word 
"recursi\'e"-in particular, the notions of primitive recursivity and general 
recunivity. They will prove very helpful in clarifying the machinery of 
self-reference in TNT. 

We seem to be making a rather abrupt transition from brains and 
minds to technicalities of mathematics and computer science. Though the 
transition is abrupt in some ways, it makes some sense. We just saw how a 
certain kind of self-awareness seems to be at the crux of consciousness. 
Now we are going to scrutinize "self-awareness" in more formal setungs, 
such as TNT. The gulf between TNT and a mind is wide, but some of the 
ideas will be most illuminating, and perhaps metaphorically transportable 
back to our thoughts about consciousness. 

One of the amazing things about TNT's self-awareness is that it is 
intimately connected to questions about order versus chaos among the 
natural numbers. In particular, we shall see that an orderly system of 
sufficient complexity that it can mirror itself cannot be totally orderly-it 
must contain some strange, chaotic features. For readers who have some 
Achilles in them, this will be hard to take. However, there is a "magical" 
l·ompensation: there is a kind of order to the disorder, which is now its own 
field of study, called "recursi\'e function theory". Unfortunately, we will not 
be able to do much more than hint at the fascination of this subject. 

Representability and Refrigerators 

Phrases such as "sufficiently complex", "sufficiently powerful'' and the like 
ha\'e nopped up quite often earlier. Just what do they mean? Let us go 
back to the battle of the Crab and Tortoise, and ask, "What qualifies 
something as a ren>rd playe1·?" The Crab might claim that his refrigerator 
i!> a "Peden'' rern1·~ plawr. Then to prove it, he could set any record 
whatsoever atop it, and say. "You see-it's playing it! .. The Tortoise, if he 
wanted to counter this Zen-like act. would have to reply. "No-your re
frignator is too low-fidelit~· to be counted as a phonograph: it cannot 
reproduce sounds·at all (let alone its self-breaking sound)." The Tortoise 
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can only make a record called "I Cannot Be Pla~·ed on Rernrd Plawr X" 
provided that Record Player X is reall~· a record pla~·er! The Tortoise's 
method is quite insidious, as it plays on the strength. rather than on tht· 
weakness, of the system. And therefore he requires "sufficienth· hi-ti" 
record players. 

Ditto for formal versions of number theory. The reason that TNT is a 
formalization of N' is that its symbols act the right wa~·: that is, its theorems 
are not silent like a refrigerator-they speak actual truths of N. Of course, 
so do the theorems of the pq-system. Does it, too, count as "a formalization 
of number theory", or is it more like a refrigerator? Well, it is a little better 
than a refrigerator, but it is still pretty weak. The pq-system does not 
include enough of the core truths of N to count as "a number theory". 

What, then, are these "core truths" of N? They are the primitive recur
sive truths; that means they invol\•e only predictably urminating calcula~ions. 
These core truths serve for N as Euclid's first four postulates sen·ed for 
geometry: they allow you to throw out certain candidates before the game 
begins, on the grounds of "insufficient power". From here on out, the 
representability of all primitive recursive truths will be the criterion for calling a 
system "sufficiently powerful". 

Ganto's Ax in Metamathematics · 

The significance of the notion is shown by the following key fact: If you 
have a sufficiently powerful formalization of number theory, then Godel's 
method is applicable, and consequently your system is inrompleli>. If, on the 
other hand, your system is not sufficiently powerful (i.e., not all primitive 
recursive truths are theorems), then your system is, precisely by virtue of 
that lack, incomplete. Here we have a reformulation of "Ganto's Ax" in 
metamathematics: whate\'er the system does, Godel's Ax will chop its head 
off! Notice also how this completely parallels the high-fidelity-versus-low
fidelity battle in the Contracrostipunctus. 

Actually, it turns out that much weaker systems are still vulnerable to 
the Godel method; the criterion that all primitive recursive truths need be 
represented as theorems is far too stringent. It is a little like a thief who will 
only rob "sufficiently rich" people, and whose criterion is that the potential 
\'ictim should be carrying at least a million dollars in cash. In the case of 
TNT, luckily, we will be able to act in our capacity as thieves, for the million 
in cash is there-which is to say, TNT does indeed contain all primitive 
recursive truths as theorems. 

Now before we plunge into.a detailed discussion of primitive recursive 
functions and predicates, I would like to tie the themes of this Chapter to 
themes from earlier Chapters, so as to provide a bit better motivation. 

Finding Order by Choosing the Right Filter 

We saw at a very early stage that formal systems can be difficult and unruly 
beasts because they ha\'e lengthening and shortening rules, which can 
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possibly lead to never-ending searches among strings. The discovery of 
Good-numbering showed that any search for a string having a special 
typographical property has an arithmetical cousin: an isomorphic search 
for an integer with a corresponding special arithmetical property. Con
sequently, the quest for decision procedures for formal systems involves 
solving the mystery of unpredictably long searches- chaos-among the 
integers. Now in the Aria with Diverse Variations, I gave perhaps too much 
weight to apparent manifestations of chaos in problems about integers. As 
a matter of fact, people have tamed wilder examples of apparent chaos 
than the "wondrousness" problem, finding them to be quite gentle beasts 
after all. Achilles' powerful faith in the regularity and predictability of 
numbers should therefore be accorded quite a bit of respect-especially as 
it reflects the beliefs of nearly all mathematicians up till the l 930's. To show 
why order versus chaos is such a subtle and significant issue, and to tie it in 
with questions about the location and revelation of meaning, I would like to 
quote a beautiful and memorable passage from Are Quanta Real,-a Gali
lean Dialogue by the late J. M. Jauch: 

SALVIATI Suppose I give you two sequences of numbers, such as 

78539816339744830961566084 ... 

and 

I, -113, +1/5, -117, +1/9, -1/11. +1/13, -1115, ... 

If I asked you, Simplicio, what the next number of the first sequence is, what 
would you say? 

SIMPLICIO I could not tell you. I think it is a random sequence and that 
there is no la"· in it. 

SALVIATI And for the second sequence? 
S1 MPLICIO That would be easy. It must be + II 17. 
SALVIATI Right. Bui what would you say if I told you that the first 

sequence is also constructed by a law and this law is in fact identical with the 
one you have just discovered for the second sequence? 

StMPLICIO This does nol seem probable to me. 
SALVIATI But it is indeed so, since the first sequence is simply the begin

ning of the decimal fraction [expansion] of the sum of the second. Its value is 
rr/4. 

SIMPLICio You are full of such mathematical tricks, but I do not see what 
this has lo do with abstraction and reality. 

SALVIATI The relationship with abstraction is easy to see. The first se
quence looks random unless one has de\·eloped through a process of abtttFac
tion a kind of filter which sees a simple structure behind the apparent 
randomness. I 

It is exactly in this manner that laws of nature are discovered. Nature 
presents us with a host of phenomena which appear mostly as chaotic ran
domness until "·e select some significant events, and abstract from their 
particular, irrelevant circumstances so that they become idealized. Only then 
can they exhibit their true structure in full splendor. 

SAGREDO This is a marvelous idea! It suggests that when we try to under
stand nature, we should look al the phenomena as if they were messages to be 

understood. Except that each message appears to be random until we ntab
lish a code to read it. This code takes the form of an abstral·tion, th.11 is, we 
choose to ignore certain things as irrele\·ant and we thus partiaHy wln·t the 
content of the message by a free choice. These irrele\·anl signals form the 
"background noise," which will limit the accuraq· of our message. . 

Bui since the code is not absolute there may be w\·eral messages m the 
same raw material of the data, so changing the code will resuh in a message of 
equally deep significance in something 1ha1 was merely .nois~ hefor:t', ;met 
convtrstly: In a new-code a former message may be de\'l>1d ol meamng. 

Thus a code presupposes a free choice among different, <"Omplement;1ry 
aspects, each of which has equal claim 10 rtalil)•, if I may use this dubious 
word. 

Some of these aspects may be completely unknown lo us now hut they may 
reveal themseh-es to an observer with a different system of abstral·tions. 

But tell me, Salviaii. how can we then still claim 1ha1 Wt' di.1cm 1tr sonwthing 
oul there in the objecli\·e real "·orld? Does this not mean that we are mt'rdy 
creating things according to our own images and 1ha1 reality is only within 
ourselves? 

SALVIATI I don't think that this is necessarily so, but ii is a question which 
requires deepe1· reffcrtion. 1 

Jauch is here dealing with messages that come no~ from a "sentient 
being" but from nature itself. The questions that we raised in Chapter VI 
on the relation of meaning to messages can be raised equally well with 
messages from nature. Is nature chaotic, or is nature patterned? And what 
is the role of intelligence in determining the answer to this question? 

To back off from the philosophy, however, we can consider the point 
about the deep regularity of an apparently random sequence. Might the 
function Q( n) from Chapter V have a simple, nonrecursive explanation, 
too? Can every problem, like an orchard, be seen from such an angle that 
its secret is revealed? Or are there some problems in number theory which, 
no matter what angle they are seen from, remain mysteries? . 

With this prologue, I feel it is time to move ahead to define the precise 
meaning of the term "predictably long search". This will be accomplished 
in terms of the language BlooP. 

Primordial Steps of the Language BlooP 

Our topic will be searches for natural numbers which have various proper
ties. In order to ta!Jt. about the length of any search, we shall have to define 
some primordial sups, out of which all searches are built, so t~at length .can 
be measured in terms of number of steps. Some steps which we might 
consider primordial are: 

adding any two natural numbers; 
multiplying any two natural numbers; 
determining if two numbers are equal; 
determining the larger (smaller) of two numbers. 
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Loops and Upper Bounds 

If we try to formulate a test for, say, primality in terms of such steps, we 
shall soon see that we have to include a control structure-that is, descriptions 
of the orde~ to do things in, when to branch back and try something again, 
when to skip over a set of steps, when to stop, and similar matters. 

It is typical of any algorithm-that is, a specific delineation of how to 
«any out a task-that it includes a mixture of ( 1) specific operations to be 
performed, and (2) control statements. Therefore, as we develop our 
language for expressing predictably long calculations, we shall have to 
in<.:orporate primordial control structures also. In fact, the hallmark of 
BlooP is its limited set of control structures. It does not allow you to branch 
to arbitrary steps, or to repeat groups of steps without limit; 1n BlooP, 
essentially the only control structure is the bounded loop: a set of instructions 
which can be executed over and over again, up to a predefined maximum 
number of times, called the upper bound, or ceiling, of the loop. If the ceiling 
were 300, then the loop might be executed 0, 7, or 300 times-but not 30 I. 

Now the exact values of all the upper bounds in a program need 
not he ~ut in numerically by the programmer-indeed, they may not be 
known .m advan.ce. Instead, any upper bound may be determined by 
calndauons earned out before its loop is entered. For instance, if you 
wanted to calculate the value of 2:1'', there would be two loops. First, 
you evaluate 3n. which involves n multiplications. Then, you put 2 to 
that power, which involves 3n multiplications. Thus, the upper bound 
for the second loop is the result of the calculation of the first loop. 

Here is how you would express this in a BlooP program: 

DEFINE PROCEDURE "lWO-TO-THE-THREE-TO-THE" [N): 
BLOCK 0: BEGIN 

CELL(O) ¢ I; 
LOOP N TIMES: 
BLOCK I: BEGIN 

CELL(O) ¢ 3 x CELL(O); 
BLOCK I: END; 
CELL(I) ¢ I; 
LOOP CELL( 0) TIMES: 
BLOCK 2: BEGIN 

CELL( I ) ¢ 2 x CELL( I ); 
BLOCK 2: END; 
OUTPUT ¢ CELL( I); 

BLOCK 0: END. 

Conventions of Bloor 

Now it is an acquired skill to be able to look at an algorithm written in a 
rn~nputer.Iang~ag~, and figure out what it is doing. However, I hope that 
tlus algonthm 1s simple enough that it makes sense without too much 

scrutiny. A procedure is defined, having one input para-In, N; its oUlput is 
the desired value. 

This procedure definition has what is called block Jlrocture, which 
means that certain portions of it are to be considered as units, or bloc/ts. All 
the statements in a block get executed as a unit. Each block has a number 
(the outermost being BLOCK 0), and is delimited by a BEGIN and an END. 
In our example, BLOCK I and BLOCK 2 contain just one statement each
but shortly you will see longer blocks. A LOOP statement always means to 
execute the block immediately under it repeatedly. As can be seen above, 
blocks can be nested. 

The strategy of the above algorithm is as described earlier. You begin 
by taking an auxiliary variable, called CELL(O); you set it initially to I, and 
then, in a loop, you multiply it repeatedly by 3 until you've done so exactly 
N times. Next, you do the analogous thing for CELL( I )-set it to I, multiply 
by 2 exactly CELL(O) times, then quit. Finally, you set OUTPUT to the value 
of CELL( I). This is the value returned to the outside world-the only 
externally visible behavior of the procedure. 

A number of points about the notation should be made here. First, the 
meaning of the left-arrow '¢' is this: 

Evaluate the expression to its right, then take the result and set the 
CELL (or OUTPUT) on its left to that value. 

So the meaning of a command such as CELL( I) {= 3 x CELL( I) is to triple 
the value stored in CELL( I). You may think of each CELL as being a separate 
word in the memory of some computer. The only difference between a 
CELL and a true word is that the latter can only hold integers up to some 
finite limit, whereas we allow a CELL to hold any natural number, no matter 
how big. 

Every procedure in BlooP, when called, yields a value-namely the 
value of the variable called OUTPUT. At the beginning of execution of any 
procedure, it is assumed as a default option that OUTPUT has the value 0. 
That way, even if the procedure never resets OUTPUT at all, OUTPUT has a 
well-defined value at all times. 

IF-Statements and Branching 

Now let us look at another i>rocedure which will show us somct other 
features of BlooP which give it more generality. How do you find out, 
knowing only how to add, what the value of M- N is? The trick is to add 
various numbers onto N until you find the one which yields M. However, 
what happens if Mis smaller than N? What if we are trying to take 5 from 
2? In the domain of natural numbers, there is no answer. But we would like 
our BlooP procedure to give an answer anyway-let's say 0. Here, then, is a 
BlooP procedure which does subtraction: 



i 
I 

l 
I 

L 

DEFINE PROCEDURE "MINUS" (M,N): 
BLOCK 0: BEGIN 

IF M < N, THEN: 
QUIT BLOCK 0; 
LOOP AT MOST M + I TIMES: 
BLOCK I: BEGIN 

IF OUTPUT + N = M, THEN: 
ABORT LOOP I; 
OUTPUT ¢: OUTPUT + I; 

BLOCK I: END; 
BLOCK 0: END. 

Here we are making use of the implicit feature that OUTPUT begins at 
0. If M is less than N, then the subtraction is impossible, and we simply 
jump to the bottom of BLOCK 0 right away, and the answer is 0. That is 
what is meant by the line QUIT BLOCK 0. But if M is not less than N, then 
we skip over that QUIT-statement, and carry out the next command in 
sequence (here, a LOOP-statement). That is how IF-statements always work 
in BlooP. 

So we enter LOOP I, so called because the block which it tells us to 
repeat is BLOCK I. We try adding 0 to N, then 1, 2, etc., until we find a 
number that gives M. At that point, we ABORT the loop we are in, meaning 
we jump to the statement immediately following the END which marks the 
bottom of the loop's block. In this case, that jump brings us just below 
BLOCK I: END, which is to say, to the last statement of the algorithm, and 
we are done. OUTPUT now contains the correct answer. 

Notice that there are two distinct instructions for jumping downwards: 
QUIT, and ABORT. The former pertains to blocks, the latter to loops. QUIT 

BLOCK n means to jump to the last line of BLOCK n, whereas ABORT LOOP n 
means to jump just below the last line of BLOCK n. This distinction only 
matters when you are inside a loop and want to continue looping but to quit 
the block this time around. Then you can say QUIT and the proper thing 
will happen. 

Also notice that the words AT MOST now precede the upper bound of 
the loop, which is a warning that the loop may be aborted before the upper 
bound is reached. 

Automatic Chunking 

Now there are two last features of BlooP to explain, both of them very 
important. The first is that, once a procedure has been defined, it may be 
called inside later procedure definitions. The effect of this is that once an 
operation ha. been de.ft ned in a procedure, it i.s considered as simple as a primordial 
step. Thus, BlooP features automatic chunking. You might compare it to 
the way a good ice skater acquires new motions: not by defining them as 
long sequences of primordial muscle-actions, but in terms of previously 
learned motions, which were themseh•es learned as compounds of earlier 
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learned motions, etc.-and the nestedness, or drnnkedness, <·an go h<Kk 
many layers until vou hit primordial muscle-actions. And tbm. the reper
toire of BlooP programs, like the repertoire of a skitter\ trirks, gro,,·s, quitt· 
literally, by loops and bounds. 

Bloor Tests 

The other feature of BlooP is that certain procedures can h<ffe YES or NO 
as their output, instead of an integer ,-alue. Such procedures are test.\, 
rather than function.~. To indicate the difference, the name of a test must 
terminate in a question mark. Also, in a test, the default option for OUTPUT 
is not 0, of course. but NO. 

Let us see an example of these last two features of BlooP in an 
algorithm which tests its argument for primality: 

DEFINE PROCEDURE "PRIME?" [NJ: 
BLOCK 0: BEGIN 

IF N == 0, THEN: 
QUIT BLOCK (}, 
CELL(O) ¢: 2: 
LOOP AT MOST MINUS [N,2] TIMES: 
BLOCK I: BEGIN 

IF REMAINDER [N,CELL(O)) == 0, THEN: 
QUIT BLOCK (}, 
CELL(O) ¢: CELL(O) + I: 

BLOCK I: END: 
OUTPUT ¢: YES: 

BLOCK 0: END. 

Notice that 1 have called two procedures inside this algorithm: MINUS and 
REMAINDER. (The latter is presumed to have been prniously defined, and 
you may work out its definition yourself.) Now this test for primality works 
by trying out potential factors of None by one, starting at 2 and increasing 
to a maximum of N-1. In case any of them divides N exactly (i.e., gives 
remainder 0), then we jump down to the bottom, and since OUTPUT still 
has its default value at this stage, the answer is NO. Only if N has no exact 
divisors will it.survive the entirety of LOOP I; then we will emerge smoothly 
at the statement OUTPUT¢: YES, which will get executed, and then the 
procedure is over. 

Bloor Programs Contain Chains of Procedures 

We have seen how to define procedures in BlooP; however, a procedure 
definition is only a part of a program. A program consists of a chain of 
procedure definitions (each only calling previously defined procedures), op
tionally followed by one or more calls on the procedures defined. Thus, an 



example of a full BlooP program would be the definition of the procedure 
TWO-TO-THE-TH REE-TO-THE. followed by the call 

TWO-TO-THE-TH REE-TO-THE [ 2] 

whid1 would yield an answer of 512. 
If you have only a chain of procedure definitions, then nothing ever 

gets exe<·uted; they are all just waiting for some call, with specific numerical 
values, to set them in motion. It is like a meat grinder waiting for some 
meat to grind--or rather, a chain of meat grinders all linked together, each 
of which is fed from earlier ones ... 1 n the case of meat grinders, the image 
is perhaps not so savory; however, in the case of BlooP programs, such a 
constru<.·t is quite important, and we will call it a "call-less program". This 
notion is illustrated in Figure 72. 

Now BlooP is our language for defining predictably terminating 
<·akulations. The standard name for functions which are BlooP-computable 
is primitive recursive Junctions; and the standard name for properties 
which can be detected by BlooP-tests is primitive recursive predicates. 
Thus, the function 2'1" is a primitive recursive function; and the state
ment "n is a prime number" is a primitive recursive predicate. 

It is clear intuitively that the Goldbach property is primitive recursive, 
and to make that quite explicit, here is a procedure definition in BlooP, 
showing how to test for its presence or absence: 

DEFINE PROCEDURE "GOLDBACH?" [N]: 
BLOCK 0: BEGIN 

CELL(O) ¢ 2; 
LOOP AT MOST N TIMES: 
BLOCK I: BEGIN 

IF {PRIME? [CELL(O)] 
AND PRIME? [MINUS [N,CELL(O)]]}. 

THEN: 
BLOCK 2: BEGIN 

OUTPUT ¢ YES; 
QUIT BLOCK 0; 

BLOCK 2: END 
CELL(O) ¢ CELL(O) + I; 

BLOCK I: END; 
BLOCK 0: END. 

As usual, we assume NO until proven YES, and we do a brute force search 
among pairs of numbers which sum up to N. If both are prime, we quit the 
o.u~~r~tosl block: otherwise we just go back and try again, until all pos
s1b1h11es are exhausted. 

(Warning: The fact that the Goldbach property is primitive recursive 
do~s not make .the question "~o all numbers have the Goldbach property?" 
a simple question-far from n!) 
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Suggested Exercises 

Can you write a similar BlooP procedure which tests for the presence or 
absence of the Tortoise property (or the Achilles property)? If so, do it. If 
not, is it merely because you are ignorant about upper bounds, or could it 
be that there is a fundamental obstacle preventing the formulation of such 
an algorithm in BlooP? And what about the same questions, with respect to 
the property of wondrousness, defined in the Dialogue? 

Below, I list some functions and properties, and you ought to take the 
time to determine whether you believe they are primitive recursive 
(BlooP-programmable) or not. This means that you must carefully consider 
what kinds of operations will be involved in the calculations which they 
require, and whether ceilings can be given for all the loops involved. 

FACTORIAL [N] = NI (the factorial of N) 
(e.g., FACTORIAL [4] = 24) 

REMAINDER [M,N] = the rem~inder upon dividing M by N 
(e.g., REMAINDER [24,7] = 3) 

Pl-DIGIT [N] = the Nth digit of rr, after the decimal point 
(e.g., Pl-DIGIT [I] = I, 

Pl-DIGIT [2] = 4, 
Pl-DIGIT [I 000000] = I) 
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FIBO [NJ = the Nth Fibonacci number 
~ (e.g .. FIBO [9J = 34) 

PRIME-BEYOND [NJ= the lowest prime beyond N 
(e.g., PRIME-BEYOND [33J = 37) 

PERFECT [NJ =the Nth "perfect" number (a number such as 28 whose 
cli\'isors sum up to itself: 28 = I + 2 + 4 + 7 + 14) 

(e.g .. PERFECT [2J = 28) . 

PRIME? (NJ = YES if N is prime, otherwise NO. 

PERFECT? [NJ = YES if N is perfect, otherwise NO. 

TRIVIAL? [A,B,C,NJ = YES if AN+BN = CN is correct; otherwise NO. 
(e.g .. TRIVIAL? [3,4,5,2J = YES, 

TRIVIAL? [3,4,5,3 J = NO) 

PIERRE? [A,B,C] = YES if AN+BN = CN 1s satisfiable for some \'alue 
of N greater than I, otherwise NO. 

(e.g., PIERRE? [3,4,5J = YES, 
PIERRE? [ 1,2,3 J = NO) 

FERMAT? [NJ =YES if AN+BN CN 1s satisfied by some positi\'e 
\'alues of A, B, C; otherwise NO. 

(e.g., FERMAT? [2J = YES) 

TO~TOISE-PAIR? [M,NJ = YES if both Mand M + N are prime, otherwise 
NO. 

(t'.g., TORTOISE-PAIR [5, I 742J = YES, 
TORTOISE-PAIR [5,IOOJ =NO) 

TORTOISE? [NJ = YES if N is the difference of two primes, otherwise NO. 
(t'.g., TORTOISE [I 742J = YES, 

TORTOISE (7J = NO) 

MIU-WELL-FORMED? [NJ =YES if N, when seen as a string of the MIU
s\·stem, is well-formed: otherwise NO. 

(q~ .. MIU-WELL-FORMED? [310J =YES, 
MIU-WELL-FORMED? [415J = NO) 

MIU-PROOF-PAIR? [M,NJ = YES if M, as seen as a sequence of strings of 
tht· Mll'.-system, is a derivation of N, as seen as a string of the Ml U-system; 
otherwise NO. 

(e.g .. MIU-PROOF-PAIR? [3131131111301,30 I J = YES, 
MIU-PROOF-PAIR? [31I130,30J =NO) 

MIU-THEOREM? [NJ = YES if N, seen as a MIU-system string, is a theorem; 
othen,·ise NO. 

(e.g .. MIU-THEOREM? [ 31 1 J = YES, 
MIU-THEOREM? [30J = NO. 
MIU-THEOREM? [701 J = NO) 

TNT-THEOREM? [NJ = YES if N, seen as a TNT-string, is a theorem. 
(e.g .. TNT-THEOREM? [6661II666J =YES, 

TNT-THEOREM? [123666111666J =NO, 
TNT-THEOREM? [7014J = NO) 
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FALSE? [Nl = YES if N. seen as a TNT-string. 1s a false st;llement of 
number theory: otherwise NO. 

(e.g .. FALSE? [666111666J = NO. 
FALSE? [2236661I1666J =YES. 
FALSE? [7014J = NO) 

The last se\'en examples are particularh· rele\·•111t to our futun· 
metamathematical explorations, so they highly merit nrnr snuti11\·. 

Expressibility and Representability 

Now before we go on to some interesting questions about BlooP and an· led 
to its relati\'e, FlooP, let us return to the reason for i11troclucing BlooP in 
the first place, and connect it to TNT. Earlier, I stated that the critical mass 
for Godel's method to be applicable to a formal system is attained when all 
primitive recursive notions are representahle in that system. Exactly what 
does this mean? First of all, we must distinguish between the notions of 
representability and expressibility. Expussing a predicate is a mere matter 
of translation from English into a strict formalism. It has nothing to do with 
theoremhood. For a predicate to be rrprrsnitrd, on the other hand, is a 
much stronger notion. It means that 

(I) All true instances of the predicate are theorems; 
(2) All false instances are nontheorems. 

By "instance", I mean the string produced when you replace all free 
variables by numerals. For example, the predicate m + n = k is represe11ted 
in the pq-system, because each true instance of the predicate is a theorem, 
each false instance is a nontheorem. Thus any specific addition, whether 
true or false, translates into a decidable string of the pq-system. Howe\'er, the 
pq-system is unable to express-let alone represent-any other properties 
of natural numbers. Therefore it would be a weak candidate indeed in a 
competition of systems which can do number theory. 

Now TNT has the \'irfue of being able to express virtually any number
theoretical predicate; for example, it is easy to write a TNT-string which 
expresses the predicate "b has the Tortoise property". Thus, in terms of 
expressive power, TNT is all we want. 

However, the question "Which properties are represented in TNT?" is 
precisely the question "How powerful an axiomatic system is TNT?" Are all 
possible predicates represented in TNT? If so, then TNT can answer any 
question of number theory; it is complete. 

Primitive Recursive Predicates Are Represented in TNT 

Now although completeness will turn out to be a chimera, TNT is at least 
complete with respect to primitive recursive predicates. In other words, any 
statement of number theory whose truth or falsity can be decided by a 
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computer within a predictable length of time is also decidable inside TNT. 
Or, one final restatement of the same thing: 

If a BlooP test can be written for some property of natural 
numbers, then that property is represented in TNT. 

Are There Functions Which Are Not Primitive Recursive? 

Now the kinds of properties which can be detected by BlooP tests are 
widely varied, including whether a number is prime or perfect, has the 
Goldbach property, is a power of2, and so on and so forth. It would not be 
crazy to wonder whether every property of numbers can be detected by 
some suitable BlooP program. The fact that, as of the present moment, we 
have no way of testing whether a number is wondrous or not need not 
disturb us too much, for it might merely mean that we are ignorant about 
wondrousness, and that with more digging around, we could discover a 
universal formula for the upper bound to the loop involved. Then a BlooP 
test for wondrousness could be written on the spot. Similar remarks could 
be made about the Tortoise property. 

So the question really is, "Can upper bounds always be given for the 
length of calculations--0r, is there an inherent kind of jumbliness to the 
natural number system, which sometimes prevents calculation lengths from 
being predictable in advance?" The striking thing is that the latter is the 
<·ase. and we are about to see why. It is the sort of thing that would ha,·e 
dri\·en Pythagoras, who first proved that the square root of 2 is irrational, 
out of his mind. In our demonstration, we will use the celebrated diagonal 
mrthod, discovered by Georg Cantor, the founder of set theory. 

Pool B, Index Numbers, and Blue Programs 

We shall begin by imagining a curious notion: the_po9J of all possible BlooP 
programs. Needless to say, this pool-"Pool B"-is an infinite one. We want 
to nutsider a subpool of Pool B, obtained by three successive filtering 
operations. The first filter will retain for us only rail-less programs. From 
this subpool we then eliminate all trsf.5, lea,·ing only functions. (By the way. in 
<·all-less programs, the last procedure in the chain determines whether the 
program as a whole is considered a test, or a function.) The third filter will 
retain onlyfzmrtions which havr rxartly onr input parameter. (Again [eferring 
to the final procedure in the chain.) What is left? 

:\ complete pool of all call-less BlooP programs which calculate 
functions of exactly one input parameter. 

Let us Gill these special BlooP programs Blur Programs. 
What we would like to do now is to assign an unambiguous index 

numbn to each Blue Program. How can this be done? The easiest way-we 
shall use it-is to list them in order of length: the shortest possible Blue 
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Program being# I. the second shortest being #2. etc Of rnurse, there will 
be many programs tied for each length. To break sm·h ties, we use al
phabetical orde1. Here, "alphabetical order" is taken in an extended senst", 
where the alphabet indudes all the sperial characters of BlooP, in soml' 
arbitrary order, such as the following: 

ABCDEFGHIJKLMN 

OPQRSTUVWXYZ+x 

0 2 3 4 s 6 7 8 9 ¢ < > 
()[J }-'?:; 

-and at the end comes the lowly blank! Altogether, fifty-six characters. For 
con\'enience's sake, we can put all Blue Programs of length 1 in Volume I, 
programs of 2 characters in Volume 2, etc. Needless to say, the first few 
\·olumes will be totally empty, while later \'Olumes will have many, many 
entries (though each \'olume will only have a finite number). The very first 
Blue Program would be this one: 

DEFINE PROCEDURE "A" [BJ: 
BLOCK 0: BEGIN 
BLOCK 0: END. 

This rather silly meat grinder returns a \'alue of 0 no matter what its input 
is. It occurs in Volume 56, since it has 56 characters (counting necessary 
blanks, including blanks separating successive lines). 

Soon after Volume 56, the volumes will get extremely fat, because 
there are just so many millions of ways of combining symbols to make Blue 
BlooP programs. But no matter-we are not going to try to print out this 
infinite catalogue. All that we care about is that, in the abstract, it is 
well-defined, and that each Blue BlooP program therefore has a unique 
and definite index number. This is the crucial idea. 

Let us designate the function calculated by the kth Blue Program this 
way: 

Blueprogram{# k} [NJ 

Here, k is the index number of the program, and N is the single input 
parameter. For instance, Blue Program # 12 might return a value twice the 
size of its input: 

Blueprogram{#l2} [NJ= 2 x N 

The meaning of the equation above is that the program named on the 
left-hand side returns the same value as a human would calculate from the 
ordinary algebraic expression on the right-hand side. As another example, 
perhaps the 5000th Blue Program calculates the cube of its input parame
ter: 

Blueprogram{ #5000} [NJ = N:1 
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The Diagonal Method 

Very well-now we apply the "twist": Cantor's diagonal method. W~ shall 
take this catalogue of Blue Programs and use it to define a new funct~on of 
one variable-Bluediag [NJ-which will turn out not t? be a.nywhere m the 
list (which is why its name is in italics). Yet Bluediag wtll d~arly be a 
well-defined, calculable function of one variable, and so wt: wtl.I have to 
conclude that functions exist which simply are not programmable m BlooP. 

Here is the definition of Bluediag [NJ: 

Equation ( l) ... Bluediag [NJ = l + Blueprogram{#N} [NJ 

The strategy is: feed each meat grinder with its ow~ index number, then 
add l to the output. To illustrate, let us find Bluediag ,l12J. We saw that 
Blueprogram{#l2} is the function 2N; therefore,Bluediag (12J must have 
the value l + 2 x 12, or 25. Likewise,Bluediag [5000J would have the value 
125,000,000,001, since that isl more than the cube o~ 5000. Similarly, you 
can find Bluediag of any particular argument you wish. . 

The peculiar thing about Bluediag [NJ is tnat it is not represented m 
the catalogue of Blue Programs. It cannot be. The reason is t.his. To be a 
Blue Program, it would have to have an index nun:i~er-say 1t were Blue 
Program # X. This assumption is expressed by wntmg 

Equation (2) . . . Bluediag [NJ = Blueprogram{ # X} [N] 

But there is an inconsistency between the equations ( l) and (2). It becomes 
apparent at the moment we try to calculate ~he ~alue of Bluediag [ X].' for 
we can do so by letting N take the value of X m either of the two equations. 
If we substitute into equation ( l ), we get: 

Bluediag [ X] = l + Blueprogram{# X} [ X] 

But if we substitute into equation (2) instead, we get: 

Bluediag [ X] = Blueprogram{ # X} [ X] 

Now Bluediag [ X] cannot be equal to a number and also to th~ successor of 
that number. But that is what the two equations say. So we will have to go 
back and erase some assumption on which the inconsistency is based. The 
only possible candidate for erasure is the assumption expressed by Equa
tion (2): that the function Bluediag [N] is able to be coded up as·a Blue 
BlooP program. And that is the proof that Bl~ediag lies o~tside the realm_ of 
primitii•e recunii•e functions. Thus, we have achieved our aim o~ destroy~ng 
Achilles' cherished but na·ive notion that every number-theoretical function 
must be calculable within a predictable number of steps. . 

There are some subtle things going on here. You might ponder this, 
for instance: the number of steps involved in the calculation of 
Blueding [N]. for each specific value of N, is predictable-but the differ~nt 
methods of prediction cannot all be united into a general recipe for predict-
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ing the length of calculation of Bluediag (NJ. This is an ''infinite rnnspira 
cy'', related to the Tortoise's notion of "infinite nlincidenres". and <1lso l< 

cu-incompleteness. But we shall not trace out the relations in det<1il. 

Cantor's Original Diagonal Argument 

Why is this called a diagonal argument? The terminology nm1es from 
Cantor's original diagonal argument, upon which many other argumellts 
(such as ours) have subsequently been based. To explain Crntor's original 
argument will take us a little off course, but it is worthwhile to do so. 
Cantor, too, was concerned with showing that some item is not in a certain 
list. Specifically, what Cantor wanted to show was that if a "directory" ol 
real numbers were made, it would inevitably leave some real numbers 
out-so that actually, the notion of a complete directory of real numbers is a 
contradiction in terms. 

It must be understood that this pertains not just to directories of finitt:, 
size, but also to directories of infinite size. It is a much deeper result than th 
statement "the number of reals is infinite, so of course they cannot be listed 
in a finite directorv". The essence of Cantor's result is that there are (a 
least) two distinct t}pes of infinity: one kind of infinity describes how man) 
entries there can be in an infinite directory or table, and another describe: 
how many real numbers there are (i.e., how many points there are on ii line, 
or line segment)-and this latter is "bigger", in the sense that the real 
numbers cannot be squeezed into a table whose length. is desrribed hy the 
former kind of infinity. So let us see how Cantor's argument involves the 
notion of diagonal, in a literal sense. 

Let us consider just real numbers between 0 and l. Assume, for the 
sake of argument, that an infinite list could be given, in which each positive 
integer N is matched up with a real number r(N) between 0 and l, and in 
which each real number bPtween 0 and l occurs somewhere down the line. 
Since real numbers are given by infinite decimals, we can imagine that the 
beginning of the table might look as follows: 

r( l): .I 4 l 5 9 2 6 5 3 
r(2): .3 3 3 3 3 3 3 3 3 
r(3): .7 8 2 8 l 8 2 8 
r(4): .4 l 4 2 l 3 5 6 2 
r(5): .5 0 0 0 0 0 0 0 0 

The digits that run down the diagonal are in boldface: l, 3, 8, 2, 0, ... Now 
those diagonal digits are going to be used in making a special real number 
d which is between 0 and l but which, we will see, is not in the list. To 
r:iake d, you take the diagonal digits in order, and change each one of them 
to some other digit. When you prefix this sequence of digits by a decimal 
point, you have d. There are of course many ways of changing a digit to 
some other digit, and correspondingly many different d's. Suppose, for 
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example, 1ha1 we .subtract l from the diagonal digits (with the convention that I 
taken from 0 is 9). Then our number d will be: 

.0 2 7 9 

!'iow, because of the way we constructed it, 

Hence, 

d's 1st digit is not the same as the Isl digit of r(l); 
d's 2nd digit is not the same as the 2nd digit of r(2); 
d's 3rd digit is not the same as the 3rd digit of r(3); 

... and so on. 

d is different from r( I); 
d is different from r(2); 
d is different from r(3); 

... and so on. 

In other words, d is not in the list! 

What Does a Diagonal Argument Prove? 

f I 
{ l 

I l 

't 
i i 
I 

Now comes the crucial difference between Cantor's proof and our proof-: IJ 
ii is in the mailer of what assumption lo go back and undo. In Cantor's/ 
argumelll, the shaky assumption was that such a table could be drawn up.' 
Therefore, the conclusion warranted by the construction of d is that no \. -
exhaustive table of reals can be drawn up after all-which amounts lo 
saying 1ha1 the set of integers is just not big enough to index the set of reals. 
On the other hand, in our proof, we know that the directory of Blue BlooP 
programs can be drawn up-the set of integers is big enough to index the 
set of Blue BlooP programs. So, we have to go back and retract some 

~ shakier idea which we used. And that idea is that Bluediag [NJ is calculable ~ 
by some program in BlooP. This is a subtle difference in the application of 1. 

the diagonal method. 

" h may become clearer if we apply it to the alleged "List of All Great I 
Ma1hema1kians" in the Dialogue-a more concrete example. The diagonal 
itself is "Dboups". If we perform the desired diagunal-subtraction, we will 
get "Ca111or". Now two conclusions are possible. If you have an uuiliakable 
belief 1ha1 the list is complete, then you must conclude that Cantor is not a 
Great Mathematician, for his name differs from all those on the list. On the 
other hand, if you have an unshakable belief that Cantor is a Great 

I' l\fa1hema1irian, then you must conclude that the List of All Great 
l\fathematicians is incomplete, for Cantor's name is not on the list! (Woe to 
those who have unshakable beliefs on both sides!) The former case corre
sponds lo our proof that Bluediag [NJ is not primitive recursive; the lauer 
case corresponds lo Cantor's proof that the list of reals is incomplete. 
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FIGURE 73. Georg Cantor. 

Cantor's proof uses a diagonal in the literal sense of the word. Other 
"diagonal" proofs are based on a more general notion, whi~h is abstracted 
from the geomel ric sense of the word. The essence of the diagonal method 
is the fact of using one integer in two different ways--or, one could say, 
using one integer on two different level5-1hanks to which one can const~uct an 
item which is outside of some predetermined list. One time, the mteger 
serves as a vertical index, the other time as a horizontal index. In Cantor's 
construction this is very dear. As for the function Bluediag (NJ, it involves 
using one integer on two different levels-first, as a Blue Program index 
number; and second, as an input parameter. 

The Insidious Repeatability of the Diagonal Argument 

At first, the Cantor argument may seem less than fully convincing. Isn't 
there some way to get around it? Perhaps by throwin~ in the diago~ally 
constructed number d, one might obtain an exhaustive hst. If you consider 
this idea, you will see it helps not a bit lo throw in the number d, for as soon 
as you assign it a specific place i'n the table, the diagonal method becomes 
applicable 10 the new table, and a new missing number d' ca~ be con
structed, which is not in the new table. No matter how many umes you 
repeat the operation of constructing a number by the diag~nal method and 
then throwing ii in to make a "more complete" table, you still are caug~t on 
the ineradicable hook of Cantor's method. You might even try to bu1l? a 
table of reals which tries to outwit the Cantor diagonal method by takmg 
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the whole trick, lock, stock, and barrel, including its insidious repeatability, 
into account somehow. It is an interesting exercise. But if you tackle it, you 
will see that no matter how you twist and turn trying to avoid the Cantor 
"hook", you are still caught on it. One might say that any self-proclaimed 
"table of all reals" is hoist by its own petard. 

The repeatability of Cantor's diagonal method is similar to the re
peatability of the Tortoise's diabolic method for breaking the Crab's 
phonographs, one by one, as they got more and more "hi-fi" and-at least 
so the Crab hoped-more "Perfect". This method involves constructing. 
for each phonograph, a particular song which that phonograph cannot 
reproduce. It is not a coincidence that Cantor's trick and the Tortoise's 
trick share this curious repeatability; indeed, the Contracrostipunctus might 
well have been named "Cantorcrostipunctus" instead. Moreover, as the 
Tortoise subtly hinted to the innocent Achilles, the events in the Contracros
tipunctU\ are a paraphrase of the construction which GOdel used in pro\'ing 
his Incompleteness Theorem; it follows that the Gooel construction is also 
very much like a diagonal construction. Thi~ will become quite apparent in 
the next two Chapters. 

From BlooP to FlooP 

We have now defined the class of primitive recursive functions and primi
tive recursive properties of natural numbers by means of programs written 
in the language BlooP. We ha\'e also shown that BlooP doesn't capture all 
the functions of natural numbers which we can define in words. We even 
rnnstructed an "unBlooPable" function, Bluediag [NJ. by Cantor's diagonal 
method. What is it about BlooP that makes Bluediag unrepresentable in it? 
How could BlooP be improved so that Bluediag became representable? 

BlooP's defining feature was the boundedness of its loops. What if we 
drop that requirement on loops. and invent a second language, called 
"FlooP" ('F' for "free")? FlooP will be identical to BlooP except in one 
respect: we may have loops without ceilings, as well as loops with ceilings 
(although the only reason one would include a ceiling when writing a 
loop-statement in FlooP would be for the sake of elegance). These new 
loops will be called MU-LOOPS. This follows the com-ention of mathemati
cal logic, in which "free" searches (searches without bounds) are usually 
indicated by a symbol called a "µ.-operator" (mu-operator). Thus, loop
statements in FlooP may look like this: 

MU-LOOP: 
BLOCK n: BEGIN 

BLOCK n: END; 

This feature will allow us to write tests in FlooP for such properties as 
wondrousness and the Tortoise property-tests which we did not know 
how to program in BlooP because of the potential open-endedness of tht· 
searches involved. I shall lea,·e it to interested readers to write a FlooP te!\t 
for wondrousness which does the following things: 

(I) If its input, N. is wondrous, the program halto; and gin•s the 
answer YES. 

(2) If N is unwondrous, but causes a closed q·cle other th;m 
1-4-2-1-4-2-1- .... the progr;1m halts and gi,·es the answer 
NO. 

(3) If N is unwondrous, and causes an "endlessly rising progres
sion", the program ne\'er halts. This is FlooP's way of answer
ing by not answering. FlooP's nonanswer bears a strange 
resemblance to Joshii's nonanswer "MU". 

The irony of case 3 is that OUTPUT always has the value NO, but it is always 
inaccessible, since the program is still grinding away. That troublesome 
third alternative is the price that we must pay for the right to write free 
loops. In all FlooP programs incorporating the MU-LOOP option, nonter
mination will always be one theoretical alternative. Of course there will be 
many FlooP programs which actually terminate for all possible input val
ues. For instance, as I mentioned earlier, it is suspected by most people who 
ha\'e studied wondrousness that a FlooP program such as suggested above 
will always terminate, and moreover with the answer YES each time. 

Terminating and Nonterminating FlooP Programs 

It would seem extremely desirable to be able to separate FlooP procedures 
into two classes: terminators and nonterminators. A terminator will eventually 
halt no matter what its input, despite the "MU-ness" of its loops. A nonter
minator will go on and on forever, for at least one choice of input. If we 
could always tell, by some kind of complicated inspection of a FlooP 
program, to which class it belonged, there would be some remarkable 
repercussions (as we shall shortly see). Needless to say, the operation of 
class-checking would itself have to be a terminating operation--otherwise 
one would gain nothing! 

TurliJg's Trickery 

The idea springs to mind that we might let a BlooP procedure do the 
inspection. But BlooP procedures only accept numerical input, not pro
grams! However, we can get around that ... by coding programs into 
numbers! This sly trick is just GOdel-numbering in another of its many 
manifestations. Let the fifty-six characters of the FlooP alphabet get the 
"codons" 901, 902, .... 956, respectively. So each FlooP program now gets 
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a very long G<>del number. For instance, the shortest BlooP function (which 
is also a terminating FlooP program)-

DEFINE PROCEDURE "A" [BJ: 
BLOCK 0: BEGIN 
BLOCK 0: END. 

-would gel the G<>del number partially shown below: 

904. 905, 906, 909, 914. 905, ...........• 905, 914. 904. 955, 
DEFINE END 

Now our scheme would be to write a BlooP test called TERMINATOR? 
which says YES if its input number codes for a terminating FlooP program, 
NO if not. This way we could hand the task over to a machine and with 
luck, distinguish terminators from nonterminators. However, an ingen
ious argument given by Alan Turing shows that no BlooP program can 
make this distinction infallibly. The trick is actually much the same as 
G<>del's trick, and therefore closely related to the Cantor diagonal trick. We 
shall not give it here-suffice it to say that the idea is to feed the termina
tion tester its oum Godel number. This is not so simple, however, for it is 
like trying to quote an entire sentence inside itself. You have to quote the 
quote, and so forth; it seems to lead to an infinite regress. However, Turing 
figured out a trick for feeding a program its own Godel number. A solution 
lo the same problem in a different context will be presented next Chapter. 
In the present Chapter, we shall take a different route to the same goal, 
whid1 is namely to prove that a termination tester is impossible. For readers 
who wish lo see an elegant and simple presentation of the Turing ap
proach, I recommend the article by Hoare and Allison, mentioned in the 
Bibliography. 

A Termination Tester Would Be Magical 

Before we destroy the notion, let us delineate just why having a termination 
tester would be a remarkable thing. In a sense, it would be like having a 
magi<·al dowsing rod which could solve all problems of number theory in 
one swell FlooP. Suppose, for instance, that we wished to know if the 
Goldbach Variation is a true conjecture or not. That is, do all numbers have 
the Tortoise property? We would begin by writing a FlooP test called 
TORTOISE? which checks whether its input has the Tortoise prope_rty. Now 
the defett of this procedure-namely that it doesn't terminate if the Tor
toise property is absent-here turns into a virtue! For now we run the 
termination tester on the procedure TORTOISE?. If it says YES, that means 
that TORTOISE? terminates for all values of its input-in other words, all 
numbers have the Tortoise property. If it says NO, then we know there 
exists a number which has the Achilles property. The irony is that we never 
adually use the program TORTOISE? at all-we just inspect it! 

This idea of solving any problem in number theory by coding it into a 

I 
I program and then waving a termination tester over the program is not 

unlike the idea of testing a ki">an for· genuineness by coding it into a folded 
string and then running a test for Buddha-nature on the string instead. As 
Achilles suggested, perhaps the desired information lies "closer to tht· 
surface" in one representation than in another. 

Pool F, Index Numbers, and Green Programs 

Well, enough daydreaming. How can we prove that the termination tester 
is impossible? Our argument for its impossibility will hinge on trying to 
apply the diagonal argument to FlooP,just as we did to BlooP. We shall see 
that there are some subtle and crucial differences between the two cases. 

As we did for BlooP, imagine the pool of all FlooP programs. We shall 
call it "Pool F". Then perform the same three filtering operations on Pool 
F, so 1ha1 you get, in the end: 

A complete pool of all call-less FlooP programs which calculate 
functions of exactly one input parameter. 

Let us call these special FlooP-programs Green Programs (since they may go 
forever). 

Now just as we assigned index numbers 10 all Blue Programs, we can 
assign index numbers to Green Programs, by ordering them in a catalogue, 
each volume of which contains all Green Programs of a fixed length, 
arranged in alphabetical order. 

So far, the carry-over from BlooP to FlooP has been straightforward. 
Now let us see if we can also carry over the last part: the diagonal trick. 
What if we try 10 define a diagonal function? 

Greendiag [NJ = I + Greenprogram{#N} [NJ 

Suddenly, there is a snag: this function Greendiag [NJ may nol have a 
well-defined output value for all input values N. This is simply because we 
have not filtered out the nonterminator programs from Pool F, and there
fore we have no guarantee that we can calculate Greendiag [NJ for all values 
of N. Sometimes we may enter calculations which never terminate. And the 
diagonal argument cannot be carried through in such a case, for it depends 
on the diagonal function having a value for all possible inputs. 

The Termination Tester Gives Us Red Programs 

To remedy this, we would have to make use of a termination tester, if one 
existed. So let us deliberately introduce the shaky assumption that one 
exists, and let us use it as our fourth filter. We run down the list of Green 
Programs, eliminating one by one all nonterminators, so that in the end we 
are left with: 



A complete pool of all call-less FlooP programs which calculate 
functions of exactly one input parameter, and which tnminate for 
all values of their input. 

Let us call these special FlooP programs Red Programs (since they all must 
stop). Now, the diagonal argument will go through. We define 

Reddiag [N] = I + Redprogram{#N} (N] 

and in an exact parallel to Bluediag, we are forced to conclude that Red
diag [N] is a well-defined, calculable function of one variable which is not in 
the catalogue of Red Programs, and is hence not even calculable in the 
powerful language FlooP. Perhaps it is time to move on to GlooP? 

GlooP ... 

Yes, but what is GlooP? If FlooP is BlooP unchained, then GlooP must be 
FlooP unchained. But how can you take the chains off twice? How do you 
make a language whose power transcends that of FlooP? In Reddiag, we 
have found a function whose values we humans know how to calculate-the 
method of doing so has been explicitly described in English-but which 
seemingly cannot be programmed in the language FlooP. This is a serious 
dilemma because no one has ever found any more powerful computer 
language than FlooP. 

Careful investigation into the power of computer languages has been 
carried out. We need not do it ourselves; let it just be reported that there is 
a vast class of computer languages all of which can be proven to have exactly 
the same expressive power as FlooP does, in this sense: any calculation which 
can be programmed in any one of the languages can be programmed in 
them all. The curious thing is that almost any sensible attempt at designing 
a computer language ends up by creating a member of this class-which is 
to say, a language of power equal to that of FlooP. It takes some doing to 
invent a reasonably interesting romputer language which is weaker than 
those in this class. BlooP is, of course, an example of a weaker language, but 
it is the exception rather than the rule. The point is that there are some 
extremely natural ways to go about inventing algorithmic languages; and 
different people, following independent routes, usually wind up creating 
equivalent languages, with the only difference being style, rather than 
power. 

... Is a Myth 

In fact, it is widely believed that there cannot be any more powerful 
language for describing calculations than languages that are equivalent to 
FlooP. This hypothesis was formulated in the I930's by two people, inde
pendently of each other: Alan Turing-about whom we will say more 
later-and Alonzo Church, one of the eminent logicians of this century. It 
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is called the Church-Turing Thesis. If we accept the CT-Thesis, we ha,·e to 
conclude that "GlooP" is a myth-there are no restrictions to remm·e in 
FlooP, no ways to increase its power by "unshackling" it, as we did BlooP. 

This puts us in the uncomfortable position of asserting 1ha1 people can 
calculate Reddiag [N] for any value of N, but there is no way to program a 
computer to do so. For, if it could be d9ne at all, it could be done in 
FlooP-and by construction, it can't be done in FlooP. This conclusion is so 
peculiar that it should cause us to investigate very carefully the pillars on 
which it rests. And one of them, you will recall, was our shaky assumption 
that there is a decision procedure which can tell terminating from nonter
minating FlooP programs. The idea of such a decision procedure already 
seemed suspect, when we saw that its existence would allow all problems of 
number theory to be solved in a uniform way. Now we have double the 
reason for believing that any termination test is a myth-that there is no 
way to put FlooP programs in a centrifuge and separate out the terminators 
from the nonterminators. 

Skeptics might maintain that this is nothing like a rigorous proof that 
such a termination test doesn't exist. Th<lt is a valid objection; however, the 
Turing approach demonstrates more rigorously that no computer pro
gram can be written in a language of the FlooP class which can perform a 
termination lest on all FlooP programs. 

The Church-Turing Thesis 

I:et us come back briefly lo the Church-Turing Thesis. We will talk about 
it-and variations on it-in considerable detail in Chapter XVII; for now it 
will suffice to state it in a couple of versions, and postpone discussion of its 
merits and meanings until then. Here, then, are three related ways lo state 
the CT-Thesis: 

(I) What is human-computable is machine-computable. 
(2) What is machine-computable is FlooP-computable. 
(3) What is human-computable is FlooP-computable 

(i.e., general or partial recursive). 

Terminology: General and Partial Recursive 

We have made a rather broad survey, in this Chapter, of some notions from 
number theory and their relatiol16 to the theory of computable functions. It 
is a very wide and flourishing field, an intriguing blend of computer science 
and modern mathematics. We should not conclude this Chapter without 
introducing the standard terminology for the notions we have been dealing 
with. 

As has already been mentioned, "Bloop-computable" is synonymous 
with "primitive recursive". Now FlooP-computable functions can be di-



vided into two realms: (I) those which are computable by terminating FlooP 
programs: these are said to be gtneral recursive; and (2) those which are 
computable only by nonttrminating FlooP programs: these are said to be 
partial recursive. (Similarly for predicates.) People often just say "recursive" 
when they mean "general recursive". 

The Power of TNT 

It is interesting that TNT is so powerful that not only are all primitive 
recursive predicates represented, but moreover all general recursive predi
cates are represented. We shall not prove either of these facts, btcause such 
proofs would be superfluous to our aim, which is to show that TNT is 
incomplete. If TNT could not represent some primitive or general recur
sive predicates, then it would be incomplete in an uninteresting way-so we 
might as well assume that it can, and then show that it is incomplete in an 
interesting way. 
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Air on G's String 

The Tortoise and Achilles have just completed a tour of a porridge factory. 

Achilles: You don't mind if I change the subject, do you? 
Tortoise: Be my guest. 
Achilles: Very well, then. It concerns an obscene phone call I received a 

few days ago. 
Tortoise: Sounds interesting. 
Achilles: Yes. Well-the problem was that the caller was incoherent, at 

least as far as I could tell. He shouted something over the line and then 
hung up-or rather, now that I think of it, he shouted something, 
shouted it again, and then hung up. 

Tortoise: Did you catch what that thing was? 
Achilles: Well, the whole call went like this: 

Myself: Hello? 
Caller (shouting wildly): Yields falsehood when preceded 

by its quotation! Yields falsehood when preceded by 
its quotation! 

(Click.) 

Tortoise: That is a most unusual thing to say to somebody on an obscene 
phone call. 

Achilles: Exactly how it struck me. 
Tortoise: Perhaps there was some meaning to that seeming madness. 
Achilles: Perhaps. 

(They enter a spaci.ous courtyard framed by some charming three-story 
stone houses. At its center stands a palm tree, and to one side is a tower. 
Near the tower there is a staircase where a boy sits, talking to a young 
woman in a window.) 

Tortoise: Where are you taking me, Achilles? 
Achilles: I would like to show you the pretty view from the top of this 

tower. 
Tortoise: Oh, how nice. 

(They approach the boy, who watches them with curi.osity, then says soTM
thing to the young woman-they both chuckle. Achilles and Mr. T, instead 
of going up the boy's staircase, turn left and head down a short flight of 
stairs which leads to a small wooden door.) 

Achilles: We can just step inside right here. Follow me. 
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FIGURE 74. Above and Below, by M. C. Escher (lithograph, /947). 

(Achilles opens the door. They min-, and begi'1 climbing tlu s~'fl luliral 
staircase insuu the tower.) 

Tortoise (fruffi"g slight/_v): I'm a little out of shape for this sort of exen-ise, 
Achilles. How much further do we ha\'e to go? 

Achilles: Another few flights ... but I have an idea. Inste;1d of walking on 
the top side of these stairs, why don't you walk on the underside? 

Tortoise: How do I do TH:\T? 

Achilles: Just hold on tightly, and climb around underneath-there's 
room enough for you. You'll find that the steps make just as mtKh 
sense from below as from above ... 

Tortoise (gi'1gerly shifti'1g himself about): Am I doing it right? 
Achilles: You've got it! 

Tortoise (his voice slightly muffled): Say-this little maneuver has got me 
confused. Should I head upstairs or downstairs, now? 

Achilles: Just continue heading in the same direction as you were before. 
On your side of the staircase, that means go DOWN, on mine it means 
UP. 

Tortoise: Now you're not going to tell me that I can get to the top of the 
tower by going down, are you? 

Achilles: I don't know, but it works ... 

(And so they begin spiraling in .~ynchrony, with A always 011 one suu, and 
T matching him on the other side. Soon they reach the end of the stairca.se.) 

Now just undo the maneuver, Mr. T. Here-let me help you up. 

(He lend1 an arm to the Tortoi1e, and hoi1ts him back to the other suu of the 
stairs.) 

Tortoi1e: Thanks. It was a little easier getting back up. 

(And they step out onto the roof, overlooking the town.) 

That's a lovely \'iew, Achilles. I'm glad you brought me up here-or 
rather, DOW:\ here. 

Achilles: I figured you'd enjoy it. 

Tortoise: I've been thinking about that obscene phone call. I think I un
derstand it a little better now. 

Achilles: You do? Would you tell me about it? 

Tortoise: Gladly. Do you perchance feel, as I do, that that phrase "pre-
ceded by its quotation" has a slightly haunting quality about it? 

Achilles: Slightly, yes-extremely slightly. 
Tortoise: Can you imagine something preceded by its quotation? 
Achilles: I guess I can conjure up an image of Chairman Mao walking into 

a banquet room in which there already hangs a large banner with some 
of his own writing on it. Here would be Chairman Mao, preceded by 
his quotation. 

Tortoise: A most imaginati\·e example. But suppose we restrict the word 
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"preceded" to the idea of precedence on a printed sheet, rather than 
elaborate entries into a banquet room. 

Achilles: All right. But what exactly do you mean by "quotation" here? 
Tortoi1e: When you discuss a word or a phrase, you conventionally put it 

in quotes. For example, I can say, 

The word "philosopher" has five letters. 

Here, I pul "philosopher" in quotes lo show that I am speaking about 
the WORD "philosopher" rather than about a philosopher in the flesh. 
This is called the USE-MENTION distinction. 

Achille.1: Oh? 
Tortoi1e: Let me explain. Suppose I were lo say to you, 

Philosophers make lots of money. 

Here, I would be USING the word lo manufacture an image in your 
mind of a 'twinkle-eyed sage with bulging moneybags. But when I put 
this word--or any word-in quotes, I subtract out its meaning and 
connotation~, and am left only with some marks on paper, or some 
sounds. Thal is called "MENTION". Nothing about the word mallers, 
other than its typographical aspects-any meaning it might have is 
ignored. 

Achilles: h reminds me of using a violin as a fly swaller. Or should I say 
"mentioning"? Nothing about the violin mallers, other than its 
solidity-any meaning or function it might have is being ignored. 
Come lo think of it, I guess the fly is being treated that way, loo. 

Tortoi1e: Those are sensible, if slightly unorthodox, extensions of the 
use-mention distinction. Bui now, I want you lo think about preceding 
something by its own quotation. 

Achilles: All right. Would this be correct? 

Tortoise: 
Achilles: 

"HUBBA" HCBBA 

Good. Try another. 
All right. 

'"PLOP' IS NOT THE TITLE OF ANY BOOK, SO FAR AS I KNOW" 
'PLOP' IS NOT THE TITLE OF ANY BOOK, SO FAR AS I KNOW. 

Tortoi1e: Now this example can be modified into quite an interesting 
specimen, simply by dropping 'Plop'. 

Achilles: Really? Let me see what you mean. h becomes 

"IS NOT THE TITLE OF ANY BOOK, SO FAR AS I KNOW" 
IS NOT THE TITLE OF ANY BOOK, SO FAR AS I KNOW. 

Tortoise: You set;. you have made a sentence. 
Achilles: So I have. II is a sentence about the phrase "is not the title of any 

book, so far as I know'', and quite a silly one, loo. 
Tortoi~e: Why silly? 

Achilk~: Because it's so pointless. Here's another one for you: 
"WILL BE BOYS" WILi. BE BOYS. 

Now what does that mean? Honestly, what a silly game. 
Tortoise: Not lo my mind. It's very earnest stuff, in my opinion. In fact this 

operation of preceding some phrase by its quotation is so overwhelm
ingly important that I think I'll give it a name . 

Achilks: You will? Whal name will you dignify that silly operation by? 
Tortoise: I believe I'll call it "lo quine a phrase", to quine a phrase. 
Achilles: "Quine"? Whal sort of word is that? 
Tortoise: A five-leuer word, if I'm not in error. 
Achilks: Whal I was driving al is why you picked those exact five lellers in 

that exact order. 
Tortoise: Oh, now I understand what you meant when you asked me 

"What sort of word is that?" The answer is that a philosopher by the 
name of "Willard Van Orman Quine" invented the operation, so I 
name it in his honor. However, I cannot go any further than this in my 
explanation. Why these particular five lellers make up his name-not 
to mention why they occur in this particular order-is a question lo 
which I have no ready answer. However, I'd be perfectly willing lo go 
and-

Achilles: • Please don't bother! I didn't really want lo know everything about 
Quine's name. Anyway, now I know how lo quine a phrase. h's quite 
amusing. Here's a quined phrase: 

"IS A SENTENCE FRAGMENT" IS A SENTENCE f"RAGMENT. 

It's silly but all the same I enjoy it. You lake a sentence fragment, quine 
it, and lo and behold, you've made a sentence! A true sentence, in this 
case. 

Tortoise: How about quining the phrase "is a king with no subject"? 
Achilles: A king without a subject would be-
Tortoise: -an anomaly, of course. Don't wander from the point. Let's 

have quines first, and kings afterwards! 
Achilles: I'm to quine 1ha1 phrase, am I? All right-

"IS A KING WITH NO SCBJECT" IS A KING WITH NO SUBJECT. 

II seems lo me that it might make more sense if it said "sentence" 
instead of "king". Oh, well. Give me another! 

Tortoise: All right-just one more. Try this one: 
"WHEN QCINED, YIELDS A TORTOISE'S LOVE SONG" 

Achilles: Thal should be easy ... I'd say the quining gives this: 
"WHEN QCINED. YIELDS A TORTOISE'S LOVE SONG" 
WHEN QL'INED, YIELDS A TORTOISE'S LOVE SONG. 

Hmm ... There's something just a liule peculiar here. Oh, I see what it 
is! The sentence is talking about itself! Do you see that? 
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Tortoise: What do you mean? Sentences can't talk. 

Achilles: No, but they REFER to things-and this one refers directly
unambiguously-unmistakably-to the very sentence which it is! You 
just have to think back and remember what quining is all about. 

Tortoise: I don't see it saying anything about itself. Where does it say "me", 
or "this sentence", or the like? 

Achilles: Oh, you are being deliberately thick-skulled. The beauty of it lies 
in just that: it talks about itself without having to come right out and 
say so! 

Tortoise: Well, as I'm such a simple fellow, could you just spell it all out for 
me? 

Achilles: Oh, he is such a Doubting Tortoise ... All right, let me see ... 
Suppose I make up a sentence-I'll call it "Sentence P"-with a blank 
in it. 

Tortoise: Such as? 
Achilles: Such as ... 

"--·WHEN QUINED, YIELDS A TORTOISE'S LOVE SONG". 

Now the subject matter of Sentence P tfepends on how you fill in the 
blank. But once you've chosen how to fill in the blank, then the subject 
matter is determined: it is the phrase which you get by QlJINING the 
blank. Call that "Sentence Q", since it is produced by an act of quining. 

Tortoise: That makes sense. If the blank phrase were "is written on old jars 
of mustard to keep them fresh", then Sentence Q would have to be 

"IS WRllTEN ON OLD JARS OF MUSTARD TO KEEP THEM FRESH" 
IS WRITTEN ON OLD JARS OF MUSTARD TO KEEP THEM FRESH. 

Achilles: True, and Sentence P makes the claim (though whether it is valid 
or not, I do not know) that Sentence Q is a Tortoise's love song. In any 
case, Sentence P here is not talking about itself, but rather about 
Sentence Q. Can we agree on that much? 

Tortoise: By all means, let us agree-and what a beautiful song it is, too. 
Achilles: But now I want to make a different choice for the blank, namely: 

"WHEN QUINED, YIELDS A TORTOISE'S LOVE SONG". 

Tortoise: Oh, heavens, you're getting a little involved here. I hope this all 
isn't going to be too highbrow for my modest mind. 

Achille.s: Oh, don't worry-you'll surely catch on. With this cti~ice, Sen
tence Q becomes ... 

"WHEN Ql:INED, YIELDS A TORTOISE'S LOVE-SONG" 
WHEN Ql'INED, YIELDS A TORTOISE'S LOVE-SONG. 

Tortoise: Oh, you wily old warrior you, I catch on. Now Sentence Q is just 
the same as Sentence P. 

Achilles: And since Sentence Q is always the topic of Sentence P, there is a 
loop, so now, P points back to itself. But you see, the self-reference is a 

4~fi ... 

sort of accident. Usually Sentences Q and P are entirely unlike each 
other; but with the right choice for the blank in Sentence P. quining 
will do this magic trick for you. 

Tortoise: Oh, how clever. I wonder why I ne\·er thought of that myself. 
Now tell me: is the following sentence self-referential? 

"IS COMPOSED OF Fl\'E WORDS" IS COMPOSED OF Fl\'E WORDS. 

Achilles: Hmm ... I can't quite tell. The sentence which you just ga\'e is 
not really about itself, but rather about the phrase "is composed of fi\'e 
words". Though, of course, that phrase is PART of the sentence ... 

Tortoise: So the sentence refers to some part of itself-so what? 
Achilles: Well, wouldn't that qualify as self-reference, too? 
Tortoise: In my opinion, that is still a far cry from true self-reference. But 

don't worry too much about these tricky matters. You'll have ample 
time to think about them in the future. 

Achilles: I will? 
Tortoise: Indeed you will. But for now, why don't you try quining the 

phrase "yields falsehood when preceded by its quotation"? 
Achilles: I see what you're getting at-that old obscene phone call. Quin

ing it produces the following: 

"YIELDS FALSEHOOD WHEN PRECEDED BY ITS QUOTATION" 
YIELDS FALSEHOOD WHEN PRECEDED BY ITS QUOTATION. 

So this is what that caller was saying! I just couldn't make out where the 
quotation marks were as he spoke. That certainly is an obscene re
mark! People ought to be jailed for saying things like that! 

Tortoise: Why in the world? 

Achilles: It just makes me very uneasy. Unlike the earlier examples, I can't 
quite make out if it is a truth or a falsehood. And the more I think 
about it, the more I can't unravel it. H makes my head spin. I wonder 
what kind of a lunatic mind would make something like that up, and 
torment innocent people in the night with it? 

Tortoise: I wonder ... Well, shall we go downstairs now? 
Achilles: We needn't go down-we're at ground level already. Let's go 

back inside-you'll see. (They go into the tower, and come to a small wooden 
door.) We can just step outside right here. Follow me. 

Tortoise: Are you sure? I don't want to fall three floors and break my shell. 
Achilles: Would I fool you? 

(And he opens the door. Jn front of them sits, to all appearances, the same 
boy, talking to the same young woman. Achilles and Mr. T walk up what 
seem to be the same stairs they 'dlalked down to enter the tower, and find 
themselves in what looks like just the same courtyard they first came into.) 

Thank you, Mr. T, for your lucid clarification of that obscene tele
phone call. 

Tortoise: And thank you, Achilles, for the pleasant promenade. I hope we 
meet again soon. 
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CHAPTER XIV 

On Formally Undecidable 
Propositions of TNT 

and Related Systems1 

The Two Ideas of the "Oyster" 

TH1s CHAPTER's TITLE is an adaptation of the title of Godel's famous 
1931 paper-"TNT" having been substituted for "Principia Mathematica". 
G<>del's paper was a technical one, concentrating on making his proof 
watertight and rigorous; this Chapter will b~ more intuitive, and in it I will 
stress the two key ideas which are at the core of the proof. The first key idea 
is the deep discovery that there are strings of TNT which can be interpret
ed as speaking about other strings of TNT; in short, that TNT, as a 
language, is capable of"introspection", or self-scrutiny. This is what comes 
from Godel-numbering. The second key idea is that the property of self
scrutiny can be entirely concentrated into a single string; thus that string's 
sole focus of anent ion is itself. This "focusing trick" is traceable, in essence, 
lo the Cantor diagonal method. 

In my opinion, if one is interested in understanding Godel's proof in a 
deep way, then one must recognize that the proof, in its essence, consists of 
ii fusion of these two main ideas. Each of them alone is a master stroke; to 
put them together look an act of genius. If I were to choose, however, 
whi{·h of the two key ideas is deeper, I would unhesitatingly pick the first 
one-the idea of Godel-numbering, for that idea is related to the whole 
notion of what meaning and reference are, in symbol-manipulating sys
tems. This is an idea which goes far beyond the confines of mathematical 
logic, whereas the Cantor trick, rich though it is in mathematical conse
quen{·es, has li1tle if any relation to issues in real life. 

The First Idea: Proof-Pairs 

Without further ado, then, let us proceed. lo the elaboration of the proof 
itself. We have already given a fairly careful notion of what the Godel 
isomorphism is about, in Chapter IX. We now shall describe a mathemati
cal notion whi{·h allows us to translate a statement such as "The string 0=0 
is a theorem of TNT" into a statement of number theory. This will involve 
the notion of proof pairs. A proof-pair is a pair of natural numbers related 
in a particular way. Here is the idea: 
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Two natural numbers, m and 11 respectivelv, form a T:'\T
proof-pair if and only if m is the G<>del number of a T:'\T
derivation whose bonom line is the string with G<xlel number 11. 

The analogous notion exists with respect to the MI l'-system, and it is ii little 
easier on the intuition to consider 1ha1 case first. So, for a momelll, lei us 
back off from TNT-proof-pairs, and look al Mll'-proof-pairs. Their 
definition is parallel: 

Two natural numbers, m and " respe{·tively, form a Mlll-pnx>f
pair if and only if m is the G<>del number of a MIV-system 
derivation whose bonom line is the string with G<"><lel number 11. 

Let us see a couple of examples involving MIU-proof-pairs. First, let 
m = 3131131111301, " = 301. These values of m and n do indeed form a 
Ml U-proof-pair, because m is the Godel number of the Ml U-derivation 

Ml 
Mil 

Mllll 
MUI 

whose last line is MUI, having Gi>del number 30 I, which is n. By contrast, 
let m = 31311311130, and "= 30. Why do these two values not form a 
MIU-proof-pair? To see the answer, let us write out the alleged derivation 
which m codes for: 

Ml 
Mil 
Miii 
MU 

There is an invalid step in this alleged derivation! II is the step from the 
second to the third line: from Mii to Miii. There is no rule of inference in 
the MIU-system which permits such a typographical step. 
Correspondingly-and this is most crucial-there is no arithmetical rule of 
inference which carries you from 311 to 3111. This is perhaps a trivial 
observation, in light of our discussion in Chapter IX, yet it is al the heart of 
the Godel isomorphism. Whal we do in any formal system has its parallel in 
arithmetical manipulations. 

In any case, the values m = 31311311130, n = 30 certainly do not 
form a MIU-proof-pair. This in itself does not imply that 30 is not a 
MIU-number. There could be another value of m which forms a MIU
proof-pair with 30. (Actually, we know by earlier-reasoning that MU is not a 
MIU-theorem, and therefore no number al all can form a MIU-proof-pair 
with 30.) 

Now what about TNT-proof-pairs? Here are two parallel examples, 
one being merely an alleged TNT-proof-pair, the other being a valid 
TNT-proof-pair. Can you spot which is which? (Incidentally, here is where 



the '611' ,odon rome. ;n. I" pu•po.e ;, to "'P"'"te the GOdel numbe<• of I 
successi\·e lines in a TNT-derivation. In that sense, '611' serves as a punctu
ation mark. In the MIU-system, the initial '3' of all lines is sufficient-no 
extra punctuation is needed.) 

(I l m = 626.262,636.223.123,262,l I I ,666,611,223, 123,666,111,666 

n = 123,666.111,666 

(2) m = 626,262,636,223,123.262,111.666,611,223,333,262,636,123,262,l I l,666 
n = 223,333,262,636,123,262,111,666 

It is quite simple to tell which one is which, simply by translating back to the 
old notation, and making some routine examinations to see 

(I) whether the alleged derivation coded for by m is actually a 
legitimate derivation; 

(2) if so, whether the last line of the derivation coincides with the 
string which n codes for. 

Step 2 is trivial; and step I is also utterly straightforward, in this sense: 
there are no open-ended searches ir•volved, no hidden endless loops. 
Think of the examples above involving the MIU-system, and now just 
mentally substitute the rules of TNT for the MIU-system's rules, and the 
axioms of TNT for the MIU-system's one axiom. The algorithm in both 
cases is the same. Let me make that algorithm explicit: 

Go down the lines in the derivation one by one. 
Mark those which are axioms. 
For each line which is not an axiom, check whether it follows by 

any of the rules of inference from earlier lines in the alleged 
derivation. 

If all nonaxioms follow by rules of inference from earlier lines, 
then you have a legitimate derivation; otherwise it is a phony 
derivation. 

At each stage, there is a dear set of tasks to perform, and the number of 
them is quite easily determinable in advance. 

Proof-Pair-ness Is Primitive Recursive 

The reason I am stressing the boundedness of these loops is, as you may 
have sensed, that I am about to assert 

Ft·:-.;nAME:-.;TAL FACT I: The property of being a proof-pair is a 
primitive recursive number-theoretical property, and can there
fore be tested for by a BlooP program. 

There is a notable contrast to be made here with that other closely 
related number-theoretical property: that of being a theorem-number. To 
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assert that n is a theorem-number is to assert that so,,., \·alue of m exists 
which forms a proof-pair with n. (Incidentally, these rnmments apph· 
equally well to TNT and to the MIU-system: it may perhaps help to keep 
both in mind, the MIU-system serving as a prototype.) To check whether n 
is a theorem-number, you must embark on a search through all its potential 
proof-pair "partners" m-and here you may be getting into an endless 
chase. No one can say how far you will have to look to find a number which 
forms a proof-pair with n as its second element. That is the whole problem 
of having lengthening and shortening rules in the same system: they lead to 
a certain degree of unpredictability. 

The example of the Goldbach Variation may prove helpful at th~'i 
point. It is trivial to test whether a pair of numbers (m,n) form a Tortoise
pair: that is to say, both m and n + m should be prime. The test is eas~· 
because the property of primeness is primitive recursi\·e: it admits of a 
predictably terminating test. But if we want to know whether ,, possesses 
the Tortoise property, then we are asking, "Does any number m form a 
Tortoise-pair with n as its second element?"-and this, once again, leads us 
out into the wild, MU-loopy unknown. 

... And Is Therefore Represented in TNT 

The key concept at this juncture, then, is Fundamental Fact I given above, 
for from it we can conclude 

Fl'NDAMENTAL FACT 2: The property of forming a ·proof-pair is 
testable in BlooP, and consequently, it is represented in TNT by 
some formula having two free variables. 

Once again, we are being casual about specifying which system these 
proof-pairs are relative to; it really doesn't matter, for both Fundamental 
Facts hold for any formal system. That is the nature of formal systems: it is 
always possible to tell, in a predictably terminating way, whether a given 
sequence of lines forms a proof, or not-and this carries over to the 
corresponding arithmetical notions. 

The Power of Proof-Pairs 

Suppose we assume we are dealing with the MIU-system, for the sake of 
concreteness. You probably recall the string we called "MUMON", whose 
interpretation on one level wait the statement "MU is a theorem of the 
MIU-system". We can show how MUMON would be expressed in TNT, in 
terms of the formula which represents the notion of MIU-proof-pairs. Let 
us abbreviate that formula, whose existence we are assured of by Funda
mental Fact 2, this way: 

MlU-PROOF-PAlR{a,a'} 
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Since it is a property of two numbers, it is represented by a formula with 
two free variables. (Note: In this Chapter we shall always use austere 
TNT-so h-? careful to distinguish between the variables a, a', a".) In order 
to assert "MU is a theorem of the Ml U-system", we would have to make the 
isomorphic statement "30 is a theorem-number of the MIU-system", and 
then translate that into TNT-notation. With the aid of our abbreviation, 
this is easy (remember also from Chapter V 111 that to indicate the replace
ment of every a' by a numeral, we write that numeral followed by "/a'"): 

3a:MI U-PROOF-PAIR{ a,SSSSSSSSSSSSSSSSSSSSSSSSSSSSSSO/ a'} 

Count the S's: there are 30. Note that this is a dosed sentence of TNT, 
because one free variable was quantified, the other replaced by a numeral. 
A clever thing has been done here, by the way. Fundamental Fact 2 gave us 
a way to talk about proof-pairs; we have figured out how to talk about 
theorem-numbers, as well: you just add an existential quantifier in front! A 
more literal translation of the string above would be, "There exists some 
number a that forms a MIU-proof-pair with 30 as its second element". 

Suppose that we wanted to do something parallel with respect to 
TNT-say, to express the statement "0=0 is a theorem of TNT". We may 
ahhreviate the formula which Fundamental Fact 2 assures us exists, in an 
analogous way (with two free variables, again): 

TNT-PROOF-PAIR{ a.a'} 

(The interpretation of this abbreviated TNT-formula is: "Natural numbers 
a and a' form a TNT-proof-pair.") The next step is to transform our 
statement into number theory, following the MUMON-model above. The 
statement becomes "There exists some number a which forms a TNT
proof-pair with 666, 111,666 as its second element". The TNT-formula 
which expresses this is: 

3a:TNT-PROOF-PAIR{a,SSSSS ......... SSSSSO/a'} ----------many, many S's! 
(in fact, 666,111,666 of them) 

-a dosed sentence of TNT. (Let us call it "JOSHC", for reasons to appear 
momentarily.) So you see that there is a way to talk not only about the 
primitive recursive notion of TNT-proof-pairs, but also about the related 
but trickier notion of TNT-theorem-numbers. 

To rheck your comprehension of these ideas, figure out how to trans
late into TNT the following statements of meta-TNT: 
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( 1) 0=0 is not a theorem of TNT 
(2) -0=0 is a theorem of TNT. 
(3) -0=0 is not a theorem of TNT. 
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How do the solutions differ from the example done ahon·. and from ead1 

other? Here are a few more translation exercist·s. 

(4) jc)sHC is a theorem of TNT. (Call the TNT-strin~ whirh 
expresses this "~tu A-.JOsHl"'.) 

(5) META-j(lSHC is a theorem of TNT. (Call the TNT-!>tri11~ 
which expresses this "MF.1:\-\IETA-j<)Sttl"'.) 

(6) META-\1ETA-j0SHC is a theorem of TNT. 
(7) MET:\-\ffT:\-\U:TA-j()SH(' is a theorem of TNT. 

(etc., etc.) 

Example 5 shows that statements of meta-meta-TNT can he translated into 
TNT-n~>t~tion; example 6 does the same for meta-meta-meta-TNT. etc 

It is important to. ke~p in n~ind ~he difference between expre.ui111{ a 
property, and represent111g It, at this pomt. The property of heing a TNT
theorem-number, for instance, is expressed by the formula 

3a: TNT-PROOF-PAIR{ a.a'} 

Translation: "a' is a TNT-theorem-number". However, we have no 
guarantee that this formula represents the notion, for we have no guarantee 
that this property is primitive recursive-in fact, we have more than a 
sneaking suspicion that it isn't. (This suspicion is well warranted. The 
property of being a TNT-theorem-number is not primitive recursive, and 
no_TNT-formul~ can re.present the property!) By contrast~ the property of 
bemg a proof-pair, by virtue of its primitive recursivity, is both expressible 
and representable, by the~ formula already introduced. 

Substitution Leads to the Second Idea 

The preceding discussion got us to the point where we saw how TNT can 
"introspect" on the notion of TNT-theoremhood. This is the essence of the 
first part of the proof. We now wish to press on to the second major idea of 
the proof, by developing a notion which allows the concentration of this 
introspection into a single formula. To do this, we need to look at what 
happens to the Godel number of a formula when you modify the formula 
s~ructurally in a simple way. In fac:t, we shall consider this specific modifica
uon: 

replacement of all free variables by a specific numeral. 

Below are shown a couple of examples of this operation in the left-hand 
column, and in the right-hand column are exhibited the parallel changes in 
Godel numbers . 



Formula 

a=a 

We now replace all 
free v aria bl es by 
the numeral for 2: 

SSO=SSO 

GO<UL number 

262, I I J ,262 

l 
123,123,666,J J l,123,J23,666 

* * * * * 
-3a:3a':a" =(SSa ·SSa') 

We now replace all 
free variables by 
the numeral for 4: 

223,333,262,636,333,262, 163,636, 
262,J63,J63,J I J,362,J2g,l23,262, 

236, I 23,12r62, I 63,323 

-3a:3a':SSSSO=(SSa · SSa') 223,333,262,636,333,262, J 63 ,636, 
J23,J23,!23,J23,666,J J J,362,J23, 
123,262,236, 123, J 23,262,163,323 

An isomorphic arithmetical process is going on in the right-hand 
column, in which one huge number is turned into an even huger number. 
The function which makes the new number from the old one would not be 
too difficult to describe arithmetically, in terms of additions, multiplica
tions, powers of JO and so on-but we need not do so. The main point is 
this: that the relation among (I) the original Godel number, (2) the 
number whose numeral is inserted, and (3) the resulting Godel number, is 
a primitive recursive relation. That is to say, a BlooP test could be written 
which, when fed as input any three natural numbers, says YES if they they 
are related in this way, and NO if they aren't. You may test yourself on your 
ability to perform such a test-and at the same time convince yourself that 
there are no hidden open-ended loops to the process-by checking the 
following two sets of thre~ numbers: 

(I) 362,262,J J2,262,J63,323,J J l,J23,J23,J23,J23,666; 
2; 
362, 123, J 23,666, 112, J 23,123,666,323, 111, 123, 123, J 23, J 23,666.. 

(2) 223,362,262,236,262,323,J J J ,262,J63; 
I ; 
223,362, J 23,666,236, 123,666,323,J J J ,262, 163. 

As usual, one of. the examples checks, the other does not. Now this relation
ship between three numbers will be called the substitution relationship. 
Because it is primitive recursive, it is represented by some formula of TNT 
having three free variables. Let us abbreviate that TNT-formula by the 
following notation: 

SUB{a,a',a"} 

\ 
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Because this formula represents the substitution relationship. the fonnuI.1 
shown below mu!>l be a T!'\T-theorem: 

SUB{ SSSSS ..... SSSSSO/ a,SSO/ a' ,SSSSSS ..... SSSSO/ a"} 
~~ 

262,111,262 S°.1 123,123,666,l l l,123,121,666 SOI 

(This is based on the first example of the substitution relation shown in tlw 
parallel columns earlier in this section.) :\nd again ht•cause the SUB for
mula represents the substitution relation, the formula shown below cer
tainly is not a TNT-theorem: 

SUB{SSSO/a,SSO/a',SO/a''} 

Arithmoquining 

We now have reached the crucial point where we can c;ombine all of our 
disassembled parts into one meaningful whole. We want to use the machin
ery of the TNT-PROOF-PAIR and SUB formulas in some way to construct a 
single sentence of T'.'llT whose interpretation is: "This very string of TNT 
is not a TNT-theorem." How clo we do it? Even at this point, with all the 
necessary machinery in front of us, the answer is not easy to find. 

A curious and perhaps frivolous-seeming notion is that of substituting 
a formula's own Godel number into itself. This is quite parallel to that other 
curious, and perhaps frivolous-seeming, notion of "quining" in the Air on 
G's String. Yet quining turned out to have a funny kind of importance, in 
that it showed a new way of making a self-referential sentence. Self
reference of the Quine variety sneaks up on you from behind the first time 
you see it-but once you understand the principle, you appreciate that it is 
quite simple and lovely. The arithmetical version of quining-let's call it 
arithmoquining-will allow us to make a TNT-sentence which is "about 
itself". 

Let us see an example of arithmoquining. We need a formula with at 
least one free variable. The following one will do: 

a=SO 

This formula's Godel number is 262, 111, 123,666, and we will stick this 
number into the formula itself-or rather, we will stick its numeral in. Here 
is the result: 

sssss . :- ... ssssso =so ------------262,Jl l ,J 23,666 S's 

This new formula asserts a silly falsity-that 262, J JI, J 23,666 equals I. If 
we had begun with the string -a=SO and then arithmoquined, we would 
have come up with a true statement-as you can see for yourself. 

When you arithmoquine, you are of course performing a special case 
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of the substitution operation we defined earlier. If we wanted to speak 

about arithmoquming inside TNT, we would use the formula 

SUB{a", a", a'} 

where the first two variables are the same. This comes from the fact that we 

are using a single number in two different ways (shades of the Cantor 
diagonal method!). The number a" is both (I) the original Godel number, 

and (2) the insertion-number. Let us invent an abbreviation for the above 

formula: 

ARITHMOQUINE{a", a'} 

Wha< the above formula says, in English, is: 

a' is the G<>del number of the formula gotten by arithmoquining 
the formula with Gi>del number a". 

Now the preceding sentence is long and ugly. Let's introduce a concise and 
elegant term to summarize it. We'll say 

a' is the arithmoquinification of a" 

to mean the same thing. For instance, the arithmoquinification of 

262, 1ll,123,666 is this unutterably gigantic number: 

123,123,123, ..... ,123,123,123,666,111,123,666 

262,111,123,666 copies of '123' 

(This is just the G<>del number of the formula we got when we 

arithmoquined a=SO.) We can speak quite easily about arithmoquining 

inside TNT. 

The Last Straw 

Now if you look back in the Air on G's String, you will see that the ultimate 

trick necessary for achieving self-reference in Quine's way is to quine a 
sentence which itself talks about the concept of quining. It's not enough just 

to quine-you must quine a quine-mentioning sentence! All righl. Jhen

the parallel trick in our case must be to arithmoquine some formula which 

itself is talking about the notion of arithmoquining! 
Without further ado, we'll now write that formula down, and call it G's 

1mrle: 

-3a:3a':<TNT-PROOF-PAIR{a,a'}AARITHMOQUINE{a'',a'}> 

You ran see explkitly how arithmoquinification is thickly involved in the 
plot. Now this "uncle" has a Codd number, of course, which we'll call 'u'. 

n ... 1t ..... r ..... ,.1., 11 ... .r1 .. ,.;.r1.:ahlo Prnnn,.:tinns 

• 

The head anci tail of 1/s decimal expansion, and even a teem· hit of its 

midsection, can be read off direct!~·: 

u = 223,333.262.636.33:~.262.16:~.6%,212 .... , 161. .... 21:\ 

For the rest, we'd ha\'e to know just how the formulas TNT-PROOF-PAIR 

and ARITHMOQUINE actually look when written out. Th;ll is too complex. 

and it is quite beside the point. in any case. 
Now all we need to do is-arithmoquine this \'ery unde! What this 

entails is "booting out" all free variables--of which there is only one, 

namely a"-and putting in the numeral for u everywhere. This gives us: 

-3a:3a':<TNT-PROOF-PAIR{a,a'}AARITHMOQUINE{SSS ... SSSO/a'',a'}> 
~ 

u S's 

And this, believe it or not, is Godel's string, which we can call 'G'. Now ti1ere 

are two questions we must answer without delay. They are 

( l) What is G's Gi>del number? 
(2) What is the interpretation of G? 

Question l first. How did we make G? Well, we began with the uncle, and 

arithmoquined it. So, by the definition of arithmoquinification, G's GC>del 

number is: 
the arithmoquinification of u. 

Now question 2. We will translate G into English in stages, getting gradually 

more comprehensible as we go along. For our first rough try, we make a 

pretty literal translation: 

"There do nut exist numbers a and a' such that both (I) they form 
a TNT-proof-pair, and (2) a' is the arithmoquinification of u." 

Now certainly there is a number a' which is the arithmoquinification of 

u-so the problem must lie with the other number, a. This observation 

allows us to rephrase the translation of G as follows: 

"There is no number a that forms a TNT-proof-pair 
with the arithmoquinification of u." 

(This step, which can be confusing, is explained below in more detail.) Do 

you see what is happening? G is saying this: 

"The formula whose Godel number is the arithmoquinification 
of u is not a theorem of TNT." 

But-and this should come as no surprise by now-that formula is none 
other than G itself; whence we can make the ultimate translation of Gas 

"G is not a theorem of TNT." 

A A '7 
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-or if you prefer, 

"I am not a theorem of TNT." 

We have gradually pulled a high-level interpretation-a sentence of 
meta-TNT-out of what was originally a low-level interpretation-a sen-

tence of number theory. 

TNT Says "Uncle!" 

The main consequence of this amazing construction has already been 
delineated in Chapter IX: it is the incompleteness of TNT. To reiterate the 

argument: 

ls G a TNT-theorem? If so, then it must assert a truth. But 
what in fact does Gassert? Its own nontheoremhood. Thus from 
its theoremhood would follow its nontheoremhood: a contradic-

tion. 
Now what about G being a nontheorem? This is acceptable, in 

that it doesn't lead to a contradiction. But G's nontheoremhood is 
what G asserts-hence G asserts a truth. And since G is not a 
theorem, there exists (at least) one truth which is not a theorem of 

TNT. 
Now to explain that one tricky step again. I will use another similar 

example. Take this string: 

-3a:3a':<TORTOISE-PAIR{a,a'}ATENTH-POWER{SSO/a'',a'}> 

where the two abbreviations are for strings of TNT which you can write 
down yourself. TENTH-POWER{a",a'} represents the statement "a' is the 
tenth power of a"". The literal translation into English is then: 

"There do not exist numbers a and a' such that both (I) they form 
a Tortoise-pair, and (2) a' is the tenth power of 2." 

But dearly, there is a tenth power of 2-namely 1024. Therefore, what the 

string is really saying is that 

"There is no number a that forms a Tortoise-pair with 1024" 

which can be further boiled down to: 

"1024 does not have the Tortoise property." 

The point is that we have achieved a way of substituting a description of a 
number, rather than its numeral, into a predicate. It depends on using one 
extra quantified variable (a'). Here, it was the number 1024 that was 
described as "the tenth power of 2"; above, it was the number described as 
"the arithmoquinification of u". 

"Yields Nontheoremhood When Arithmoquined" 

Let us pause for breath for a moment. <llld review what has hee;1 done. The 
best way I know to give some perspecti\'e is to set out explit·itly how it 
compares with the version of the Epimenides paradox due to Quine. Here 
is a map: 

falsehood ¢~ noJJt ht'OITmhmKl 

quotation of a phrase 

preceding a predicate 
by a subjert 

¢~ suhstituting a numeral (or 

preceding a predicate ¢~ 

by a quoted phrase 

preceding a predicate ¢~ 

by itself. in quotes 
("quining") 

yields folsehcK>d when quined ¢~ 

(a predicate without a subject) 

··yields falsehood when quined" ¢~ 

(the abo\'e predicate, quoted) 

"yields falsehood when quined" ¢~ 

yields falsehood when quinecl 
(complete sentence formed hy 
quining the abo\'e predicate) 

delinitt· term) into an open formula 

suhstituting tlw (;i>del 11u111lwr 
of ;1 string into an open formula 

suhstituting till' (;i>del numher 
of an open formula in•o tht• 

formub itself ("arithmoquini1'.g00

) 

till' "undt•" of(; 

(an open formula of TNT) 

the numher u (the Gi>del numher 
of the aho\'e open formula) 

G itself 
(serllenc e of TNT formed by 
suhstituting u into the uncle:. 
i.e .. arithmoquining the undt·) 

Godel's Second Theorem 

Since G's interpretation is true, the interpretation of its negation ·-c is 
false. And we know that no false statements are derivable in TNT. Thus 
neither G nor its negation -G can be a theorem of TNT. We have found a "hole" 
in our system-an undecidable proposition. This has a number of ramifica
tions. Here is one curious fact which follows from G's undecidability: 
although neither G nor -G is a theorem, the formula <Gv-G> is a 
theorem, since the rules of the Propositional r:alculus ensure that all 
well-formed formulas of the form <Pv-P> are ti1eorems. 

This is one simple example where an assertion inside the system and an 
assertion about the system seem at odds with each other. It makes one 
wonder if the system really reflects itself accurately. Does the "reflected 
metamathematics" which exists inside TNT correspond well to the 
metamathematics which we do? This was one of the questions which in
trigued Godel when he wrote his paper. In particular, he was interested in 
whether it was possible, in the "reflected metamathematics'', to prove 
TNT's consistency. Recall that this was a great philosophical dilemma of 
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the day: how to prove a system consistent. Godel found a simple way to 

express the statement "TNT is consistent" i~ a TNT formula; an~ then he 

showed that this formula (and all others which express the same idea) are 

only theorems of TNT under one condition: that TNT is inconsistent. This 

perverse result was a severe blow to opti~1ists who ~xJ:>ected tha1 one could 

find a rigorous proof that mathematics ts contrad1cuon-free. 

How do you express the statement "TNT is-consistent" in~ide TNT? It 

hinges on this simple fact: that inconsistency means that two for_mulas, x 

and - x, one the negation of the other, are both theorems. But tf both x 

and - x are theorems, then according to the Proposition:il Calculus, all 

well-formed formulas are theorems. Thus, to show TNT's consistency, it 

would suffice to exhibit one single sentence of TNT which can be proven to 

be a nontheorem. Therefore, one way to express "TNT is consistent" is to 

say "The formula -0=0 is not a theorem of TNT". !hi~ was already 

proposed as an exercise a few pages back. The translauon ts: 

-3a:TNT-PROOF-PAIR{a,SSSSS ..... SSSSSO/a'} 
~ 

223,666,111,666 S's 

It can be shown, by lengthy but fairly straightforward reasoning, that-as 

long as TNT is consistent-this oath-of-consistency by TNT is not a theo

rem of TNT. So TNT's powers of introspection are great when it comes to 

expressing things, but fairly weak when it comes to proving them. This is 

quite a prnvocative result, if one applies it metaphorically to the human 

problem of self-knowledge. 

TNT Is w-lncomplete 

Now what variety of incompleteness does TNT "enjoy"? We shall see that 

TNT's incompleteness is of the "omega" variety-defined in Cha_pter VIII. 

This means that there is some infinite pyramidal family of strings all of 

which are theorems, but whose associated "summarizing string'' is a non

theorem. It is easy to exhibit the summarizing string which is a nontheo-. 

rem: 
u S's 
~ 

Va:-3a':<TNT-PROOF-PAI R{a,a' }AARITHMOQUINE{SSS ... SSSO/a", a'}> 

To understand why this string is a nontheotem, notice that it is extrem~ly 
similar to G itself-in fact, G can be .made from it in one step (viz., 

according to TNT's Rule of Interchange). Therefore, if it were a theorem, 

so would G be. But since G isn't a theorem, neither can this be. 

Now we want to show that all of the strings in the related pyramidal 

family are theorems. We can write them down easily enough: 

.... 

u S's " 
--"--' 

-3a': <TNT-PROOF-PAIR{O/a,a'} · ARITHMOQUINE;SSS ... SSSO;a", a'!'· 

- 3a': <TNT-PROOF-PAIR{SO/a,a' I ARITHMOQUINE\SSS ... SSSO;a", a' I-.,. 

-3a': <TNT-PROOF-PAIR{SSO;a,a'} ARITHMOQUINE\SSS ... SSSO;a", a·:-.. 

-3a': <TNT-PROOF-PAIR{SSSO/a,a'I ARITHMOQUINEiSSS ... SSSO/a", a'}-· 

What does each one assert? Their translations, one by one, are: 

"O and the arithmoquinification of u do not form a TNT-proof-pair." 

"I and the arithmoquinification of u do not form a TNT-proof-pair." 

"2 and the arithmoquinification of u do not form a TNT-proof-p<iir." 

"3 and the arithmoquinification of u do not form a TNT-proof-p<iir." 

Now each of these assertions is about whether two specific integers form a 

proof-pair or not. (By contrast, G itself is about whetheronr specific integer 

is a theorem-number or not.) Now because"G is a nontheorem, no integer 

forms a proof-pair with G's Godel number. Therefore, each of the state

ments of the family is true. Now the crux of the matter is that the property 

of being a proof-pair is primitive recursive, hence represented, so that each 

of the statements in the list above, being true, mm.t translate into a theorem 

of TNT-which means that everything in our infinite pyramidal family is a 

theorem. And that shows why TNT is w-incomplete. 

Two Different Ways to Plug Up the Hole 

Since G's interpretation is true, the interpretation of its negation -G is 

false. And, using the assumption that TNT is consistent, we know that no 

false statements are derivable in TNT. Thus neither G nor its negation -G 

is a theorem of TNT. We have found a hole in our system-an undecidable 

proposition. Now this need be no source of alarm, if we are philosophically 

detached enough to recognize what this is a symptom of. It signifies that 

TNT can be extended, just as absolute geometry could be. In fact, TNT 

can be extended in two distinct directions, just as absolute geometry could 

be. It can be extended in a staTlllard directioil-which corresponds to ex

tending absolute geometry in the Euclidean direction; or, it can be ex

tended in a nonstandard direction-which corresponds, of course, to ex

tending absolute geometry in the non-Euclidean direction. Now the stan

dard type of extension would involve 

adding G as a new axiom. 
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This suggestion seems rather innocuous and perhaps even desirable, since, 

after all, G asserts something true about the natural number system. But 

what about the nonstandard type of extension? If it is at all parallel to the 

t·ase of the parallel postulate, it must involve 

adding the negation of G as a new axiom. 

But how can we even contemplate doing such a repugnant, hideous thing? 

After all, to paraphrase the memorable words of Girolamo Saccheri, isn't 

what -G says "repugnant to the nature of the natural numbers"? 

Supernatural Numbers 

I hope the irony of this quotation strikes you. The exact problem with 

Saccheri's apprc~ach to geometry was that he began with a fixed notion of 

what was true and what was not true, and he set out only to prove what he'd 

assessed as true to start with. Despite the cleverness of his approach-which 

involved denying the fifth postulate, and then proving many "repugnant" 

propositions of the ensuing geometry-Sc>ccheri never entertained the 

possibility of other ways of thinking about points and lines. Now we should 

be wary of repeating this famous mistake. We must consider impartially, to 

the extent that we can, what it would mean to add -Gas an axiom to TNT. 

Just think what mathematics would be like today if people had never 

considered adding new axioms of the following sorts: 

3a:(a+a)=SO 

3a:Sa=O 
3a:(a·a)=SSO 

3a:S(a·a) =0 

While each of them is "repugnant to the nature of previously known 

number systems", each of them also provides a deep and wonderful exten

sion of the notion of whole numbers: rational numbers, negative numbers, 

irrational numbers, imaginary numbers. Such a possibility is whar -G is 

trying to get us to open our eyes to. Now in the past, each new extension of 

the notion of number was greeted with hoots and catcalls. You can hear this 

particularly loudly in the names attached to the unwelcome arrivals, such as 

"irrational numbers", "imaginary numbers". True to this tradition, we shall 

name the numbers which -G is announcing to us the supernatural.llf.!.mbers, 

.showing how we feel they violate all reasonable and commonsensical no

tions. 
If we are going to throw -G in as the sixth axiom of TNT, we had 

better understand how in the world it could coexist, in one system, with the 

infinite pyramidal family we just finished discussing. To put it bluntly. -G 

says: 

"There exists some number which forms a TNT-proof-pair 

with the arithmoquinification of u" 

-but the \'arious members of the pvramid<1l fomih sun-essin·lv <tssert: 

"O is nut that number" 

"l is not that number" 

"2 is not that number" 

This is rather confusing. because it seems to he a complete contradiction 

(which is why it is called "w-inconsistent·y"). At the root of our 

confusion-much as in the case of the splitting of geometry--is our stub

born resistance to adopt a modified interpretation for the symbols, despite 

the fact that we are quite aware that the system is a modified system. We 

want to get away without reinterpreting any symbols-and of course that 

will prove impossible. 

The reconciliation comes when we reinterpret 3 as "There exists a 

generalized natural number", rather than as "There exists a natural 

number". As we do this, we shall also reinterpret 'V in the rnrresponding 

way. This means that we are opening the door to some extra numbers 

besides the natural numbers. These are the supernatural number.~. The 

naturals and supernaturals together make up the totality of generalized 

naturals. 
The apparent contradiction \'anishes into thin air, now, for the pyram

idal family still says what it said before: "No natural number forms a 

TNT-proof-pair with the arithmoquinification of u." The family doesn't 

say anything about supernatural numbers, because there are no numerals 

for them. But now, -G says, "There exists a generalized natural number 

which forms a TNT-proof-pair with the arithmoquinification of u." It is 

dear that taken together, the family and -G tell us something: that there is 

a supernatural number which forms a TNT-proof-pair with the arithmo

quinification of u. That is all-there is no contradiction any more. 

TNT+ -G is a consistent system, under an interpretation which includes 

supernatural numbers. 

Since we have now agreed to extend the interpretations of the two 

quantifiers. this means that any theorem which involves either of them has 

an extended meaning. For example, the commutativity theorem 

'Va:'Va':(a+a')=(a' +a) 

now tells us that addition is commutative for all generalized natural 

numbers-in other words, noi' only for natural numbers, but also for 

supernatural numbers. Likewise, the TNT-theorem which says "2 is not the 

square of a natural number"-

-3a:(a ·a)=SSO 

-now tells us that 2 is not the square of a supernatural number, either. In 

fact, supernatural numbers share all the properties of natural numbers, as 
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l<•ng as those properties are given to us in theorems of TNT. In other 

words, e\'erything that can IJe formally proven about natural numbers is 

thereby established also for supernatural numbers. This means, in particu

lar, that supernatural numbers are not anything already familiar to you, 

such as fractions, or negati\'e numbers, or complex numbers, or whatever. 

The supernatural numbers are, instead, best visualized as integers which 

are greater than all natural numbers-as infinitely large integers. Here is the 

point: although theorems of TNT can rule out negative numbers, frac

tions, irrational numbers, and complex numbers, still there is no way to 

rule out infinitely large integers. The problem is, there is no way even to 

exprru the statement "There are no infinite quantities". 

This sounds quite strange, at first. Just exactly how big is the number 

which makes a TNT-proof-pair with G"s Godel number? (Let's call it '/', 

for no particular reason.) Unfortunately, we have not got any good vocabu

lary for describing the sizes of infinitely large integers, so I am afraid I 

cannot convey a sense of J's magnitude. But then just how big is i (the 

square root of - I)? Its size cannot be imagined in terms of the sizes of 

familiar natural numbers. You can't say, "Well, i is about half as big as 14, 

and 9/10 as big as 24." You have to say, "i squared is -I", and more or less 

leave it at that. A quote from Abraham Lincoln seems a propos here. 

When he was asked, "How long should a man's legs be?" he drawled, "Long 

er.ough to reach the ground." That is more or less how to answer the 

question about the size of /-it should be just the size of a number which 

spuifies thr structurr of a proof of G-no bigger, no smaller. 

. Of course, any theorem of TNT has many differePt derivations, so you 

might complain that my characterization of I is nonunique. That is so. But 

the p<1rallel with i-the square root of - I-still holds. Namely, recall that 

there is another number whose square is also minus one: -i. Now i and -i 

are not the same number. They just have a property in common. The only 

trouble is that it is the property which defines them! We have to choose one 

of them--it doesn't matter which one-and call it "i". In fact there's no way 

of telling them apart. So for all we know we could have been calling the 

wrong one "i" for all these centuries and it would have made no difference. 

Now, like i, I is also nonuniquely defined. So you just have to think of I as 

being some specific one of the many possible supernatural numbers which 

form TNT-proof-pairs with the arithmoquinification of u. 

Supernatural Theorems Have Infinitely Long Derivations 

We ha\'en"t yet faced head on wh;it it means to throw -G in as an axiom. 

We ha\'e said it but not stressed it. The point is that -G asserts that G has a 

pmoj: How can a system survive, when one of its axioms asserts that its own 

negation has a proof? ·we must be in hot water now! Well, it is not so bad as 

you might think. :\s long as we only construct finitr proofs, we will ne\'er 

p1.·m·e G. Therefore, no calamitous collision between G and its negation -G 

will e\'er take place. The supernatural number I won"t cause any disaster. 

Howe\·er, we will ha\'e to get used to the idea that -G is now the one whit·h 

asserts a truth ("G has a proof"), while G asserts a falsit\' ("(; h<1s no 

proof"). In standard number theor\' it is the other wa\' around-lmt then. 

in standard number theory there aren't am· supernatm al munbers. ~otice 

that a supernatural theorem of T~T-n<1meh· G-ma\' assert a falsit\', but 

all natural theorems still assert truths. 

Supernatural Addition and Multiplication 

There is one extremely curious and unexpected fact about supernaturals 

which I would like to tell you, without proof. (I don't know the proof 

either.) This fact is reminiscent of the Heisenberg u1u·ertaint\' prinriple in 

quantum mechanics. It turns out that you ran "index" the supernaturals in 

a simple and natural way by associating with each supernatural number a 

trio of ordinary integers (including negati\'e ones). Thus. our original 

supernatural number, /, might ha\'e the index set (9,-8.:~). and its sucres

sor, I+ I, might ha\'e the index set (9,-8,4). Now there is no unique way to 

index the supernaturals; different methods offer different ad\'antages and 

disadvantages. Under some indexing schemes, it is \'ery easy to t·akulate 

the index triplet for the sum of two supernaturals, given the indices of the 

two numbers to be added. Under other indexing schemes, it is \'ery easy to 

calculate the index triplet for the product of two supernaturals, given the 

indices of the two numbers to be multiplied. But under no indexing scheme 

is it possible to calculate both. More precisely. if the sum's index Gm he 

calculated by a recursive function, then the product's index will not be a 

recursive function; and conversely, if the product's index is a recursive 

function, then the sum's index will not be. Therefore, supernatural sthool

children who learn their supernatural plus-tables will have to be excused if 

they do not know their supernatural times-tables-and vice versa! You 

cannot know both at the same time. 

Supernaturals Are Useful ... 

One can go beyond the number theory of supernaturals, and consider 

supernatural fractions (ratios of two supernaturals), supernatural real 

numbers, and so on. In fact, the calculus can be put on a new footing, using 

the notion of supernatural real numbers. Infinitesimals such as dx and dy, 

those old bugaboos of mathematicians, can be completely justified, by 

considering them to be reciprocals of infinitely large real numbers! Some 

theorems in advanced analysis 41n be proven more intuitively with the aid 

of "nonstandard analysis". 

But Are They Real? 

Nonstandard number theory is a disorienting thing when you first meet up 

with it. But then, non-Euclidean geometry is also a disorienting subject. In 
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both instances, one is powerfully driven to ask, "But which one of these two 

rival theories is correct? Which is the truth?" In a certain sense, there is no 

answer to such a question. (And yet, in another sense-to be discussed 

later-there is an answer.) The reason that there is nu answer to the 

question is that the two rival theories, although they employ the same 

terms, do not talk about the same concepts. Therefore, they are only 

superficially rivals, just like Euclidean and non-Euclidean geometries. In 

geometry, the words "point", "line", and so on are undefined terms, and 

their meanings are determined by the axiomatic system within which they 

are used. 
Likewise for number theory. When we decided to formalize TNT, we 

preselected the terms we would use as interpretation words-for instance, 

words such as "number", "plus", "times", and so on. By taking the step of 

formalization, we were committing ourselves to accepting whatever passive 

meanings these terms might take on. But-just like Saccheri-we didn't 

anticipate any surprises. We thought we knew what the true, the real, the 

only theory of natural numbers was. We didn't know that there would be 

some questions about numbers which TNT would leave open, and which 

could therefore be answered ad libitum by extensions of TNT heading off 

in different directions. Th us, there is no basis on which to say that number 

theory "really" is this way or that, just as one would be loath to say that the 

square root of - I "really" exists, or "really" does not. 

Bifurcations in Geometry, and Physicists 

There is one argument which can be, and perhaps ought to be, raised 

against the preceding. Suppose experiments in the real, physical world can 

be explained mo;·e economically in terms of one particular version of 

geometry than in terms of any other. Then it might make sense to say that 

that geometry is "true". From the point of view of a physicist who wants to 

use the "correct" geometry, then it makes some sense to distinguish be

tween the "true" geometry, and other geometries. But this cannot be taken 

too simplistically. Physicists are always dealing with approximations and 

idealizations of situations. For instance, my own Ph.D. work, mentioned in 

Chapter V, was based on an extreme idealization of the problem of a crystal 

in a magnetic field. The mathematics which emerged was of a high degree 

of beauty and symmetry. Despite---<>r rather, because of-the artificiality of 

the mode!, some fundamental features emerged conspicuously In the 

graph. These features then suggest some guesses about the kinds of things 

that might happen in more realistic situations. But without the simplifying 

assumptions which produced my graph, there wuld never be such insights. 

One can see this kind of thing O\'er and O\'er again in physics, where a 

physicist uses a "nonreal" situation to learn about deeply hidden features of 

reality. Therefore, one should be extremely cautious in saying that the 

brand of geometry which physicists might wish to use would represent "the 
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true geometry". for in fact, ph~·sicists will always use a ,·ariet\' of differem 

geometries, choosing in any gi\'en situation the one th;ll seem~.simplest and 

most con\'enient. 
Furthermore-and perhaps this is e\·en more to the point-physicists 

do not study just the ~~-D space we live in. There an· whole families of 

"abstract spaces" within which physical calculations take place, spares whkh 

have totally different geometrical properties from the ph~·siral sp;1t·e within 

which we li\'e. Who is to say, then. that "the true geometry" is defined I)\· 

the space in which l'ranus and Neplllne orbit <iround the sun? There i~ 

"Hilbert space", where quantum-mechanic-al wa\'e functions undulate; 

there is "momentum space", where Fourier romponents dwell; there i!I 

"reciprocal space". where wa\'e-\'ectors ravort: there is "phase spat·e", 

where many-particle configurations swish: and so on. There is absolutely 

no reason that the geometries of all these spaces should be the same: in fact, 

they couldn't possibly be the same! So it is essential and \'ital for phnicists 

that different and "rival" geometries should exist. . 

Bifurcations in Number Theory, and Bankers 

So much for geometry. What about number theory? ls it also essential and 

vital that different number theories should coexist with each other? If you 

asked a bank officer, my guess is that you would get ;in expression of 

horror and disbelief. How could 2 and 2 add up to anything but 4? And 

~orem:er, if 2 and 2 did not make 4, wouldn't world economies collapse 

1mmed1ately under the unbearable uncertainty opened up by that fao? Not 

~eally. First of all, nonstandard number theory doesn't threaten the age-old 

idea that 2 plus 2 equals 4. It differs from ordinary number theory only in 

the way it deals with the concept of the infinite. After all, rvery theorrm of 

TNT remains a theorem in any extension of TNT! So bankers need not despair 

of the chaos that will arrive when nonstandard number theory takes over. 

. And anyway.' entertaining fears about old facts being changed betrays 

a m1sunderstandmg of the relationship between ma1hematics and the real 

world. Mathematics only tells you answers to questions in the real world 

~fter you have taken the one vital step of choosing which kind of mathemat

ic!> to apply. Even if there were a rival number theory which used the 

symbols '2', '3', and '+', and in which a theorem said "2 + 2 = 3", there 

would be little reason for bankers to choose to use that theory! For that 

theory does not fit the way money works. You fit your mathematics to the 

world, and not the other way around. For instance, we don't apply number 

theory to cloud systems, because the very concept of whole numbers hardly 

fits. There can be one cloud and another cloud, and they will come together 

and instead of there being two clouds, there will still only be one. This 

doesn't prove that I plus I equals I; it just proves that our number

theoretical concept of "one" is not applicable in its full power to cloud

counting. 



Bifurcations in Number Theory, and Metamathematicians 

So hankers, cloud-counters, and most of the rest of us need not worry 
about the ad\'ent of supernatural numbers: they won't affect our everyday 
perceptii111 of the world in the slightest. The only people. who might 
actually he a little worried are people whose endea\'ors depend in some 
crucial way on the nature of infinite entities. There aren't too many such 
people an~und-hut mathematical logicians are members of this cat_egory. 
How can the existence of a bifurcation in number theory affect them~ Well, 

' number theory plays two roles in logic: (I) when axiomatized, it is an object 
o/ .1tudy; and (2) when used informally, it is an indispensable tool with which 
formal systems can he in\'estigated. This is the me-mention distinction once 
again, in fact: in role (I). number theory is mentioned, in role (2)it is used. 

Now mathematicians ha\'e judged that number theory is applicable to 
the study of formal systems e\'en if not to cloud-counting, just as bankers 
have judged that the arithmetic of real numbers is ap!Jlicable to their 
transactions. This is an extramathematical judgement, and shows that the 
thought processes in\'olved in doing mathematics, just like those in other 
areas, invol\'e "tangled hierarchi<>s" in which thoughts on one le\'el can 
affect thoughts on any other le\'el. Le\'els Jrc not cleanly separated, as the 
formalist \'ersion of what mathematics is would have one believe. 

The formalist philosophy claims that mathematicians only deal with 
abstract symbols, and that they couldn't care less whether those symbols 
ha\'e any, applications to or n~nnections with reality. But that is quite a 
distorted picture. Nowhere is this dearer than in metamathematics. If the 
theory of numbers is itself used as an aid in gaining factual knowledge about 
formal systems, then mathematicians are tacitly showing that they believe 
these ethereal things c·alled "natural numbers" are actually part of reality
not just figments of the imagination. This is why I parenthetically re
marked earlier that, in a certain sense, there is an answer to the question of 
which \'ersion of number theory is "true". Here is the nub of the matter: 
mathematirnl logicians must choose which version of number theory to put 
their faith in. In particular, they cannot remain neutral on the question of 
the existence or nonexistence of supernatural numbers, for the tw•.> differ
ent theories may give different answers to questions in metamathematics. 

For instance, take this question: "ls -G finitely derivable in TNT?" No 
one actually knows the answer. Ne\·ertheless, most mathematical logicians 
would ans,~·er no without hesitation. The intuition which moti\'ates that 
answer is based on the fact that if -G were a theorem, TNT ~quid be 
w-inconsistent, and this would force supernaturals down your throat if you 
wanted to interpret TNT meaningfully-a most unpalatable thought for 
most people. After all. we didn't intend or expect supernaturals to be part 
of TNT when we invented iL That is, we-or most of us-believe that it is 
possible to make a formalization of number theory which does not force 
you into believing that supernatural numbers are every bit as real as 
naturals. It is that intuition about reality which determines which "fork" of 
number theory mathematicians will put their faith in, when the chips are 
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down. But this faith may be wrong. Perhaps e\'ery consistent formalization 
of number theorv which humans in\'ent will impl\· the existence of super
naturals, by being w-inconsistent. This is a queer thought, but it is conrei\'-

able. 
If this were the case-which I doubt, but there is no disproof a\'ail-

able-then G would not ha\'e to be undecidable. In fact, there might be no 
undecidable formulas of TNT at all. There could simply be one unbifur
cated theory of numbers-which necessarily includes supernaturals. This is 
not the kind of thing mathematical logicians expect, but it is something 
which ought not to be rejected outright. Generally. mathematical logicians 
belie\'e that TNT-and systems similar to it-are w-n>nsistent, and that the 
Godel string which can !Je constructed in anv such svstem is undecidable 
within that system. That means that they rnn choose to add either it or its 
negation as an axiom. 

Hilbert's Tenth Problem and the Tortoise 

I would like to conclude this Chapter by mentioning one extension of 
Godel's Theorem. (This material is more fully covered in the article "Hil
bert's Tenth Problem" by Da\'is and Hersh, for which see the Bibliog
raphy.) For this, I must define what a Diop~antine equa~ic~n is. This is an 
equation in which a polynomial with fixed mtegral coeffioents and expo-

nents is set to 0. For instance, 

a= 0 

and 

5x + I3y - I = 0 

and 

5p'' + 17q1i - 177 = 0 

and 

a 12:1.666.111.666 + b 1:,-~.666.111.&66 _ c 12~.666.111.666 = o 

are Diophantine equations. It is in general ~ difficult m.atter to know 
whether a given Diophantine equation has any integer solut1o~s or not. In 
fact in a famous lecture at the beginning of the century, Hilbert asked 
mathematicians to look for a general algorithm by which o~e could. deter
mine in a finite number of steps if a given Diophantine equauon has integer 
solutions or not. Little did he suspect that no such algorithm exists! 
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~ow for the simplification of G. It has been shown that whenever you 
have a sufh~iently powerful formal number th~or~" an? a Godel
numhering for it, there is a Diophantine equati~in which is_ equivalent to G. 
The equi\'alence lies in the fact that this equation, when mte_rpreted on _a 
metamathematical level, asserts of itself that it has no solutions. Turn It 

around: if you found a solution to it, you (Ould c~nstruct from i~ th~ 
(~iidel number of a proof in the system that the equat1on has no ~oluuon~. 
Thi~ is what the Tortoise did in the Prelude, using Fermat's equation as his 
Diopha11tine equation. It is nice to know that when ~ou do ~his, you can 
retrieve the sound of Old Bach from the molecules m the air! 

Birthday Cantatatata • • • 

One fine Ma_)' da_)', the Tortoi.'e and .frhille.1 meet, l!'andering in the tL'ood.1 . 

The latter, all dt'Cked out hm1d.wme(v. i.1 doing a jiggi.1h wrt of thing to a 
tune lL'hich he himself;., humming. On hi.' 1•esl he i.1 uwlfing a gual big 

button with the u•ord.1 "Toda_)' is m_l' B irth<k1.v.1" 

Tortoi.1e: Hello there. Achilles. What makes vou sojo\'ful today? Is it your 
birthday, by any chance? 

Achilles: Yes, yes~ Yes it is. today is my birthday! 
Tortoi.": That is what I had suspected. 011 account of that button whid1 

you are wearing, and also because unless I am mistaken, you are 
singing a tune from a Birthday Cantata by Bach, one written in 1727 
for the fifty-seventh birthday of Augustus. King of Saxony. 

Achilles: You're right. And Augustus' birthday coincides with mine, so 
THIS Birthdav Cantata has double meaning. Howner, I shan't tell you 
my age. 

Tortoi.se: Oh, that's perfectly all right. However, I would like to know one 
other thing. From what you have told me so far, would it he correct to 
conclude that today is your birthday? 

Achilles: Yes, yes, it would he. Today IS my birthday. 
Tortoi.1e: Excellent. That's_just as I suspected. So now, I Wll.I. conclude it is 

your birthday, unless-
Achilles: Yes-unless what? 
Tortoi.~e: Unless that would be a premature or hasty conclusion to draw, 

you know. Tortoises don't like to jump to conclusions, after all. (We 
don't like to jump at all, but especially not to conclusions.) So let me 
just ask you, knowing full well of your fondness for logical thought, 
whether it would be reasonable to deduce logically from the foregoing 
sentences, that today is in fact your birthday. 

Achilles: I do believe I detect a pattern to your questions, Mr. T. But 
rather than jump to conclusions myself, I shall take your question at 
face value, and answer it straightforwardly. The answer is: YES. 

Tortoise: Fine~ Fine! Then there is only one more thing I need to know, to 
be quite certain that today is-

Achilles: Yes, yes, yes, yes ... I can already see the line of your question
ing, Mr. T. I'll have you know that I am not so gullible as I was when 
we discussed Euclid's proof, a while back. 

Tortoise: Why, who would ever have thought you to be gullible? Quite to 

the contrary, I regard you as an expert in the forms of logical thought, 
an authority in the science of valid deductions, a fount of knowledge 
about correct methods of reaSbning: .. To tell the truth, Achilles, you 
are, in my opinion, a veritable titan in the art of rational cogitation. 
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And it is only for that reason that I would ask you, "Do the foregoing 
sentences present enough evidence that I should conclude without 
further puzzlement that today is your birthday?" 

Achille.\: You Hatten me with your weighty praise, Mr. T-FLATIER, I 
mean. But I am struck by the repetitive nature of your questioning
and in my estimation, you, just as well as I, could have answered 'yes' 

each time. 
Tortoise: Of course I could have, Achilles. But you see, to do so would 

have been to make a Wild Guess-and Tortoises abhor Wild Guesses. 
Tortoises formulate only Educated Guesses. Ah, yes-the power of the 
Educated Guess. You have no idea how many people fail to take into 
account all the Relevant Factors when they're guessing. 

Achille.\: It seems to me that there was only one rele\'ant factor in this 
rigmarole, and thctt was my first statement. 

Tortoi5e: Oh, to be sure, it's at least ONE of the factors to take into account, 
I'd say-but would you have me neglect Logic, that venerated science 
of the ancients? Logic is always a Relevant Factor in making Educated 
Guesses, and since I have with me a renowned expert in Logic, I 
thought it only Logical to take advantage of that fact, and confirm my 
hunches, by directly asking him whether my intuitions were correct. So 
let me finally come out and ask you point blank: "Do the preceding 
sentences allow me to conclude, with no room for doubt, that Today is 
your Birthday?" 

Achilles: For one more time, YES. But frankly speaking, I have the distinct 
impression that you could have supplied that answer-as well as all the 
previous ones-yourself. 

Tortoi.•e: How your words ::.ting! Would I were so wise as your insinuation 
suggests! But as merely a mortal Tortoise, profoundly ignorant and 
longing to take into account all the Relevant Factors, I needed to know 
the answers to all those questions. 

Achille.5: Well then. let me clear the matter up for once and for all. The 
answer to all the previous questions, and to all the succeeding ones 
which you will ask along the same line, is just this: YES. 

Tortoise: Wonderful! In one fell swoop, you have circumvented the whole 
mess, in your characteristically inventive manner. I hope you wcn't 
mind if I call this ingenious trick an A!'JSWER SCHEMA. It rolls up 
yes-answers numbers I, 2. 3, etc., into one single ball. In fact, coming 
as it does at the end of the line, it deserves the title "Answer-Schema 
Omega", 'w' being the last letter of the Greek alphabet-as if YOL 
needed to be told THAT! 

Achilles: I don't care what you call it. I am just very relieved that you 
finally agree that it is my birthday, and we can go on to some other 
topic-such as what you are going to give me as a present. 

Tortoise: Hold on-not so fast. I WILL agree it is your birthday, provided 
one thing. 

:fchilles: What? That I ask for no present? 
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Tortoise: Not at all. In fact, Achilles, I am looking forward to tn·ating \ou 
to a fine birthday dinner, pro\'ided mereh that I am con\'inced that 
knowledge of all those ,·es-answers at once (as supplied· hv Answt·r 
Schema w) allows me to proceed directh· and without anv further 
detours to the conclusion that toda,· is vour birthday. That's the rase. 
isn't it? 

Achilles: Yes, of course it is. 
Tortoise: Good. And now I have yes-answer w + l. Armed with it. I ran 

proceed to accept the hypothesis that toda,· is vour birthday, if it is 
\'alid to do so. Would vou be so kind as to nmnsel me on that matter, 
Achilles? 

Achilles: What is this? I thought I had seen through your infinite plot. 
Now doesn't yes-answer w + 1 satisfr you? All right. I'll give you not 
only yes-answer w + 2. but also yes-answers w + :~. w + 4, and ~o on. 

Tortoise: How generous of you, Achilles. And here it is your birthday, 
when I should be giving Yot· presents instead of the reverse. Or 
rather, I Sl'SPECT it is your birthday. I guess I t·an conclude that it IS 
your birthday, now, armed with tne new Answer Sd1ema, which I will 
call "Answer Schema 2w". But tell me, Achilles: Does Answer Schema 
2w REALLY allow me to make that enormous leap, or am I missing 
something? 

Achilles: You won't trick me any more, Mr. T. I've seen the way to end this 
silly game. I hereby shall present you with an Answer Schema to end 
all Answer Schemas! That is, I present you simultaneously with An
swer Schemas w, 2w, 3w, 4w, 5w, de. With thi~ Meta-Answer-Schema, I 
have Jl"MPF.D OlT of the whole system, kit and caboodle, transcended 
this silly game you thought you had me trapped in-and now we are 
DONE! 

Tortoise: Good grief! I feel honored, Achilles, to be the recipient of such a 
powerful Answer Schema. I feel that seldom has anything so gigantic 
been devised by the mind of man, and I am awestruck by its power. 
Would you mind if I give a name to your gift? 

Achilles: Not at all. 

Tortoise: Then I shall call it "Answer Schema w2 
". And we can shortly 

proceed to other matters-as soon as you tell me whether the 
possession of Answer Schema w2 allows me to deduce that today is 

your birthday. 

Achilles: Oh, woe is me! Can't I ever reach the end of this tantalizing trail? 
What comes next? 

Tortoise: Well, after Answer Schema w 2 there's answer w
2 + I. And 

then answer w 2 + 2. And so forth. But you can wrap those all 
together into a packet, being Answer Schema w 2 + w. And then 
there are quite a few other answer-packets, such as w2 + 2w, and 
w2 + 3w ... Eventually, you come to Answer Schema 2w

2
, and 

after a while, Answer Schemas 3w2 and 4w2
• Beyond them there 



are yet further Answer Schema,, such as w\ w4, w
5

, and so on. 

It goes on quite a ways, you know. 
Achilles: I can imagine. I suppose it comes to Answer Schema ww 

after a while. 
Tortoise: Of course. 
Achilles: And then www. and wwww? 
Tortoi.~e: You're catching on mighty fast, Achilles. I have a suggestion for 

you, if you don't mind. Why don't you throw all of those together into 

a single Answer Schema? 
Achilles: All right, though I'm beginning to doubt whether it will do any 

good. 
Tortoi.~e: It seems to me that within our naming conventions as so 

far set up, there is no obvious name for this one. So perhaps we should 

just arbitrarily name it Answer Schema Eo· 

Achilles: Confound it all! Every time you give one of my answers a NAME, it 
seems to signal the imminent shattering of my hopes that that answer 
will satisfy you. Why don't we just leave this Answer Schema nameless? 

Tortoi.~e: We can hardly do that, Achilles. We wouldn't have any way to 
refer to it without a name. And besides, there is something inevitable 
and rather beautiful about this particular Answer Schema. It would be 
quite ungraceful to leave it nameless! And you wouldn't want to do 
something lacking in grace on your birthday, would you? Or IS it your 
birthday? Say, speaking of birthdays, today is ~I\' birthday! 

Achilles: It is? 
Tortoi.~e: Yes, it is. Well, actually, it's my uncle's birthday, but that's almost 

the same. How would you like to treat me to a delicious birthday 

dinner this evening? 
Achilles: Now just a cotton-picking minute, Mr. T. Today is MY birthday. 

You should do the treating! 
Tortoi.~e: Ah, but you never did succeed in convincing me of the veracity of 

that remark. You kept on beating around the bush with answers, 
Answer Schemas, and whatnot. All I wanted to know was if it was your 
birthday or not, but you managed to befuddle me entirely. Oh, well, 
too bad. In any case, I'll be happy to let you treat me to a birthday 

dinner this evening. 
Achilles: Very well. I know just the place. They have a variety of delicious 

soups. And I know exactly what kind we should have ... 

Rirthdav Cantatatata ... 
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CHAPTER XV 

jumping out of the System 

A More Powerful Formal System 

ONE oF THE things which a thoughtful critic of (~i>del's proof' mi~ht do 
would be to examine its generality. Such a critic might, for example, 
suspect that Gi>del has just cleverly taken ad\'antage of' a hidden defect in 
one particular f<>rmal system, TNT. If this were thl' cast', then perhaps a 
formal system superior to TNT could be dt'\'eloped which would not lw 
subject to the Godelian trick, and Gi>del's Theorem would lose much of its 
sting. In this Chapter we will carefully scrutinizt' the properties of TNT 
which made it vulnerable to the arguments of last Chapter. 

A natural thought is this: If the basic trouble with TNT is that it 
contains a "hole"-in other words, a sentence which is undecidable, n;m1cly 
G-then why not simply plug up the hole? Why not just tack(~ onto TNT 
as a sixth axiom? Of course, by comparison to the other axioms, (~ is a 
ridiculously huge giant, and the resulting system-TNT +G--would have a 
rather comical aspec~ due to the disproportionateness of its axioms. Be that 
as it may, adding G is a reasonable suggestion. Let us consider it done. 
Now, it is to be hoped, the new system, TNT +G, is a superior formal 
system-one which is not only supernatural-free, but also complete. h is 
certain that TNT +G is superior to TNT in at least one respect: the string G 
is no longer undecidable in this new system, since it is a theorem. 

What was the vulnerability of TNT due to? The essence of its vulnera
bility was that it was capable of expressing statements about itself-in 
particular, the statement 

"I Cannot Be Proven in Formal System TNT" 

or, expanded a bit, 

"There does not exist a natural number which forms a 
TNT-proof-pair with the Godel number of this string." 

Is there any reason lo expect or hope that TNT +G would be invulner
able to Godel's proof? Not really. Our new system is just as expressive as 
TNT. Since Godel's proof relies primarily on the expressive power of a 
formal system, we should not be surprised lo see our new system succumb, 
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too. The trick will be lo find a string which expresses the statement 

"I Cannot Be Proven in Formal System TNT +G._" 

Actually, it is not much of a trick, once you ha\'e seen it done for TNT. All 
the same princ·iples are employed; only the context shifts slightly. (figura
t;\'ely speaking. we take a tune we know and simply sing it again, only in a 
higher key.) As before, the string which we are looking for-let us call it 
"(~"'-is constructed by the intermediary of an "uncle". But instead of 
being based on the formula which represents TNT-proof-pairs, it is based 
on the similar but slightly more complicated notion of TNT +G-proof
pairs. This notion of TNT +G-proof-pairs is only a slight extension of the 
original notion of TNT-proof-pairs. 

A similar extension could be envisaged for the MIU-system. We have 
seen the unadulterated form of MIU-proof-pairs. Were we now lo add MU 
as a second axiom, we would be dealing with a new system-the MIU +MU 
system. A derivation in this extended system is presented: 

MU 
MUU 

axiom 
nile 2 

There is a Ml U +MU-proof-pair which corresponds-namely, m = 30300, 
11 = 300. Of course, this pair of numbers does not form a MIU-proof
pair-only a Ml U +MU-proof-pair. The addition of an extra axiom does 
not substantially complicate the arithmetical properties of proof-pairs. The 
significant fact about them-that being a proof-pair is primitive 
recursive-is preserved. · 

The Godel Method Reapplied 

Now, relllrning to TNT +G, we will find a similar situation. TNT+G
proof-pairs, like their predecessors, are primitive recursive, so they are 
represented inside TNT +G by a formula which we abbreviate in an obvi
ous manner: 

(TNT +G)-PROOF-PAlR{a,a'} 

Now we just do everything all over again. We make the counterpart of G by 
beginning with an "uncle", just as before: 

-3a:3a':<(TNT +G)-PROOF-PAlR{a,a'}AARlTHMO_QUlNE{a'',a'}> 

Let us say its Gi>del-number is u '. Now we arithmoquine this very uncle. 
That will gi,·e us G': 

-3a:3a':<(TNT +G)-PROOF-PAlR{a.a'} 

i\ARITHMOQUINE{SSS .... SSSO/a",a'}> 
~ 

u' S's 



I ts interpretation is 

"There is no number a that forms a T7'T +(;-proof-pair 
with the arithmoquinifo:ation of u'." 

More concisely, 

"I Cannot Be Proven in Formal System TNT+G." 

Multifurcation 

Well (yawn), the details are quite boring from here on out. G' is precisely to 
TNT +G as G was to TNT itself. One finds that either G' or -G' can be 
added to TNT +G, to yield a further splitting of number theory. And, lest 
y~u think this only happens to the "good guys", this very same dastardly 
tnck can be played upon TNT +-G-that is, upon the nonstandard rxt<.'11-
sion of TNT gotten by adding G's negation. So now we see (Fig. 75) that 
there a1·e all sorts of bifurcations in number theory: 

FIGURE 75. "Multifurcation" of TNT. Each extension of TNT has its very own Go<bl 
. 1etttence; that sentence, or its negation, can be addRd on, so that from each ex1'nsion there 
sprout> a pair of further extensions, a process which goe.1 on ad-mftnitum. 

Of course, this is just the beginning. Let us imagine moving down the 
leftmost branch of this downwards-pointing tree, where we always toss in 
the Godel sentences (rather than their negations). This is the best w~ can do 
by way of eliminating supernaturals. After adding G, we add G'. Then we 
add G", and G"', and so on. Each time we make a new extension of TNT, 
its vulnerability to the Tortoise's method-pardon me, I mean Godel's 
method-allows a new string to be devised, having the interpretation 

"I Cannot Be Proven in Formal System X." 

.. 

:'lo:aturallv, after a while, the whole process begins to seem utterly 
predirtable ~nd routine. Why, all the "holes" are made by one single 

·technique! This means that, viewed as typographical objects, t.hey are all 
cast from one single mold, which in turn means that one single axiom 
schema suffices to represent all of them! So if this is so, why not plug up all 
the holes at once and be done with this nasty business of incompleteness 
once and for all? This would be accomplished by adding an <Uiom schema to 

TNT, instead of just one axiom at a time. Specifically, this axiom schema 
would be the mold in which all ofG, G', G", G'", etc., are cast. By adding 
this axiom schema (let's call it "Gw"), we would be outsmarting the "Gooel
ization" method. Indeed, it seems quite clear that adding Gw to TNT would 
be the !wt .,tep necessary for the complete axiomatization of all of number

t heoretical truth. 
It was at about this point in the Contracrostipunctus that the Tortoise 

related the Crab's invention of "Record Player Omega". However, readers 
were left dangling as to the fate of that device, since before completing his 
tale, the tuckered-out Tortoise decided that he had best go home to sleep 
(but not before tossing off a sly reference to Godel's Incompleteness Theo
rem). Now, at last, we can get around to cl~aring up that dangling detail ... 
Perhaps you already have an inkling, after reading the Birthday Cantatatata. 

Essential Incompleteness 

As you probably suspected, even this fantastic advance over T;>o.;T suffers 
the sarne fate. And what makes it quite weird is that it is still for, in essence . 
the same reason. The axiom schema is not powerful enough, and the Gi>del 
constrnction can again be effected. Let me spell this out a little. (One can do 
it much more rigorously t)lan I shall here.) If there is a way of capturing the 
various st rings G, G '. G ", G' ", ... in a single typographical mold. then there 
is a way of describing their Gi>del numbers in a single arithmetical mold. 
And this arithmetical portrayal of an infinite class of numbers can then be 
represented inside TNT +G.., by some formula OMEGA-AXlOM{a} whose 
interpretation is: "a is the Gi'>clel number of one of the axioms coming from 
G.:·. When a is replaced Lv any specific numeral, the formula which results 
will be a theorem of T;-.;T+G,. if and only if the numeral stands for the 
(;i)del number of an axiom coming frorn the schema . 

With the aid of this new formula, it becomes possible to represent even 
such a complicated notion as Ti'\T +G .• -proof-pairs inside T:"lT J-C .. : 

(TNT +G .. ):,PROOF-PAlR{a,a'} 

l'sing this formula. we can construct a new uncle. which we proceed to 
arithnwquine in the In now thoroughly familiar way, making yet another 
uncleridahle string. which will be called "T:'\T+Gw+1". At this point. you 
might well womkr. "Wh\' isn't G, •. , among the axioms created by the axiom 
sd1ema (; .. ,?'"The answer is that(;'" was not clever enough to foresee its oU'n 

elJlhecldahilitv inside number theor\'. 



In the Contracrostipunctus, one of the essenti;il steps in the Tortoise's 

making an "unplayable record" was to get a hold of a manufonun.·r\ 

blueprint of the record player whid1 he was out to destrm. This w.1s 

necessary so that he could figure out to what kind!i. of vibrations it was 

vulnerable, and then incorporate into his ren>rd sud1 grooves as would 

code for sounds which would induce those vibrations. It is a dose analogue 

to the Godel trick, in which the system's own properties are reAened inside 

the notion of proof-pairs, and then used against it. Any system. no matter 

how corn pl ex or tricky it is, can be Gi.'>del-nu mbered, and then the no1 ion of 

its proof-pairs can be defined-and this is the petard by whid1 it is hoist. 

Once a system is well-defined, or "boxed", it benunes nilnerahle. 
This principle is excellently illustrated by the Ca111or diagonal Irick, 

which finds an omitted real number for each well-defined list of reals 

between 0 and I. It is the act of giving an explil·it list-a "box" of reals

which causes the downfall. Let us see how the Cantor tril'k rnn be repeated 

over and over again. Consider what happens if, starting with some list L. 

you do the following: 

(I a) Take list L, and construct its diagonal numher d. 
(lb) Throw d somewhere into list L. making a new list L+d. 

(2a) Take list L + d, and construct its diagonal number d'. 

(2b) Throw d' somewhere into list L +d, making a new list 

L+d+d'. 

Now this step-by-step process may seem a doltish way to patch up L, for we 

could have made the entire list d, d', d", d'", ... at once, given L originally. 

But if you think that making such a list will enable you to complete your list 

of reals, you are very wr~ng. The problem comes at the moment you ask, 

"Where to incorporate the list of diagonal numbers inside L?" No matter 

how diabolically clever a scheme you devise for ensconcing the d-numbers 

inside L, once you have done it, then the new list is still vulnerable. As was 

said above, it is the act of giving an explicit list-a "box" of reals-that 

causes the downfall. 
Now in the case of formal systems, it is the act of giving an explicit 

recipe for what supposedly characterizes number-theoreti~al truth th.al 

causes the incompleteness. This is the crux of the problem with TNT +(,w. 

Once you insert all the G's in a well-defined way into TNT, there is.seen to 

be some other G-some unforeseen G-which you didn't capture m your 

axiom schema. And in the case of the TC-battle inside the Contracros

tipunctus, the instant a record player's "architecture" is determined, the 

record player becomes capable of being shaken to pieces. 
So what is to be done? There is no end in sight. It appears that TNT, 

even when extended ad infinitum, cannot be made complete. TNT is 

therefore said to suffer from essential incompleteness because the incom-

pleteness here is part and parcel of TNT; it is an essential part of 1he 

nature of T~T and cannot be eradicated in any way. whether simple

minded or ingenious. What's more, this problem will haunt any formal 

\·er,ion of number theor\· whether it is an extension of TNT, a modifica

tion of TNT. or an alter~~tive to TNT. The fact of the matter is this: the 

pos-;ihility of rnns1ructing, in a given system, an undecidable string via 

(~i'Hlel's self-reference method, depends on three basic conditions: 

(I) That the system should be rich enough so that all desired 
statements about numbers, whether true or false, can be 
expreHed in it. (Failure on this count means that the system is 
from the very start too weak to be counted as a rival to TNT, 
because it can't even express number-theoretical notions that 
TNT can. In the metaphor of the Contracrostipunctus, it is as if 
one did not have a phonograph but a refrigerator or some 
other kind of object.) 

(2) That all general recursive relations should be represented by 
formulas in the system. (Failure on this count means the 

system fails to capture in a theore1n some general recursive 
I ruth, which ran only be considered a pathetic bellyAop if it is 
attempting 10 produce all of number theory's truths. In the 

Crmtracro.,t1pu11rtw metaphor, 1 his is like having a record 
player·. bu1 one of low fidelity.) 

('.{) Thal 1he axioms and typographical patterns de6ned by its 
rules he recognizable by some terminating decision proce
dure. (Failure on this count means that there is no method to 
clis1i11guish valid derivations in the system from invalid 
011es-1hus thal the "formal system" is not formal after all, 
and in fan is not even well-defined. In the Contracrostipunctus 

metaphor. i1 is a phonograph which is still on the drawing 
hoard, only partially designed.) 

Satisfadio11 of these three conditions guarantees that any consistent system 

will he inrnmplete. because Gi.'>del\ construction is applicable. 

The fascinating thing is that any such system digs its own hole; the 

s\slt"m's own richness brings about its own downfall. The downfall occurs 

esst·111ially because the system is powerful enough to have self-referential 

selllt'tKes. In physics. the notion exists of a "critical mas<" of a fissionable 

substance. such as uranium. A soli{i lump of the substance will just sit there, 

if its mass is less than critical. But beyond the critical mass. such a lump will 

undergo a chain reaction. and blow up. It seems that with formal systems 

there is a11 analogous critical point. Below that point, a system is "harmless" 

and does not even approach defining arithmetical truth formally; but 

hno11d the critical poillt, the system suddenly attains the capacity for 

self-reference. and thereb~· dooms itself to incompleteness. The threshold 

seems to be roughl\' when a sntem attains the three properties listed above. 
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Once this abilitv for self-reference is attained. the system has a hole whid1 is 

tailor-made for itself: the hole takes the features of the s\·stem into affou nt 

and uses them against the system. . 

The Passion According to Lucas 

The baffling repeatability of the Gooel argunient has been used hv \'arious 

people-notably J. R. Lucas-as ammunition in the battle to sl10w that 

there is some elusi\'e and ineffable quality to human intelligem·e, which 

makes it unattainable by "mechanical automata"-that is, rnmputers. Lucas 

begins his article "Minds, Machines, and G<>del" with these words: 

Giidel's 1heorem seems to me 10 prn\'e that Medunis111 is fa Isl'. that is. that 

minds cannot be explained as mal'hines. 1 

Then he proceeds to give an argument which, paraphrased, runs like this. 

For a computer to be considered as intelligent as a person is, it must be able 

to do every intellectu<tl task which a person can do. Now Lucas claims that 

no computer can do "Godelization" (one of his amusingly irreverent terms) 

in the manner that people can. Why 1101? Well. think of any particular 

formal system, such as TNT, or TNT +G, or even TNT+Gw. One can write 

a computer program rather easily which will systematically generate theo

rems of that system, and in such a manner that eventually, any preselected 

theorem will be printed out. That is, the theorem-gene..-ating program 

won't skip any portion of the "space" of all theorems. Such a program 

would be composed of two major parts: (I) a subroutine which stamps out 

axioms, gi\'en the "molds" of the a .. iom schemas (if there are any). and (2) a 

subroutine which takes known theorems (including axioms, of course) and 

applies rules of inference to produce new theorems. The program would 

alternate between running first one of these subroutines, and then the 

other. 
We can anthropomorphically say that this program "knows" some facts 

of number theory-namely, it knows those facts which it prints out. If it 

fails to print out some true fact of number theory, then of course it doesn't 

"know" that fact. Therefore, a computer program will be inferior to human 

beings if it can be shown that humans know something which the program 

cannot know. Now here is where Lucas starts rolling. He says that we 

humans can always do the Godel trick on any formal system as powerful as 

TNT-and hence nomatter what the formal system, we know more than it 

does. Now this may only sound like an argument about formal systems, but 

it can also be slightly modified so that it becomes, seemingly, an invincible 

argument against the iJossibility of Artificial Intelligence ever reproducing 

the human level of intelligence. Here is the gist of it: 

Rigid internal codes entirely rule computers and robots; ergo ... 

Computers are isomorphic to formal systems. Now ... 

Any computer which wants to be as smart as we are has got to he 

able to do number theory as well as we can, so ... 

• 

Among other things, it has to be able to do primitive recursive 

arithmetic But for this very reason ... 

It is vulnerable to the G<>delian "hook", which implies tha.t ... 

We, with our human intelligence, can concoct a certain statement 

of number theory which is true, but the computer is blind to 

that statement's truth (i.e .. will never print it out), precisely 

because of G<>del's boomeranging argument. 

This implies that there is one thing which computers just cannot 

he programmed to do, but which we can do. So we are 

smarter. 

I.et us enjoy, with Lucas, a transient moment of anthropocentric glory: 

Hm\'l'\l'I' l'omplil'ated a mad1ine wt· construn. i1 will. if it is a machine. 

1otrl'~pond to a formal system, which in turn will be liable to the Gi'ldel 

pr(){Tliure for finding a formula nnpro\'able-in-that-s~·stem. T:1is formula the 

mad1i11e will he unahle to produce as hei11g true, although a mind can see it is 

ll'lll' .. .\1111 so the mal'hine will still not he an adequate model of the mind. We 

a1T tni11g to produre a model of the mi11d which is mechanical-\,·hich is 

e~~e111ialh "dead"-hut the mind. bci11g in fart "ali\'e," can always go one 

hettl'r 1ha11 a1n· formal, ossified. dead systcm l·an. Thanks to Giidel's theorem. 

the mi11d alwa\'s has till' last worcl.2 

On hrst sight, and perhaps even on careful analysis, Lucas' argument 

appears compelling. It usually evokes rather polarized reactions. Some 

seize onto it as a nearly religious proof of the existence of souls, while 

others laugh it off as being unworthy of comment. I feel it is wrong, but 

fascinatingly so--and therefore quite worthwhile taking the time to rebut. 

In fact, it was one of the major early forces driving me to think over the 

matters in this book. I shall try to rebut it in one way in this Chapter, and in 

other ways in Chapter XVI I. 
We must try to understand more deeply why Lucas says the computer 

cannot be programmed t() "know" as much as we do. Basically the idea is 

that we are always outside the system, and from out there we can always 

perform the "Giidelizing" operation, which yields something which the 

program, from within, can't see is true. But why can't the "Godelizing 

operator", as Lucas calls it, be programmed and added to the program as a 

third m;~jor n}mponent? Lucas explains: 

Tiu· procedure wherelH the Giidelia11 formula is constructed is a standard 

procedure-onl\ ~o could we be sure that a Gi>delian formula can .he con

~tntnl·d for l'\ en formal s\·stem. But if it is a standard procedure. then a 

mal'hinc should he ahle to be prog,rammed to earn· it out h)O .... This wouid 

n>rrespo11d to ha\'i11g a S\stem \\'ith an additional rule of inference which 

allowed 011e to add, as a theorem, the (;i'>delia11 formula of the rest of the 

forlll<d s\'stelll. a11d then the Giidelian formula of this new. strengthened, 

forlllal wstelll. and so 011. It \\·ould be tantamount to adding to the original 

forlllal S\ stem a11 inli11ite seq11e11ce of axioms. each the Gi'>delian formula of 

the s\·stem hitherto ohtained .... We might expect a mind. faced \\'ith a 

mad1i11e that possessed a Giideli1ing operator. to take thi~ i1110 account. and 
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out-GOdel the new machine. C.~c><ieli1ing opt•rator and all. This has. in l.1, 1. 

proved to be the case. Even if we adjoin to a formal svstem the inliuitt· st•t ol 

axioms consisting of the successi\'e (~i)<lelian formulae. the resulting "\stem i" 

still incomplete. and rnntains a formula which fannot he pro\ed-in-tlw

system, although a rational being can. st;1111ling outside the svstem. s,.,. that it 

is true. We had expected this. for even ii' an inlinite set ol' <1xioms wel't' added. 

they would have to be specified h\' some finite rule or spe,·itiration, and thi" 

further mle or specifit·ation could then he taken into arn11111t Ii\ a mind 

considering the enlarged formal system. In a sense.jmt hecause the mind has 

the last word, it can always pirk a hole in <Ill\' fonnal system presented to it as a 

model of its own workings. The merhaniral model must he. in sonw st'llst'. 

finite and definite: and then the mind '"Ill alwa\'s go one hetter.'1 

Jumping Up a Dimension 

A visual image provided by M. C. Escher is extremely useful in aiding the 

intuition here: his drawing Dragon (Fig. 76). Its most salient feature is, of 

course, its subject matter-a dragon biting its tail, with all the Godelian 

connotations which that carries. But there is a deeper theme to this picture. 

Escher himself wrote the following>1nost interesting comments. The first 

comment is about a set of his drawings all of which are concerned with "the 

conflict between the flat and the spatial": the second comment is about 

Dragon in particular. 

I. Our three-dimensional spare is tlw only true re<1lity we know. The two

dimensional is even· hit as fictitious as the four-dinwnsional, for nothing is 

Hat, not e\'en the m«ist finely polished mirror. And yet we stit·k to the n111ven

tion :hat a wall or a piece of paper i1 Hat, and cu1·iously enough. we still go 011, 

as we have done since time immemorial, producing illusion" of spat·e on just 

such plane surfaces as these. Surel~· it is a hit absunl to draw•• few lines and 

then claim: "This is a house". This odd situation is the theme of the next live 

pictures [including Dragon]. 4 

II. Howe\'er much this dragon tries to he spatial. he remains completely flat. 

Two incisions are made in the paper on which he is printed. Then it is folded 

in such a way as to leave two square openings. But this d1·agon is an ohstinate 

beast, and in spite of his two dimensions he persists in assuming that he has 

three; so he sticks his head through one of the holes and his tail through the 

other. 5 

This second remark especially is a very telling remark. The message is that 

no matter how cleverly you try to simulate three dimensions in two, you are 

always missing some "essence of three-dimensionality". The dragon tries 

very hard to fight his two-dimensionality. He defies the two-dimensionality 

of the paper on which he thinks he is drawn, by sticking his head through 

it; and yet all the while, we outside the drawing can see the pathetic futility 

of it all, for the dragon and the holes and the folds are all merely two

dimensional simulations of those concepts, and not a one of them is real. 

But the dragon cannot step out of his two-dimensional space, and cannot 

FJ(;l 'Rf: i6. Dragon, by .\1. C. Eicher (wood-engraving, 1952). 

know it as we do. We could. in fact. carry the Escher picture any number of 

steps further. For instance, we could tear it out of the book, fold it, cut 

holes in it. pass it through itself, and photograph the whole mess, so that it 

a~ain becomes two-dimensional. And to that photograph, we could once 

a~ain do the same trick. Each time. at the instant that it becomes two

dimensional-no matter how 'cleverly we seem to have simulated three 

dimensiom inside two-it becomes vulnerable to being cut and folded 

a~<1111. 



prog~~· ,:~~:st~~e ~~1r;::,:f~.;~~;;i~n ~etaphor. le~ us return to the 
the "G"d I' . .. . . . alkmg about lrHng lo en<:apsuh11e 

. o e mng operator ms1de the program itself Well · ·1· written . . · . · · e'en 1 we had 
not ca t~~r~~: a':" "hich. ca.~ne~ the operation out. that program would 

P ~ss~nce .. o.I ?odel s method. For oru:e again. we. outside the 
syste~. co~ld sull z~p it m a way which it couldn't do. But then are we 
arguing with, or against. Lucas? 

The Limits of Intelligent Systems 

Against. For the ,·er~· fact th· t . .. . . .. , a \\C cannot write a program to do "C"d l'· 
mg must make us om h · . •O e 11-. s ew at suspicious that we ourseh-es nmld d 't . 
every case. It is one thing to m k h . o I Ill God r . .. . .. . . a e t e argument m the abstract that 

: izlmg can be done ; It is another thing to know how to do it in . . 
parucu ar case In fact h 1· 1 C\ er) . . • as t e orma sptems (or programs) es<:alate . 
comple.xuy' our own ability to "Godelize" will eventually begi~ to. waver i;; 
must'. s~nce, as we hav~ said above, we do not have any algorithmic wa . >f 

;;~~r:~mg hho~ -~~ rrlorm it.. If we can't tell explicitly what is involve~ :n 
, y g t e o e method m all cases. then for each of us there will 

eh\ entually con:ie some case so complicated that we simply can't figure o t 
ow to apply 1t. u 

d fi o~ ~ourse,. this borderline of one's abilities will be somewhat ill-
e ne d' JUSt. as is the borderline of weights which one can pick up off the 

gr?un . While on some days you may not be able to pick up a 250- ound 
object, on other ~ays maybe you can. Nevertheless, there are n~ da s 
whatsoever on which you can pick up a 250-ton object. And in this sen!e 
though everyo~e·s ~odelization threshold is vague, for each person, ther~ 
are syst~ms ~hie~ l.1e far beyond his ability to Godelize. 

This notion 1s illustrated in the Birthday Cantatatata At fi · ob · h h T . · rst, 1t seems 
v1ous t at t e orto1se can proceed as far as he ·w·sh · · 

Achilles. But then Achilles tries to sum up all th 1. es ~n Pl estenng 
Th' · e answers ma smg e swoop 

. is is a move of a different character than any that has gone before and i~ 
given the new name 'w' Th f h · ' the fir . e newness o t e name is quite important. It is 

st example where the old naming scheme-which only included 
names for all the. natural numbers-had to be transcended. Then come 
some more extensions some of h · · 

h
. . • w ose names seem quite obvious others of 

w 1ch are rather tncky But II ' 
h 

. · eventua y, we run out of names once again-at 
t e pomt where the answer-schemas 

cu, <Ai", cu"'"', ... 

are all subsumed into on t 1 alt , . e. ou rag~ous Y complex answer schema. The 
n ogether ~ew name. Eo is supplied for this one. And the reason a 
b;w name is needed. is that ~ome fundamentally new kind of step has 

en taken-a .sort of 1rregulanty has been encountered. Thus a new name 
must be supplied ad hoc. 

•••--!-- ---L _,.a.I 

)· 

There Is No Recursive Rule for Naming Ordinals 

Now offhand you might think that these irregularities in the progression 
from ordinal to ordinal (as these names of infinity are called) could be 
handled by a computer program. That is, there would be a program to 
produce new names in a regular way, and when it ran out of gas, it would 
invoke the "irregularity handler", which would supply a new name, and 
pass control back to the simple one. But this will not work. It turns out that 
the irregularities themselves happen in irregular ways, and one would need 
also a second-order program-that is, a program which makes new pro
grams which make new names. And even this is not enough. Eventually, a 
third-order program becomes necessary. And so on, and so on. 

All of this perhaps ridiculous-seeming complexity stems from a deep 
theorem, due to Alonzo Church and Stephen C. Kleene, about the struc
ture of these "infinite ordinals", which says: 

There is no recursively related notation-system 
which gives a name to every constructive ordinal. 

What "recursively related notation-systems" are, and what "constructive 
ordinals" are, we must leave to the more technical sources, such as Hartley 
Rogers' book, to explain. But the intuitive idea has been presented. As the 
ordinals get bigger and bigger, there are irregularities, and irregularities in 
the irregularities, and irregularities in the irregularities in the ir
regularities, etc. No single scheme, no matter how complex, can name all 
the ordinals. And from this, it follows that no algorithmic niethod can tell 
how to apply the method of Godel to all possible kinds of formal systems. 
And unless one is rather mystically inclined, therefore one must conclude 
that any human being simply will reach the limits of his own ability to 
Gi>delize at some point. From there on out, formal systems of that complex
ity, though admittedly incomplete for the Godel reason, will have as much 
power as that human being. 

Other Refutations of Lucas 

Now this is only one way to argue against Lucas' position. There are others, 
possibly more powerful, which we shall present later. But this counter
argument has special interest because it brings up the fascinating concept 
oft rying to create a computer program which can get outside or itself. see 
itself completely from the outsi<!e. and apply the Godel zapping-trick to 
itself. Of course this is just as impossible as for a record player to be able to 
play records which would cause it to break. 

But---0ne should not consider TNT defective for that reason. If there 
is a defect anywhere, it is not in TNT. but in our expectations of what it 
should be able to do. Furthermore, it is helpful to realize that we are equally 
\'Ulnerable to the word trick which Godel transplanted into mathematical 
formalisms: the Epimenides paradox. This was quite cleverly pointed out 



by C. H. Whitely, when he proposed the senten<.·e "LlKas rannot rnnsis

tently assert this sentence." If you think about it, mu will see that (I) it is 

true, and yet (2) Lucas cannot consistently assert it. So Lucas is also "incom

plete" with respect to truths about the world. The wav in whid1 he mirrors 

the world in his brain structures pre\'ents him from .sirnuhaneouslv hein~ 

"consistent" and asserting that true sentenre. But l.11<."as is no more n1lner

able than any of us. He is just on a par with a -sophisti<.-ated formal svstem. 

An amusing way to see the inco1Te<.·1ness of Lucis' argume1~1 is to 

translate it into a battle between men and women ... In his wanderings, 

Loocus the Thinker one da,· comes across an unknown objen--a woman. 

Such a thing he has ne\'er seen before, and al first he is wondrous thrilled at 

her likeness to himself; but then, slightly scared of her as well, he cries to all 

the men about him, "Behold! I can look upon her face, which is something 

she cannot do-therefore women rnn ne\'er he like me!" And thus he 

proves man's superiority O\'er women, much 10 his relief. and th;1t of his 

male companions. Incidentally, the same argument proves th;11 l.oon1s is 

superior 10 all other males, as well-but he doesn't point that out to them. 

The woman argues back: "Yes, you can see my face, whkh is something 1 

can't do-but I can see _vour face, which is something _vou can't do! We're 

even." However, Loocus comes up with an unexpe<.·ted counter: "I'm sorry, 

you're deluded if you think you can .1ee nw face. Wh;u vou women do is 110 1 

the same as what we men do-it is, as t' have al read}· pointed out, of an 

inferior caliber, and does not deserve to he called by the same name. You 

may <.·all it 'womanseeing'. Now the fact that you can 'womansee' my face is 

of no import, because the situation is not symmetric. You see?" "I woman

see," womanreplies the woman, and womanwalks away ... 

Well, this is the kind of "heads-in-the-sand" argument which you ha\'e 

to be willing to stomach if you are bent on seeing men a11d women running 

ahead of computers in these intellectual battles. 

Self-Transcendence -A Modern Myth 

It is still of great interest to ponder whether we humans ever can jump mll 

of ourselves--or whether computer programs can jump out of themselves. 

Certainly it is possible for a program to modify itself-but such modifiabil

ity has to be inherent in the program to start with, so that cannot be 

counted as an example of "jumping out of the system". No matter how a 

program twists and turns to get out of itself, it is still following the rules 

inherent in itself. It is no more possible for it to escape than it is for a 

human being to decide voluntarily not to obey the laws of physics. Physics is 

an overriding system, from which there can be no escape. However, there is 

a lesser ambition which it is possible to achieve: that is, one can certainly 

jump from a subsystem of one's brain into a wider subsystem. One can step 

out of ruts on occasion. This is still due to the interaction of various 

subsystems of one's brain, but it can feel very much like stepping entirely 

out of oneself. Similarly, it is entirely conceivable that a partial ability to 

"step outside of itself" could be embodied in a computer program. 

--1· 

However, it is important to see the distinction between perceiving one

self, and tran.1Ct"nding oneself. You can gain visions of yourself in all sorts of 

ways-in a mirror, in photos or movies, on tape, through the descriptions 

of others, hy getting psychoanalyzed, and so on. But you cannot quite break 

our of your own skin and be on the outside of yourself (modern occult 

movements, pop psychology fads, etc. notwithstanding). TNT can talk 

aho111 itself. but it cannot jump out of itself. A computer program can 

modify itself but it cannot violate its own instructions-it can at best change 

some parts of itself hy obeying its own instructions. This is reminiscent of the 

humorous paradoxical question, "Can God make a stone so heavy that he 

can't lift it?'" 

Advertisement and Framing Devices 

This drive tojump out of the system is a pervasive one, and lies behind all 

progress in art, music, and other human endeavors. It also lies behind such 

I rivial undertakings as the making of radio and television commercials. 

This insidious trend has been beautifully perceived and described by 

Erving C~offman in his book Frame Ana!y.;is: 

For l'X;1111ple. an oh\'ionslv professional actor completes a commen:ial pitch 

and. with the tamna still 011 him. turns in obvious relief from his task, now to 

tak<" n·;1) pleasure in consuming the product he had heen ad\·ertising. 

This is. of co1m;e. hut onl· example of the wav in which T\' and radio 

1 ou1111l·rcials aH' coming to l·xploit framing de\·ices to gi\·e an appearance of 

11at11rahwss that (it is hoped) will m·e1Tide the resene auditors have de

\clopl·1l. Thus, usl· is currently heing made of children's voic6. presumahly 

hccausl' thesl' seem unsrhooled; street noises. and other effects to give the 

impn·,sion of interviews with unpaid respondents: false starts, tilled pauses, 

II\ plavs. and o\ nlapping speech to simulate actual n1nversation: and, follo\•;

ing \\"dies. thl' intern·ption of a lirm"s jingle commercials to give news of its 

Ill'\\· product, altl·rnating orcasionallv with interreption hv a public intere~t 

spot. this pn·s11111ahlv keq1i11g the faith ol the auditor alive. 

Tlw lllOH' that auditors withdraw to minor expressive details as a test of 

gl·m1im·m·ss. tlw more that advertisers chase after them. \\'hat r·esults is a sort 

of i11tnadio11 pollution. a disorder that is also spread by the public relations 

consulunts ol political ligun:s, and. more modestlv. b~· micro-sociolog~··" 

Here we have vet another example of an escalating "TC-battle"-the an

tagonists this time being Truth and Commercials. 

Simplicio, Salviat~ Sagredo: Why Three? 

·nwre is a fasrinating- connection between the problem of jumping out of 

the system and the quest for nHnplete objecti\'ity. When I read Jauch's four 

Dialogues in .fre Quanta Real? based on Galileo"s four Dialogues Concerning 

TH•o Nell' Science,, I fo1111d 111\·selfwondering why there were three characters 

participating: Simplicio, Salviati, and Sagredo. Why wouldn't two ha\'e 
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sufficed: Simplicio, the educated simpleton, and Salviati, the knowledge

able thinker? What function does Sagredo have? Well, he is supposed to be ;1 

sort of neutral third party, dispassionately weighing the two sides ;md 

coming out with a "fair" and "impartial" judgment. It sounds verv bal

anced, and yet there is a problem: Sagredo is always agreeing with Salviati, 

not with Simplicio. How come Objectivity Personified is playing farnrites? 

One answer, of course, is that Sal\'iati is enundating rnrre<.·t views, so 

Sagredo has no choice. But what, then, of fairness or "equal time"? 

By adding Sagredo, Galileo (and Jauch) stacked the deck more against 

Simplicio, rather than less. Perhaps there should be added a yet higher

level Sagredo-someone who will be objective about this whole situation ... 

You can see where it is going. We are getting into a neve1·-ending series of 

"escalations in objectivity", which have the curious property of ne\'er get

ting any more objective than at the first level: where Salviati is simply right, 

and Simplicio wrong. So the puzzle remains: why add Sagredo at all? And 

the answer is, it gives the illusion of stepping out of the system, in some 

intuitively appealing sense. 

Zen and "Stepping Out" 

In Zen, too, we can see this preoccupation with the concept of transcending 

the system. For instance, the koan in which Tozan tells his monks that "the 

higher Buddhism is not Buddha". Perhaps. self-transcendence is even the 

central theme of Zen. A Zen person is always trying to understand more 

deeply what he is, by stepping more and more out of what he sees himself 

to be, by breaking every rule and convention which he perceives himself to 

be chained by-needless to say, including those of Zen itself. Somewhere 

along this elusive path may come enlightenment. In any case (as I see it), 

the hope is that by gradually deepening one's self-awareness, by gradually 

widening the scope of "the system'', one will in the end come to a feeling of 

being at one with the entire universe. 
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Edifying Thoughts 
of a Tobacco Smoker 

Achilles has bun invited to the Crab's home. 

Achilles: see you have made a few additions since I was last here, Mr. 

Cnb. Your new paintings are especially striking. 

Crab: Thank you. I am quite fond of certain painters-especially Rene 

Magritte. Most of the paintings I have are by him. He's·my favorite 
artist. 

Achilles: They are very intriguing images, I must say. In some ways, these 

paintings by Magritte remind me of works by MY favorite artist, M. C. 

Escher. 
Crab: 1 can see that. Both Magritte and Escher use great realism in 

exploring the worlds of paradox and illusion; both have a sure sense 

for the evocative power of certain visual symbols, and-something 

which even their admirers often fail to point out-both of them have a 

sense of the graceful line. 

Achilles: Nevertheless, there is something quite different about them. 

wonder how one could characterize that difference. 

Crab: It would be fascinating to compare the two in detail. 

Achilles: 1 must say, Magritte's command of realism is astonishing. For 

instance, I was quite taken in by that painting over there of a tree with 

a giant pipe behind it. 

FIGURE 77. The Shadows, by Rene Magritte ( 1966). 



Crab: You mean, a normal pipe with <1 tiny tree in front of it! 
Achilles: Oh, is that what it is? Well, in any case, when I first spotted it. I 

was convinced I was smelling pipe smoke! Can you imagine how silh I 
felt? . 

Crab: I quite understand. My guests are often taken in by that ont'. 

(So saying, he reaches up, remot•es the pif" from behind the trl't' in thr 
painting, turns it ot•er and taps it against the table, and thr room begins to 
rerk of pipe tobacco. He begim packing in a new wad of tobacco.) 

This is a fine old pipe. Achilles. Believe it or not. the howl has a c·opper 
lining, which makes it age wonderfully. 

Achilles: A copper lining! You don't say! 
Crab (pulls out a box of matches, and light~ his pif"): Would you care for a 

smoke, Achilles? 
Achilles: No, thank you. I only smoke cigars now and then. 
Crab: No problem! I have one right here! (Reachrs out tou•ard~ anothn 

Magritte painting, featuring a bic.vclr mounted upo11 a lit cigar.) 
Achilles: Uhh-no thank you, not now. 
Crab: As you will. I myself am an incurable tobacn> smoker. Whid1 re

minds me-you undoubtedly know of Old Barh's predilection for pipe 
smoking? 

Achillrs: I don't recall exactly. 
Crab: Old Bach was fond of versifying. philosophizing, pipe smoking, ancl 

FIGURE i8. State of Crace. h_v Rme Magrittl' ( 1959). 

music- making (not necessarily in that order). He combined all four into 
a droll poem which he set to music. It can be found in the famous 
musical notebook he kept for his wife, Anna Magdalena, and it is called 

Edifying Thought~ of a Tobacco Smoker 1 

Whene'er I take my pipe and stuff it 
And smoke to pass the time away, 

My thoughts, as I sit there and puff it, 
Dwell on a picture sad and gray: 

It teaches me that very like 
Am I myself unto my pipe. 

Like me, this pipe so fragrant burning 
Is made of naught but earth and clay; 

To earth I too shall be returning. 
It falls and, ere I'd think to say, 

It breaks in two before my eyes; 
In store for me a like fate lies. 

No stain the pipe's hue yet doth darken; 
It remains white. Thus do I know 

That when to death's call I must harken 
My hody, too, all pale will grow. 

To black beneath the sod 'twill turn, 
Likewise the pipe, if oft it burn. 

Or when the pipe is fairly glowing, 
Behold then, instantaneously. 

The smoke off into thin air going, 
Till naught but ash is left to see. 

Man's fame likewise away will burn 
And unto dust his body turn. 

How oft it happens when one's smoking: 
The stopper's missing from its shelf, 

And one goes with one's finger poking 
Into the bowl and burns oneself. 

If in the pipe such pain doth dwell, 
How hot must be the pains of hell. 

Thus o'er my pipe, in contemplation 
Of such things, I can constantly 

Indulge in fruitful meditation, 
And so, puffing contentedly, 

On land, on sea, at home, abroad, 
I smoke my pipe and worship God. 

l_ ---



A charming philosophy. is it not? 
Achilles: Indeed. Old Bach was a turner of phrases quite ple<1sin". 
Crab: You took the \'ery words from my mouth. You know. in Ill\ tinw I 

ha\'e tried to write de\'er \'erses. But I fear mine don"t measu;·e up to 
much. I don't ha\'e such a way with words. 

Achilles: Oh, come now, Mr. Crab. You h<iw-how to put it?--<1uite a 
penchant for trick'ry and teasin'. l°d ix- honored if you"d sing nw one 
of your songs, Mr. C. 

Crab: I'm most flattered. How about if I play you a ren>rd of m\'Self 
singing one of my efforts? I don"t remember when it dates frou~. Its 
title is "A Song Without Time or Season"'. 

Achilles: How poetic! · 

(The Crab pulls a record from his she/ties, and walks over to a huge, 
comp/Rx piece of apparatus. He opms it up, and imerts the record into m. 
ominous-looking mechanical mouth. Suddenly a bright flash of greeni1h 
light sweeps over the surface of the record, and after a mommt, the record 
is silently whi1ked into some hidden belly of the f antmtic machine. A 
moment passes, and then the strains of the Crab's voice ring out.) 

A turner of phrases quite pleasin', 
Had a penchant for trick'ry and teasin'. 

In his songs, the last line · 
Might seem sans design; 

What I mean is, without why or wherefore. 

Achilles: Lovely! Only, I'm puzzled by one thing. It seems to me that in 
your song, the last line is

Crab: Sans design? 
Achilles: No ... What I mean is, without rhyme or reason. 
Crab: You could be right. 
Achilles: Other than that, it's a very nice song, but I must say I am even 

more intrigued by this monstrously complex contraption. Is it merely 
an oversized record player? 

Crab: Oh, no, it's much more than that. This is my Tortoise-chomping 
record player. 

Achilles: Good grief! 
Crab: Well, I don't mean that it chomps up Tortoises. But it chomps up 

records produced by Mr. Tortoise. 
Achilles: Whew! That's a little milder. Is this part of that weird musical 

battle that evolved between you and Mr. T some time ago? 
Crab: In a way. Let me explain a little more fully. You see, Mr. Tortoise's 

sophistication had reached the point where he seemed to be able to 
destroy almost any record player I would obtain. 

Achilles: But when I last heard about your rivalry, it seemed to me you had 
at last come into possession of an invincible phonograph-one with a 

built-in TV c·amera, minicomputer and so on, which could take itself 
apart and rebuild itself in such a way that it would not be destroyed. 

<:rah: Alark and alas'. My plan was foiled. For Mr. Tortoise took ad\'an
tage of one small detail which I had overlooked: the subunit which 
direned the disassembly and reassembly processes was itself stable 
during the entire process. That is, for ob\'ious reasons, it could not 
take it~elf apart and rebuild itself, so it stayed intact. 

Arhillf1: Yes. but what consequences did that ha\'e? 
Crab: Oh. the direst ones! For you see, Mr. T focused his method down 

onto that subunit entirely. 
Arhil/f1: How is that? 
Crab: He simply made a record which would induce fatal vibrations in 

the one strucrnre he knew would ne\'er change-the disassembly
reassembly subunit. 

Arhillf1: Oh. I see ... Very sneaky. 
<:rah: Yes, so I thought, too. And his strategy worked. Not the first time, 

mind you. I thought I had outwitted him when my phonograph 
survived his first onslaught. I laughed gleefully. But the next time, he 
returned with a steely glint in his eye, dnd I knew he meant business. I 
plat·ed his new record on my turntable. Then, both of us eagerly 
watched the computer-directed subunit carefully scan the grooves, 
then dismount the record, disassemble the record player, reassemble it 
in an astonishingly different way, remount the record-and then 
slowly lower the needle into the outermost groove. 

Arhille.1: Golly! 
<:rah: No sooner had the first strains of sound issued forth than a loud 

S:\l.\Sll ! tilled the room. The whole thing fell apart, but particularly 
badly destroyed was the assembler-disassembler. In that painful in
stant I finally realized, to my chagrin, that the Tortoise would ALWAYS 
he a hie to focus down upon-if you'll pardon the phrase-the Achilles' 
heel of the system. 

Arhille.1: L'pon my soul! You must have felt devastated. 
Crab: Yes, I felt rather forlorn for a while. But, happily, that was not the 

end of the story. There is a sequel to the tale, which taught me a 
,·aluahle lesson, which I may pass on to you. On the Tortoise's recom
mendation, I was browsing through a curious book filled with strange 
Dialogues about many subjects, including molecular biology, fugues, 
Zen Buddhism, and heaven knows what else. 

ltchilles: Probably some crackpQt wrote it. What is the book called? 
Crab: If I recall correctly, it was called Copper, Silver, Gold: an Indestructible 

Metallic Alloy. 
Achilles: Oh, Mr. Tortoise told me about it, too. It's by a friend of his, who, 

it appears. is quite taken with metal-logic. 
Crab: I wonder which friend it is ... Anyway, in one of the Dialogues, I 

encountered so.me Edifying Thoughts on the Tobacco Mosaic Virus, 
ribosomes, and other strange things I had never heard of. 
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FIGl'RE i9. Toharro Mmair J'iru.1. 
[From A. f.phni11gn-. Btothemistry ( NPw York: 

Worth Pub/i.1hm, 1976!.) 

Achilles: What is the Tobacco Mosaic Virus? What are ribosomes? 
Crab: I can't quite say, for I'm a total dunce when it comes to biology. All I 

know is what I gathered from that Dialogue. There, it said that To
bacco Mosaic Viruses are tiny cigarette-like objects that cause a disease 

in tobacco plants. 
Achilles: Cancer? 
Crab: No, not exactly, but-
Achilles: What next? A tobacco plant smoking, and getting cancer! Serves 

it right! 
Crab: I believe you've jumped to a hasty conclusion, Achilles. Tobacco 

plants don't SMOKE these "cigarettes". The nasty little "cigarettes" just 
come and attack them, uninvited. 

Achilles: I see. Well, now that I know all about Tobacco Mosaic Viruses, 
tell me what a ribosome is. 

Crab: Ribosomes are apparently some sort of subcellular entities which 
take a message in one form and convert it into a message in another 

form. 
Achilles: Something like a teeny tape recorder or phonograph? 
Crab: Metaphorically, I suppose so. Now the thing which caught my eye 

was a line where this one exceedingly droll character mentions the fact 
that ribosomes-as well as Tobacco Mosaic Viruses and certain other 
bizarre biological structures-possess "the baffling ability to spontane
ously self-assemble". Those were his exact words. 

Achilles: That was one of his droller lines, I take it. 

Cwb: That\ jmt what the other character in the Dialogue thought. But 
that\ a preposterous interpretation of th~ statement. (The Crab draws 
dnply /rom hi.1 pipe, a11d puff• .1everal billow~ of smolu> into the air.) 

Arhille1: Well, what does "spontaneous self-assembly" mean, then? 
Crab: The idea is that when some biological units inside a cell are taken 

apart, they «an spontaneously reassemble themselves-without being 
direned hy any other unit. The pieces just come together, and 
presto!-they stick. 

Achille.1: That sounds like magic Wouldn't it be wonderful if a full-sized 
rernrd player could ha\'e that property? I mean, if a miniature "record 
player" such as a ribosome can do it, why not a big one? That would 
allow you to create an indestructible phonograph, right? Any time it 
was broken, it would just put itself together again. 

Crab: Exactly my thought. I breathlessly rushed a letter off to my man
ufacturer explaining the concept of self-assembly, and asked him if he 
rnuld huild me a record player which could take itself apart and 
spontaneously self-assemble in another form. 

Achille.1: A hefty bill to fill. 
Crab: True; but after se\'eral months, lie wrote to me that he had suc

ceeded, at long last-and indeed he sent me quite a hefty bill. One fin~ 
clay, ho! My Grand Self-assembling Record Player arrived in the mail, 
and it was with great confidence that I telephoned Mr. Tortoise, and 
invited him over for the purpose of testing my ultimate record player. 

Achilles: So this magnificent object before us must be the very machine of 
whid1 you speak. 

Crab: I'm afraid not, Achilles. 
Achille1: Don't tell me that once again 
Crab: What you suspect, my dear friend, is unfortunately the case. I don't 

pretend to understand the reasons why. The whole thing is too painful 
to recount. To see all those springs and wires chaotically strewn about 
on the Hoor, and puffs of smoke here and there--oh, me ... 

Achille.1: There, there, Mr. Crab, don't take it too badly. 
Cmb: I'm quite all right; I just have these spells every so often. Well, to go 

on, after Mr. Tortoise's initial gloating. he at last realized how sorrow
ful I was feeling, and took pity. He tried to comfort me by explaining 
that it couldn't be helped-it all had to do with somebody-or-other's 
"Theorem", but I couldn't follow a word of it. It sounded like "Turtle's 
·1-heorem". 

Achille.1: I wonder if it was that "Godel's Theorem" which he spoke of once 
before to me ... It has a rather sinister ring to it. 

Crab: It could be. I don't recall. 
Achilles: I can assure you, Mr. Crab, that I have followed this tale with the 

utmost empathy for your position. It is truly sad. But, you mentioned 
that there was a silver lining. Pray tell, what was that? 

Crnb: Oh, \'es-the silver lining. Well, eventually, I abandoned my quest 
after "Perfection" in phonographs, and decided that I might do better 
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to tighten up my defenses against the Tortoise's records. I rnncluded 
that a more modest aim than a record player which t·an play anything 
is simply a record player that-can Sl'R\'l\'E: one that will a\'o!d getting 
destroyed-even if that means that it can only play a few particular 
records. 

Achilles: So you decided you would de\'elop sophistit-ated anti-Tortoise 
mechanisms at the sacrifice of being able lo reprodm·e e\'ery possible 
sound, eh? 

Crab: Well ... I wouldn't exactly say I "decided" it. More accurate would 
be to say that I was FORCED into that position. 

Achilles: Yes, I can see what you mean. 
Crab: My new idea was to prevent all "alien" records from being played on 

my phonograph. I knew my own records are harmless, and so if I 
prevented anyone else from infiltrating THUR records, that \\ould 
protect my record player, and still allow me to enjoy my recorded 
music. 

Achilles: An excellent strategy for your new goal. Now does this giant 
thing before us represent your accomplishments to date along those 
lines? 

Crab: That it does. Mr. Tortoise, of course, has realized that he must 
change HIS strategy, as well. His main goal is now to devise a record 
which can slip past my censors-a new type of challenge. 

Achilles: For your part, how are you planning to keep his and other "alien" 
records out? 

Crab: You promise you won't reveal my strategy to Mr. T, now? 

Achilles: Tortoise's honor. 
Crab: What!? 
Achilles: Oh-it's just a phrase I've picked up from Mr. T. Don't worry-I 

swear your secret will remain secret with me. 
Crab: All right, then. My basic plan is lo use a LABELING technique. To 

each and every one of my records will be attached a secret label. Now 
the phonograph before you contains, as did its predecessors, a televi
sion camera for scanning the records, and a computer for processing 
the data obtained in the scan and controlling subsequent operations. 
My idea is simply lo chomp all records which do not bear the proper 
label! 

Achilles: Ah, sweet revenge! But it seems lo me that your plan will be easy 
lo foil. All Mr. T needs to do is to get a hold of one of your records, 
and copy its label! 

Crab: Nol so simple, Achilles. What makes you think he will be able to tell 
the label from the rest of the record? h may be beuer integrated than 
you suspect. 

Achilles: Do you mean that it could be mixed up somehow with the actual 
music? 

Crab: Precisely. But there is. a way to disentangle the two. h requires 
sucking the data off the record visually, and then-
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-lrhille1: Is that what that bright green Hash was for? 
Crab: That's right. That was the TV camera scanning the groo\'es. The 

groo\'e-pauerns were sent to the minicomputer, which analyzed the 
musical style of the piece l had put on-all in silence. Nothing had 
heen played yet. 

Arhille.1: Then is there a screening process, which eliminates pieces which 
aren't in the proper styles? 

Crab: You've got it, Achilles. The only records which can pass this second 
lest are records of pieces in my own style-and it will be hopelessly 
diffirnlt for Mr. T lo imitate that. So you see, I am con\'inced l will win 
this new musical battle. However, I should mention that Mr. T is 
equally convinced that somehow, he will manage to slip a record past 
my censors. 

Arhilles: And smash your mar\'elous machine to smithereens? 
Crab: Oh, tH>-he has pro\'ed his point on that. Now he just wants to 

prove lo me that he can slip a record-an innocuous one-by me, no 
matter what measures I take to prevent it. He keeps on muttering 
things about songs with strange titles, such as "I Can Be Played on 
Record Player X". But he can't scare \ff.! The only thing that worries 
me a little is that, as before, he seems to have some murky arguments 
which ... which ... (He trail\ off into silenre. Then, looking quite pe11sive, he 
takes a Jew puff.\ 011 hi\ pipe.) 

Arhille.1: Hmm ... I'd say Mr. Tortoise has an impossible task on his 
hands. He's met his match, at long last! 

Crab: Curious that you should think so ... I don't suppose that you know 
He11kin 's Thet>rem forwards and backwards, do you? 

Arhille.1: Know WHOSE Theorem forwards and backwards? I've never 
heard of anything that sounds like that. I'm sure it's fascinating, but I'd 
rather hear more about "music to infiltrate phonographs by". It's an 
amusing little story. Actually, I guess I can fill in the end. Obviously. 
!\tr. T will hnd out that there is no point in going on, and so he will 
sheepishly admit defeat, and that will be that. Isn't that exactly it? 

<:rah: That's what I'm hoping, at least. Would you like to see a tittle bit of 
the inner workings of my defensi\'e phonograph? 

.-lrhilll'.1: (~ladh·. I've alwan wanted to see a working television camera. 

Crnh: ~o sooner said than done, my friend. (Reaches i11to the gaping "mouth" 
of the largr phonograph, undors a couplr of snaps, and pulls out a neatly 
parkaged i11.1trnmnlf.) You see, the whole thing is built of intl~pendent 
modules, which can be detached and used independently. This TV 
camera, for instance, works )_:ery well by itself. Watch the screen o\'er 
there, beneath the painting with the flaming tuba. (He points the camera 
<If .frhille.1, u•ho.1r .faa i11.1tant(l' apprars on thr largr scrren.) 

Arhille.1: Terrific! '.\ta\ I try it out? 
Crab: Certain(\'. 
:lrhillrs (pointing the ramera at the Crab): There Yot· are, Mr. Crab, on the 

srreen. 

1 ~Hl 
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FIGURE 80. The Fair Captive, by Rene Magritte (1947). 

Crab: So I am. 

•.,~·r~,;..i.,:.,~ 
.... _ ... :"!~~ 

~- Achilles: Suppose point the camera at the painting with the burning 
tuba. Now it is on the screen, too! 

Crab: The camera can zoom in and out, Achilles. You ought to try it. 
Achilles: Fabulous! Let me just focus down onto the tip of those Hames, 

where they meet the picture frame ... It's such a funny feeling to be 
able to instantaneously "copy" anything in the room-anything I 
want---0nto that screen. I merely need to point the camera at it, and it 
pops like magic onto the screen. 

Crab: ANYTHING in the room, Achilles? 
Achilles: Anything in sight, yes. That's obvious .. 
Crab: What happens, then, if you point the camera at the Hames on the 

TV screen? 

(Achilles shifts the camera so that it points directly at that part of the 
televiswn screen on which the flames are-<>r were-displayed.) 

Achilles: Hey, that's funny! That very act makes the Hames DISAPPEAR 

from the screen! Where did they go? 
Crab: You can't keep an image still on the screen and move the camera at 

the same time. 
Achilles: So I see ... But I don't understand what's on the screen now

not at all! It seems to be a strange long corridor. Yet I'm certainly not 

(a) The 1imp/p1t ca1P . ( d) A ''failed self-engulfing". -

( c) What happms u>hm you rotate thP wmera. (f) Combined effect of rotation and zooming. 

FIGURE 81. T u>Plt•P self-engulfing TV screens. 1 would have included one more, had 13 
not bPen prime. 
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pointing the camera down any corridor. I'm merely pointing it at an 
ordinary TV screen. 

Crab: Look more carefully, Achilles. Do you really see a corridor? 
Achilles: Ahhh, now I see. It's a set of nested copies of the TV screen itself, 

getting smaller and smaller and smaller ... Of course! The image of 
"the Hames HAD to go away, because it came from my pointing the 
camera at the PAINTI]l;G. When I point the camera at the SCREEN, then 
the screen itself appears, with whatever is on the screen at the time
which is the screen itself, with whatever is on the screen at the time
which is the screen itself, with-

Crab: I believe I can fill in the rest, Achilles. Why don't you try rotating 
the camera? 

Achilles: Oh! I get a beautiful spiraling corridor! Each screen is rotated 
inside its framing screen, so that the littler they get, the more rotated 
they are, with respect to the outermost screen. This idea of having a 
TV screen "engulf itself" is weird. 

Crab: What do you mean by "self-engulfing'', Achilles? 
Achilles: I mean, when I point the camera at the screen--or at part of the 

screen. THAT'S self-engulfing. 
Crab: Do you mind if I pursue that a little further? I'm intrigued by this 

new notion. 
Achilles: So am I. 
Crab: Very well, then. If you point the camera at a CORNER of the screen, 

is that still what you mean by "self-engulfing"? 
Achilles: Let me try it. Hmm-the "corridor" of screens seems to go off the 

edge, so there isn't an infinite nesting any more. It's pretty, but it 
doesn't seem to me to have the spirit of self-engulfing. It's a "failed 
self-engulfing". 

Crab: If you were to swing the TV camera back towards the center of the 
screen, maybe you could fix it up again ... 

Achilles (slowly and cautiously turning the camera): Yes! The corridor is get
ting longer and longer ... There it is! Now it's all back. I can look 
down it so far that it vanishes in the distance. The corridor became 
infinite again precisely at the moment when the camera took in the 
WHOLE screen. Hmm-that reminds me of something Mr. Tortoise 
was saying a while back, about self-reference only occurring when a 
sentence talks about ALL of itself ... 

Crab: Pardon me? 
Achilles: Oh, nothing-just muttering to myself. 

(As Achilles pla_vs with the lens and other controls on the camera, a 
profusion of new kind~ of self-engulfing images appear: swirling spirals 
that resemble galaxies, kaleidoscopic flower-like shapes, and other assorted 
patterns .. . ) 

Crab: You seem to be ha\'ing a grand time. 
Achilles (turns awaJfrom the camera): I'll say! What a wealth of images this 

simple idea can produce! (He glances back at the screen, and a look of 



astonishment cro.~ses his face.) Good grief, Mr. Crab! There's a pulsating 
petal-pattern on the screen! Where do the pulsations come from? Tlw 
TV is still, and so is the camera. 

Crab: You can occasionally set up patterns which change in time. This is 
because there is a slight delay in the circuitry between the moment the 
camera "sees" something, and the moment it appears on the screen
around a hundredth of a second. So if you ha\'e a nesting of depth fifh 
?r so, roughly a half-second delay will result. If somehow a mo\'ing 
image gets onto the screen-for example, by you putting your finger in 
front of the camera-then it takes a while for the more deepl} nested 
screens to "find out" about it. This delay then re\'erberates through the 
whole system, like a \'isual echo. And if things are set up so the echo 
doesn't die away, then you can get pulsating patterns. 

Achilles: Amazing! Say-what if we tried to make a TOTAi. self-engulfing? 
Crab: What precisely do you mean by that? 
Achilles: Well, it seems to me that this stuff with screens within screens is 

interesting, but I'd like to get a picture of the TV camera AND the 
screen, or.; the screen. Only then would I really ~ave made the system 
engulf itself. For the screen is only PART of the total system. 

Crab: I see what you mean. Perhaps with this mirror, you can achieve the 
effect you want. 

(The Crab hand~ him a mirror, and Achilles maneuvers the mirror and 
camera in such a way that the camera and the screen are both pictured on 
the screen.) 

Achilles: There! I've created a TOTAL self-engulfing! 
Crab: It seems to me you only have the front of the mirror-what about 

its back? If it weren't for the back of the mirror, it wouldn't be 
reflective-and you wouldn't have the camera in the picture. 

Achilles: You're right. But to show both the front and back of this mirror, 
I need a second mirror. 

Crab: But then you'll need to show the back of that mirror, too. And what 
about including the back of the television, as well as its front? And then 
there's the electric cord, and the inside of the television, and

Achilles: Whoa, whoa! My head's beginning to spin! I can see that this 
"total self-engulfing project" is going to pose a wee bit of a problem. 
I'm feeling a little dizzy. 

Crab: I know exactly how you feel. Why don't you sit down here and take 
your mind off all this self-engulfing? Relax! Look at my paintings, and 
you'll calm down. 

(Achilles lies down, and sighs.) 

Oh-perhaps my pipe smoke is bothering you? Here, I'll put my pipe 
away. (Takes the pipe from his mouth, and carefully places it above some 
written words in another Magritll! painting.) There! Feeling any better? 

Achilles: I'm still a little woozy. (Points at the Magritte.) That's an interesting 
painting. I like the way it's framed, especially the shiny inlay inside the 
wooden frame. 

FIGURE 82. The Air and the Song, by Reni Magritte (1964). 

Crab: Thank you. I had it specially done-it's a gold lining. 
Achilles: A gold lining? What next? What are those words below the pipe? 

They aren't in English, are they? 
Crab: No, they are in French. They say, "Ceci n'est pas une pipe." That 

means, "This is not a pipe". Which is perfectly true. 
Achilles: But it IS a pipe! You were just smoking it! 
Crab: Oh, you misunderstand the phrase, I believe. The word "ceci" refers 

to the painting, not to the pipe. Of course the pipe is a pipe. But a 
painting is not a pipe. 

Achilles: I wonder if that "ceci" inside the painting refers to the WHOLE 

painting, or just to the pipe inside the painting. Oh, my gracious! That 
would be ANOTHER self-engulfing! I'm not feeling at all well, Mr. Crab. 
I think I'm going to be sick ... 
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CHAPTER XVI 

Self-Ref and Self-Rep 

IN THIS CHAPTER, we will look at some of the me<.·hanisms whi<.-h neate 
self-reference in various contexts, and compare them to the mechanisms 
which allow some kinds of systems to reproduce themselves. Some remark
able and beautiful parailels between these mechanisms will nnne to light. 

lmplicidy and Explicitly Self-Referential Sentences 

To begin with, let us look at sentences which. at first glant·e, may seem to 
provide the simplest examples of self-reference. Some such sentences are 
these: 

( l) This sentence contains five words. 
(2) This sentence is meaningless because it is self-referential. 
(3) This sentence no verb. 
(4) This sentence is false. (Epimenides paradox) 
(5) The sentence I am now writing is the sentence you are now 

reading. 

All but the last one (which is an anomaly) involve the simple-seeming 
mechanism contained in the phrase "this sentence". But that mechanism is 
in reality far from simple. All of these sentences are "floating" in the 
context of the English language. They can be compared to icebergs, whose 
tips only are visible. The word sequences are the tips of the icebergs, and 
the processing which must be done to understand them is the hidden part. 
1 n this sense their meaning is implicit, not explicit. Of course, no sentence's 
meaning is completely explicit, but the more explicit the self-reference is, 
the more exposed will be the mechanisms underlying it. In this case, for the 
self-reference of the sentences above to be recognized, not only has one to 
be comfortable with a language such as English which can deal with linguis
tic subject matter, but also one has to be able to figure out the referent of 
the phrase "this sentence". It seems simple, but it depends on our very 
complex yet totally assimilated ability to handle English. What is especially 
important here is the ability to figure out the referent of a noun phrase 
with a demonstrative adjective in it. This ability is built up slowly, and 
should by no means be considered trivial. The difficulty is perhaps under
lined when a sentence such as number 4 is presented to someone na'ive 
about paradoxes and linguistic tricks, such as a child. They may say, "What 
sentence is false?" and it may take a bit of persistence to get across the idea 
that the sentence is talking about itself. The whole idea is a little mind-

boggling at first. A couple of pictures may help (Figs. 83, 84). Figure 83 is a 
picture which can be interpreted on two le·:ds. On one level, it i!t a sentence 
pointing at itself; on the other level, it is a picture of Epimenides executing 
his own death sentence. 

FIGURE 83. 

Figure 84, showing visible and invisible portions of the iceberg, 
suggests the relative proportion of sentence to processing required for the 
recognition of self-reference: 

cognitive processes 
required for understanding 
the self-reference in the 

Epimenides sentence 

waterline 

English language sea 

FIGURE 84. 

It is amusing to try to create a self-referring sentence without using the 
trick of saying "this sentence". One could try to quote a sentence· inside 
itself. Here is an attempt: 

The sentence "The sentence contains five words" contains five words. 

But such an attempt must fail, for any sentence that could be quoted 
entire!\· inside itself would have to be shorter than itself. This is actually 
possibl~. but onh· if you are willing to entertain infinitely long sentences, 
stlt'h as: 



The sentence 
.. The sentence 

'"The sente1u·e 
.. Thr ~nttncr 

i• infinitrly long" 
is infinitely long" 

is infinitely long" 
is infinitely long. 

,,, . ,,, 

But this cannot work for finite sentences. For the same reason, Gi>ciel's 
string G could not contain the explicit numeral for its G<>del numher: ii 
would not fit. No string of TNT can contain the TNT-numeral for its own 
Godel number, for that numeral always contains more symbols than rhe 
string itself does. But you can get around this by having G contain a 
description of its own G<>del numher, by means of the notions of "sub" and 
"arithmoq uinification". 

On~ ":ay ?f achieving self-reference in an English sentence by means 
?f descnp~ron instead of by self-quoting or using the phrase "this sentence" 
is the Qume method, illustrated in the dialogue Air on G's String. The 
understanding of the Quine sentence requires less subtle mental processing 
th.an_ the _f~u~ examples cited earlier. Although it may appear at first to be 
t_nck1er, u 1s in some ways more explicit. The Quine construction is quite 
like t~~ Gooel construction, in the way that it creates self-1 ~ference by 
descnbmg _another typographical entity which, as it turns out, is isomorphic 
to ~he_ Qum~ sentence itself. The description of the new typographical 
enmy is earned out by two parts of the Quine sentence. One part is a set of 
instru~tions telling ho~ to build a certain phrase, while the other part 
rnntams the construcuon materials to be used; that is, the other pan is a 
~emplate. This resembles a floating cake of soap more than it resembles an 
iceberg (See Fig. 85). 

FIGURE 85. 

Quine sentence 
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The self-reference of this sentence is achieved in a more direct way than in 
the Epimenides paradox; less hidden processing is needed. By the way, it is 
interesting to point out that the phrase "this sentence" appears in the 
previous sentence; yet it is not there to cause self-reference; you probably 
understood that its referent was the Quine sentence, rather than the 
sentence in which it occurs. This just goes to show how pointer phrases 
such as "this sentence" are interpreted according to context, and helps to 
show that the processing of such phrases is indeed quite involved. 

A Self-Reproducing Program 

The notion of quining, and its usage in creating self-reference, have al
ready been explained inside the Dialogue itself, so we need not dwell on 
such matters here. Let us instead show how a computer program can use 
precisely the same technique to reproduce itself. The following self
reproducing program is written in a BlooP-like language and is based on 

following a phrase by its own quotation (the opposite order from quining, so 
I reverse the name "quine" to make "eniuq"): 

DEFINE PROCEDURE "ENIUQ" (TEMPLATE): PRINT (TEMPLATE. LEFT-BRACKET, 
QUOTE-MARK, TEMPLATE, QUOTE-MARK, RIGHT-BRACKET, PERIOD). 

ENIUQ 
('DEFINE PROCEDURE "ENIUQ" (TEMPLATE): PRINT (TEMPLATE. W~-BRACKET, 

QUOTE-MARK, TEMPLATE, QUOTE-MARK, RIGHT-BRACKET, PERIOD). 
ENIUQ'). 

ENIUQ is a procedure defined in the first two lines, and its input is called 
"TEMPLATE". It is understood that when the procedure is called, 
TEMPLATE's value will be some string of typographical characters. The 
effect of ENIUQ is to carry out a printing operation, in which TEMPLATE 
gets primed twice: the first time just plain; the second time wrapped in 
(single) quotes and brackets, and garnished with a final period. Thus, if 
TEMPLATE's value were the string DOUBLE-BUBBLE, then performing 
ENIUQ on it would yield: 

DOUBLE-BUBBLE ['DOUBLE-BUBBLE']. 

Now in the last four lines of the program above, the procedure ENIUQ is 
called with a specific value of TEMPLATE-namely the long string inside the 
single quotes: DEFINE ... ENIUQ. That value has been carefully choJ~n; it 
consists of the deft nition of ENIUQ, followed by the word ENIUQ. This makes 
the program itself-or, if you prefer, a perfect copy of it-get printed out. 
It is very similar to Quine's version of the Epimenides sentence: 

"yields falsehood when preceded by its quotation" 
yields falsehood when preceded by its quotation. 

It is very important to realize that the character string which appears in 
quotes in the last three lines of the program above-that is, the value of 
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TEMPLATE-is never interpreted as a sequence of instruc·tions. That it 
happens to be one is, in a sense.just an accident. As was pointed out abon·. 
it could just as well have been DOUBLE-BUBBLE or any other string of 
characters. The beauty of the scheme is that when the same string appears 
in the top two lines of this program, it is treated as a program (bec·ause it is 
not in quotes). Thus in this program, one string fmu·tions in two ways: first 
as program, and second as data. This is the secret of self-reprndm·ing 
programs, and, as we shall see, of self-reproducing molernles. It is useful, 
incidentally, to call any kind of self-reproducing objec·t or entity •• ulj~r,p; 
and likewise to call any self-referring object or entity a u(frtf I will use 
those terms occasionally from here on. 

The preceding program is an elegant example of a self-reprodudng 
program written in a language which was not designed to m;1ke the writing 
of self-reps particularly easy. Thus, the task had to be c·arried out using 
those notions and operations which were assumed to be p<trt or the 
language-such as the word QUOTE-MARK, and the command PRINT. But 
suppose a language were designed expressly for making self-reps easy to 
write. Then one could write much shorter self-reps. For example, suppose 
that the operation of eniuq-ing were a built-in feature of the language, 
needing no explicit definition (as we assumed PRINT was). Then a teeny 
self-rep would be this: 

ENIUQ ['ENIUQ'). 

It is very similar to the Tortoise's \ ~rsion of Quine's version of the 
Epimenides self-ref, where the verb "to quine" is assumed to be known: 

"yields falsehood when quined" yields falsehood when quined. 

But self-reps can be even shorter. For instance, in some computer 
language it might be a convention that any program whose first symbol is 
an asterisk is to be copied before being executed normally. Then the 
program consisting of merely one asterisk is a self-rep! You may complain 
that this is silly and depends on a totally arbitr<lry convention. In doing so, 
you are echoing my earlier point that it is almost cheating to use the phrase 
"this sentence" to achieve self-reference-it relies too much on the proces
sor, and not enough on explicit directions for self-reference. Using an 
asterisk as an example of a self-rep is like using the word "I" as an exam~le 
of a self-ref: both conceal all the interesting aspects of their respective 
problems. . . 

This is reminiscent of another curious type of self-reproduction: via 
photocopy machine. It might be claimed that any written document is a 
self-rep because it can cause a copy of itself to be printed when it is placed 
in a photocopy machine and the appropriate button is pushed. But ~ome
how this violates our notion of self-reproduction; the piece of paper ts ~ot 
consulted at all, and is therefore not directing its own reproduction. Ag-.un, 
everything is in the processor. Before we call something a self-rep, we want 
to have the feeling that, to the maximum extent possible, it explicitly con
tains the directions for copying itself. 

To be sure, explicitness is a matter of degree; nonetheless there is an 
intuitive borderline on one side of which we perceive true self-directed 
self-reproduction, and on the other side of which we merely .see copying 
heing (·arried out by an inflexible and autonomous copying machine. 

What Is a Copy? 

!\:ow in any disc·ussion of self-refs and self-reps, one must sooner or later 
rnme to grips with the essential issue: what is a copy? We already dealt with 
that question quite seriously in Chapters V and VI; and now we come back 
to it. To give the flavor of the issue, let us describe some highly fanciful, yet 
plausible, examples of self-reps. 

A Self-Reproducing Song 

Imagine that there is a nickelodeon in the local bar which, if you press 
buttons 11-lJ, will play a song whose lyrics go this way: 

Put another nickel in, in the nickelodeon, 
All I want is 11-U, and music, music, music. 

We rnuld make a little diagram of what happens one evening (Fig. 86). 

person 

nickelodeon 

FIGURE 86. A 1elfreproducing 1011g. 

Although the effect is that the song reproduces itself, it would feel strange 
to c·all the song a self-rep, because of the fact that when it passes through 
the 11-U stage, not all of the information is there. The information only 
gets put hack hy \'irtue of the fact that it is fully stored in the nickelodeon
that is, in one of the arrows in the diagram, not in one of the o\'als, It is 
questionable whether this song contains a complete description of how to 
get itself played again, because thr symbol pa.ir "11-U" is only a trigger, not 
a ropy. 

A "Crab" Program 

Consider nt·xt a n>mputer program which prints itself out backwards. 
(Some readers might enjoy thinking about how to write such a program in 

:;on 



the BlooP-like language above, using the gh·en self-rep as a model.) Would 
this funny program count as a self-rep? Yes, in a way, because a trh·ial 
transformation performed on its output will restore the original progr•mi. 
It seems fair to say that the output contains the same information as the 
program itself, just recast in a simple way. Yet it is clear that someone might 
look at the output and not recognize it as a program printed backwards. To 
recall terminology from Chapter VI, we could say that the "inner mes
sages" of the output and the program itself are the same, but they ha\'e 
different "outer messages"-that is, they must be read by using different 
decoding mechanisms. Now if one counts the outer message as part of the 
information-which seems quite reasonable-then the total information is 
not the same after all, so the program can't be counted as a self-rep. 

However, this is a disquieting conclusion, because we are accustomed 
to considering something and its mirror image as containing the same 
information. But recall that in Chapter VI, we made the concept of"intrin
sic meaning" dependent on a hypothesized universal notion of intelligence. 
The idea was that, in determining the intrinsic meaning of an object, we 
could disregard some types of outer message-those which would be uni
versally understood. That is, if the decoding mechanism seems fundamental 
enough, in some still ill-defined sense, then the inner message which it lets 
be revealed is the only meaning that counts. In this example, it seems 
reasonably safe to guess that a "standard intelligence" would consider two 
mirror images to contain the same information as each other; that is, it 
would consider the isomorphism between the two to be so trivial as to be 
ignorable. And thus our intuition that the program is in some sense a fair 
self-rep, is allowed to stand. 

Epimenides Straddles the Channel 

Now another far-fetched example of a self-rep would be a program which 
prints itself our, but translated into a different computer language. One 
might liken this to the following curious \'ersion of the Quine version of the 
Epimenides self-ref: 

"est une expression qui, quand elle est precedee de sa traduction, 
mise entre guillemets, dans la langue provenant de l'autre cote de 
la Manche, cree une faussete" is an expression which, when it is 
preceded by its translation, placed in quotation marks, into the 
language originating on the other side of the Channel, yields a 
falsehood. 

You might try to write down the sentence which is described by this weird 
concoction. (Him: It is not itself-or at least it is not if "itself" is taken in a 
na'ive sense.) If the notion of "self-rep by retrograd~ motion" (i.e., a pro
gram which writes itself out backwards) is reminisc~nt of a crab canon, the 
notion of "self-rep by translation'' is no less reminiscent of a canon which 
involves a transposition of the theme into another key. 

A Program That Prints Out Its Own GOdel Number 

The idea of printing out a translation instead of an exact topy of the 
original program may seem pointless. However, if you wanted to write a 
self-rep program in BlooP or FlooP, you would have to resort to some such 
device, for in those languages, OUTPUT is always a number, rather than a 
typographical string. Therefore, you would have to make the program 
print out its own GOdel number: a very huge integer whose decimal 
expansion codes for the program, character by character, by using three.
digit codons. The program is coming as dose as it can to printing itself, 
within the means available to it: it prints out a copy of itself in another 
"space", and it is easy to switch back and forth between the space of integers 
and the space of strings. Thus, the value of OUTPUT is not a mere trigger, 
like "11-U". Instead, all the information of the original program lies "close 
to the surface" of the output. 

Godelian Self-Reference 

This comes very close to describing the mec.hanism of Godel's self-ref G. 
After all, that string of TNT contains a description not of itself, but of an 
integer (the arithmoquinification of u). It just so happens that that integer 
is an exact "image" of the string G, in the space of natural numbers. Thus, 
G refers to a translation of itself into another space. We still feel comforta
ble in calling G a self-referential string, because the isomorphism between 
the two spaces is so tight that we can consider them to be identical. 

This isomorphism that mirrors TNT inside the abstract realm of 
natural numbers can be likened to the quasi-isomorphism that mirrors the 
real world inside our brains, by means of symbols. The symbols play 
quasi-isomorphic roles to the objects, and it is thanks to them that we can 
think. Likewise, the Gc>del numbers play isomorphic roles to strings, and it 
is thanks to them that we can find metamathematical meanings in state
ments about natural numbers. The amazing, nearly magical, thing about G 
is that it manages to achieve self-reference despite the fact that t:he lan
guage in which it is written, TNT, seems to offer no hope of referring to its 
own structures, unlike English, in which it is the easiest thing in the world 
to discuss the English language. 

So G is an outstanding example of a self-ref via translation-hardly the 
most straightforward case. One might also think back to som! _of the 
Dialogues, for some of them, too, are self-refs via translation. For instance, 
take the Sonata for U11accompa11ied Achilles. In that Dialogue, several refer
ences are made to the Bach Sonatas for unaccompanied violin, and the 
Tortoise's suggestion of imagining harpsichord accompaniments is particu
larly interesting. After all, if one applies this idea to the Dialogue itself, one 
in\'ents lines which the Tortoise is saying; but if one assumes that Achilles' 
part stands alone (as does the ,·iolin), then it is quite wrong to attribute any 
lines at all to the Tortoise. In any case, here again is a self-ref by means ofa 
mapping which maps Dialogues onto pieces by Bach. And this mapping is 



left, of course, for the reader t~ notice. Yet en·n if the reader does not 
notice it, the mapping is still there. and the Dialogue is still a self-ref. 

A Self-Rep by Augmentation 

We have been likening self-reps to canons. What, then, would he a fair 
analogue to a canon by augmentation? Here is a possibility: nmsider a 
program which contains a dummy loop whose only purpose is to slow up 
the program. A parameter might tell how often to repeat the loop. A 
self-rep could be made which prints out a copy of itself. hut with till' 
parameter changed, so that when that copy is run, it will run at half the 
speed of its parent program; and its "daughter" will in turn run at half 
again the speed, and so on ... None of these programs prints itself out 
precisely; yet all dearly belong to a single "family". 

This is reminiscent of the self-reproduction of living organisms. 
Clearly, an individual is never identical to either of its parents; why. then, is 
the act of making young called "self-reproduction"? The answer is that 
there is a coarse-grained isomorphism between parent and child; it is an 
isomorphism which preserves the information about Jpt'cw.1. Thus, what is 
reproduced is the class, rather than the imtance. This is also the case in the 
recursive picture Gplot, in Chapter V: that is, the mapping between 
"magnetic butterflies" of various sizes and shapes is t·oarse-grained; no two 
are identical, but they all belong to a single "species", and the mapping 
preserves precisely that fact. In terms of self-replicating programs, this 
would correspond to a family of programs, all written in "dialects" of a 
single computer language; each one can write itself out, but slightly mod
ified, so that it comes out in a dialect of its original language. 

A Kimian Self-Rep 

Perhaps the sneakiest example of a self-rep is the following: instead of 
writing a legal expression in the compiler language, you type one of the 
compiler's own error messages. When the compiler looks at your "pro
gram", the first thing it does is get confused, because your "program" is 
ungrammatical; hence the compiler prints out an error message. All you 
need to do is arrange that the one it prints out will be the one you typed in. 
This kind of self-rep, suggested to me by Scott Kim, exploits a different 
level of the system from the one you would normally approach. Although it 
may seem frivolous, it may have counterparts in complex systems where 
self-reps vie against each other for survival, as we shall soon discuss. 

What Is the Original? 

Besides the question "What constitutes a copy?", there is another funda
mental philosophical question concerning self-reps. That is the obverse 

,idt· of the coin: "What is the original?" This can best he explained by 
rdt·rring to some examples: 

(I) a program which, when interpreted by some interpreter 
rnnning on some computer, prints itself out; 

(2) a program which, when interpreted by some interpreter 
running on some computer, prints itself out along with a 
complete copy of the interpreter (which, after all, is also a 
program); 

('.~) a program which, when interpreted by some interpreter 
running on some computer, not only prints itself out along 
with a n>111plete copy of the interpreter, but also directs a 
mechanical assembly process in which a second computer, 
identical to the one on which the interpreter and program 
are running, is put together. 

It is dear that in (I), the program is the self-rep. But in (3), is it the program 
whid1 is the self-rep. or the compound system of program plus interpreter, 
or the union of program, interpreter, and processor? 

Clearly, a self-rep can involve more than just printing itself out. In fact, 
most of the rest of this Chapter is a discussion of self-reps in which data, 
prog1-;1m, interpreter, and processor are all extremely intertwined, and in 
whid1 self-replication involves replicating all of them at once. 

Typogenetics 

We are now about to broach one of the most fascinating and profound 
topics of the twentieth century: the study of "the molecular logic of the 
li\·ing state", to borrow Albert Lehninger's richly evocative phrase. And 
logic it is, too-hut of a sort more complex and beautiful than any a human 
mind ner imagined. We will come at it from a slightly novel angle: via an 
artilirial solitaire game which I call Typoge11eti(.\-short for "Typographical 
(;enetirs". In Tvpogenetics I have tried to capture some ideas of molecular 
gt·netics in a typographical system which, on first sight, resembles very 
much the formal systems exemplified by the MIC-system. Of course, Ty
pogt·netics inn>lves many simplifications, and therefore is useful primarily 
for didartic purposes. 

I should explain immediatelv that the field of molecular biofugy is a 
field in which phenomena on several levels interact, and that Typogenetics 
is onlv trying to illustrate phenomena from one or two Je,·els. In particular, 
pmt·h chemical aspects ha\·e been completely avoided-they belong to a 
lewl lower than is here dealt with; similarly, all aspects of classical genetics 
(vi1 .. nonn10lentlar genetics) have also been avoided-they belong to a level 
higlwr than is here dealt with. I ha,·e intended in Typogenetics only to give 
an inlllition for thost• processes centered on the celebrated Central Dogma of 



Mokcular Biology, enunciated bv Francis Crirk (one of the n>-disfm·erers of 
the double-helix structure of DNA): 

DNA ~ RNA ~ proteins. 

It is my hope that with this \'ery skeletal model I ha\'e construt·ted the 
reader will perceive some simple unifying principles of the field
principles which might otherwise be obscured by the enormously intrirnte 
interplay of phenomena at many different le\'els. What is saaificed is, of 
course, strict accuracy; what is gained is, I hope. a little insight. 

Strands, Bases, Enzymes 

The game of Typogenetics involves typographkal manipulation on se
quences of letters. There are four letters involved: 

A C G T. 

Arbitrary sequences of them are called strands. Thus, some strands are: 

GGGG 
ATTACCA 

CATCATCATCA'{ 

Incidentally, "STRAND" spelled backwards begins with "DNA". This is 
appropriate since strands, in Typogenetics, play the role of pieces of DNA 
(which, in real genetics, are often called "strands"). Not only this, but 
"STRAND" fully spelled out backwards is "DNA RTS", which may he taken 
as an acronym for "DNA Rapid Transit Service". This, too, is appropriate, 
for the function of "messenger RNA"-which in Typogenetics is rep
resented by strands as well-is quite well characterized by the phrase 
"Rapid Transit Service" for DNA, as we shall see later. 

I will sometimes refer to the letters A, C, G, T as bases, and to the 
positions which they occupy as units. Thus, in the middle strand, there are 
seven units, in the fourth of which is found the base A. 

If you have a strand, you can operate on it and change it in various 
ways. You can also produce additional strands, either by copying, or by 
cutting a strand in two. Some operations lengthen strands, some shorten 
them, and some leave their length alone. 

Operations come in packets-that is, several to be performed together, 
in order. Such a packet of operations is a little like a programmed machine 
which moves up and down the strand doing things to it. These mobile 
mac.hines are called "typographical enzymes"--enzymes for short. Enzymes 
operate on strands one unit at a time, and are said to be "bound" to the unit 
they are operating on at any given moment. 

I will show how some sample enzymes act on particular strings. The 
first thing to know is that each enzyme likes to start out bound to a 
particular letter. Thus, there are four kinds of enzyme-those which prefer 

A. those which prefer C, etc. Gi\'en the sequence of operations which an 
e111yme perform~. you can figure out which letter it prefers, but for now I'll 
just give them without explanation. Here's a sample enzyme, consisting of 
three operations: 

{ 

(I) 

(2) 

(3) 

Delete the unit to which the enzyme is bound (and then bind 
to the next unit to the right). 
Mo\'e one unit to the right. 
Insert a T (to the immediate right of this unit). 

This enzyme happens to like to bind to A initially. And here's a sample 

strand: 

ACA 

What happens if our enzyme binds to the left A and begins acting? Step 1 
deletes the A, so we are left with CA-and the enzyme is now bound to the 
C. Step 2 slides the enzyme rightwards, to the A, and Step 3 appends a T 
onto the end to form the strand CAT. And the enzyme has done its 
rnmplete duty: it has transformed ACA into CAT. 

What if it had bound itself to the right A of ACA? It would have deleted 
that A and moved off the end of the strand. Whenever this happens, the 
enzyme quits (this is a general principle). So the entire effect would just be 
to lop off one symbol. 

Let's see some more examples. Here is another enzyme: 

{ 

(I) Search for the nearest pyrimidine to the right c>f this unit. 
(2) Go into Copy mode. 
(3) Search for the nearest purine to the right of of this unit. 
(4) Cut the strand here (\'iz., to the right of the present unit). 

Now this rnntains the terms "pyrimidine" and "purine". They are easy 
terms. A and G are called purines, and C and T are called pyrimidines. So 
searching for a pyrimidine merely means searching for the nearest C or T. 

Copy Mode and Double Strands 

The other new term is Copy mode. Any strand can be "copied" onto another 
strand, but in a funny way. Instead of copying A onto A, you copy it onto T, 
and \'ice versa. And instead of copying C onto C, you copy it onto G, and 
\'ice versa. Note that a purine cories onto a pyrimidine, and vice versa. This 
is called complementary bme pairing. The complements are shown below: 

complement 

puri•U< { : : } pyrimUlin,.< 



.... 

You can perhaps remember this molentlar pairing scheme h\ rt•t·alliug that 
Achilles is paired with the Tortoise. and the Crah with his Gent·s. 

When "copying" a strand. therefore. \OU don't ad11alh cop\ it. hut \Oil 

manufacture its complementary· strand. And this ont• will he wri11e11 11psick 
down abo\'e the original strand. Let's see this in c·otKrt'lt' term~. I.et tht· 
previous enzyme act on the following strand (and that t'll/\mt· also happt'th 
to like to start at A): 

CAAAGAGAATCCTCTTTGAT 

There are many places ir could start. Let's takt• the serond A. for example. 
The enzyme binds to it, then executes step I: St•ard1 for tht· tlt'arest 
pyrimidine to the right. Well. this means a C or a T. The lirst one i~ a T 
somewhere near the middle of the strand. so that's where wt• go. Now step 
2: Copy mode. Well, we just put an upside-down A aho\'l' our T. But that's 
not all, for Copy mode remaim in effect until it is shut off-or until the 
enzyme is done, whiche\'er comes first. This means that t•n-ry hase which is 
passed through by the enzyme while Copy mock is on will get a com
plementary base put above it. Step 3 says to look for a purine to the right of 
our T. That is the G two symbols in from tht· right-hand encl. Now as we 
move up to that G, we must "n>py"-that is. create a compkmentan· strand. 
Here's what that gi\'es: 

\f'Y:Ytlr::JVW'J 
CAAAGAGAATCCTCTTTGAT 

The last step is to rut the strand. This will yield two piercs: 

\lr::Jr::J\lr::JVW'J 
CAAAGAGAATCCTCTTTG 

and AT. 

And the instruction packet is done. We are left with a double strand, 
however. Whenever this happens, we separate the two complementary 
strands from each other (general principle); so in fact our end product is a 

set of three strands: 

AT, CAAAGAGGA, and CAAAGAGAATCCTCTTTG. 

Notice that the upside-down strand has been turned right side up, and 
thereby right and left have been reversed. 

Now you have seen most of the typographical operations which can be 
carried out on strands. There are two other instructions which should be 
mentioned. One shuts off Copy mode; the other switches the enzyme from a 
strand to the upside-down strand above it. When this happens, if you keep 
the paper right side up, then you must switch "left" and "right" in all the 
instructions. Or belier, you can keep the wording and just turn the paper 
around so the top strand becomes legible. If the "switch" command is 

gi\'t'n, hut there is no complementary base where the enzyme is bound at 
that instant, then the enzyme just detaches itself from the strand. and its job 
i, clone. 

h should be mentioned that when a "cut" instruction is encountered, 
this pertaim to both strands (if there are two); howe\'er, "delete" pertains 
only to the strand on which the enzyme is working. If Copy mode is on, 
tht·n the "insert" command pertains to both strands-the base itself into the 
strand tht· enzyme is working on, and its complement into the other strand. 
II Copy mode is off; then the "insert" command pertains only to the one 
strand. so a blank space must be inserted into the complementary strand. 

And, whene\·er Copy mode is on, "move" and "search" commands 
re1ptire that one manufarture complementary bases to all bast's which the 
sliding enzyme toud1es. lnt·iclemally, Copy mode is always off when an 
en1ymt· starts to work. If Copy mode is off, and the command "Shut off 
copy mode" is encountered, nothing happens. Likewise, if Copy mode is 
already on, and the command "Turn copy mode on" is encountered, then 
nothing happens. 

Amino Acids 

There are fifteen types of command, listed below: 

nu nll strand(s) 
clel delete a base from strand 
swt switch enzyme to other strand 
lll\T mo\·e one unit to the right 
md mo\·e one unit to the left 
cop turn on Copy mode 
off turn off Copy mode 
ma insert A to the right of this unit 
I Ill' insert C to the right of this unit 
rng insert G to the right of this unit 
int insert T to the right of this unit 
rpy search for the nearest pyrimidine to the right 
rpu seard1 for the nearest purine to the right 
Ip,· seart·h for the nearest pyrimidine to the left 
lpu seard1 for the nearest purine to the left 

Ead1 one has a 1hree-le11er abbre\·iation. We shall refer to the three-letter 
ahhre\·iations of commands as 11~i110 acids. Thus, euery enz.yme is made up of a 
.1eque1zre of amino acid1. Let us write down an arbitrary enzyme: 

rpu - inc - cop - mn - md - swi - lpu - int 

and an arbitrary strand: 

TAGATCCAGTCCATCGA 



and see how the enz~·me acts on the strand. It so happens th<ll the e111nne 
binds to G only. Let us bind to the middle G and begin. Se.ird1 rightw<mls 
for a purine (viz., A or G). We (the ennme) skip o\·er TCC ;md land on A. 
Insert a C. Now we ha\·e . 

TAGATCCAGTCCACTCGA 

+ where the arrow points to the unit to whit·h the enzyme is bound. Set Cop\· 
mode. This puts an upside-down G abo\'e the C. Mm·e right, mow left. 
then switch to the other strand. Here's what we haw so far: 

+ 
r:JV 

TAGATCCAGTCCACTCGA 

Let's turn it upside down, so that the enzyme is attad1ed to the lower 
strand: 

Vr:J'.:>l:>V:>::>lr:JV:>:>l Vr:JVl 
AG 

• Now we search leftwards for a purine, and find A. Copy mode is on, hut the 
complementary bases are already there, so nothing is added. Finally, we 
insert a T (in Copy mode), and quit: 

Vr:J:>lV:>V:>:>lr:JV:>:>lVr:JVl 
ATG 

Our final product is thus two str!uds: 

ATG, and TAGATCCAGTCCACATCGA 

The old one is of course gone. 

Translation and the Typogenetic Code 

Now you might be wondering where the enzymes and strands come from, 
and how to tell the initial binding-preferen(e of a given enzyme. One way 
might be just to throw some random strands and some random enzymes 
together, and see what happens when those enzymes act on those strands 
and their progeny. This has a similar flavor to the MU-puzzle, where there 
were some given rules of inference and an axiom, and you just began. The 
only difference is that here, every time a strand is acted on, its original form 
is gone fore,·er. In the MU-pdzzle, acting on Ml to make MIU didn't destroy 
Ml. 

But in Typogenetics, as in real genetics, the scheme is quite a bit 
trickier. We do begin with some arbitrary strand, somewhat like an axiom 
in a formal system. But we have, initially, no "rules of inference"-that is, 
no enzymes. However, we can translate each strand into one or more 
enzymes! Thus, the strands themselves will dictate the operations which 
will be performed upon them, and those operations will in turn produce 

new strands which will dictate further enzymes, etc. etc.! This is mixing 
levels with a vengeance! Think, for the sake of comparison, how different 
the MU-puzzle would have been if each new theorem produced.could have 
been turned into a new ruk of infermce by means of some code. 

How is this "translation" done? It involves a Typogenetic CO<k by which 
adjacent pairs of bases-called "duplets"-in a single strand represent 
different amino acids. There are sixteen possible duplets: AA, AC, AG, AT, 
CA, CC, etc. And there are fifteen amino acids. The Typogenetic Code is 
shown in Figure 87. 
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FIGURt. 87. The Typogenetic Co<k, by 
which each duplet in a strand co<ks for one 
of fifteen "amino acids" (or a punctuation 
mark). 

Afcording to the table, the translation of the duplet GC is "inc" ("insert a 
C"); that of AT is "swi" ("switch strands"); and so on. Therefore it becomes 
clear that a strand can dictate an enzyme very straightforwardly. For 
example, the strand 

TAGATCCAGTCCACATCGA 

breaks up into duplets as follows: 

TA GA TC CA GT CC AC AT CG A 

with the A left over at the end. Its translation into an enzyme is: 

rpy - ina - rpu - mvr - int - mvl - cut - swi - cop. 

(Note that the leftm·er A contributes nothing.) 

Tertiary Structure of Enzymes 

What about the little letters 's', 'I', and 'r' in the lower righthand corner of 
each box? They are crucial in determining the enzyme's binding-prefer
ence, and in a peculiar way. In order to figure out what letter an enzyme 
likes to bind to, you have to figure out the enzyme's "tertiary structure", 
which is itself determined by the enzyme's "primary structure". By its 



primary structuu is meant its amino acid sequence. By its t"tiary structurl' is 
meant the way it likes to "fold up". The point is th;it enz~·mes don"t like 
being in straight lines, as we have so far exhibited them. At ead1 intern.ti 
amino acid (all but the two ends), there is a possibility of ;i "kink'", whid1 is 
dictated by the letters in the corners. In partil·ular. '/' <llld ·,.· st<md for 
"left" and "right", and 's' stands for "straight". So let us take our most 
recent sample enzyme, and let it fold itself up to show its terti;11·,· stnKtme. 
We will start with the enzyme's primary stnKture, and move along it from 
left to right. At each amino acid whose corner-letter is '/' we'll put ;i left 
turn, for those with 'r', we'll put a right turn, ;ind at \'we'll put no turn. In 
Figure 88 is shown the two-dimensional conformation for our enzyme. 

cop 

ft-

SWI ¢: cut ¢: md ¢: int 

ft-

mvr 

ft-

rpy ~ ina ~ rpu 

FIGURE 88. The tertiary structure of a typoenzymt'. 

Note the left-kink at "rpu", the right-kink at "swi", and so on. Notice also 
that the first segment ("rpy::} ina") and the last segment ("swi::} cop") are 
perpendicular. This is the key to the binding-preference. In fact, the 
relative orientation of the first and last segments of an enzyme's tertiary structure 
determines the binding-preference of the enzyme. We can always orient 
the enzyme so that its first segment points to the right. If we do so, then the 
last segment determines the binding-preference, as shown ~Q, Figure 89. 

FIGURE 89. Table of binding-preferences for typoenzymt's. 

First Segment Last Segment Binding-utter 

~ ~ A 

~ ft- c 

~ -u- G 

~ ¢: T 
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Som our <·ase, we have an enzyme which likes the letter C. If, in folding up. 
an enzyme happens to cross itself. that's okay-just think of it as going 
under or m·er itself. Notice that all its amino acids play a role in the 
clt·lt'rmination of an enzyme's tertiary structure. 

Punctuation, Genes, and Ribosomes 

!\ow one thing rt·mains to be explained. Why is there a blank in box AA of 
till· Typogenetic Code? The answer is that the duplet AA acts as a punctua
tion mark inside a strand, and it signals the end of the code for an enzyme. 
That is to say, one strand may code for two or more enzymes if it has one or 
more dupk·ts AA in it. For example, the strand 

codt·s for two enzymes: 

CG GA TA CT AA AC CG A 

rnp - ina - rpy - off 

and 

CUI - cop 

with the AA sen·ing to di,·icle the strand up into two "genes'". The definition 
of J.:"nlf' is: that portion of a .1trn11d whi<h <odes for a single enzyme. Note that the 
mere presence of AA inside a strand does not mean that the strand codes 
for two enzvmes. For instance, CAAG codes for "m\T - del". The AA begins 
on an en·n-numbered unit and therefore is not read as a duplet! 

The mechanism which reads strands and produces the enzymes which 
are rnded inside them is called a ribosome. (In Typogenetics, the player of 
the game does the work of the ribosomes.) Ribosomes are not in any way 
responsible for the tntiary structure of enzymes, for that is entirely deter
mined once the /nimary structure is created. Incidentally, the process of 
trn11.1latim1 always goes Ji-mn strn11d1 to enzymes, and never in the reverse 
direnion. 

Puzzle: A Typogenetical Self-Rep 

!\ow that the rules ofTypogenetics have been fully set out, you may find it 
interesting to experiment with the game. In particular, it would be most 
interesting to dnise a self-replicating strand. This would mean something 
along the following lines. :\ single strand is written clown. A ribosome acts 
on it, to produce all\· or all of the enzymes \l"hich are coded for in the 
strand. Then those e111.ymes are brought into contact with the original 
strand, and allowed to work on it. This vie Ids a set of "daughter strands". 
The daughter strands thernseh-es pass through the ribosomes, to yield a 
second generation of e1J1nnes, \fhich act on the daughter strands; and the 



cycle goes on and on. This can go on for an\· number of stages: the hope is 
that eventually, among the strands which are present ;it some point, there 
will he found two copies of the original strand (one of the rnpies ma\· be, in 
fact, the original strand). 

The Central Dogma of Typogenetics 

Typogenetical processes can be 1·epresented in skeletal form in a diagram 
(Fig. 90). 

enzymes 

translation { ) typographical 
via ribosomes \ manipulation 

strands 

F/(;l 'Rt: 90. The "Cmtml D11xm11 11/ 
Typ11xe11etif\ ": 1111 l'X11m/1/,, 11/ 11 "1imxled 
Hiemrrliy". 

This diagram illustrates the Central Dogma of Typogenetio. It shows how 
strands define enzymes (via the Typogenetic Code); and how in turn, 
enzymes act back on the strands which gave rise to them, yielding new 
strands. Therefore, the line on the left portrays how old i11formatio11 flow.~ 
upwards, in the sense that an enzyme is a translation of a strand, and 
contains therefore the same information a~ the str;ind, only in a different 
form-in particular; in an acti\'e form. The line on the right, however, does 
not show information flowing downwards; instead, it shows how new infor-
mation gets created: by the shunting of symbols in strands. . 

An enzyme in Typogenetics, like a rule of inference in a formal system, 
blindly shunts symbols in strands without regard to any "meaning" whirh 
may lurk in those symbols. So there is a curious mixture of levels here. On 
the one hand, strands are acted upon, and therefore play the role of data 
(as is indicated by the arrow on the right); on the other hand, they also 
dictate the actions which are to be performed on the data, and therefore 
they play the role of programs (as is indicated by the arrow on the left). It is 
the player of Typogenetics who acts as interpreter and processor, of 
course. The two-way street which links "upper" and "lower" levels of 
Typogenetics shows that, in fact, neither strands nor enzymes can be 
thought of as being on a higher level than the other. By contrast, a picture 
of the Central Dogma of the MIU-system looks this way: 

rules of inference 

I ( typogmphical man ipulnlion) 

strings 

In the MIU-system, there is a clear distinction of levels: rules of inference 
simply belong to a higher level than strings. Similarly for TNT, and all 
formal systems. 

Strange Loops, TNT, and Real Genetics 

However, we have seen that in TNT, levels are mixed, in another sense. In 
fart, the distinction between language and metalanguage breaks down: 
statements about the system get mirrored insilk the system. It turns out that 
if we make a diagram showing the relationship between TNT and its 
metalanguage, we will produce something which resembles in a remarkable 
way the diagram which represents the Central Dogma of Molecular Biol
ogy. In fart, it is our goal to make this comparison in detail; but to do so, we 
need to indicate the places where Typogenetics and true genetics coincide, 
and where they differ. Of course, real genetics is far more complex than 
Typogenetics-but the "conceptual skeleton" which the reader has ac
quired in understanding Typogenetics will be very useful as a guide in the 
labyrinth of true genetics. 

DNA and Nucleotides 

We begin by discussing the relationship between "strands", and DNA. The 
initials "DNA" stand for "deoxyribonucleic acid". The DNA of most cells 
resides in the cell's nucleus, which is a small area protected by a membrane. 
Gunther Stent has characterized the nucleus as the "throne room" of the 
cell, with DNA acting as the ruler. DNA consists of long chains of relatively 
simple molecules called nucleotides. Each nucleotide is made up of three 
parts: (I) a phosphate group stripped of one special oxygen atom, whence 
the prefix "deoxy"; (2) a sugar called "ribose", and (3) a base. It is the base 
alone which distinguishes one nucleotide from another; thus it suffices to 
specify its base to identify a nucleotide. The four types of bases which occur 
in DNA nucleotides are: 

A: adenine } G: guanine 
purines 

C: cytosine 
} py.imidi.,.< 

T: thymine 

(Also see Fig. 91.) It is easy to remember which ones are pyrimidines 
because the first rnwel in "cytosine", "thymine", and "pyrimidine" is 'y'. 
Later, when we talk about RNA, "uracil"-also a pyrimidine-will come in 
and wreck the pattern, unfortunately. (Note: Letters representing imcleo
tides in real genetirs will not be in the Quadrata font, as they were in 
Typogenetics.) 

A single strand of DNA thus consists of many nucleotides strung 
together like a chain of beads. The chemical bond which links a nucleotide 
to its two neighbors is ,·cry strong; such bonds are called covalent bonds, and 
the "chain of beads" is often called the covalent backbone of DNA. 

Now DNA usually comes in double strands-that is, two single strands 
which are paired up, nucleotide by nucleotide (see Fig. 92). It is the bases 



H 

THYMINE 

FIGURE 91. The four constilumt bases of DNA: Admine, Guanine. Thymine, Cytosir.e. 
[FrOlll Hanawalt and Haynes, The Chemical Basis of Life (San Francisco: W. H. Frm11tJn, 1971), 

f>. 142.] 

FIGURE 92. DNA structure resrmbks a ladder in which the silk pieces consist of alternat
ing units of tkoxyribose and phosphate. The rungs are formed by the bases pairrd in a sptcial 
way, A with T and G with C, and held together respectively by two and thru hydrogm bonds. 
[FrOlll Hanawalt and Haynes, The Chemical Basis of Life, p. 142.] · 

which are responsible for the peculiar kind of pairing which takes place 
between strands. Eac·h base in one strand faces a complementary base in the 
other str<md, and binds to it. The complements are as in Typogenetics: A 
t><tir., up with T, and C with G. Always one purine pairs up with a 
pyrimidine. 

Compared to the strong co\'alent bonds along the backbone, the in
tentrand honds are quite weak. They are not covalent bonds, but hydrogen 
bond1. A hydrogen bond arises when two mole"'ul;ir complexes are aligned 
in s11d1 a way that a hydrogen atom which originally belonged to one of 
them becomes "confused" about which one it belongs to, and it hovers 
bet ween the two complexes, \'acillating as to which one to join. Because the 
two halves of double-stranded DNA are held together only by hydrogen 
bonds, they may come apart or be put together relatively easily; and this 
Ian is of great import for the workings of the cell. 

When DNA forms double strands, the two strands curl around each 
other like twisting vines (Fig. 93). There are exactly ten nucleotide pairs 
per revolution; in other words, at each nucleotide, the "twist" is 36 degrees. 
Single-stranded DNA does not exhibit this kind of coiling, for it is a 
nmscquence of the base-pairing. 

FIGURE 93. Molecular model of the 
DNA double helix. [From Verno11 M. fogram, 
Biosynthesis (Menlo Park, Calif.: W. A. Bm

)ami11, 1972), p. I J.] 



Messenger RNA and Ribosomes 

As was mentioned above, in many cells, DNA, the ruler of the cell, dwells in 
its private "throne room": the nucleus of the cell. But most of the "li\'ing" in 
a cell goes on outside of the nucleus, namely in the cytoplasm-the "ground" 
to the nucleus' "figure". In particular, mzyml's, which make practically e\'ery 
life process go, are manufactured by ribosoml's in the cytoplasm, and they do 
most of their work in the cytoplasm. And just as in Typogenetics, the 
blueprints for all enzymes are stored inside the strands-that is, inside the 
DNA, which remains protected in its little nuclear home. So how does the 
information about enzyme structure get from the nucleus to the ribo
somes? 

Here is where messenger RNA-mRNA-comes in. Earlier, mRNA 
strands were humorously said to constitute a kind of DNA Rapid Transit 
Service; by this is meant not that mRN A physically carries DNA anywhere, 
but rather that it serves to carry the information, or message, stored in the 
DNA in its nuclear chambers, out to the ribosomes in the cytoplasm. How is 
this done? The idea is easy: a special kind of enzyme inside the nucleus 
faithfully copies long stretches of the DN A's base sequence onto a new 
strand-a strand of messenger RNA. This mRNA then departs from the 
nucleus and wanders out into the cytoplasm, where it runs into many 
ribosomes which begin doing their enzyme-creating work on it. 

The process by which DNA gets copied onto m RN A inside the nude.us 
is called transcription; in it, the double-stranded DNA must be temporanly 
separated into two single strands, one of which serv~s as~ ~~mplat_e ~or the 
mRNA. Incidentally, "RNA" stands for "ribonucleic acid , and 1t is very 
much like DNA except that all of its nucleotides possess that special oxygen 
atom in the phosphate group which DNA's nucleotides lack. Therefo~e the 
"deoxy" prefix is dropped. Also, instead of thymine, RNA uses the bas~ 
uracil so the information in strands of RN A can be represented by arbi
trary ~equences of the four letters 'A', 'C', 'G', 'U'. Now whe_n mRNA is 
transcribed off of DNA, the transcription process operates via the usual 
base-pairing (except with U instead of T), so that a DNA-template and its 
mRNA-mate might look something like this: 

DNA: ........ CGTAAATCAAGTCA........ (template) 
mRNA: ........ GCAUUUAGUUCAGU........ ("copy") 

RNA does not generally form long double strands with itself, altho~gh it 
can. Therefore it is prevalently found not in the helical form which_ so 
characterizes DNA, but rather in long, somewhat randomly curving 
strands. 

Once a strand of mRNA has escaped the n'ucleus, it encounters those 
strange subcellular creatures called "ribosomes"-but before we go on to 
explain how a ribosome uses mRNA, I want to make some comments about 
enzymes and proteins. Enzymes belong to the general category of 
biomolecules called proteins, and the job of ribosomes is to make all pro-
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teins, not just enzymes. Proteins which are not enzymes are much more 
passi\'e kinds of beings; many of them, for instance, are structural 
molecules, which means that they are like girders and beams and so forth in 
buildings: they hold the cell's parts together. There are other kinds of 
proteins, but for our purposes, the principal proteins are enzymes, and I 
will henceforth not make a sharp distinction. 

Amino Acids 

Proteins are romposed of sequences of amino acids, which come in twenty 
primary \'arieties, each with a three-letter abbreviation: 

ala alanine 
arg arginine 
asn asparagine 
asp aspartic acid 
cys cysteine 
gin glutamine 
glu glutamic acid 
gly glycine 
his histidine 
ile isoleucine 
leu leucine 
lys lysine 
met methionine 
phe phenylalanine 
pro proline 
ser serine 
thr threonine 
trp tryptophan 
tyr tyrosine 
,·al \'aline 

Notin· the slight numerical discrepancy with Typogenetics, where we had 
onh- fifteen "amino acids" rnrnposing enzymes. An amino acid is a small 
molecule of roughly the same complexity as a nucleotide; hence the build
ing hlorks of proteins and of nucleic acids (DNA, RNA) are roughly of the 
same size. Howe\'er, proteins are composed of much shorter sequences of 
components: typically, about three hundred amino acids make a L:umplete 
protein. whereas a strand of DNA.can consist of hundreds of thousands or 
millions of nucleotides. 

Ribosomes and Tape Recorders 

Now when a strand of mRN A, after its escape into the cytoplasm, encoun
ters a ribosome, a very intricate and beautiful process called translation takes 
place. It rould be said that this process of translation is at the very heart of 



all of life, and there are man\' nwsteries connel·ted with it. But in essenn· it 
is easy to describe. Let us fir~t gi~·e a picturesque image. and then render it 
more precise. Imagine the mR~A to he like a long pine of magtwti( 
recording tape, and the ribosome to be like a tape renirdt·r. As tht• tape 
passes through the playing head of the renirder. it is "read" and ninn·1wd 
into music, or other sounds. Thus magnetil· markings are "translatt·d" into 
notes. Similarly, when a "tape" of mR!'\A passes through tilt' "playing 
head" of a ribosome. the "notes" which are prodttl'ed are ami110 acid.1, and 
the "pieces of music" which they make up are protei11.•. This is what transt.1-
tion is all about; it is shown in Figure 96. 

The Genetic Code 

But how can a ribosome produce a chain of amino adds when it is 
reading a chain of nucleotides? This mystery was sol\'ed in the t>arly 
l 960's by the efforts of a large number of people, and at the rnre of 
the answer lies the Genetic Code-a mapping from triplets of nucleotides 
into amino acids (see Fig. 94). This is in spirit extremely similar to 
the Typogenetic Code, except that here, three consecutive bases (or 
nucleotides) form a codo11, 
whereas there, CUA GAU only two were 
needed. Thus Cu Ag Au there must he 
4 x4 x4 (equals 64) different 
entries in the A typical segment of mRNA tahle, instead 
of sixteen. A read first a.1 two triplets ribosome clicks 
down a strand (above), and .1econd a.1 three of RNA three 
nucleotides at duplet.1 (below): an example a time--which 
is to say, one of hemiolia in biochemi.1trv. codon at a time 
-and each time it does so, it 
appends a single new amino acid to the protein it is presently manufactur
ing. Thus, a protein comes out of the ribosome amino acid by amino acid. 

Tertiary Structure 

However, as a protein emerges from a ribosome, it is not only getting 
longer and longer, but it is also continually folding itself up into an ex
traordinary three-dimensional shape, very much in the way that those 
funny little Fourth-of-July fireworks called "snakes" simultaneously grow 
longer and curl up. when they are lit. This fancy shape is called the 
protein's tertiary structure (Fig. 95), while the amino acid sequence per se is 
called the primary structure of the protein. The tertiary structure is implicit 
in the primary structure. just as in Typogenetics. However, the recipe for 
deriving the tertiary structure, if you know only the primary structure, is by 
far more complex than that given in Typogenetics. In fact, it is one of the 
outstanding problems of contemporary molecular biology to figure out 
some rules by which the tertiary structure of a protein can be predicted if 
only its primary structure is known. 

u c A G 

phe ser tyr cys lJ 

u phe ser tyr cys c 

leu ser punc. punc. A 

leu ser punc. trp G 

leu pro his arg c 
leu pro his arg c c leu pro gin arg A 

leu pro gin arg G 

ile thr tlSH ser lJ 

ile tin asn ser c 
A ile tin lys arg A 

met tin lys arg G 

,·al ala asp gly c 
\·al ala asp gly c 

G \'al ala glu gly A 

\'al ala glu gly G 

Fl<;{ RF 9-1. r/11· ( ;l'lll'lir Code, h\· il'hich mrh trip/rt i11 11 ,1trn11d of mn1Pllf.;l'I' RSA rndPI 

/111 11111' 11/ tu·1·11f\· amnw arid.1 (111· 11 Jnmrt1111tio11 mark). 

Reductionistic Explanation of Protein Function 

:\nothn disnepann bt'lwet·n Typogenetics and true genetics-and this is 
prohahh I ht· most serious one of all-is this: whereas in Typogenetics, each 
compom·nt amino Mid of an enzyme is responsible for some specific "piece 
of tht· adion". in real ennmes. indi"idual amino acids cannot be assigned 
'11d1 dear rolt·'· It is the tertian· structure a.1 a whole which determines the 
modt· in whith an t•nt\'me will function: there is no way one can say. "This 



amino acid's presence means that such-and-such an operation will get 
performed". In other words, in real genetin. an indi\'idual amino add\ 
contribution to the enzyme's O\'erall function is not ··nmtext-free". How
ever, this fact should not be construed in am· wav as ammunition for ;111 

antired uctionist argument to the effect that ""tl~e wl~ole [enzyme] l·annot be 
explained as the sum of its parts". That would he wholly unjustified. What 
is justified is rejection of the simpler claim that "ead1 amino acid contrib
utes to the sum in a n1anner. which is independent of the other amino al·ids 
present". In other words, the function of a protein cannot be nmsidered to 
be built up from context-free functions of its parts; rather, one must 
consider how the parts interact. It is still possible in principle to write a 
computer program which takes as input the primary structure of a protein, 

FIGURE 95. The structure of myoglobin, thduced from high-resolution X-ray datt.. Thr 
large-scale "twisted pifN" appearance is the tertiary structure; the finer helix. insi<h-lhr 
"alpha helix"-is the ucorulary structure. [From A. Lthning", Biochemistry.] 
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and firstly determines its tertiary structure, and secondly determines the 
function of the enzvme. This would be a completely reductionistic explana
tio11 of the workings of proteins, but the determination of the "sum" of the 
pall'> would require a highly complex algorithm. The elucidation of the 
fu11ctio11 of an enzyme, given its primary, or even its tertiary. structure, is 
another great problem of contemporary molecular biology. 

Perhaps. in the last analysis. the function of the whole enzyme can be 
ronsidered to be built up from functions of parts in a context-free manner, 
but where the parts are now considered to be indi\'idual particles, such as 
ele<1ro11s and protons, rather than "chunks", such as amino acids. This 
t·xemplifies the "Reductionist's Dilemma": In order to explain e\'erything 
in terms of 1 ontext~/ree sums, one has to go down to the le\'el of physics; hut 
then the numlier of particles is so huge as to make it 011ly a theoretical 
"in-principle" kind of thing. So, one has to settle for a context-dependent 
sum, which has two disadvantages. The first is that the parts are much 
larger units, whose behavior is describable only on a high level. and there
fore indeterminately. The second is that the word "sum" carries the conno
tation that each part can be assigned a simple function and that the 
funetion of the whole is just a context-free sum of those indi\'idual func
tions. Thi!> just c·annot be done when one tries to explain a whole enzyme's 
funrtion, gi\'en its amino acids as parts. But for better or for worse, this is a 
ge11eral phenomenon which arises in the explanations of complex systems. 
In order to acquire an intuiti\'e and manageable understanding of ho,\' 
parts interact-in short, in order to proceed--one often has to sacrifice the 
l'Xartness yielded hy a mirroscopic, context-free picture, simply because of 
its unmanageahility. But one does not sacrifice at that time the faith that 
such an explanation exists in principle. 

Transfer RNA and Ribosomes 

Returning. then, to ribosomes and RNA and proteins, we ha\'e stated that a 
protein is manufactured by a ribosome according to the blueprint carried 
from the D~A's "royal chambers" by its messenger, RNA. Thi:; seems to 
imply that the ribosome ran translate fri>m the language of codons into the 
language of amino acids, which amounts to saying that the ribosome 
"knows" the Genetir Code. Howe\'er, that amount of information is simply 
not present in a ribosome. So how does it do it? \\'here is the Genetic Code 
stored? The ntrio11s fact is that the Genetic Code is stored-where else?-in 
the I)'.\ A itself. This certainly calls for some explanation. 

l.et us back off from a total explanation for a moment, and give a 
partial explanation. There are, Aoating about in the cytoplasm at any gi\'en 
moment. large numbers of four-leaf-clo\'er-shaped molecules; looselv fas
tened (i.e .. h\'drngen-bonded) to one leaf is an amino acid, ~nd o~ the 
oppositt• leaf there is :1 triplet of nucleotides called an anticodon. For our 
purposes, the other two lea\'es are irrele\·ant. Here is how these "clm·e~st' 
an· used hv the ribosomes in their production of proteins. When a new 



FIGURE 96. A section of mRNA passing through a ribosome. Flooting nearby are tRNA 
molecules, carrying amino acUL1 which are stripped off by the ribo.rnme and appended to tM 
growing protein. TM Genetic Code i.1 contained in the tRNA molecules, collectively. Note how 
the base-pairing (A-U, C-G) is represented by interlocking lett"jorm• in tM diagram. 
[Drawing by Scoll E. Kim.] 

codon of mRNA clicks into position in the ribosome's "playing head", the 
ribosome reaches out into the cytoplasm and latches onto a clover whose 
anticodon is complementary to the mRNA codon. Then it pulls the clover 
into such a position that it can rip off the clover's amino acid, and stick it 
covalently onto the growing protein. (Incidentally, the bond between an 
amino acid and its neighbor in a protein is a very strong covalent bond, 
called a "peptide bond". For this reason, proteins are sometimes called 
"polypeptides".) Of course it is no accident that the "clovers" carry the 
proper amino acids, for they have all been manufactured according to 
precise instructions emanating from the "throne room". 

Self-Ref and Self-Rep 523 

The real name for such a clover is trans/ er RNA. A molecule of tRNA is 
quite small-about the size of a very small protein-and.£onsists of a chain 
of about eighty nucleotides. Like mRNA, tRNA molecules are made by 
transcription off of the grand cellular template, DNA. However, tRNA's are 
tiny by comparison with the huge mRNA molecules, which may contain 
thousands of nucleotides in long, long chains. Also, tRNA's resemble pro
teins (and are unlike strands of mRNA) in this respect: they have fixed, 
well-defined tertiary structures-determined by their primary structure. A 
tRNA molecule's tertiary structure allows precisely one amino acid to bind 
to its amino-acid site; to be sure, it is that one dictated according to the 
Genetic. Code by the anticodon on the opposite arm. A vivid image of the 
function of tRNA molecules is as flashcards floating in a cloud around a 
simultaneous interpreter, who snaps one out of the air-invariably the 
right one!-whenever he needs to translate a word. In this case, the inter
preter is the ribosome, the words are codons, and their translations are 
amino acids. 

In order for the inner message of DNA to get decoJed by the ribo
somes, the tRNA flashcards must be floating about in the cytoplasm. In 
some sense, the tRNA's contain the essence of the outer message of the 
DNA, since they are the keys to the process of translation. But they 
themselves came from the DNA. Thus, the outer message is trying to be 
part of the inner message, in a way reminiscent of the message-in-a-bottle 
which tells what language it is written in. Naturally, no such attempt can be 
totally successful: there is no way for the DNA to hoist itself by its own 
bootstraps. Some amount of knowledge of the Genetic Code must already 
be present in the cell beforehand, to allow the manufacture of those 
enzymes which transcribe tRNA's themselves off of the master copy of 
DNA. And this knowledge resides in previously manufactured tRNA 
molecules. This attempt to obviate the need for any outer message at all is 
like the Escher dragon, who tries as hard as he can, within the context of 
the two-dimensional world to which he is constrained, to be three
dimensional. He seems to go a long way-but of course he never makes it, 
despite the fine imitation he gives of three-dimensionality. 

Punctuation and the Reading Frame 

How does a ribosome know when a protein is done? Just as in Typogenet
ics, there is a signal inside the mRNA which indicates the termination or 
initiation of a protein. In fact, tltree special codons-UAA, UAG;OGA
act as punctuation marks instead of coding for amino acids. Whenever such 
a triplet clicks its way into the "reading head" of a ribosome, the ribosome 
releases the protein under construction and begins a new one. 

Recently, the entire genome of the tiniest known virus, <!JXI74, has 
been laid bare. One most unexpected discovery was made en route: some 
of its nine genes overlap-that is, two distinct proteins are coded for &y the same 
stretch of DNA! There is even one gene contained entirely inside another! 
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This is accomplished by ha\'ing the reading frames of the two genes shijied 
relati\'e to each other, by exactly one unit. The density of information
packing in such a scheme is inrredible. This is, of course, the inspiration 
behind the strange "5/ti haiku" in Achilles' fortune cookie, in the 0111011 ,,,. 

lnteniallic Augmentation. . 

Recap 

In brief, then, this picture emerges: from its ceutral throne. DNA sends oil 
long strands of messenger RNA to the rilx>somes in the cytoplasm: and the 
ribosomes, making use of the "ftashrards" of tRN :\. ho\'ering atxntt them, 
efficiently construct proteins, amino add by amino add. arrording to the 
blueprint contained in the mRNA. Only the primary stntrture of the 
proteins is dictated by the ON A: but this is enough. for as they emerge 
from the ribosomes, the proteins "magically" fold up into rnmplex rnnfor
mations which then ha\'e the ability to act as powerful chemiral mad1incs. 

Levels of Structure and Meaning in Proteins and Music 

We ha\'e been using this image of rilx>some as tape recorder, mRNA as 
tape, and protein as music. It may seem arbitrary. and yet there are some 
beautiful parallels. Music is not a mere linear sequenc·e of notes. Om minds 
perceive pieces of music on a le\'el far higher than that. We c·hunk notes 
into phrases, phrases into melodies, melodies into movements, and move
ments into full pieces. Similarly, proteins only make sense when they act as 
chunked units. Although a primary structure carries all the information for 
the tertiary structure to be created, it still "feels" like less, for its potential is 
only realized when the tertiary structure is actually physically created. 

Incidentally, we have been referring only to primary and tertiary 
structures, and you may well wonder whatever happened to the secondary 
structure. Indeed, it exists, as does a quaternary structure, as well. The 
folding-up of a protein occurs at more than one level. Specifically. at some 
points along the chain of amino acids, there may be a tendency to form a 
kind of helix, called the alpha helix (r;iot to be confused with the DNA double 
helix). This helical twisting of a protein is on a lower level than its tertiary 
structure. This level of structure is visible in Figure 95. Quaternary struc
ture can be directly compared with the building of a musical piece out of 
independent movements, for it involves the assembly of several distinct 
polypeptides, already in their full-blown tertiary beauty, into a larger 
structure. The binding of these independent chains is usually accomplished 
by hydrogen bonds, rather than covalent bonds; this is of course just as with 
pieces of music composed of several movements, which are far less tightly 
bound to each other than they are internally, but which nevertheles's form a 
tight "organic" whole. 

The four levels of primary, secondary, tertiary, and quaternary struc
ture can also be compared to the four levels of the MU-picture (Fig. 60) in 
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FIGURE 97. A polyribo.some. A single 
strand of mRNA passes through one ribo
some after another, like one tape passing 
through several tape recorders in a row. 
The result is a set of growing proteins in 
various .stages of completion: the analogue 
to a musical canon produced by the 
staggered tape recorders. [From A. 
Lehninger. Biochemistry.] L 
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the Prtlurk, Ant Fugue. The global structure-consisting of the letters ·~r 
and 'U'--is its quaternary structure; then each of those two parts has a tertiary 
structure, consisting of "HOLISM" or "REDUCTIONISM"; and then the 
opposite word exists on the secondary level, and at bottom, the primm1 
structure is once again the word "MU", over and over again. -

Polyrlbosomes and Two-Tiered Canons 

Now we come to another lovely parallel between tape recorders translating 
tape into music and ribosomes translating mRNA into proteins. Imagine a 
collection of many tape recorders, arranged in a row, evenly spaced. We 
might call this array a "polyrecorder". Now imagine a single tape passing 
serially through the playing heads of all the component recorders. If the 
tape contains a single long melody, then the output will be a many-voiced 
canon, of course, with the delay determined by the time it takes the tape to 
get from one tape recorder to the next. In cells, such "molecular canons" 
do indeed exist, where many ribosomes, spaced out in long lines-forming 
what is called a polyribosome-all "play" the same strand of mRNA, produc
ing identical proteins, staggered in time (see Fig. 97). 

Not only this, but nature goes one better. Recall that mRNA is made by 
transcription off of DNA; the enzymes which are responsible for this 
process are called RNA polymerases ("-ase" is a general suffix for enzymes). It 
happens often that a series of RN A polymerases will be at work in parallel 
on a single strand of DNA, with the result that many separate (but identi
cal) strands of mRNA are being produced, each delayed with respect to the 
other by the time required for the DNA to slide from one RNA polymerase 
to the next. At the same time, there can be several different ribosomes 
working on each of the parallel emerging mRNA's. Thus one arrives at a 
double-decker, or two-tiered, "molecular canon" (Fig. 98). The corre
sponding image in music is a rather fanciful but amusing scenario: several 

FIGURE 98. Here, an evm more complex .1cheme. Not just one but se\·eral .1trand1 of 
mRNA, all emerging by tran.1criptio11 from " single strand of DNA, arr acted upon by 
polyribo.1ome.1. The re.1ult i1 a two-tiered molecuuir wnon. [From Hanawa/1 and Hay,.,.1, The 
Chemical Basis of Life, p. 271.] 
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different copyists are all at work simultaneously, each one of them copying 
the same original manuscript from a def which flutists cannot read into a 
def which they can read. As each copyist finishes a page of the original 
manuscript, he passes it on to the next copyist, and starts transcribing a new 
page himself. Meanwhile, from each score emerging from the pens of the 
copyists, a set of flutists are reading and tooting the melody, each flutist 
delayed with respect to the others who are reading from the same sheet. 
This rather wild image gi\'es, perhaps, an idea of some of the complexity of 
the processes which are going on in each and every cell of your body during 
every second of every day ... 

Which Came First- The Ribosome or the Protein? 

We have been talking about these wonderful beasts called ribosomes; but 
what are they themselves composed of? How are they made? Ribosomes are 
composed of two types of things: (I) various kinds of proteins, and (2) 
another kind of RNA, called ribosomal RNA (rRNA). Thus, in order for a 
ribosome to be made, certain kinds of proteins must be present, and rRNA 
must be present. Of course, for proteins to bP. present, ribosomes must be 
there to make them. So how do you get around the vicious circle? Which 
comes first-the ribosome or the protein? Which makes which? Of course 
there is no answer because one always traces things back to previous 
members of the same class-just as with the chicken-and-the··egg 
question-until everything vanishes over the horizon of time. In any case, 
ribosomes are made of two pieces, a large and a small one, each of which 
contains some rRNA and some proteins. Ribosomes are about the size of 
large proteins; they are much much smaller than the strands of mRNA 
which they take as input, and along which they move. 

Protein Function 

We have spoken somewhat of the structure of proteins-specifically en
zymes; but we have not really mentioned the kinds of tasks whi.:h they 
perform in the cell, nor how they do them. All enzymes are catalysts, which 
means that in a certain sense, they do no more than selectively accelerate 
various chemical processes in the cell, rather than make things happen 
which 'without them never could happen. An enzyme realizes certain path
ways out of the myriad myriad potentialities. Therefore, in choosiqg_which 
enzymes shall be present, you choose what shall happen and what shall not 
happen-despite the fact that, theoretically speaking, there is a nonzero 
probability for any cellular process to happen spontaneously, without the 
aid of catalysts. 

Now how do enzymes act upon the molecules of the cell? As has been 
mentioned, enzymes are folded-up polypeptide chains. In e\'ery enzyme, 
there is a deft or pocket or some other dearly-defined surface feature 
where the enzyme bincis to some other kind of molecule. This location is 
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called its active site, and any molecule which gets bound there is rnlled " 
substrate. Enzymes may ha\'e more than one acti\'e site. and more than one 
substrate. Just as in Typogenetics. enLymes are indeed \'ery l"h<K>sy ahom 
what they will operate upon. The active site usually is quite specific. and 
allows just one kind of molecule to bind to it, although there are sometimes 
"decoys"-other molecules which can fit in the acti\·e site and dog it up. 
fooling the enzyme and in fact rendering it inacti\'e. 

Once an enzyme and its substrate are hound together. there is !'ome 
disequilibrium of electric charge. and consequently charge-in the form of 
electrons and protons-Hows around the bound molecules and readjusts 
itself. By the time equilibrium has been reached. some rather profound 
chemical changes may have occurred to the substrate. Some examples are 
these: there may have been a "welding'', in which some stand;mi small 
molecule got tacked onto a nucleotide, amino acid, or other n>mmon 
cellular molecule; a DNA strand may have been "nicked" at a p<trticuh1r 
location; some piece of a molecule may have gotten lopped off; and so 
forth. In fact, bio-enzymes do operations on molecules which are quite 
similar to the typographical operations which Typo-enzymes perform. 
However, most enzymes perform essentially only a single task, rather than 
a sequence of tasks. There is one other striking difference between Typo
enzymes and bio-enzymes, which is this: whereas Typo-enzymes operate 
only on strands, bio-enzymes can act on DNA, RNA, other proteins, ribo
somes, cell membranes-in short, on anything and everything in the cell. In 
other words, enzymes are the universal mechanisms for getting things done 
in the cell. There are enzymes which stick things together and take them 
apart and modify them and activate them and deactivate them and copy 
them and repair them and destroy them ... 

Some of the most complex processes in the cell involve "cascades" in 
which a single molecule of some type triggers the production of a certain 
kind of enzyme; the manufacturing process begins and the enzymes which 
come off the "assembly line" open up a new chemical pathway which allows 
a second kind of enzyme to be produced. This kind of thing can go on for 
three or four levels, each newly produced type of enzyme triggering the 
production of another type. In the end a "shower" of copies of the final 
type of enzyme is produced, and all of the copies go off and do their 
specialized thing, which may be to chop up some "foreign" DNA, or to help 
make some amino acid for which the cell is very "thirsty", or whatever. 

Need for a Sufficlently Strong Support System 

Let us describe nature's solution to the puzzle posed for Typogenetics: 
"What kind of strand of DNA can direct its own replication?" Certainly not 
every strand of DNA is inherently a self-rep. The key point is this: any 
strand which wishes to direct its own ci>pying must contain directions for 
assembling precisely those enzymes which can carry out the task. Now it is 
futile to hope that a strand of DNA in isolation could be a self-rep; for in 
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orcler for those potential proteins to be pulled out of the DNA, there must 
not only he ribosomes, hut also RNA polymerase, which makes the mRNA 
that gets transported to the ribosomes. And so we have to begin by assum
ing a kind of "minimal support system" just sufficiently strong that it allows 
transniption and translation to be carried out. This minimal support 
system will thus rnnsist in (I) some proteins, such as RNA polymerase, 
which allow mRNA to he made from DNA, and (2) some ribosomes. 

How DNA Self-Replicates 

It is not hy any means coincidental that the phrases "sufficiently strong 
support system" and "sufficiently p<1werful formal system" sound alike. 
One is the precondition for a self-rep to arise, the other for a self-ref to 
arise. In fact there is in essence only one phenomenon going on in two very 
different guises, and we shall explicitly map this out shortly. But before we 
do so, let us finish the description of how a strand of DNA can be a self-rep. 

The DNA must contain the codes for a set of proteins which will copy 
it. Now there is a very efficient and elegant way to copy a double-stranded 
pie<·e of DNA, whose two strands are complementary. This involves two 
steps: 

(I) unravel the two strands from each other; 
(2) "mate" a new strand to each of the two new single strands. 

This process wi,11 create two new double strands of DNA, each identical to 
the original one. Now if our solution is to be based on this idea, it must 
involve a set of proteins, t·oded for in the DNA itself, which will carry out 
these two steps. . 

It is believed that in cells, these two steps are performed together in a 
wordinated way. and that they require three principal enzymes: DNA 
endonudt>ase, DNA polymerase, and DNA ligase. The first is an "unzip
ping enzyme": it peels the two original strands apart for a short distance, 
and then stops. Then the other two enzymes come into the picture. The 
DNA polymerase is basically a copy-and-move enzyme: it chugs down the 
short single strands of DNA, copying them complementarily in a fashion 
reminiscent of the Copy mode in Typogenetics. In order to copy, it draws 
on raw materials-specifically nucleotides-which are Aoating about in the 
rvtoplasm. Because the action proceeds in fits and starts, with some unzip
ping and some ropying each time, some short gaps are created;and the 
DNA ligase is '"hat plugs them up. The process is repeated over and over 
again. This precision three-enzyrne machine proceeds in careful fashion all 
the wa\' down the length of the DNA molecule, until the whole thing has 
heen peeled apart and simultaneously replicated, so that there are now two 
n1pies of it. 
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Comparison of DNA's Self-Rep Method with Quining 

Note that in the enzymatil· adion on the D:\A strands, the fact that 
information is stored in the D~A is just plain irrele\'ant: tilt' t'll/\llll'!> ;in· 
merely carrying out their symlx>l-shunting fum·tions, just likt· rules of 
inference in the MIU-system. It is of no intt·rest to tht· thrt'l' e1llymt•s that 
at some point they are actually rnpying the \'t'I"\' genes w hid1 rndt·d for 
them. The DNA, l<> them, is just a templatt· without meaning or intt·n·st. 

It is quite interesting to compare this with tht• Quine Sl'lltt•nn•'s 
method of describing how to construn a nipy of itself. There. l<K>. ont· has 
a sort of "double strand"-two copies of the same infonnation, wlwn· om· 
copy acts as instructions, the other as template. I 11 ON A. tht· pron·ss is 
\'aguely parallel, since the three enzymes (DNA t•ndonudt·ast', DNA 
polymerase, ON A ligase) are coded for in just one of the two strands, whid1 
therefore acts as program, while the other strand is merdy a lt'mplatt'. The 
parallel is not perfect, for when the copying is rarried out, both str;111ds arl' 
used as template, not just one. Ne\'ertheless, the analogy is highly sugges
ti\'e. There is a biochemical analogue to the use-mention dichotomy: wht·n 
DNA is treated as a mere sequence of <·hemicals to be copied, it is like 
mmtion of typographical symbols: when DNA is dictating what operations 
shall be carried out, it is like uw of typographin1I s\'lnhols. 

Levels of Meaning of DNA 

There are se\'eral le\'els of meaning which ran he read from a strand of 
DNA, depending on how big the chunks are which you look at, and how 
powerful a decoder you use. On the lowest le\'el, ea<·h DNA strand nides 
for an equivalent RN A strand-the process of decoding being tra11.1criptio11. 
If one chunks the ON A into triplets, then by using a "genetic decoder", one 
can read the ON A as a sequence of amino acids. This is translation (on top of 
transcription). On the next natural level of the hierarchy, DNA is readable 
as a code for a set of proteins. The physical pulling-out of proteins from 
genes is called gm" exprt'ssion. Currently. this is the highest level at whirh we 
understand what ON A means. 

However, there are certain to be higher levels of DNA meaning which 
are harder to discern. For instance, there is every reason to believe that the 
DNA of, say, a human being codes for such features as nose shape, music 
talent, quickness of reAexes, and so on. Could one, in principle, learn to 
read off such pieces of information directly from a strand of DNA, without 
going through the actual physical process of epigenesis-the physical 
pulling-out of phenotype from genotype? Presumably, yes, since-in 
theory-one could ha,·e an incredibly powerful computer program 
simulating the entire process, including every cell, every protein, every tiny 
feature invol\'ed in the replication of DNA, of cells, to the bitter end. The 
output of such a pSt'udo-epigenesis program would be a high-level description 
of the phenotype. 

There is another (extremely faint) possibility: that we could learn to 
read the phenotype off of the genotype without doing an isomorphic simu
lation of the physic-al process of epigenesis, but by finding so.me simpler 
sort of dernding mechanism. This could be called "shortcut pseudo
epigenesis". Whether shortcut or not, pseudo-epigenesis is, of course, to
tally beyond reach at the present time-with one notable exception: in the 
species Fl'li.1 rntU1, deep probing has revealed ihat it is indeed possible to 
read the phenotype directly off of the genotype. The reader will perhaps 
better appreciate this remarkable fact after directly examining the follow
ing typical section of the DNA of Felis catw: 

... CA TCA TCA TCA TCA TCA TCA TCA TCA TCA T ... 

Below is shown a summary of the levels of ON A-readability, together 
with the names of the different levels of decoding. DNA can be read as a 
sequence of: 

( I) 

(2) 

(3) 

(4) 

(5) 
(6) 

(N-1) 

(N) 

bases (nucleotides) ........................ transcription 
amino acids ............................... translation 

proteins (primary structure)} ............ gene expression 
proteins (tertiary structure) 
protein clusters ............ higher levels of gene expre.uion 
??? 

} ................. unknown levels of DNA meaning 

??? 
physical, mental, and 
psychological traits .................... pseudo-epigenesis 

The Central Dogmap 

With this background, now we are in a position to draw an elaborate 
rnmparison between F. Crick's "Central Dogma of Molecular Biology" 
(.DOGMA I) upon which all cellular processes are based; and what I, with 
poetic license, call the "Central Dogma of Mathematical Logic" (.DOGMA 
II). upon which Godel's Theorem is based. The mapping from one onto 
the o~her is laid out in Figure 99 and the following chart, which together 
constitute the Central Dogmap. • 

FIGURE 99. Thr Central Dogmap. An analogy is rstablishrd between two fundamental 
Tangled Himirrhie.1: that of molrrular biology and that of mathematical logic. 
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of mrta-TNT 
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ulf-ref 
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of N 

t=~) 
TNT strings ___ ,.. 

.DOGMA 11 

!"l:ote the base-pairing of A and T (Arithmetization and Translation), 
a~ well as of G and C (G6del and Crick). ~1athematical logic gets the purine 
side, and molecular biology gets the pyrimidine side . 

To complete the esthetic side of this mapping, I chose to model my 
Giidel-numbering scheme on the Genetic Code absolutely faithfully. In 
fan. under the following correspondence, the table of the Genetic Code 
becomes the table of the Gi"1del Code: 

(odd) 
(e\'en) 2 
(odd) 3 

(even) 6 

A (purine) 
C (pyrimidine) 
G (purine) 
U (pyrimidine) 

Earh amino acid-of which there are twenty---c:orresponds tc exactly one 
symbol of TNT-of which there are twenty. Thus, at last, my motive for 
ronconing "austere TNT" comes out-so that there would be exactly 
twenty symbols! The Giidel Code is shown in Figure 100. Compare it with 
the (~enetic Code (Fig. 94 ). 

There is something almost mystical in seeing the deep sharing of such 
an abstrart strut·ture by these two esoteric, yet fundamental, advances in 
knowledge achieved in our century. This Central Dogmap is by no means a 
ri)!;ornus proof of identity of the two theories; but it clearly shows a pro
found kinship, which is worth deeper exploration. 

Strange Loops in the Central Dogmap 

One of the more interesting similaritie~ between the two sides of the map is 
tht· way in whirh "loops" of arbitrary complexity arise on the top level of 
hoth: on the ld·1. proteim which act on proteins which act on proteins and 
so on. ad infinitum; and on the right, statements about statements about 
statements of meta-TNT and so on, ad infinitum. These are like heterar
d1ies. whirh we disrussed in Chapter V, where a sufficiently complex 
substratum allows high-le\'el Strange Loops to occur and to cycle around, 
tot<illv sealed off from lower le\'els. We will explore this idea in greater 
detail in Chapter XX. 

lnddentally, vou mav be wondering about this question: "What, ac
cording to the Central Dogmap. is Gt>del's Incompleteness Theorem itself 
mapped onto?" This is a good question to think about before 1eading 
ahead. 

The Central Dogmap and the Contracrostipunctus 

It turns out that the Central Dogrnap is quite similar to the mapping that 
was laid out in Chapter IV between the Contracrostipunctu.1 and Godel's 
Theorem. One t·an therefore dra\\· parallels between all three systems: 
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(I) formal systems and strings; 
(2) cells and strands of DNA; 
(3) record players and records. 

In the following chart, the mapping between systems 2 and 3 is explained 

carefully. 
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(,'ontracro.1tipu nctu1 

phonograph 

"Perfect" phonograph 

record 

rernnl playable 
hy a given phonograph 

record unplayable 
hy that phonograph 

process of converting 
record grooves into sounds 

sounds produced by 
renird player 

tr.mslation of sounds 
into vihrations of phonograph 

mappin)!; from external 
sounds onto vibrations 

of phonograph 

hreaking of phonograph 

Title of song specially 
tailored for Record Player X: 

"I Cannot Be Played on 
Record Player X" 

"Imperfect" Rernrd Player 

"Ti>del's Theorem": 
"There always exists an 
unplavahle renird, given 

a particular phonograph.'' 

Molecular Biology 

¢:~ cell 

¢:~ "Perfect" cell 

¢:~ strand of DNA 

¢:~ strand of DNA 
reproducible by a given cell 

¢:~ strand of DNA 
unreproducible by that cell 

¢:~ process of transcription 
of DNA onto mRNA 

¢:~ strands of messenger RNA 

¢:~ translation of mRN A 
into proteins 

¢:~ Genetic Code 
(mapping from mRNA triplets 

onto amino acids) 

¢:~ destruction of the cell 

¢:~ High-level interpretation of 
DNA strand specially tailored 

for Cell X: "I Cannot Be 
Replicated by Cell X" 

¢:~ Cell for which there exists at 
least one DNA strand which it 

cannot reproduce 

Immunity Theorem: 
"There always exists c.n 

unreproducible ON A strand, 
given a particular cell." 

.The analogue of Gi>del's Theorem is seen to be a peculiar fact, proba-

hh- little useful to molecular biologists (to whom it is likely quite obvious): 

It is always possible to desigci a strand of DNA which, if injected 

mto a t·elL would, upon being transcribed, cause such proteins to 

be manufadured as would destroy the cell (or the DNA), and thus 

result in the non-reproduction of that DNA. 

This nmjures up a somewhat droll scenario, at least if taken in light of 

evolut1011: an invading species of virus enters a cell by some surreptitious 
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(a) (b) 

FIGURE JOI. The Tl bacterial t•ini., i.1 rm 0.1.,embl_v 11/pmtei" compminil.\ (<1). The "head" 
i.1 a protei11 memlmine, .•haped like o ki,,d of prolote ico.whedron u•ith thirl)· focel' rmd filled 
with DNA. It j_, ottriched /ri <1 11eck lo <1 tail rnn.1i.1ti"g of <1 hollow une .\l1rr0111ubd Ir,• a 
contrnctile .1/ieoth rmd ba.wi on <1 spiked nid plote lo which .\L\: fiber1 <lre allriched. The -'PilY., 
<lnd fibers <lf}ix the l'i1w to <1 briclerial cell 1mll (/ii. The 1her1th cmitrnct.,, drit•i"g the rnre 
through the woll, rrnd l'irn/ DN.1 niten the cell. [From Ht11wu•1l1 "nd HaY?ie.1, Th .. Cht·mi<al 

Basis of Life. p. 2 JO.] 

means, and 1hen rarefully ensures the manufacwre of pro1eins which will 
have the effecl of deslroying !he virus ilself! It is a sol'! of suidde-<1r 
Epimenides senlenre, if you will-<m lhe molerular level. Ohviously it 
would nol prove advantageous from the poinl of view of survival of lhe 
species. Howe\'er. it demonstrales lhe spiril. if nol 1he teller, of lhe 
mechanisms of prolection and suhve1·sion which <·ells and !heir invaders 

have developed. 

E. Coli vs. T 4 

Let us consider !he hiologist~' favorite cell, thal of the haflerium E.\fhrrirhia 

coli (no relation to M. C. Escher), and one of their favorite invaders of Iha! 
cell: the sinister and eerie T4 phage, pictures of which you can see in Figure 
I 0 I. (Incidentally, !he words "phage" and "virus" are synonymous and 
mean "attacker of hacterial cells".) The weird tidhit looks like a Ii1tle like a 
cross between a LEM (Lunar Excursion Module) and a mosquit<r-and it is 
much more sinister than the latter. It has a "head" wherein is slored all ils 
"knowledge"-namely its DNA; and ii has six "legs" wherewith lo faslen 
itself to the cell it has chosen to invade; and ii has a "stinging tube" (more 
properly called its "tail") like a mosquilo. The major difference is that 
unlike a mosquito, which uses its stinger for sucking hlood, the T4 phage 
uses its stinger for injecting its hereditary suhstance into the cell against the 
will of its victim. Thus the phage commits "rape" on a tiny scale. 
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FIGL'Rf; 102. Virnl infection begin.1 whm viral DNA enler.1 a bacterium. Bllcterial DNA is 
di.m1ptt'd mid t•iral DNA replicated. Synthe.1i.1 of t•iral structurnl protein.1 llnd their n1semblv 
rnto l'irw amtimu>1 witil the cell bur.1L1, relea.1ing particle.\. [From Hanawall and Haynes, Th~ 
Cht·mi<;il Ba'i' of Life. p. 2JO.] 

A Molecular Trojan Horse 

Whal arlually happens when lhe viral DNA enters· a cell? The virus 
"hopes". lo speak anthropomorphically, !hat its DNA will get exactly the 
same 11_·ea1men1 as lhe DNA of the hos! cell. This would mean getting 
11·a11sn1hed and lranslaled. lhus allowing it to direct the synthesis of its own 
sperial proleins, alien lo lhe hos! cell, which will !hen begin to do their 
lhing. This amounls lo secretly lransporting alien proteins· "in code" (viz., 
lht· (~enetir Code) inlo the cell, and then "decoding" (viz., producing) 
them. In a way this_ rese~hles !he story of the Trojan horse, according to 
which hundreds of soldiers we1·e sneaked into Troy inside a harmless
set·ming giant wooden horse; hut once inside the city, they broke loose and 
l·'.1ptmed it. Th~ alien pro1eins, once !hey have heen "decoded" (synthe
s11ed) I n_im thell' carrier DNA, now jump into action. The sequence of 
arttons dtrecled hy lhe T4 phage has heen carefully sludied, and is more or 
lt·ss as follows (see also Figs. 102 and 103): 

538 

Time elapsed 

0 min. 

I min. 

5 min. 

8 min. 

Action taking pl.ace 

Injection of viral DNA. 

~reakdow~ of host DNA. Cessation of prodYC, 
llon of native proteins and initiation of produc
lion of alien (T4) proteins. Among the earliest 
produce.d proleins are those which direct !he 
1·eplica1ion of the alien (T4) DNA. 

Replication of viral DNA hegins. 

I ni~iatio~ of production of structural proteins 
which will form lhe "bodies" of new phages. 
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FIGURE 103. The morplwgenetic path
way of the T4 virus has thru principal 
branches leading independently to the for
mation of heads, tails, and tail fibm, which 
then combine to form complete virus parh·
cles. [From Hanawalt and Haynes, The 
Chemical Basis of Life, p. 237.] 

Head 

I 
I 
I 
I 
I 
I 

~ 

0 
I 
I 
I 
I 
I • 

Tail fiber 

13 mm. 

25 min. 

First complete replica of T4 invader 1s pro
duced. 

Lysozyme (a protein) attacks host cell wall, 
breaking open the bacterium, and the "bicen
tuplets" emerge. 

Thus, when a T4 phage invades an E. coli cell, after the brief span of about 
twenty-four or twenty-five minutes, the cell has been completely subverted, 
and breaks open. Out pop about two hundred exact copies of the original 
virus-"bicentuplets"-ready to go attack more bacterial cells, the original 
t·ell having been largely consumed in the process. 

Although from a bacterium's point of view this kind of thing is a 
deadly serious menace, from our large-scale vantage point it can be looked 
upon as an amusing game between two players: the invader, or "T" player 
(named after the T-even class of phages, including the T2, T4, and others), 
and the "C" player (standing for "Cell"). The objective of the T player is to 
invade and take over the cell of the C player from within, for the purpose 
of reproducing itself. The objective of the C player is to protect itself and 
destroy the invader. When described this way. the molecular TC-game can 
he seen to be quite parallel to the macroscopic TC-game described in the 
preceding Dialogue. (The reader can doubtless figure out which player-T 
or C~orresponds to the Tortoise, and which to the Crab.) 

Recognition, Disguises, Labeling 

This "game" emphasizes the fact that recognition is one of the central themes 
of t·ellular and subcellular biology. How do molecules (or higher-level 
strnnures) recognize each other? It is essential for the functioning of 
enzymes that they should be able to latch onto special "binding sites" on 
their substrates; it is essential that a bacterium should be able to distinguish 
its mrn DNA from that of phages; it is essential that two cells should be able 
to renignize each other and interact in a controlled way. Such recognition 
problems may remind you of the original, key problem about formal 
systems: How t·an you tell if a string has, or does not have, some property 
such as theoremhood? ls there a decision procedure? This kind of question 
is not restricted to mathematical logic: it permeates computer science and, 
as we are seeing. molecular biology. 

The labeling technique described in the Dialogue is in fact one of E. 
rnli's tricks for outwitting its phage invaders. The idea is that strands of 
DNA can be chemically labeled by tacking on a small molecule-methyl-to 
\'arious nudeotides. Now this labeling operation does not change the usual 
biologit·al properties of the DNA; in other words, methylated (labeled) 
DNA can be transcribed just as well as unmethylated (unlabeled) DNA, and 
so it ran direct the synthesis of proteins. But if the host cell has some special 
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mechanisms for examining whether DNA is labeled or not, then the l;1hel 
may make all the difference in the world. In particular. the host cell may 
have an enzyme system which looks for unlabeled DNA. and destrms an~ 
that it finds by unmercifully chopping it to pieces. In that case, woe to all 
unlabeled invaders! 

The methyl labels on the nucleotides ha\·e been compared to serifs on 
letters. Thus, using this metaphor, we could S<I\" th;ll the E. coli n·ll is 
looking for DNA written in its "home script", with its own p;irtirnlar 
typeface-and will chop up any strand of DNA written in an "alien" 
typeface. One counterstrategy. of course, is for phages to learn to label 
themselves, and thereby become able to fool the l·ells which they are 
invading into reproducing them. 

This TC-battle can continue to arbitrary levels of complexity, hut we 
shall not pursue it further. The essential fact is that it is a battle between a 
host which is trying to reject all invading DNA. and a phage whkh is trying 
to infiltrate its DNA into some host which will transcribe it into mRNA 
(after which its reproduction is guaranteed). Any phage DNA whil·h sul·
ceeds in getting itself reproduced this way can be thought of as having this 
high-level interpretation: "I Can Be Reproduced in.Cells of Type X". This 
is to be distinguished from the evolutionarily pointless kind of phage 
mentioned earlier, which codes for proteins that destroy it, and whose 
high-level interpretation is the self-defeating sentence: "I Cannot Be Re
produced in Cells of Type X". 

Henkin Sentences and Viruses 

Now both of these contrasting types of self-reference in molecular biology 
have their counterparts in mathematical logic. We have already discussed 
the analogue of the self-defeating phages-namely, strings of the Godel 
type, which assert their own unproducibility within specific formal systems. 
But one can also make a counterpart sentence to a real phage: the phage 
asserts its own producibility in a specific cell, and the sentence asserts its 
own producibility in a specific formal system. Sentences of this type are 
called Henkin sentences, after the mathematical logician Leon Henkin. They 
can be constructed exactly along the lines of Godel sentences, the only 
difference being the omission of a negation. One begins with an "uncle", of 
course: 

3a:3a':<TNT-PROOF-PAIR{a,a'}AARITHMOQUINE{a'',a'}> 

and then proceeds by the standard trick. Say the Gooel number of the 
above "uncle" is h. Now by arithmoquining this very uncle, you get a 
Henkin sentence: 

3a:3a':<TNT-PROOF-PAIR{a,a'}AARITHMOQUINE{SSS ... SSSO/a",a'}> --------h S's 

(By the way, can you spot how this sentence differs from -G?) The reason I 
show it explicitly is to point out that a Henkin sentence does n6t give a full 
re<·ipe for its own derivation; itjust asserts that thereexisL~ one. You might 
well wonder whether its claim is justified. Do Henkin sentences indeed 
possess derivations? Are they, as they claim, theorems? It is useful to recall 
that one need not believe a politician who says. "I am honest"-he may be 
honest, and yet he may not be. Are Henkin sentences any more trustworthy 
than politicians? Or do Henkin sentences, like politicians, lie in cast-iron 
sinks? 

It turns out that these Henkin sentences are invariably truth tellers. 
Why this is so is not obvious; but we will accept this curious fact without 
proof. 

Implicit vs. Explicit Henkin Sentences 

I mentioned that a Henkin sentence tells nothing about its own derivation; 
it just asserts that one exists. Now it is possible to invent a variation on the 
theme of Henkin sentences-namely sentences which explicitly describe their 
own derivations. Such a sentence's high-len·l interpretation would not be 
"Some Sequence of Strings Exists Which is a Derivation of Me", but rather, 
"The Herein-described Sequence of Strings ..... Is a Derivation of Me". 
Let us call the first type of sentence an implicit Henkin sentence. The new 
sente1Kes will be called explicit Henkin sentences, since they explicitly de
snibe their own deri,·ations. Note that, unlike their implicit brethren, 
explidt Henkin sentences need not be theorems. In fact, it is quite easy to write 
a string which asserts that its own derivation consists of the single string 
0=0-a false statement, since O=O is not a derivation of anything. How
ever, it is <tlso possible to write an explicit Henkin sentence which is a 
theorem-that is, a sentence which in fact gives a recipe for its own deri\'a
tion. 

Henkin Sentences and Self-Assembly 

The reason I bring up this distinction between explicit and implicit Henkin 
sentences is that it corresponds very nicely to a significant distinction 
between types of \'irus. There are certain viruses, such as the so-called 
"tobacco mosaic virus", which are called self-assembling viruses; and then 
there are others, such as our favorite T-evens, which are non-selfas.sembling. 
Now what is this distinction? It is a direct analogue to the distinction 
between implidt and explicit H;nkin sentences. 

The DNA of a self-assembling virus codes only for the parts of a new 
virus, but not for any enzymes. Once the parts are produced, the sneaky 
,·irus relies upon them to link up to each other without help from any 
enznnes. Such a process depends on chemical affinities which the parts 
ha,·e for each other, when swimming in the rich chemical brew of a cell. 
Not onh' viruses, but also some organelles-such as ribosomes-assemble 
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themselves. Sometimes, enn·mes may be needed-hut in such l·;1ses. tht'\ 
are recruited from the host l·ell, ;111d enslan·d. This is wh;ll is mt·ant ll\ 
self-assembly. 

By contrast, the DNA of more n>mplex ,·iruses, such as the T-t·wns, 
codes not only for the parts, but in addition for various emnnes whid1 pla\· 
special roles in the assembly of the parts into wholes. Sirn·e tht· assemhh 
process is not spontaneous but requires "mad1ines", sud1 \·iruses an· not 
considered to be self-assembling. The essem·e of tht• distinl'tion, then, 
between self-assembling units and non-self-assemhling units is that tlw 
former get away with self-reprod1Ktion without telling the (·ell anvthing 
about their construction. while the latter need to gi,·e i11.\lrurtio11.\ as to how 
to assemble themseh-es. 

Now the parallel to Henkin sente1ll"es, implidt and explkit, ought to ht· 
quite dear. Implicit Henkin sentent·es are self-prm·ing hut do not tell 
anything at all about their proofs-the\· are analogous to st·lf-assembling 
,·iruses; explicit Henkin sentenl'es direct the construction of their own 
proofs-they are analogous to more complex virust•s whid1 direl·t their 
host cells in putting copies of themselves together. 

The conl'ept of self-assembling biologiral struoures as romplex as 
viruses raises the possibility of complex self-;1ssembling machines ;1s well. 
Imagine a set of parts which, when placed in the proper supporting 
environment, spontaneously group themseh·es in such a w;1y as to form a · 
complex machine. It seems unlikely, yet this is quite an atn1rate way to 
describe the process of the tobacfo mosaic virus' method of self
reproduction via self-assembly. The information for the total l'onformation 
of the organism (or machine) is spread about in its parts; it is not rnnt·en
trated in some single place. 

Now this concept can lead in some strange directions, as was shown in 
the Edifying Thoughts of a Tobacco Srrwker. There, we saw how the Crab used 
the idea that information for self-assembly can be distributed around, 
instead of being concentrated in a single place. His hope was that this 
would prevent his new phonographs from succumbing to the Tortoise's 
phonograph-crashing method. Unfortunately.just as with the most sophis
ticated axiom schemata, once the system is all built and packaged into a 
box, its well-definedness renders it vulnerable to a sufficiently clever 
"Godelizer"; and that was the sad tale related by the Crab. Despite its 
apparent absurdity, the fantastic scenario of that Dialogue is not so far 
from reality, in the strange, surreal world of the cell. 

Two Outstanding Problems: 
Differentiation and Morphogenesis 

Now self-assembly may be the trick whereby certain subunits of cells are 
constructed, and certain \•iruses-but what of the most complex macro
scopic structures, such as the body of an elephant or a spider, or the shape 
of a Venus's-ft}trap? How are homing instincts built into the brain of a 

hird, or hunting instincts into the brain of a dog? In short, how is it that 
merely hy dit·tating which proteins are to be produced in cells, DNA exer
<·ises -;1Kh spet·tacularly precise control over the exact structure and func
tion of mafroscopic living objects? There are two major distinct problems 
here. One is that of cellular differentiation: how do different cells, sharing 
ex;Ktly the same DNA, perform different roles-such as a kidney cell, a 
hone marrow c·ell, and a brain cell? The other is that of morphogenesis ("birth 
of form"): how does intercellular communication on a local level give rise to 
largt·-sG1le, global structures and organizations-such as the various organs 
of the body, the shape of the face, the suborgans of the brain, and so on? 
Although both rellular differentiation and morphogenesis are poorly un
derstoml at present, the trick appears to reside in exquisitely fine-tuned 
fredha<·k and "feedforward" met·hanisms within cells and between t·ells, 
whi«h tell a <·ell when to "turn on" and when to "turn off" production of 
various proteins. 

Feedback and Feedforward 

Feedback takes place when there is too much or too little of some desired 
substance in the t·ell; then the t·ell must somehow regulate the production 
line whid1 is assembling that suhstance. Feedforward also involves the 
regulation of an assembly line, but not according to the amount of end 
prod11l'l present; rather, aHording to the amount of some precursor of the 
end produn of that assembly line. There are two major devices for achiev
ing 11egatit1e feedforward or feedhack. One way is to pre\;ent the relevant 
en1ymes from being able to perform-that is, to "dog up" their active sites. 
This is nilled inhibition. The other way is to prevent the relevant enzymes 
from c\'l'r heing manufanured! This is rnlled repre.uion. Conceptually, 
inhibition is simple: rnu just block up the active site of the first enzyme in 
the assemhh line, and the whole proress of synthesis gets stopped dead. 

Repressors and Inducers 

Repression is trit·kier. How does a rell stop a gene from being expressed? 
The answer is, it pre,·ents it from ever getting transcribed. This means that 
it has to pren·nt R1': A polymerase from doing its job. This can be ac
~·omplislwd h\ pl.King a huge obstacle in its path, along the DNA, precisely 
111 front of that gene whid1 the cell wants not to get transcribed. Such 
ohstadl·s do exist, and are railed repre.1.rnn. They are themselves proteins, 
and thn hind 10 sperial obstade~10lding sites on the DNA, railed (I am not 
sure wh,·) opemtor1. An operator therefore is a site of control for the gene 
(01· genes) whid1 immediatelv follow it: those genes are railed its operon. 
Beca1~se a series of t.:nzymes often act in l'oncert in carrying out a long 
rhem1ral transformation. they are often coded for in sequenl'e; and this is 
win operons often contain se\·eral genes, rather than just one. The effect 
of the Sllffessful repression of an operon is that a whole series of genes is 
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prevented from being transcribed, which means that a whole set of related 
enzymes remains unsynthesized. 

What about positive feedback and feedforward? Here again, there are 
two options: (I) unclog the dogged enzymes, or (2) stop the repression of 
the relevant operon. (Notice how nature seems to lo11e double-negations! 
Probably there is some very deep reason for this.) The mechanism hv whirh 
repression is repressed involves a class of molernles called induc~.\. The 
role of an inducer is simple: it combines with a repressor protein before the 
latter has had a chance to bind to an operator on a DNA molenrle; the 
resulting "repressor-inducer complex" is incapable of binding to an 
operator, and this leave!> the door open for the associated operon to be 
transcribed into mRNA and subsequently translated into protein. Often 
the end product or some precursor of the end product can act as an 
inducer. 

Feedback and Strange Loops Compared 

Incidentally, this is a good ti me to distinguish between simple kinds of 
feedback, as in the processes of inhibition and repression, and the 
looping-back between different informational levels, shown in the Central 
Dogmap. Both are "feedback" in some sens.e; but the latter is much deeper 
than the former. When an amino acid, such as tryptophan or isoleucine, 
acts as feedback (in the form of an inducer) by binding to its repressor so 
that more of it gets made, it is not telling how to construct itself; it is just 
telling enzymes to make more of it. This could be compared to a radio's 
volume, which, when fed through a listener's ears, may cause itself to be 
turned down or up. This is another thing entirely from the case in which 
the broadcast itself tells you explicitly to turn your radio on or off, or to 
tune to another wavelength-or even how to build another radio! The 
latter is much more like the looping-back between informational levels, for 
here, information inside the radio signal gets "decoded" and translated into 
mental structures. The radio signal is composed of symbolic constituents 
whose symbolic meaning matters-a case of use, rather than mention. On 
the other hand, when the sound is just too loud, the symbols are not 
conveying meaning; they are merely being perceived as loud sounds, and 
might as well be devoid of meaning-a case of mention, rather than use. 
This case more resembles the feedback loops by which proteins regulate 
their own rates of synthesis. 

It has been theorized that the difference between two neighl:ioring cells 
which share the exact same genotype and yet have different functions is 
that different segments of their genome have been repressed, and there
fore they have different working sets of proteins. A hypopothesis like this 
could account for the phenomenal differences between cells in different 
organs of the body of a human being. 
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Two Simple Examples of Differentiation 

The process b) which one initial cell replicates o\'er and m·er, giving rise to 
a myriad of differentiated cells with specialized functions, can be likened to 
the spread of a chain letter from person to person, in which each new 
partiripant is asked to propagate the message faithfully, but also to add 
some extra personal touch. Eventually, there will be letters which are 
tremendously different from each other. 

Another illustration of the ideas of differentiation is provided by this 
extremely simple computer analogue of a differentiating self-rep. Consider 
a very short program which is controlled by an up-down switch, and which 
has an internal parameter N-a natural number. This program can run in 
two modes-the up-mode, and the down-mode. When it runs in the up
mode, it self-replicates into an adjacent part of the computer's memory
exrept it makes the internal parameter N of its "daughter" one greater 
than in itself. When it runs in the down-mode, it does not self-rep, but 
instead calculates the number 

(-l)'/(2N +I) 

and adds it to a running total. 
Well. suppose that at the beginning, there is one copy of the program 

in memory, N = 0, and the mode is up. Then the program will copy itself 
next door in memory. with N = I. Repeating the process, the new pro
gram will self-rep next door to itself, with a copy having N = 2. And over 
and over again ... What happens is that a very large program is growing 
inside memory. When memory is full, the process quits. Nciw all of memory 
rnn he looked upon as being filled with one big program, composed of 
many similar, but differentiated, modules-or "cells". Now suppose we 
switch the mode to down, and run this big program. What happens? The 
first "cell" runs, and calculates 1/1. The second "cell" runs, calculating 
-1/3, and adding it to the previous result. The third "cell" runs, calculating 
+ 1/5 and adding it on ... The end result is that the whole "organism"-the 
big program--cakulates the sum 

I -1/3 +1/5 -1/i +1/9-1/11 +1/13 -1/15 + 

to a large number of terms (as many terms as "cells" can fit inside memory). 
And since this series converges (albeit slowly) to TTl4, we have a "phenotype" 
whose funrtion is to ralculate the value of a famous mathematical1'.qnstant. 

. 
Level Mixing in the Cell 

I hope that the descriptions of processes such as labeling, self-assembly, 
differentiation. morphogenesis, as well as transcription and translation, 
have helped to convey some notion of the immensely complex system 
which is a cell-an information-processing system with some strikingly 

c;.,..1f.RPf and Self-ReP 
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novel features. We ha\'e seen, in the Central Dogmap. that although \H' t<lll 

try to draw a dear line between program and <fata, tht• distindion i!> 
somewhat arbitrary. Carrying this line of thought further, we find that no1 
only are program and data intricately wo\'en together, ln11 ;ilso the i11terpretn 
of programs, the physical proce.1.wr, and e\'en the l1mg11age are indnded in 
this intimate fusion. Therefore, although it is possible (to somt• extent) to 
draw boundaries and separate out the le\'els, it is just as important-and 
just as fascinating-to recognize the le\'el-crossings and mixings. Illustra
tive of this is the amazing fact that in biologkal sntems, all the rnrious 
features necessary for self-rep (\'iz .. language. program, data. i11terpreter, 
and processor) cooperate to such a degree that all of them are replirated 
simultaneously-which shows how much deeper is biologirnl self-rep'ing 
than anything yet devised along those lines by humans. For insta1u·e, the 
self-rep program exhibited at the beginning of this Chapter takes for 
granted the pre-existence of three external asperts: a language, an iuter
preter, and a processor, and does not replirate those. 

Let us try to summarize \'arious ways in which the subunits of a <·ell can 
be classified in computer science terms. First, let us take DNA. Sinn· DNA 
contains all the information for construction of protein!\. which are the 
active agents of the cell, DNA can be viewed as a program written in a 
higher-level language, which is subsequently translated (or interpreted) 
into the "machine language" of the cell (proteins). On the other hand, DNA 
is itself a passi\'e molecule which undergoes manipulation at the hands of 
\'arious kinds of enzymes; in this sense, a DNA molecule is exa<·tly like a 
long piece of data, as well. Thirdly, DNA contains the templates off of 
which the tRNA "Aashcards" are rubbed, which means that DNA also 
contains the definition of its own higher-level language. 

Let us move on to proteins. Proteins are active molecules, and carry 
out all the functions of the cell; therefore it is quite appropriate lo think of 
them as programs in the "machine language" of the cell (the cell itself being 
the processor). On the other hand, since proteins are hardware and most 
programs are software, perhaps it is better to think of the proteins as 
processors. Thirdly, proteins are often acted upon by other proteins, which 
means that proteins are often data. Finally, one can view proteins as inter
preters; this involves viewing DNA as a collection of high-level language 
programs, in which case enzymes are merely carrying out the programs 
written in the DNA code, which is to say, the proteins are acting as 
interpreters. 

Then there are ribosomes and tRNA molecules. They mediate the 
translation from DNA to proteins, which can be compared to the transla
tion of a program from a high-level language to a machine language; in 
other words, the ribosomes are functioning as interpreters and the tRNA 
molecules provide the definition of the higher-level language. But an alter
native view of translation has it that the ribosomes are processors, while the 
tRNA's are interpreters. . 

We have barely scratched the surface in this analysis of interrelau~ns 
between all these biomolecules. What we have seen is that nature feels quite 

romfortable in mixing len+. whit·h u•e tend to see as quite distin<t. Aduallv, 
i11 romputer srience there is alreadv a visible tendenn to mix all these 
'ieemingly distin<·t aspens of an information-processing svstem. This is 
partin1larly so in Artifidal l111elligen<e resea1Th. which is usually at the 
forefront of nm1puter language design. 

The Origin of Life 

A natural and fundamental question to ask, on learning of these innedihly 
intrirately interlorking piet·es of software and hardware is: "How did they 
cn·r get started in the lirsl plarc?" It is truly a l--.1fAing thing. One has to 
imagine some sort of a bootstrap process offurring, somewhat like that 
whid1 is used in the de\'clopment of new romputer languages-but a 
hoots1rap from simple molecules to entire cells is almost beyond one's 
power to imagine. There are \'arious theories on the origi11 of life. They all 
nm aground on this most n·111ral of all rentral questions: "How did the 
(~enetir Code. along with the medianisms for its translation (ribosomes and 
1RNA molernles). origi11ate?" For the moment, we will ha\'e to rontent 
oursel\'es with a sense of wonder and awe, rLJther than with an answer. And 
perhaps experient·ing that se11se of wonder and awe is more satisfying than 
having au answer-at least for a while. 
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The Magnificrab, Indeed 

It is spring, and the Tortoise and Achilles are taking a Sunda.v promnwde 
in the woods together. They hat•e <kcided lo climb a hill al the top of u•hich, 
it is said, there is a won<krf ul teahouse, with all sorts of <klicious pastries. 

Achilles: Man oh man! If a crab-
Tortoise: If a crab?? 
Achilles: I was about to say, if a crab ever were intelligent, then surely it 

would be our mutual friend the Crab. Why, he must be at least two 
times as smart as any crab alive. Or maybe even three times as smart as 
any crab alive. Or perhaps-

Tortoise: My soul! How you magnify the Crah! 
Achilles: Well, I just happen to be an admirer of his ... 
Tortoise: No need to apologize. I admire him, too. Speaking of Crab

admirers, did I tell you about the curious fan leuer whkh the Crab 
received not too long ago? 

Achilles: I don't believe so. Who sent it? 
Tortoise: It bore a postmark from India, and was from someone neither of 

us had ever heard of before-a Mr. Najunamar, I believe . 
Achilles: I wowler why someone who never knew Mr. Crab would send 

him a letter-or for that mailer, how they would get his address. 
Tortoise: Apparently whoever it was was under the illusion that the Crab is 

a mathematician. It contained numerous results, all of which were
But, ho! Speak of the devil! Here comes Mr. Crab now, down the hill. 

Crab: Good-bye! It was nice to talk with you again. Well, I guess I had best 
be off. But I'm utterly stuffed-couldn't eat one more bite if I had to! 
I've just been up there myself-recommend it highly. Have you ever 
been to the teahouse at the crest of the hill? How are you, Achilles? Oh, 
there's Achilles. Hello, hello. Well, well, if it isn't Mr. T! 

Tortoise: Hello, Mr. C. Are you headed up to the hilltop teahouse? 
Crab: Why, yes indeed, I am; how did you guess it? I'm quite looking 

forward to some of their special napoleons-scrumptious little mor
sels. I'm so hungry I could eat a frog. Oh, there's Achilles. How are 
you, Achilles? 

Achilles: Could be worse, I suppose. 
Crab: Wonderful! Well, don't let me interrupt your discussion. I'll just tag 

along. 
Tortoise: Curiously enough, I was just about to describe your mysterious 

letter from that Indian fellow a few weeks back-but now that you're 
here, I'll let Achilles get the story from the Crab's mouth. 

FIGL'RE 104. Cas!rovalva. b.¥ M. C. Escher (lithograph, 1930). 



Crab: Well, it was this way. This fellow Najunamar had app;1rently nen·r 
had any formal training in mathematics, but h;1d inste;1d worked ou1 
some of his own methods for deri\'ing new truths of mathematin •. 
Some of his disco\'eries defeated me complete!\'; I had ne\'er set•n 
anything in the least like them before. For inst;m«e. he exhibited a map 
of India that he had managed to n>lor using no fewer than li29 
distinct colors. 

Achilles: 1729! Did you say 1729? 
Crab: Yes-why do you ask? 
Achilles: Well, 1729 is a very interesting number, you know. 
Cmb: Indeed. I wasn't aware of it. 
Achilles: In particular. it so happens that 1729 is the number of the 1axit·ah 

which I took to Mr. Tortoise's this morning! 
Crab: How fascinating! Could you possibly tell me the number of the 

trolley car which you'll take to Mr. Tortoise's tomorrow morning? 
Achilles (after a moment's thought): It's not obvious to me; howe\'er, I should 

think it would be very large. 
Tortoise: Achilles has a wonderful intuition for these things. 
Crab: Yes. Well, as I was saying, Najunamar in his letter also pro\'ed that 

every even prime is the sum of two odd numbers, and that there art> no 
solutions in positive integers to the equation 

a11 + b11 = c" for n = 0. 

Achilles: What? All these old classics of mathematics resolved in one fell 
swoop? He must be a genius of the first rank! 

Tortoise: But Achilles-aren't you even in the slightest skeptical? 
Achilles: What? Oh, yes-skeptical. Well, of course I am. You don't think I 

believe that Mr. Crab got such a letter, do you? I don't fall for just 
anything, you know. So it must have been \'OC, Mr. T, who received 
the letter! 

Tortoise: Oh, no, Achilles, the part about Mr. C receiving the letter is quite 
true. What I meant was, aren't you skeptical about the content of the 
letter-its extravagant claims? 

Achilles: Why should I be? Hmm ... Well, of course I am. I'm a very 
skeptical person, as both of you should well know by now. It's very 
hard to convince me of anything, no matter how true or false it is. 

Tortoise: Very well put, Achilles. You certainly have a first-class awareness 
of your own mental workings. 

Achilles: Did it ever occur to you, my friends, that these claims of 
Najunamar might be incorrect? 

Grub: Frankly, Achilles, being rather conservative and orthodox myself, I 
was a bit concerned about that very point on first receiving the letter. 
In fact, I suspected at first that here was an out-and-out fraud. But on 
second thought, it occurred to me that not many types of people could 
manufacture such strange-sounding and complex results purely from 
their imagination. In fact, what it boiled down to was this question: 
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"Which is the more likely: a charlatan of such extraordinary ingenuity. 
or a mathema1ician <>f great genius?" And before long, I realized that 
the probabilities dearly favored the former. 

Achille.\: Didn't you directly check out any of his amazing claims, however? 
Crab: . Why should I? The probability argument was the most convincing 

tlung I had e\'er thought of; no mathematical proof would have 
~<1~aled it. But Mr. T here insisted on rigor. I finally gave in to his 
m~1sten«e, and c~ecked all of Najunamar's results. To my great sur
prise, each one of them was right. How he discovered them, I'll never 
know. however. He must have some amazing and inscrutable Oriental 
type of insight which we here in the Occident can have no inkling of. 
At present, that's the only theory which makes any sense to me. 

Tortoi.\e: . _Mr. Crab h~s always been a little more susceptible to mystical or 
fanuful explanations than I am. I have full confidence that whatever 
Najunamar did in his way has a complete parallel inside orthodox 
mathematics. There is no way of doing mathematics which is funda
mentally different from what we now know, in my opinion. 

Achille:\: That, is an inter~sting opi.nion. I suppose it has something to do 
with the Church-Turing Thesis and related topics. 

Crab: Oh, well, let us lea~e these technical matters aside on such a fine 
day. and enjoy the quiet of the forest, the chirping of the birds, and the 
play of sunlight on the new leaves and buds. Ho! 

Tortoi.~e: I second the motion. After all, all generations of Tortoises have 
reveled in such delights of nature. 

Crnb: As have all generations of Crabs. 
Achille.\: You don't happen to have brought your flute along, by any 

chance, Mr. C? 
Crab: Why, certainly! I take it with me everywhere. Would you like to 

hear a tune or two? 
Achille.\; It would be delightful, in this pastoral setting. Do you play from 

memory? 
Crab:. Sad to say, that is be~ond my capability. I have to read my music 

f~om a shee.t. B~t that 1s no problem. I have several ve~y pleasant 
pieces here m this case. 

(He open.\ up a thin case and draws out a few pieces of paper. The topmost 
one has the following symbols on it: 

Va:-Sa=O 

He sticks the top sheet into a little holtkr attached to his flute, and plays. 
The tune i.\ very short.) • . 

Achille.1: That was char~ing. (Peers over al the sheet on the flute, and a quizzical 
exp.re.mon beclouds hi.s face.) What is that statement of number theory 
domg. attached to your flute like that? 

(The Crab looks al hi.~flute, then his music, turns his head all around, and 
appears slight~l' confused.) 
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Crab: I don't understand. What statement of number theory? 
Achilles: "Zero is not the successor of anv natural number." Right there. in 

the holder on your flute! 
Crab: That's the third Piano Postulate. There are five of them. and I've 

arranged them all for flute. They're obvious. but rntt·hy. 
Achilles: What's not obvious to me is how a number-theoretiral statement 

can be played as music. 
Crab: But I insist, it's NOT a number-theoretical statement-it's a Piano 

Postulate! Would you like to hear another? 
Achilles: I'd be enchanted. 

(The Crab places another piea of paper on his flute, and this time Achilles 
watches more carefully.) 

Well, I watched your eyes, and they were looking at that FORMl'l.A on 
the sheet. Are you sure that that is musical notation? I swear, it 'llOSt 
amazingly resembles the notation which one might use in a formalized 
version of number theory. 

Crab: How odd! But certainly that is music, not any kind of statement of 
mathematics, as far as I can tell! Of course, I am not a mathematician 
in any sense of the word. Would you like to hear any other tunes? 

Achilles: By all means. Have you some others? 
Crab: Scads. 

(He takes a new sheet, and attaches it to hi.~ flute. It contains the following 
symbols: 

-3a:3b:(SSa · SSb) =SSSSSSSSSSSSSO 

Achilles peers at it, while the Crab plays it.) 

Isn't it lovely? 
Achilles: Yes, it certainly is a tuneful little piece. But I have to say, it's 

looking more and more like number theory to me. 
Crab: Heavens! It is just my usual music notation, nothing more. I simply 

don't know how you read all these extramusical connotations into a 
straightforward representation for sounds. 

Achilles: Would you be averse to playing a piece of my own composition? 
Crab: Not in the least. Have you got it with you? 
Achilles: Not yet, but I have a hunch I might be able to compose some 

tunes all by myself. 
Tortoise: I must tell you, Achilles, that Mr. C is a harsh judge of music 

composed by others, so do not be disappointed if, by some chance, he 
is not an enthusiast for your efforts. 

Achilles: That is very kind of you to forewarn me. Still, I'm willing to give 
it a try ... 

(He writes: 

((SSSO ·SSSO)+(SSSSO ·SSSSO))=(SSSSSO ·SSSSSO) 

3 

The Crab takes it, looks it over for a moment, then sets it in his music 

holder, and pipes.) 

Crab: Why, that's quite nice, Achilles. I enjoy strange rhythms. 
Achille1: What's strange about the rhythms in that piece? 
Crab: Oh, naturally, to you as the composer it must seem quite bla~d, b.ut 

to my ears, shifting from a 3/3 rhythm to 4/4 and then to 5/5 1s quite 
exotic If you have any other songs, I'd be glad to play them. 

Achilles: Thank you very much. I've never composed anything before, 
and I must say composing is quite different from how I had imagined 
it to be. Let me try my hand at another one. Uots down a line.) 

- 3a:3b:(SSa · SSb) = SSSSSSSSSSSSSSO 

Crab: Hmmm ... Isn't that just a copy of my earlier piece? 
Achille.1: Oh, no! I've added one more S. Where you had thirteen in a row, 

I have fourteen. 
Crab: Oh, yes. Of course. (He plays it, and looks very stern.) 

Achilles: I do hope you didn't dislike my piece! 
Crab: I am afraid, Achilles, that you completely failed to grasp the sub

tleties of my piece, upon which yours is modeled. But how could I 
expeo you to understand it on first hearing? One does not always 
understand what is at the root of beauty. It is so easy to mistake the 
superficial aspects of a piece for its beauty, and to imitate them, when 
the beauty itself is locked deep inside the music, in a way which seems 
always to elude analysis. 

AchilU.s: I am afraid that you have lost me a little in your erudite commen
tary. I understand that my piece does not measure up to your high 
standards, but I do not know exactly where I went astray. Could you 
perhaps tell me some specific way in which you find fault with my 
com position? 

Crab: One possible way to save your composition, Achilles, would be to 
insert another three S's-five would do as well-into that long group of 
S's near the end. That would create a subtle and unusual effect. 

Achilles: I see. 
Crab: But there are other ways you might choose to change your piece. 

Personalh·. I would find it most appealing to put another tilde in the 
front. Th.en there would be a nice balance between the beginning and 
the end. Having two tildes in a row never fails to give a gay little twist to 
.a piece, you know. 

Achilles: How about if I take ~oth of your suggestions, and make the 
following piece? 

- - 3a:3b:(SSa · SSb) =SSSSSSSSSSSSSSSSSO 

Crab (a painful grimace crossing his face): Now, Achilles, it is important to 
learn the following lesson: never try to put too much into any single 
piece. There is always a point beyond which it cannot be improved, 



and further attempts to improve it will i1. fat·t destrm· it. Sm·h is the 
case in this example. Your idea of incorporating bolh of m}· sugges
tions together does not yield the desired extra <1111outlt of beauty, but 
on the contrary creates an imbalance whifh quite takrs away all the 
charm. 

Achilks: How is it that two very similar piet·es, surh as pmrs with thineen 
S's, and mine with fourteen S's, seem to you to be so different in their 
musical worth? Other than in that minor respert. the two are identkal. 

Crab: Gracious! There is a world of differen(e between }·ou1· piet·e ~111d 
mine. Perhaps this is a place where words foil to ronvey what the spirit 
can feel. Indeed, I would \'enture to say that there exists no set of rules 
which delineate what it is that makes a piece beautiful, nor could there 
ever exist such a set of rules. The sense of Beauty is the exdush·e 
domain of Conscious Minds, minds whil·h thr:iugh the experie1u·e of 
living have gained a depth that transcends explanation by any mere set 
of rules. 

Achilles: I will always remember this vivid darifirntion of the nature of 
Beauty. I suppose that something similar applies !o the concept of 
Truth, as well? 

Crab: Without doubt. Truth and Beauty are as interrelated as-as
Achilles: As interrelated as, say, mathematics and music? 
Crab: Oh! You took the words right out of my mouth! How did you know 

that that is what I was thinking? 
Tortoise: Achilles is very clever, Mr. C. Never underestimate the potency 

of his insight. 
Achilles: Would you say that there could conceivably be any relationship 

between the truth or falsity of a particular statement of mathematics, 
and the beauty, or lack of beauty, of an associated piece of music? Or is 
that just a far-fetched fancy of mine, with no basis in reality? 

Crab: If you are asking me, that is carrying things much too far. When I 
spoke of the interrelatedness of music and mathematics, I was speak
ing very figuratively, you know. As for a direct connection between 
specific pieces of music and specific statements of mathematics, how
ever, I harbor extremely grave doubts about its possibility. I would 
humbly counsel you not to give too much time to such idle specula
tions. 

Achilles: You are no doubt right. It would be most unprofitable. Perhaps I 
ought to concentrate on sharpening my musical sensitivity by compos
ing some new pieces. Would you be willing to serve as my mentor, 
Mr. C? 

Crab: I would be very happy to aid you in your steps towards musical 
understanding. 

(So Achilks takes pen in hand, and, with what appears to be a great deal of 
conuntration, writes: 

A00aV'v-AA:b+cS(33 =0/\:J((-d)<v(VS. +( >v 

The Crab loo/cs very startled.) 

You really want me to play that-that-that whatever-it-is? 

Achille\: Oh, please do! 

(So the Crab plays it, with evident difficulty.) 

Tortoi.1e: Bravo! Bra\'O! Is John Cage your favorite composer, Achilles? 
Achille.1: At·tually, he's my favorite anti-composer. Anyway, I'm glad you 

liked MY music. 
Crab: The two of you may find it amusing to listen to such totally mean

ingless cacophony, but I assure you it is not at all pleasant for a 
sensitive composer to be subjected to such excruciating, empty disso
na nfes and meaningless rhythms. Achilles, I thought you had a good 
feeling for music. Could it be that your previous pieces had merit 
merely by coincidence? 

Achilles: Oh, please forgive me, Mr. Crab. I was trying to explore the 
limits of your musical notation. I wanted to learn directly what kinds of 
sound result when I write certain types of note sequences, and also 
how you evaluate pieces written in various styles. 

Crab: Harrumph! I am not just an autou1atic music-machine, you know. 
Nor am I a garbage disposal for musical trash. 

Achilles: I am very sorry. But I feel that I have learned a great deal by 
writing that small piece, and I am convinced that I can now write much 
better music than I ever could have if I hadn't tried that idea. And if 
you'll just play one more piece of mine, I have high hopes that you will 
feel better about my musical sensitivities. 

Crab: Well, all right. Write it down and I'll give it a chance. 

(Achilles writes: 

Va:Vb:<(a ·a) =(SSO · (b · b)):Ja=O> 

and the Crab plays.) 

You were right, Achilles. You seem to have completely regained your 
musical acuity. This is a little gem! How did you come to compose it? I 
have never heard anything like it. It obeys all the rules of harmony, 
and yet has a certain-what shall I say?-irrational appeal to it. I can't 
put my finger on it, but I like it for that very reason. 

Achilles: I kind of thought you might like it. 
Tortoi~e: Have you got a name for it, Achilles? Perhaps you mig.ht call it 

"The Song of Pythagoras". You remember that Pythagoras and his 
followers were among the f\rst to study musical sound. 

Achilles: Yes, that's true. That would be a fine title. 
Crab: Wasn't Pythagoras also the first to discover that the ratio of two 

squares can never be equal to 2? 
Tortoi.~e: I believe you're right. It was considered a truly sinister discovery 

at the time, for never before had anyone realized that there are 
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numbers-such as the square root of 2-whi«h are not ratios of inte
gers. And thus the discovery was deeply disturbing to the Pythago
reans, who felt that it revealed an unsuspected and grotesque defert in 
the abstract world of numbers. But I don"t know what this has to do 
with the price of tea in China. 

Achilles: Speaking of tea, isn't that the teahouse just up there ahead of us? 
Tortoise: Yes, that's it, all right. We ought to be there in ;1 rnuple of 

minutes. 
Achilks: Hmm ... That's just enough time for me to whistle for you the 

tune which the taxi driver this morning had on his radio. It went like 
this. 

Crab: Hold on for a moment; I'll get some paper from my case, and jot 
down your tune. (Scrounges around inside his w.\e, a11djinds a blank shut.) 
Go ahead; I'm ready. 

(Achilles whistles a rather long tune, and the Crab scrambles to keep up 
with him.) 

Could you whistle the last few bars again? 
Achilles: Why, certainly. 

(After a couple ef such repeats, the session is complete, and the Crab 
proudly displnys his transcription: 

<( (SSSSSO · SSSSSO)+ (SSSSSO · SSSSSO))= ( (SSSSSSSO · SSSSSSSO)+ (SO· SO)) 
A-3b: <3c:(Sc + b)= ((SSSSSSSO · SSSSSSSO)+(SO · SO))A3d:3d ':3e:3e': 

<-<d=evd=e' >A<b=((Sd ·Sd)+(Sd' ·Sd'))Ab=((Se·Se)+(Se' ·Se'))>>>> 

The Crab then plnys it himself) 

Tortoise: It's peculiar music, isn't it? It sounds a wee bit like music from 
India, to me. 

Crab: Oh, I think it's too simple to be from India. But of course I know 
precious little about such things. 

Tortoise: Well, here we are at the teahouse. Shall we sit outside here, on 
the verandah? 

Crab: If you don't mind, I'd prefer to go inside. I've gotten perhaps 
enough sun for the day. 

(They go inside the teahouse and are seated at a nice wooden tabk, and 
order cakes and tea. Soon a cart of scrumptious-looking pastries is wheeled 
up, and each of them chooses his favorite.) 

Achilles: You know, Mr. C, I would love to know what you think of 
another piece which I have just composed in my head. 

Crab: Can you show it to me? Here, write it down on this napkin. 

(Achilles writes: 

Va:3b:3c:<-3d:3e:<(SSd · SSe) =bv(SSd · SSe) =c>A(a +a)=(b+c)> 

The Crab and Tortoise study it with interest.) 

Tortoiu: ls it another beautiful piece, Mr. C, in your opinion? 
Crab: Well, uh ... (ShifL5 in his chair, and looks sotMwhat uncomfortabk.) 
Achilles: What's the matter? Is it harder to decide whether this piece is 

beautiful than it is for other pieces? 
Crab: Ahm ... !':o, it's not that-not at all. It's just that, well ... I really 

have to HEAR a piece before I can tell how much I like it. 
Achilles: So go ahead and play it! I'm dying to know whether you find it 

beautiful or not. 
Crab: Of course, I'd be extremely glad to play it for you. The only thing 

is ... 
Achilles: Can"t you play it for me? What's the matter? Why are you balk

ing? 
Tortoi1e: Don't you realize, Achilles, that for Mr. Crab to fulfill your 

request would be most impolite and disturbing to the dientele and 
employees of this fine establishment? 

Crab (suddenly looking relieved): That's right. We have no right to impose 
our music on others. 

Achilles (dejt'Ctedly): Oh, PHOOEY! And I SO much wanted to know what he 
thinks of this piece! 

Crab: Whew! That was a dose call! 
Achilles: What was that remark? 
Crab: Oh-nothing. It's just that that waiter over there, he got knocked 

into by another waiter, and almost dropped a whole pot of tea into a 
lady's lap. A narrow escape, I must say. What do you say, Mr. Tortoise? 

Tortoise: Very good teas, I'd say. Wouldn't you agree, Achilles? 
Achilles: Oh, yes. Prime teas, in fact. 
Crab: Definitely. Well, I don't know about you two, but I should perhaps 

be going, for I've a long steep trail back to my house, on the other side 
of this hill. 

Achille.\: You mean this is a big bluff? 
Crab: You said it, Achilles. 
Achille.1: I see. Well, 1"11 have to remember that. 
Crab: It has been such a jolly afternoon, Achilles, and I sincerely hope we 

will exchange more musical compositions another day. 
Achilles: I'm looking forward to that very much, Mr. C. Well, good-bye. 
Tortoi1e: Good-bye, Mr. C. 

(And the Crab heads off down his side of the hill.) 

Achilles: Now there goes a brilliant fellow ... In my estimation, he's at 
least four times as smart as any crab alive. Or he might even be five

Tortoi1e: As you said in the beginning, and probably shall be saying 
forevermore, words without end. 
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CHAPTER XVII 

Church, Turing, Tarski, 
and Others 

Formal and Informal Systems 

Wf. HA\'f. COME to the point where we can develop one of the main thest·s 
of this book: that every aspect of thinking can he viewed as a high-ll'vd 
description of a system which, on a low level, is governed hy simple, even 
formal, rules. The "system", of course, is a brain-unless one is speaking of 
thought processes flowing in another medium. such as a romputer's t·ir
cuits. The image is that of a formal system underlying an "informal 
system"-a system which can, for instance, make puns, discover numher 
patterns, forget names, make awful blunders in rhess, and so forth. This is 
what one sees from the outside: its informal, overt, software level. By ' 
contrast, it has a formal, hidden, hardware level (or "substrate") which is a 
formidably complex mechanism that makes transitions from state to state 
according to definite rules physically embodied in it, and according to the 
input of signals which impinge on it. 

A vision of the brain such as this has many philosophical and other 
consequences, needless to say. I shall try to spell some of them out in this 
Chapter. Among other things, this vision seems to imply that, at bottom, 
the brain is some sort of a "mathematical" object. Actually, that is at best a 
very awkward way to look at the brain. The reason is that, even if a brain is, 
in a technical and abstract sense, some sort of formal system, it remains true 
that mathematicians only work with simple and elegant systems, systems in 
which everything is extremely clearly defined-and the brain is a far cr_y 
from that, with its ten billion or more semi-independent neurons, quas1-
randomly connected up to each other. So mathematicians would never 
study a real brain's networks. And if you define "mathematics" as what 
mathematicians enjoy doing, then the properties of brains are not mathe-

matical. 
The only way to understand such a complex system as a brain ~s. by 

chunking it on higher and higher levels, and thereby losing some prec1s1.on 
at each step. What emerges at the top level is the "informal system" which 
obeys so many rules of such complexity that we do not yet have the 
vocabulary to think about it. And that is what Artificial Intelligence ~e
search is hoping to find. It has quite a different flavor from math~maucs 
research. Nevertheless, there is a loose connection to mathemaucs: AI 
people often come from a strong mathematics background, and 

mathematicians sometimes are intrigued by the workings of their own 
hr.tins. The following passage. quoted from Stanislaw Ulam's autobio
graphic-al Adventurt.1 of a Mathtmatician, illustrates this point:· 

II 'l"l"lll' 10 me 1ha1 more umld be done to elic·it ... the nature of associations, 
wi1 h t 0111p111er' pro\'idiug the means for experimentation. Such a study 
would han· 10 involve a gradation of notions, of symbols, of classes of symbols, 
ol < la"e' ol das,t·'· and so on, in the same way that the complexity of 
111a1ht·111<11it·al or physit·al struc·tures is in\'estiga1ed. 

Tht·1T 11111'1 he a Irick lo 1he train ol though1. a recursive formula. A group 
ol m·1no11s 'tans working automatically, sometimes without extt"rnal impulse. 
II i, a kind ol i1t•rati\·e pnx:ess with a growing panern. It wanders about in the 
hrai11, and 1lw way it happen' must depend 011 the memory of similar pat
ltTll,. 1 

Intuition and the Magnificent Crab 

Artific·ial Intelligence is often referred to as "Al". Often, when I try to 
explain what is meant by the term, I say that the letters "Al" could just as 
well stand for "Artificial Intuition", or even "Artificial Imagery". The aim 
of AI is to get at what is happening when one·s mind silently and invisibly 
c·hooses, from a myriad alternatives, which one makes most sense in a very 
c·omplex situation. In many real-life situations, deductive reasoning is in
appropriate, not because it would give wrong answers, but because there are 
too many correct but irrelevant statements which can be made; there are just 
too many things to take into account simultaneously for reasoning alone to 
he sufficient. Consider this mini-dialogue: . 

''The other day I read in the paper that the-" 
"Oh-you were reading? It follows that you have eyes. Or at least 

• one eye. Or rather, that you had at least one eye then." 

A sense ofjudgment-"What is important here, and what is not?"-is called 
for. Tied up with this is a sense of simplicity, a sense of beauty. Where do 
these intuitions come from? How can they emerge from an underlying 
formal system? 

In the Magnificmb, some unusual powers of the Crab's mind are re
vealed. His <>Wn version of his powers is merely that he listens to music and 
distinguishes the beautiful from the non-beautiful. (Apparently for him there 
is a sharp dividing line.) No\\' Achilles finds another way to describe the 
Cral)s abilities: the Crab divides statements of number theory Into the 
categories true and false. But the.Crab maintains that, if he chances to do so, 
it is onl\ I)\· the purest acddent, for he is, by his own admission, incompe
tent iu mathematics. What makes the Crab's performance all the more 
Ill\ stihing to Ac· hi lies, luMever, is that it seems to be in direct violation of a 
t·elehrated result of metamathematics with which Achilles is familiar: 

Cm·Rnrs THEORDI: There is no infallible method for telling theorems of 
T:\T from nontheorems . 
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It was proven in 1936 by the American logkian Alonzo Chun-h. Closeh· 

related is what I call the · 

"f,A\RSKt-CHURCH-Tt:RlNG THEOREM: There is no infallible method for 

telling true from false statements of number theory. 

The Church-Turing Thesis 

To understand Church's Theorem and the Tarski-Church-Turing Theo

rem better, we should first describe one of the ideas on whirh they are 

based; and that is the Church-Turing Thesis (often called "Church's Thesis"). 

For the Church-Turing Thesis is certainly one of the most important 

concepts in the philosophy of mathematics, brains, and thinking. 

Actually, like tea, the Church-Turing Thesis can be given in a variety 

of different strengths. So I will present it in various versions, and we will 

consider what the} imply. 
The first version sounds very innocent-in fact almost pointless: 

CHL'RCH-TL"RING THt:s1s, TAL"T01.cxac.u VERSION: Mathematics problems 

can be solved only by doing mathematics. 

Of course, its meaning resides in the meaning of its constituent terms. By 

"mathematics problem" I mean the problem of deciding whether some 

number possesses or does not possess a given arithmetical property. It 

turns out that by means of GC>del-numbering and related coding tricks, 

almost any problem in any branch of mathematics can be put into this 

form, so that "mathematics problem" retains its ordinary meaning. What 

about "doing mathematics"? When one tries to ascertain whether a number 

has a property, there seem to be only a small number of operations which 

one uses in combination over and over again-addition, multiplication, 

checking for equality or inequality. That is, loops composed of such opera

tions seem to be the only tool we have that allows us to probe the world of 

numbers. Note the word "seem". This is the critical word which the 

Church-Turing Thesis is about. We can give a revision: 

CHt:RCH-TL"RING THESIS, STANDARD VERSION: Suppose there is a method 

which a sentient being follows in order to sort numbers into two 

classes. Suppose further that this method always yields an answer 

within a finite amount of time, and that it always gives the saRle answer 

for a given number. Then: Some terminating FlooP program (i.e., some 

general recursive function) exists which gives exactly the same answers 

as the sentient being's method does. 

The central hypothesis, to make it very clear, is that any mental process 

which divides numbers into two sorts can be described in the form of a 

FlooP program. The intuitive belief is that there are no other tools than I 
those in FlooP, and that there are no ways to use those tools other than by • 

, . 

unlimited iterations (which FlooP allows). The Church-Turing Thesis is not 

a provable fact in the sense of a Theorem of mathematics-it is a hypothesis 

about the processes which human brains use. 

The Public-Processes Version 

Now some people might feel that this version asserts too much. These 

people might put their objections as follows: "Someone such as the Crab 

migh.t e.xist-someone with an almost mystical insight into mathematics, but 

who rs JUSl as much in the dark about his own peculiar abilities as anyone 

els~-and perhaps that person's mental mechanisms carry out operations 

whrch ha.ve no counterpart in FlooP." The idea is that perhaps we have a 

sulx:onscrous potential for doing things which transcend the conscious 

processes-things which are somehow inexpressible in terms of the 

ele~entary FlooP operations. For these objectors, we shall give a weaker 

version of the Thesis, one which distinguishes between public and private 

mental processes: 

CHt:RcH-Tt:RING. THESIS, Pt:suc-PROCESSE" VERSION: Suppose there is a 

method whrch a sentient being follows in order to sort numbers into 

t~o ~lasses .. Suppose further that this method always yields an answer 

wuhm ~ fimte amount of time, and that it always gives the same answer 

for a grven number. Proviso: Suppose also that this method czn be 

communicated reliably from one sentient being to another by means of 

l~nguage. Then: Some terminating FlooP program (i.e., general recur

sive function) exists which gives exactly the same an.swers as the sen

tient beings' method does. 

This. says that public methods are subject to "FlooPification", but asserts 

notl~mg about private methods. It does not say that they are un-FlooP-able, 

but rt at least leaves the door open. 

Srinivasa Ramanujan 

As evid~nce against any stronger version of the Church-Turing Thesis, let 

us consider the case of the famous I ndiari mathematician of the first 

quarter .of th~ twentieth century, Srinivasa Ramanujan ( 1887-1920). 

Ran:ianuJan (Fr~. 105) came from Tamilnadu, the southernmost part of 

Indra, and ~tudred math~m~tics a little in high school. One day, someone 

wh~ recognized RamanuJan s talent for math presented him with a copy of 

a slrght~y out-of-d~te textbook on analysis, which Ramanujan devoured 

(figuratrvely s~akmg). He the~ began making his own forays into the 

world of an~lysrs, a.nd by. the trme he was twenty-three, he had made a 

number of drscovenes whrch he considered worthwhile. He did not know 

~o whom to turn, but somehow was told about a professor of mathematics 

m faraway England, named G. H. Hardy. Ramanujan compiled his best 

562 



I 

• 

1 
1 + e-ll"a 

1 + e-'"'"' 
1 +en" 

1+ 

F/Gl'Rf.. 105. Sri1111'"'" R"m'"'"I'"' 
fllld Ollf of lii.1 1frn11Kf lmliflll mflodin. 

results together in a packet of papers, and sent them all to the un
~orewa~ned Hardy with a covering letter which friends helped him express 
m English. Below are some excerpts taken from Hardy's description of his 
reaction upon receiving the bundle: 

... II soon became obvious 1ha1 Rama1n~ja11 musl possess mud1 mort' gt'nt'ral 
1heorems and was keeping a grea1 deal up his slene .... (Some fornmlat·] 
delea1ed me comple1ely; I had never seen any1hing in 1he least like 1hem 
be~ore. A single look al 1hem is enough 10 show tha1 they rnuld only he 
wn11en down by a m;11hema1ician of 1he highesl class. They musl be 1rue 
~ecause, if 1hey were no1 true, no one would have had 1he imagination lo 
111ven1 1hem. Finall\· ... the wri1er mus1 be comple1ely hones1, bet·ause greal 
ma1hema1icians are commoner 1han 1hieves or humbugs of such incrediblt' 
skill. 2 

What resulted from this correspondence was that Ramanujan came to 
England in 1913, sponsored by Hardy; and then followed an intense 
collaboration which terminated in Ramanujan's early demise at age thirty
three from tuberculosis. 

Ramanujan had several extraordinary characteristics which set him 
apart from the majority of mathematicians. Ont was his lack of rigor. Very 
often he would simply state a result which, he would insist, had just come to 
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him I rom ;1 vague intuitive source, far out of the realm of conscious 
prnhing. In latt, he: often said that the goddess ~amagiri inspired him in 
hi' 1ln·am,. This happened time and again, and what made it all the more 
Ill\ 'til ving-perhaps nen imbuing it with a certain mystical quality-was 
till' lac l that many of his "intuition-theorems" were wrong. Now there is a 
t 11riou' paracloxil·al effel·t where sometimes an event which you think 
c mild nol help hut make nedulous people become a little more skeptical, 
ac tt1alh has the rnerse effel'l, hitting the credulous ones in some vulnera
blt· 'Jlol ol 1hei1· minds, tantalizing them with the hint of some baffling 
irra1ional .;ick of human nature. Such was the case with Ramanujan's 
hlunclt·P;: many eclutated people with a yearning lo believe in something of 
lhc ,on lonsiderecl Ramanujan's intuitive powers lo be evidence of a 
mystital insight into Truth, and the fact of his fallibility seemed, if any
thing, lo strengthen, rather than weaken, such beliefs. 

Of tourse it didn't hurt I hat he was from one of the most backward 
parts of India, where fakirism and other eerie Indian rites had been 
practin-d for millennia, and were still practiced with a frequency probably 
t'Xtet·ding that of the teal-hing of higher mathematics. And his occasional 
wrong Hashes of insight, instead of suggesting to people that he was merely 
human, paradoxirally inspired the idea that Ramanujan's wrongness al
wavs hacl some sort of "deeper rightness" to it-an "Oriental'' rightness, 
pnhaps tm1d1ing upon truths inaccessible lo Western minds. What a de
licious, almost irresistible 1hought~ Even Hardy-who would have been the 
first lo deny that Ramanujan had any mystical powers--once wrote about 
one of Ramanujan's failures, "And yet I am not sure that, in some ways, his 
faih11·e was not more wonderful than any of his triumphs." 

The other outstanding feature of Ramanujan's ma1hematical personal
ity was his "friendship with 1he in1egers", as his colleague Littlewood pw it. 
This is a charaoeristit thal a fair number of mathematicians share to some 
degree or other. but whil·h Ramanujan possessed to an extreme. There are 
a rouplt• of anerclotes which illus1rate this special power. The first one is 

rdated hv Hanh: 

I n·111e111her once going lo 'cc him ,,·hen he was h ing ill al Pumev. I had 
ridden in Lt\.i-l.th '.\o. I i29. and remarked 1ha1 1he 11umher seemed IO me 
ralhl'I .1 dull one. ;111d 1ha1 I hoped ii wa' 1101 a11 u11fa\0Ur<1hle omen. "!'\o," he 
replied. "'i1 i' .1 \en i111ere,1i11g numhcr; ii is 1he s111alks1 m1111ht'r expressible 
,,, a 'lllll of l\\o ( uht•' i111wo dilfrre111 wa\s." I asked him. 11a1uralh-. wht'lher 
he k11e1, I he .111"'·e1 lo 1he co1Tespoiuli11gprohlt·111 for founh po,,·~r'; and he 
replied .. tiler .11110111e111·, 1hm1gh1. 1ha1 ht• could see 110 oh1·ious examµk. and 
1hough1 1h.11 1ht· ftr,1 Slll h 1111111her 111us1 he \t•n large.'1 

It turns oul 1ha1 1he answer li1r founh powers is: 

Tlw rca1kr Illa\· find it i11teres1ing to tal·kle 1he analogous problem for 
squares. which is much t•asier. 

It is acn1alh quilt' interesling to ponder why it is that Hardy im-
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mediately jumped to fourth powers. After all, there are several other 
reasonably natural generalizations of the equation 

u~ + v~ = x~ + y~ 

along different dimensions. For instance, there is the question alxmt repre
senting a number in three distinct ways as a sum of two cubes: 

r~ + s~ = u~ + \'~ = x~ + y~ 

Or, one can use three different cubes: 

u~ + v~ + w~ = x~ + y~ + z~ 

Or one can even make a Grand Generalization in all dimensions at once: 

r4 + s4 + t4 = u4 + v4 + w4 = x4 + y4 + z4 

There is a sense, however, in which Hardy's generalization is "the most 
mathematician-like". Could this sense of mathematical esthetics ever be 

programmed? 
The other anecdote is taken from a biography of Ramanujan by his 

countryman S. R. Ranganathan, where it is called "Ramanujan's Flash". It 
is related by a Indian friend of Ramanujan's from his Cambridge days, Dr. 

P. C. Mahalanobis. 

On ano1her occasion, I wenl 10 his room 111 ha,·e lunch wi1h him. The Firsl 
World War had s1ar1ed some 1i111e earlier. I had 111 my hand a n1py of 1he 
month!\· "S1rand Magazine" whirh al 1ha1 1ime used 10 puhlish a number of 
puzzles 10 be soh·ed b\· readers. Ramanuj;111 was s1irring some1hing in a pan 
o\'er 1he fire for our lunch. I was sining near 1he 1able, 1urning m·er 1he p;1ges 
of 1he Magazine. I go1 in1eres1ed in a problem involving a rela1ion be1ween 
1wo numbers. I ha\·e forgo11en 1he de1ails; hu1 I remember 1he 1ype of 1he 
problem. Two British officers had been hille1ed in Paris in 1wo differen1 
houses in a long s1ree1; the door numbers of 1hese houses were rela1ed in a 
special way; the problem was lo find oul 1he 1wo numbers. II was nol al all 
difficuh. I go1 the solu1ion in a few minu1es hy 1rial and error. 

MAHAl.ANOBIS (in a joking wa~·): Now here is a problem for you. 
RAMANt.:jAN: Whal problem. 1ell me. (He wen1 on stirring 1he pan.) 
I read out 1he ques1ion from 1he "S1rand Magazine". 
RAMANL'JAN: Please 1ake down 1he solu1ion. (He dioa1ed a rn111inued 

franion.) 
The lirsl 1erm was 1he solu1ion which I had ob1ained. Each sutcessi\'e 1erm 

represented successive solutions for 1he same 1ype of rela1ion be1ween 1wo 
numbers, as 1he number of houses in 1he s1ree1 would increase indefini1ely. I 
was amazed. 

MAHALANOBIS: Did you gel 1he solu1ion in a Hash? 
RAMANL'JAN: Immedia1ely I heard 1he problem, i1 was dear 1ha1 1he 

solu1ion was obviously a cominued fraciion; I 1hen 1hough1. "Whirh con-
1inued franion?" and 1he answer came lo my mind. II was jus1 as simple as 
1his. 4 

Hardy, as Ramanujan's closest co-worker, was often asked after 
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Ramanujan's death if there had been any occult or otherwise exotically 
fla~ored elements to Ramanujan's thinking style. Here is one comment 
wh1eh he gave: · 

I .llil\e oflen l><:'en ;1sked whe1her Ramanujan had any special secre1; whe1her 
Im me1h1Kls dil!ered in kind from 1hose of other mathematicians; whether 
1here was a.ny1h111.g really abnormal in his mode of 1houghr. I cannot answer 
1hese quesllons wnh any confidence or conviction; bu1 I do nol belie,·e it. l\h 
lx·lief is 1ha1 a_ll ma1hem;11icians 1hink, at bo1tom, in 1he same kind of way, and 
1h;11 Ra111anuF111 was no excepiion.5 

Here Hardy states in essence his own version of the Church-Turing Thesis. 
I paraphrase: 

Cm·Rc:H-Tl'RING THESIS, HARDY'S VERSION: At bottom, all mathematicians 
are isomorphic. 

This does not equate the mathematical potential of mathematicians with 
that of general recursive functions; for that, however, all you need is to 
show t.hat some. mathematician's mental capacity is no more general than 
rernrsrve functions. Then, if you believe lbrdy's Version, you know it for 
all mathematicians. 

Then Hardy compares Ramanujan with calculating prodigies: 

His memorv. and his powers of calcula1ion, were verv unusual. bu11hev could 
1101 reasonabh- be railed "abnormal". If he had 10 mu.hiply 1wo large nu'mbers, 
he mult1phed 1hem 111 1he ordin~q· way; he rnuld do it wi1h unusual rapidi1y 
.111d arnirary. bu1 nol more rapidly and anura1elv 1han am· ·ma1hema1ician 
who is nmurally quirk and has 1he habi1 of romp.Ulalion.6 • 

Ha~dy describes what he perceived as Ramanujan's outstanding intellectual 
attrrbutes: 

Wi1h his memory. his pa1ienre. and his power of calcula1ion. he rombined a 
pml'f'T of j;fllfrn/i.1ati011, aft'fli11,;fur/(mn, a11d a rnpacityfur rapid mudificatiu11 of hi1 
h\pothr1f1, 1ha1 were oflen realh· s1anling. and made him. in his own field 
w11hou1 a ri\·al i11 hi~ da\'.' ' 

The part of this passage which I ha\'e italicized seems to me to be an 
excellent ~.haranerization of some of the subtlest features of intelligence in 
general. frnalh-, Hardy concludes somewhat nostalgically: 

[ l I is work] has nol I he_si mpliri1 \'and ine\·i1able11ess of the ,·er~· greal$S! ,,·0 rk: 
II would he grealer 1f II ,,·ere less s1range. One gifl i1 has which no one ran 
dem-protound and i11\incible originali1~. He would probabl~ have been a 
)!;l't'<tlt'I' 111a1ht•111;111nan 1f he had T>een caugh1 and tamed a li11le in his \ou1h; 
ht· \1oul1l haH' clisrm·ered more 1ha1 was new, and 1ha1, no douh1. of grea1er 
1111por1a11t-c. 011 1he olher hand he would ha\·e been less of a Ramanujan, and 
1110re of a b1ropea11 professor and 1he loss 111igh1 ha\·e been grea1er 1han 1he 
µ;.1111." 

The es1eem in \dtich Hardy held Ramanujan is re\'ealed bv the romantic 
wav in w·hid1 he speaks of him. · 
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"Idiots Savants" 

There is another class of people whose mathematiral abilities set•m to dt'I\ 
rational explanation-the so-called "idiots sarnms". who ran perform rom
plex calculations al lightning speeds in their he;1ds (or where\'er thev do ii). 
Johann Martin Zacharias Dase. who li\'ed from 1824 lo 1861 and was 
employed by various European governments to perform n1mput;1tions. is 
an outstanding example. He not only could multiply two numbers each of 
I 00 digits in his head; he also had an unGmny sense of quan1ity. That is. lw 
could just "tell", without counting. how many sheep were in ;1 field. or 

words in a sentence, and so forth, up to about '.~0-1his in n111tr;1st 10 mos1 
of us, who have such a sense up to about 6. wi1h reliahili1v. I nriden1allv. 
Dase was not an idiot. · · 

I shall not describe the many fasrin;1ting don1mentt·d l·ases of ·'liglu
ning calculators", for that is not my purpose here. BUI I do frt'I i1 is 
important to dispel the idea that they do it by some mvsterious. 11n;inalvz
able method. Although it is often the case that such ":izards' c·aln1l;uio;1al 
abilities far exceed their abilities to explain their results, every onn~ in a 
while, a person with other intellectual gifts comes along who ;1lso h;1s this 
spectacular ability with numbers. From such people's introspel·tion, as well 
as from extensive research by psychologists, it has been ;1scertained 1ha1 
nothing occult takes place during the performanres of lightning rnl
culators, but simply that their minds race through intermediate steps wi1h 
the kind of self-confidence that a natural athlete has in exen11ing a rnmpli
cated motion quickly and gracefully. They do not reach their answers hy 
some son of instantaneous flash of enlightenment (though subjec1ively i1 
may feel that way 10 some of them), but-like the rest of us-by sequential 
calculation, which is to say, by FlooP-ing (or BlooP-ing) along. 

Incidentally, one of the most obvious clues that no "hot line to God" is 
involved is the mere fact that when the numbers involved get bigger, the 
answers are slower in coming. Presumably, if God or an "oracle" were 
supplying the answers, he wouldn't have to slow up when the numbers got 
bigger. One could probably make a nice plot showing how the time taken 
by a lightning calculator varies with the sizes of the numbers involved, and 
the operations involved, and from it deduce some features of the al
gorithms employed. 

The Isomorphism Version of the Church-Turing Thesis 

This finally brings us to a strengthened standard version of the Church
Turing Thesis: 

CHURCH-TURING THESIS, ISOMORPHISM VERSION: Suppose there is a method 
which a sentient being follows in order to sort numbers into two 
classes. Suppose further that this method always yields an answer 
within a finite amount of time, and that it always gives the same answer 
for a given number. Then: Some terminating FlooP program (i.e., 
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general rernrsive function) exists which gives exactly the same answers 
as tilt' sentiem being's method does. Moreover: The mental process and 
tht· FlooP program are isomorphic in the sense that on some level 
there is a n1nespondenre between the steps being carried out in both 
(ompu1er and brain. 

:\01ire 1ha1 no1 only has the conclusion been strengthened, but also the 
proviso of n1mmunirability of the faint-hearted Public-Processes Version 
has been dropped. This bold version is the one which we now shall discuss. 

1 n brief. this version asserts that when one computes something, one's 
menial activity ran be mirrored isomorphically in some FlooP program. 
And let i1 be \'cry clear that this does not mean that the brain is actually 
running a FlooP program, written in the FlooP language complete with 
BEGIN's, END's, ABORT's, and the rest-not at all. It is just that the steps are 
1aken in the same order as they could be in a FlooP program, and the 
logil·al structure of the calculation can be mirrored in a FlooP program. 

Now in order to make sense of this idea, we shall have to make some 
level distinctions in both computer and brain, for otherwise it could be 
misinterpreted as utter nonsense. Presumably the steps of the calculation 
going on inside a person's head are on the highest level, and are supported 
hy lower levels, and eventually by hardware. So if we speak of an isomor
phism. it means we've tacitly made the assumption that the highest level can 
he isolated, allowing us to disruss what goes on there independently of 
olher levels, and then to map that top level into FlooP. To be more precise, 
1he assumption is that there exist software entities which play the roles of 
\'arious mathematiral constructs, and which are activated in ways which can 
be mirrored exanly inside FlooP (see Fig. 106). What enables these 
software entities lo come into existence is the entire infrastructure dis
nissed in_ Cha~~ers XI and XI I, as well as in the Prelude, Ant Fugue. There is 
no assertion of 1somorp~ir ac-ti\'ity on the lower le\'els of brain.and comput
er (e.g .. neurons and bus). 

The spir~t of 1he Isomorphism Version, if no1 the letter, is gotten 
anos~ hy sa_ym~ _tha1 wha~ an idio1 savant does in calculating, say, the 
~oganthm ol 7T: is 1somor_ph1e lo what a pocke1 calculator does in calculating 
II-where 1he 1somorph1sm holds on the arithmetic-step level, not on the 
l1_1wer_ levels _of, in 1he .'~r.1e case, neurons, and in the other, integrated 
l'llTUl~s. (Of rourse cldterent routes can be followed in calculating 
am·1hmg-hu1 presumabh· the pocket l·akula1or, if not the human. could 
be instructed lo calcula1e the answer in any specific manner.) _ . 

F/Gl 'Rf; 106. Thi' bl'hfll'ior of llfl/11m( 1111mbn1 rn11 hi' mirrurl'd in fl human bmi11 or in lhl' 

/1roK1wm of fl roin/111/n. Th1•.11• 111•0 d1ffnn1/ r1'prl'.ll'nllllio11.1 ran thm bl' mappl'd 011/0 mch 
othn 1111 fl/I aptnopru111'1.~ a/11/rarl 11'1'1'1. 
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Representation of Knowledge about the Real World 
Now this seems quite plausible when the domain referred to is numhn 
theory, for there the total universe in whid1 things happen is wry small .11111 
clean. Its boundaries and residents and rules are well-dehned, as in a 
hard-edged maze. Such a world is far less rnmplil·ated than the open-ended 
and ill-defined world which we inhabit. :\ number theory problem, onn· 
stated, is complete in and of itself. :\ real-world problem, on the other 
hand, never is sealed off from any part of the world with absohue l·ertaimy. 
For instance, the task of replal·ing a burnt-out light bulb may tum out w 
require moving a garbage bag; this may unexpeoedly c1ust· the spilling of a 
box of pills, which then forces the floor to be swept so that tht· pet dog won't 
eat any of the spilled pills, etc., etc. The pills and the garbage and the dog 
and the light bulb are all quite distantly related parts of the world-yet an 
intimate connection is created by some everyday happenings. And there is 
no telling what else could be brought in by some other small variations on 
the expected. By contrast, if you are given a number theory problem, you 
never wind up having to consider extraneous things such as pills or dogs or 
bags of garbage or brooms in order to solve your problem. (Of course, your 
intuitive knowledge of such objects may serve you in good stead as you go 
about unconsciously trying to manufacture mental images to help you in 
visualizing the problem in geometrical terms-but that is another matter.) 

Because of the complexity of the wotld, it is hard to imagine a little 
pocket calculator that can answer questions put to it when you press a few 
buttons bearing labels such as "dog", "garbage", "light bulb", and so forth. 
In fact, so far it has proven to be extremely complicated to have a full-size 
high-speed computer answer questions about what appear to us to be 
rather simple subdomains of the real world. It seems that a large amount of 
knowledge has to be taken into account in a highly integrated way for 
"understanding" to take place. We can liken real-world thought processes 
to a tree whose visible part stands sturdily above ground but depends vitally 
on its invisible roots which extend way below ground, giving it stability and 
nourishment. In this case the roots symbolize complex processes which take 
place below the conscious level of the mind-processes whose effects per
meate the way we think but of which we are unaware. These are the 
"triggering patterns of symbols" which were discussed in Chapters XI and 
XII. 

Real-world thinking is quite different from what happens when we do 
a multiplication of two numbers, where everything is "above ground", so to 
speak, open to inspection. In arithmetic, the top level can be "skimmed off" 
and implemented equally well in many different sorts of hardware: 
mechanical adding machines, pocket calculators, large computers, people's 
brains, and so forth. This is what the Church-Turing Thesis is all about. 
But when it comes to real-world understanding, it seems that there is no 
simple way to skim off the top level, and program it.alone. The triggering 
patterns of symbols are just too complex. There must be several levels 
through which thoughts may "percolate" and "bubble". 

In partirnlar-and this comes back to a majo~ theme of .Chapters XI 
and XI I-the representation of the real world in the bram, a.lthough 
roott•d in isomorphism to some extent, involves_ some el~ments which hav~ 
no counterparts at all in the outer world. That 1s, there 1s much more toll 
than simple mental structures representing "dog''. "broom", etc. All of 
tht·~t· symbols exist, to be sure--but their internal structur~s are. extren:iely 
nimplex and to a large degree are unavailable for conscious 1~specuon. 
Moreover, <ine would hunt in vain to map each aspect of a symbols internal 
~trunure onto some specific feature of the real world. 

Processes That Are Not So Skimmable 
For this reason, the bra;n begins to look like a very peculiar formal system, 
for on its bouom level-the neural level-where the "rules" operate and 
l·hange the state, there may be no interpretation of the primitive elements 
(neural firings, or perhaps even lower-level events). Yet on the top level, 
there emerges a meaningful interpretation-a mapping from the large 
"douds" of neural activity which we ha\'P l)pen calling "symb~ls", ~mto the 
real world. There is some resemblance to the Godel construction, Ill that a 
high-level isomorphism allows a ~igh leve~ of meaning to. be .. r~ad .~nto 
strings; but in the Godel construcuon, the higher-level meaning nd~s on 
the lower level-that is, it is derived from the lower level, once the nouon of 
G<>del-numbering has been introduced. But in the brain, the eve~ts on the 
neural level are not subject to real-world interpretation; they are simply not 
imitating anything. They are there purely as the substrate to support the 
higher level, much as transistors in a pocket cak.ulat~r a.re t~ere purely t.o 
support its number-mirroring activity. And the 1mph~auon 1s t~at the~e is 
no way to skim off just the highest level and make an 1somorph1c copy in a 
program; if one is to mirror the brain processes which allow .real-wo~ld 
understanding. then one must mirror some of the lower-level things wh1~h 
are taking place: the "languages of the brain". This doesn't necessarily 
mean that one must go all the way down to the level of the hardware, 
though that may turn out to be the case. . . . . 

In the course of developing a program wnh the aim of achieving an 
"intelligent" (viz., human-like) internal representation of what is "out 
there", at some point one will probably be forced into using structures and 
processes which do not admit of any straightforward interpretati_a~s-that 
is, which rannot be directly mapped onto elements of realny. Tliese low~r 
l~yers of the program will be able to be understood only by virtue of t.he1r 
catalytic relation to layers above ihem, rather than because of s~~e direct 
ronnection they have to the outer world. (A concrete image of this idea was 
suggested by ~he Anteater in the Ant Fugue: the "indescribably boring 
nightmare" of trving to understand a book on the letter level:) 

Personallv. I would guess that such multilevel archnecture of 
rnncept-handling systems becomes necessary just when processes involvi~g 
images and analogies berome significant elements of the program-in 
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contr~t to processes which are supposed to r<llT\' out strirth- deducti\'l' 
reasoning .. Process~s which ~·arrr out dedudive reasoning l:,111 be pio
gram~ed in essenually one smgle level, <llld are therefore skim1nablt', '" 
defimuon. According to my hypothesis, then, imager\' ;111d <1nalogital 
thought processes intrinsically require severnl layers of subst1-.1te <llul are 
l~erefore ~ntrinsicall.y non-skim~a?le. I believe furthennore th;it it is prt·
c1sely at l~t~ sa.me po~nl that creat1v1ty starts lo en1erge-whid1 would implv 
that creauv1ty mtrms1cally depends upon certain kinds of"uninterpretahlt··· 
lower-level events. Th~ layers of underpinning of a11alogiral thi11king <1rt', 
of course, of extreme mterest, and some speculations 011 their nature will 
be offered in the next two Chapters. 

Articles of Reductionistic Faith 

One way to think about the relation between higher and lower levels in the 
brain is this. One could assemble a neural net which, on a local (ne11ron
lo-neuron) level, performed in a manner indistinguishable from a neural 
net in a brain, but which had no higher-level meaning at all. The fact that 
the lower l~vel is composed of interacting neurons does not necessarily 
force any higher level of meaning lo appear-no more than the fact that 
alphabet soup contains letters forces meaningful sentences to be found, 
swimming about in the bowl. High-level meaning is an optional feature of a 
neural network-one which may emerge as a consequence of evolutionary 
environmental pressures. 

Figure 107 is a diagram illustrating the fact that emergence of a higher 
level of meaning is optional. The upwards-pointing arrow indicates that a 
substrate can occur without a higher level of meaning, but not vice versa: 
the higher level must be derived from properties of a lower one. 

FIGURE 107._ . Floating on neural activity, the symbol level of the brain mirrors the world. 
But neural_ activity per se~ which_ can be simulated on a computer, dues nut crrate thought; that 
calls for higher levels of organization. 
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The diagram includes an indication of a computer simulation of a neural 
network. This is in principle feasible, no matter how complicated the 
network, provided that the behavior of individual neurons can be de
saibed in terms of computations which a computer can carr~· out. This is a 
subtle postulate which few people even think of questioning. Nevertheless 
it is a piece of "reductionistic faith": it could be considered a "microscopic 
\·ersion" of the Church-Turing Thesis. Below we state it explicitly: 

CHt:RcH-Tt·R1:>;c; THt:.s1s, M1cRoscoP1c VrRS10:-.;: The behavior of the com
ponents of a living being can be simulated on a computer. That is, the 
behavior of any component (typically assumed to be a cell) can be 
ralculated by a FlooP program (i.e., general recursive function) to any 
desired degree of accuracy, given a sufficiently precise description of 
the component's internal state and local environment. 

This version of the Church-Turing Thesis says that brain processes do not 
possess any more mystique-even though they possess more levels of 
organization-than, say, stomach processes. It would be unthinkable in this 
day and age lo suggesl that people digest their food, not by ordinary 
d1emical processes, but by a sort of mysterious and magic "assimilation". 
This version of the CT-Thesis simply extends this kind of commonsense 
reasoning to brain processes. In short, it amounts lo faith that the brain 
operates in a way which is. in principle, understandable. It is a piece of 
redtu:tionist faith. 

A corollary to the Minoscopic CT-Thesis is this rather terse new 
macroscopic version: 

Cm·RcH-Tt·Rr:>;l. Tm:s1s, Rron:-r10:-.;1srs VERS10:-.;: All brain processes are 
derived from a computable substrate. 

This statement is about the strongest theoretical underpinning one could 
give in support of the eventual possibility of realizing Artificial Intelligence. 

Of course, Artificial Intelligence research is not aimed al simulating 
neural networks, for it is based on another kind of faith: that probably 
there are significant features of intelligence which can be floated on top of 
entirely different sorts of substrates than those of organic brains. Figure 
108 shows 1he presumed relations among Artificial Intelligence, natural 
intelligence, and the real world. 

Parallel Progress in Ai and Brain Simulation? 

The idea 1hat, if Al is lo be acflieved, the actual hardware of the brain 
might one dar have to be simulated or duplicated, is, for the present at 
least, quite an abhorrent 1hought lo many Al workers. Still one wonders. 
"How finely will we need lo copy the brain to achieve Al?" The real answer 
is probablv that it all depends on how many of the features of human 
consciousness you want to simulate. 
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FIGURE JOB. Crucial to the endear•or of Artifirinl lntelligmre mearrh is the noti1111 that 
thnymbolic wvelJ of the mind can be ".1kimrTll'd off" of their- llt'Ural mb.1trnteand implerT11'11tfd 
in other rTU'dia, .mch m the electronic .wb.1trate of romputen. To what depth the copymg o/ 
brain must go is at pre.1ent completel_v uncwar. 

Is an ability to play checkers well a sufficient indic;itor of intelligence? 
If so, then Al already exists, since checker-playing programs ;ire of world 
class. Or is intelligence an ability to integrate functions symbolic;illy, as in ii 
freshman calculus class? If so, then Al already exists, since symbolic inte
gration routines outdo the best people in most cases. Or is intelligence the 
ability to play chess well? If so, then Al is well on its w;iy, since chess-playing 
programs can defeat most good amateurs; and the level of artificial chess 
will probably continue to improve slowly. 

Historically, people have been n;i·ive about what qu;ilities, if 
mechanized, would undeniably constitute intelligence. Sometimes it seems 
;is though each new step towards Al, rather than producing something 
which everyone agrees is real intelligence, merely reveals what re;il intelli
gence is not. If intelligence involves learning, cre;itivity, emotional re
sponses, a sense of beauty, a sense of self, then there is a long road ahead, 
and it may be that these will only be realized when we have totally dupli-
cated a living brain. 

Beauty, the Crab, and the Soul 

Now what, if anything, does all this have to say about the Crab's virtuoso 
performance in front of Achilles? There are two issues clouded together 
here. They are: 
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(I) Could any brain process, under any circumstances, distin
guish completely reliably between true and false statements 
of TNT without being in violation of the Church-Turing 
Thesis-or is such an act in principle impossible? · 

(2) ls perception of beauty a brain process? 

First of all, in response to (I), if violations of the Church-Turing Thesis are 
allowed, then there seems to be no fundamental obstacle to the strange 
events in the Dialogue. So what we are interested in is whether a believer in 
the Church-Turing Thesis would have to disbelieve in the Crab's ability. 
Well, it all depends on which version of the CT-Thesis you believe. For 
example, if you only subscribe to the Public-Processes Version, then you 
could reconcile the Crab's behavior with it very easily by positing that the 
Crab's ability is not communicable. Contrariwise, if you believe the Reduc
tionist's Version, you will have a very hard time believing in the Crab's 
ostensible ability (because of Church's Theorem-soon to be demonstrat
ed). Believing in intermediate versions allows you a certain amount of 
wishy-washiness on the issue. Of cour"e, switching your stand according to 
convenience allows you to waffle even more. 

It seems appropriate to present a new version of the CT-Thesis, one 
which is tacitly held by vast numbers of people, and which has been publicly 
put forth by several authors, in various manners. Some of the more famous 
ones are: philosophers Hubert Dreyfus, S. Jaki, Mortimer Taube, and J. R. 
Lucas; the biologist and philosopher Michael Polanyi (a holist par excel
lence); the distingui~hed Australian neurophysiologist John Eccles. I am 
sure there are many other authors who have expressed si.milar ideas, and 
countless readers who are sympathetic. I have attempted below to sum
marize their joint position. I have probably not done full justice to it, but I 
have tried to convey the flavor as accurately as I can: 

CHt:RCH-TURING THESIS, SouusTs' VERSION: Some kinds of things which a 
brain can do can be vaguely approximated on a computer but not 
most, and certainly not the interesting ones. But anyway, even if they 
all could, that would still leave the soul to explain, and there is no way 
that computers have any bearing on that. 

This v~rsion relates to the tale of the Magnijicrab in two ways. In the first 
place'. its adherents would probably consider the tale to be silly and im
plausible, b~t-not forbidden in principle. In the second place, th~_ would 
probably claim t~at appreciation of qualities such as beauty is one of those 
pro~erues associated with the elusive soul, and is therefore inherently 
possible only for humans, not fQr mere machines. 

We will come back to this second point in a moment; but first, while we 
are on the subject of "soulists", we ought to exhibit this latest version in an 
even more extreme form, since that is the form to which large numbers of 
well-educated people subscribe these days: 

CHL'RCH-Tt:RING THESIS, THEODORE RoSZAK VERSION: Computers are 
ridiculous. So is science in general. 
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This view is prevalent among certain people who see in anything smacking 
of numbers or exactitude a threat to human values. It is too bad that thn 
do not appreciate the depth and complexity and beauty invoh·ed in expl111:_ 

ing abstract structures such as the human mind, where, indeed, one rnrnes 
in intimate contact with the ultimate questions of what to be human is. 

Getting back to beauty, we were about to rnnsider whether the <tp
preciation of beauty is a brain process, and if so, whether it is imitable by a 
computer. Those who believe that it is not accounted for by the brain are 
very unlikely to believe that a computer could possess it. Those who belie\·e 
it is a brain process again divide up according to which \'ersion of the 
CT-Thesis they believe. A total reductionist would believe that any brain 
process can in principle be transformed into a computer program; others, 
however, might feel that beauty is too ill-defined a notion for a computer 
program ever to assimilate. Perhaps they feel that the appreciation of 
beauty requires an element of irrationality, and therefore is incompatible 
with the very fiber of computers. 

Irrational and Rational Can Coexist on Different Levels 

However, this notion that "irrationality is incompatible with computers" 
rests on a severe confusion of levels. The mistaken notion stems from the 
idea that ~ince computers are faultlessly functioning machines, they are 
therefore bound to be "logical" on all levels. Yet it is perfectly obvious that a 
computer can be instructed to print out a sequence of illogical 
statements--or, for variety's sake, a batch of statements having random 
truth values. Yet in following such instructions, a computer would not be 
making any mistakes! On the contrary, it would only be a mistake if the 
computer printed out something other than the statements it had been 
instructed to print. This illustrates how faultless functioning on one level 
may underlie symbol manipulation on a higher lev~l-and the goals of the 
higher level may be completely unrelated to the propagation of Truth. 

Another way to gain perspective on this is to remember that a brain, 
too, is a collection of faultlessly functioning elements-neurons. Whenever 
a neuron's threshold is surpassed by the sum of the incoming signals, 
BANG!-it fires. It never happens that a neuron forgets its arithmetical 
knowledge-carelessly adding its inputs and getting a wrong answer. Even 
when a neuron dies, it continues to function correctly, in the sense that its 
components continue to obey the laws of mathematics and physics. Yet as 
we all know~ neurons are perfectly capable of supporting high-level be
havior that is wrong, on its own level, in the most amazing ways. Figure 109 
is meant to illustrate such a dash of levels: an incorrect belief held in the 
software of a mind, supported by the hardware of a faultlessly functioning 
brain. 

The point-a point which has been made several times earlier in 
various contexts-is simply that meaning can exist on two or more different 
levels of a symbol-handling system, and along with meaning, rightness and 
wrongness can exist on all those levels. The presence of meaning on a given 

1+1az U.tof 

~= .... .., ..,.,., ~· ............ ~ 

FIGURE /09. The brain is rational; the mind may not be. [Drawing by"'' author.] 



level is determined by whether or not reality is mirrored in an isomorphit· 
(or looser) fashion on that level. So the fal·t that neurons alwavs perform 
correct additions (in fact, much more complex cakulations) has 110 bearing 
whatsoever on the correctness of the top-level condusions supported b, 
their machinery. Whether one's top level is engaged in prO\·ing k6ans ol 
Boolean Buddhism or in meditating on theorems of Zen Algebra, one's 
neurons are functioning rationally. By the same token, the high-level 
symbolic processes which in a brain create the experienl·e of appreciating 
beauty are perfectly rational on the bottom le\'el, where the faultless func
tioning is taking place: any irrationality, if there is such, is 011 the higher 
level, and is an epiphenomenon-a consequence--of the events on the 
lower level. 

To make the same point in a different way, let us say you are ha\'ing a 
hard time making up your mind whether to order a cheeseburger or a 
pineappleburger. Does this imply that your neurons are also halking, 
having difficulty deciding whether or not to fire? Of course not. Your 
hamburger-confusion is a high-level state which fully depends on the 
efficient fii:ing of thousands of neurons in very organized ways. This is a 
little ironic, yet it is perfectly obvious when you think about it. Nevertheless, 
it is probably fair to say that nearly all confusions about minds and comput
ers have their origin in just such elementary level-confusions. 

There is no reason to believe that a. computer's faultlessly functioning 
hardware could not support high-level symbolic behavior which would 
represent such complex states as confusion, forgetting, or appreciation of 
beauty. It would require that there exist massive subsystems interacting 
with each other according to a complex "logic". The overt behavior could 
appear either rational or irrational; but underneath it would be the per
formance of reliable, logical hardware. 

More Against Lucas 

Incidentally, this kind of level distinction provides us with some new fuel in 
arguing against Lucas. The Lucas argument is based on the idea that 
Gooel's Theorem is applicable, by definition, to machines. In fact, Lucas 
makes a most emphatic pronunciation: 

Gooel's theorem must apply lo cybernetical machines, because it is of tJle 
essence of being a machine, that it should be a concrete instantiation of a 
formal system.9 

This is, as we have seen, true on the hardware level-but since there may be 
higher levels, it is not the last word on the subject. Now Lucas gives the 
impression that in the mind-imitating machines he discusses, there is only 
one level on which manipulation of symbols takes place. For instance, the 
Rule of Detachment (called "Modus Ponens" in his article) would bt: wired 
into the hardware and would be an unchangeable feature of such a 
machine. He goes further and intimates that if Modus Ponens were not an 
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immutable pillar of the machine's system, but could be overridden on 
onasion, then: 

Thl' '"tt•m will havt' n~a~ed to be a formal logical system. and the machine 
will h;ndv qualify for thl' title of a model for the mind. 10 

:\ow many programs which are being developed in AI research have very 
little in common with programs for generating truths of number theory
programs with inflexible rules of inference and fixed sets of axioms. Yet 
they are certainly intended as "models for the mind". On their top level
rhe "informal" level-there may be manipulation of images, formulation of 
analogies, forgetting of ideas, confusing of concepts, blurring of distinc
tions, and so forth. But this does not contradict the fact that they rely on the 
correll functioning of their underlying hardware as much as brains rely on 
the rorren functioning of their neurons. So AI programs are still "concrete 
instantiations of formal systems"-but they are not machines to which 
Lucas' transmogrification ofGodel's proof can be applied. Lucas' argument 
applies merely to their bottom level, on which their intelligence-however 
great or small it may be-does not lie. 

There is one other way in which Lucas betrays his oversimplified vision 
of how mental processes would ha\'e to be represented inside computer 
programs. In discussing the matter of consistency, he writes 

If Wt' rt'alh- Wl'rt' inn111\istent mad1int's. we ~hould remain content with our 
inro11sistt·1;t·ies. a11d would happily affirm both hahes of a conlradiction. 
:\foreon·r. we would ht· prt'part'd to say absolutely anything-which we are 
not. II is easily shown that in an inn111sistt'nt formal system everything is 
pro\· able. 11 

This last sentence shows that Lucas assumes that the Propositional Calculus 
must of nel·essil\· be built into any formal system which carries out reason
ing; In partirnlar, he is thinking of the theorem <<PA-P>:JQ> of the 
Propositional Calnilus; evidently he has the erroneou!> belief that it is an 
inevitable feature of mechanized reasoning. However, it is perfectly plausi
ble that logical thought processes. such as propositional reasoning, will 
emerge as conseque11ce.1 of the general intelligence of an AI program, rather 
than heingprrprogrammed. This is what happens in humans! And there is no 
partin1lar reason to assume that the strict Propositional Calculus, with its 
rigid rules and the rather silly definition of consistency that they entail, 
would emerge from surh a program. 

An Underpinning of Al 

We l·an summarize this excursion into level distinctions and come away 
with one final. stron~est \'ersion of the Church-Turing Thesis: 

CHt'RCH-Tt'Rl~(; THESIS, AI VERs10:-.;: Mental processes of any sort can be 
simulated by a computer program whose underlying language is of 
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power equal to that of FlooP-that is, in whic-h all partial rec·ursin· 
functions can be programmed. 

It should also be pointed out that in practice, many Al rese<1rd1ers rd\' 
on another article of faith which is closely rel;ited to the CT-Thesis, ;md 
which I call the Al Thesis. It runs something like this: 

Al THESIS: As the intelligence of machines e\'ol\'es, its underlying 
mechanisms will gradually converge to the mechanisms underlying 
human intelligence. 

In other words, all intelligences are just variations on a single theme; to 
create true intelligence, AI workers will just have to keep pushing to ever 
lower levels, closer and closer to brain mechanisms, if they wish their 
machines to attain the capabilities which we have. 

Church's Theorem 

Now let us come back to the Crab and to the question of whether his 
decision procedure for theoremhood (which is presented in the guise of a 
filter for musical beauty) is compatible with reality. Actually, from the 
events which occur in the Dialogue, we have no way of deducing whether 
the Crab's gift is an ability to tell theorem~ from nontheorem~. or alternatively. 
an ability to tell true statements from false ones. Of course in many cases this 
amounts to the same thing but Godel's Theorem shows that it doesn't 
always. But no matter: both of these alternatives are impossible, if you 
believe the AI Version of the Church-Turing Thesis. The proposition that 
it is impossible to have a decision procedure for theoremhood in any formal 
system with the power of TNT is known as Church's Theorem. The proposi
tion that it is impossible to have a decision procedure for number
theoretical truth-if such truth exists, which one can well doubt after meet
ing up with all the bifurcations of TNT -follows quickly from Tanki's 
Theorem (published in 1933, although the ideas were known to Tarski 
consid{\rably earlier). 

The proofs of these two highly important results of metamathematics 
are very similar. Both of them follow quite quickly from self-referential 
constructions. Let us first consider the question of a decision procedure for 
TNT-theoremhood. If there were a uniform way by which people could 
decide which of the classes "theorem" and "nontheorem" any given for
mula X fell into, then, by the CT-Thesis (Standard Version), there would 
exist a terminating FlooP program (a general recursive function) which 
could make the same decision, when given as input the Godel number of 
formula X. The crucial step is to recall that any property that can be tested 
for by a terminating FlooP program is represented in TNT. This means that 
the property ofTNT-theoremhood would be represented (as distinguished 
from merely expressed) inside TNT. But as we shall see in a moment, this 
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would put us in hot water, for if theoremh<K><i is a representable attribute, 
then (;(idel's formula G becomes as vicious as the Epimenides paradox. 

It all hinges on what G says: "G is not a theorem ofT~T". Assume that 
(; were a theorem. Then, since theoremh,1od is supposedly represented, 
the T:"l:T-formula which asserts "G is a theorem" would be a theorem of 
T~T. But thi~ formula is -G, the negation of G, so that TNT is inconsis
tent. On the other hand, assume G were not a theorem. Then once again by 
the supposed representability of theoremh<md, the formula which asserts 
"(; is not a theorem" would be a theorem of TNT. But this formula is G. 
and once again we get into paradox. Unlike the situation before, there is no 
resolution of the paradox. The problem is created by the assumption that 
theoremhood is represented by some formula of TNT, and therefore we 
must backtrack and erase that assumption. This forces us also to conclude 
that no FlooP program can tell the G<idel numbers of theorems from those 
of nontheorems. Finally, if we accept the Al Version of the CT-Thesis, 
then we must backtrack further, and conclude that no method whatsoever 
n1uld exist by which humans could reliably tell theorems from nontheo
rems-and this includes determinations based on beauty. Those who sub
snihe only to the Public-Processes Version might still think the Crab's 
performance is possible; but of all the versions, that one is perhaps the 
hardest one to find any justification for. 

Tarski's Theorem 

Now let us proceed to Tarski\ result. Tarski asked whether there could be 
a way of expressing in TNT the concept of number-theoretical truth. That 
theoremhood is expressible (though not representable) we have seen; 
T<1rski was interested in the analogous question regarding the notion of 
truth. Mor~ specifkally, he wished to determine whether there is any 
TNT-formula with a single free variable a which can be translated thus: 

"The formula whose G6del number is a expresses a truth." 

Let us suppose, with Tarski, that there is one-which we'll abbreviate as 
TRUE{a}. Now what we'll do is use the diagonalization method to produce a 
sentence which asserts about itself that it is untrue. We copy the Godel 
method exactlv. beginning with an "uncle": 

3a:<-TRUE{a} :ARITHMOQUINE{a'',a}> 

Let us say the Giidel number of the uncle is t. We arithmoquine this very 
uncle. and produce the Tarski formula T: · 

3a:<-TRUE{a} \ARITHMOQUINE{SSS ... SSSO/a",a}> 
~ 

t S's 
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When interpreted, it says: 

"The arithmoquinitication of t is the 
Gooel number of a false statement." 

But since the arithmoquinification of t is T's own Gtidel number, Tarski's 

formula T reproduces the Epimenides paradox to a tee inside TNT. saying 

of itself, "I am a falsity". Of course, this leads lo the conclusion that it must 

be simultaneously true and false (or simultaneously neither). There arises 

now an interesting matter: What is so bad about reproducing the 

Epimenides paradox? Is it of any consequence? After all, we already have it 

in English, and the English language has not gone up in smoke. 

The Impossibility of the Magnificrab 

The answer lies in remembering that there are two levels of meaning 

involved here. One level is the level we have just been using; the other is as 

a statement of number theory. If the Tarski formula Tactually existed, 

then it would be a statement about natural numbers that is both true and false 

at once! There is the rub. While we can always just sweep the 

English-language Epimenides paradox under the rug, saying that its sub

ject matter (its own truth) is abstract, this is· not so when it becomes a 

concrete statement about numbers! If we believe this is a ridiculous state of 

affairs, then we have to undo our assumption that the formula TRUE{a} 

exists. Thus, there is no way of expressing the notion of truth inside TNT. 

Notice that this makes truth a far more elusive property than theorem

hood, for the latter is expressible. The same backtracking reasons as before 

(involving the Church-Turing Thesis, A I Version) lead us to the conclusion 

that 

The Crab's mind cannot be a truth-recognizer any more than it is 

a TNT-theorem-recognizer. 

The former would violate the Tarski-Church-Turing Theorem ("There is 

no decision procedure for arithmetical truth"), while the latter would 

violate Church's Theorem. 

Two Types of Form 

It is extremely interesting, then, to think about the meaning of the word 

"form" as it applies to constructions of arbitrarily complex shapes. For 

instance, what is it that we respond to when we look at a painting and feel 

its beauty? Is it the "form" of the lines and dots on our retina? Evidently it 

must be, for that is how it gets passed along to the analyzing mechanisms in 

our heads-but the complexity of the processing makes us feel that we are 

not merely looking at a two-dimensional surface; we are responding to 
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'l>lllt' ""' of inner meaning inside the picture. a multidimensional aspect 

11 <1ppe'1 \omehow inside those two dimensions. It is the word "meaning" 

whi< h i\ important here. Our minds contain interpreters which accept 

two-dim<'m.ional patterns and then "pull" from them high-dimensional 

notions wliich are so romplex that we cannot consciously describe them. 

Tlw s<ime ran be said about how· we respond to music, incidentally. 

It feel\ ~ubjecli\'ely that the pulling-out mechanism of inner meaning is 

not at all akin lo a decision procedure which checks for the presence or 

absence of some particular quality such as well-formedness in a string. 

Probabiy this is berause inner meaning is something which reveals more of 

itself over a period of time. One can never be sure, as one can about 

wcll-formedness, that one has finished with the issue. 

This suggests a distinction that could be drawn between two senses of 

"form" in patterns which we analyze. First, there are qualities such as 

well-formedness, which can be detected by predictably terminating tests, as in 

BlooP programs. These l propose to call syntactic qualities of form. One 

intuitively feels about the syntactic aspects of form that they lie close to the 

surface, and therefore they do not provoke the creation of multidimen

sional cognitive structures. 
By contrast, the .\emantic aspects of form are those which cannot be 

tested for in predictable lengths of time: they require open-ended tests. Such 

an aspect is theoremhood of TNT-strings, as we have seen. You cannot just 

apply some standard test to a string and find out if it is a theorem. 

Somehow, the fact that its meaning is involved is crucially related to the 

difficulty of telling whether or not a string is a TNT-theorem. The act of 

pulling out a string's meaning involves, in essence, est~blishing all the 

implications of its connections lo all other strings, and this leads, to be sure, 

down an open-ended trail. So "semantic" properties are connected to 

open-ended searches because, in an important sense, an object's meaning is 

11ot localized within the object itself. This is not to say that no understanding 

of any object's meaning is possible until the end of time, for as time passes, 

m~>re and more of the meaning unfolds. However, there are always aspects 

of its meaning which will remain hidden arbitrarily long. 

Meaning Derives from Connections to Cognitive Structures 

Let u_s switch from stri~gs to pieces ofmusic,just for variety. You may still 

subsmute the term "strmg" for every reference to a piece of music, if you 

pre(er. The discussion is meant to be general, but its flavor is bene; gotten 

acros~, I feel, by referring to music. There is a strange duality about the 

meaning of _a piece. of mu.sic: on the one hand, it seems to be spread 

around, by virtue of Its relauon to many other things in the world-and yet, 

on the other hand, the meaning of a piece of music is obviously derived 

from the music itself, so it must be localized somewhere inside the music. 

The resolution of this dilemma comes from thinking about the inter

preter-the mechanism which does the pulling-out of meaning. (By "inter-



I 

preter" in this context, I mean not the performer of the piece. but the 
mental mechanism in the listener which deri\'es meaning when the pien· is 
playe~.) The interpreter may disco\'er man\' import;ult aspects of a pien'\ 
meaning while hearing it for the first time; this seems to ronhrm the notion 
that the meaning is housed in the piece itself, and is simplv heing rt·•ul off. 
But th~t '.sonly_ part of th~ ~tory. The music interpreter works by setting up 
a mulud1mens1onal cogmuve structure-a mental rq>resentation of the 
J?iece-which it tri~s ~o int~grate with pre-existent information b\' finding 
links to other mult1d1mens10nal mental strurtures which encode pre\'ious 
experiences. As this process takes plare, the full meaning graduall\' un
folds. In fact, years may pass before someone comes to feel that h~· has 
penetrated to the core meaning of a piece. This seems to support the 
opposite view: that musical meaning is spread around, the interpreter\ 
role being to assemble it gradually. 

The truth undoubtedly lies somewhere in between: meanings-both 
musical and linguistic-are to some extent localizahle, to some extent 
spread around. In the terminology of Chapter VI, we can say that musical 
pieces and pieces of text are partly triggers, and partly carriers of explicit 
meaning. A vivid illustration of this dualism of meaning is pwvided by tht· 
example of a tablet with an ancient inscription: the meaning is partially 
~t~red in the libraries and the brains of scholars around the world, and yet 
ll 1s also obviously implicit in the tablet itself. 

Thus, another way of characterizing the difference between "syntactic" 
and "semantic" properties (in the just-proposed sense) is that the syntactic 
ones reside unambiguously inside the object under consideration, whereas 
semantic properties depend on its relations with a potentially infinite class 
of other objects, and therefore are not completely localizable. There is 
nothing cryptic or hidden, in principle, in syntactic properties, whereas 
hiddenness is of the essence in semantic properties. That is the reason for 
my suggested distinction between "syntactic" and "semantic" aspects of " 
visual form. 

Beauty, Truth, and Form 

What about beauty? It is certainly not a syntactic property, according to the 
ideas above. Is it even a semantic property? Is beauty a property which, for 
instance, a particular painting has? Let us immediately restrict our consid
eration to a single viewer. Everyone has had the experience of finding 
something beautiful at one time, dull another time-and probably inter
mediate at other times. So is beauty an !ittribute which varies in time? One 
could turn things around and say that it is the beholder who has varied in 
time. Given a particular beholder of a particular painting at a particular 
time, is it reasonable to assert that beauty is a quality that is definitely 
present or absent? Or is there still something ill-defined and intangible 
about it? 

Different levels of interpreter probably could be invoked in every 

pt·r"11_1. depending '!n the circumstances. These \'arious interpreters pull 
1n11 different meanings, establish different connenions. and generalh 
naluatt· all deep aspens differently. So it seems that this notion of beaut\' i,s 
t•xtremel)· hard lo pin down. It is for this reason that I d1ost· to link bea~t\· 
in the Ma!(Tli/urab, with truth, which we ha\'e seen is also one of the mo,s; 
intangible notions in all of metamathematics. 

The Neural Substrate of the Epimenides Paradox 

would like lo conclude this Chapter with some ideas about that central 
1~n1hkm of truth, the Epimenides paradox. I think the Tarski reproduc-
111111 of the _Epimenides paradox inside T~T points the way to a deeper 
umkrstandmg of the nature of the Epimenides paradox in English. What 
Tarski found was that his version of the paradox has two distinct levels to it. 
On ont· level, it is a sentence about it1elf which would be true if it were false, 
and false if it were true. On the other level-which I like to call the 
arithmetical 111b.1trate-it is a sentence about integer.1 which is true if and only if 
falst·. 

~ow for somt· reason this latter bothers people a lot more than the 
former. Somt· people simply shrug off the former as "meaningless", be
came of its sell-referentiality. But you can't shrug off paradoxical state
mt·nts about integers. Statements about integers simply cannot be both true 
and false. 

Now my feeling is that the Tarski transformation of the Epimenides 
paradox tead1es us to look/ill" a .1Ub.1trate in the English-language \'ersion. In 
tht· aritl~metic~l \'ersion, the upper le\'el of meaning is supported by the 
lown antlm1et1c1l lnel. Pnhaps analogously, the self-referential sentence 
whid1 wt· pe1Tei\'e ("This sentence is false") is only the top level of a 
dual-le\'el entil\. What would he the lower le\'el. then? Well, what is the 
nwd1anism that lan!-{uage rides on? The brain. Therefore one ought to 
look for a 11euml 111fotrate to the Epimenides paradox-a lower le\'el of 
physical e\·ents whid1 dash with each other. That is. two ~vents which b, 
tlwir nature cannot Ol'Cllr simultaneous!\'. If this physical substrate exist~. 
then the reason we 1·;111not make heads or tails of the Epimenides sentence 
1s that our hrams are tning to do an impossible task. 

:'\ow wh;it would be tht· nature of the conflicting physical e\'ents? 
Pn·s111~.1abh '''.~1en \'oil hear the Epimenides sentence. your brain sets up 
soml' rnd~ng '.'f tl~e sentence-an internal configuration of i11te_racting 
S\lllhols. I hen 11 tries to dassif)· the sentence as "true" or "false". This 
d;issihing Ml must in\'ol\'e an attempt to force several svmbols to interact 
in" pa.nind;~r ''"'· (Presumablv this happens when any ~entence is proces
sed.) :'\o_w 1f 11 ~1appens that the act ofdassifiration would physically disrupt 
the cod mg of the sentence-something which would ordinarily ne\'er 
happen-then one is in_ trouble, for it is tantamount to trying to force a 
rnord pla\'er to pla\' its sell-breaking rernrd. We ha\'e described the 
lonflill in plnsicil term~. but not in neural terms. If this.analysis is right so 
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far, lhen presumably lhe resl of lhe discussion could be carried on when we 
know somelhing aboul lhe conslilUlion of lhe "symbols" in lhe brain oul of 
neurons and lheir firings, as well as aboul lhe wa\· lhal semences become 
convened imo "codings". 

This skelch of lhe neural subslrale of lhe Epimenides paradox 
suggesls (lo me, al least) lhal lhe resolution of lhe English version of the 
Epimenides paradox mighl be similar lo lhal for the Tarski wrsion. The 
resolution involves abandoning lhe nolion lhal a brain could ever pnwide a 
fully accurale represemalion for lhe nolion of lrUlh. The novehy of lhis 
resolulion lies in ils suggeslion lhal a weal modeling of lrulh is impossible 
for quile physical reasons: namely, such a modeling would require physi
cally incompalible evems lO occur in a brain. 

SHRDLU, 
Toy of Man's Designing• 

Onr da)', 1:·1a Oin wmuln.1 into thr MIT Artificial lntdligma Laboratory, 

u•hrrr ;hr run1 into thr brilliant _voung computn program, SHRDLU. It 

lwppm1 that .SHRDLU i~ just dying for somronr to 11)' out thr nru•ly 

drl'rloprd human bring "Dr. Tony Earrwig". SHRDLU rxplnins that this 

fa1rrwig i1/air(v intrlligmt in thr limitrd domain of analyzing a convnsa

tum about a "toy u•orld" containing block.1 of various shapn, sizes, arul 

rnlon-block.1 whuh .1it on a tablr, and whuh can bl' picked up and moved 

around. Eta Oin,/(11cinated, begin.1 enthusiastically typing to SHRDLU. 

Earru•ig danglr.1 wer her shouldn and provides a sort of running 

commentary, as promiffd. 

I. Eta Oin: pick up a big red block. [Refer to Fig. 110.] 

SHRDLU: OK. 

Dr. Tonv Earrwig: SHRDLU answers "OK" when it carries out a commarul. 

I 11 ~rder to puk up the red block, it had to clear it off by Ji nding a spaa for 

the green one and moving the green one away. 

2. Eta Oin: grasp the pyramid. 
SHRDLU: I DONT V~DERSTA~D WHICH PYRAMID YOC MEAN. 

Dr. Tony Earrwig: There are three pyramids in the scene, and SHRDLU 

knows that phraus beginning with "the" are interuled to refn to a specific 

object the speaker has in mirul. 

FIGURE I JO. "Pick up a big red block." [From Terry Winograd, Understanding Natural 

Language, (New Yorli: Academic Pre.<s, 1972), p. 8.] 
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FIGURE I I I. "Find a block which is biggl'r tlum thl' onl' _vou art' holding and put it into thl' 

box." [Adapted from Terry Winograd, Understanding Natural Language, p.9.] 

3. Eta Oin: find a block which is laller lhan lhe one you are holding and 

pul il imo lhe box. [Refer lo Fig. 111.] 

Dr. Tony Earrwig: SHRDLU has to figurl' out what is mmnt by "one' and 

"it", as well as using deduction to duidR which block it is holding. 

SHRDLU: BY "IT", I ASSt:ME YOl: MEAN THE BLOCK WHICH IS TAI.I.ER 

THAN THE ONE I AM HOLDING. 

Dr. Tony Earrwig: There were two possible referents for "it": the one selected, 

and "the one you are holding". SHRDLU has heuristics for choosing 

between them. 

SHRDLU: OK. 

Dr. Tony Earrwig: SHRDLU's hand has to set down the red block to 

pick up the taller blue one. 

4. Eta Oin: whal does lhe box comain? 

SHRDLU: THE BLt:E PYRAMID AND THE BLl:E BLOCK. 

5. Eta Oin: whal is lhe pyramid supponed by? 

Dr. Tony Earrwig: Earlier SHRDLU responded to "the pyramid" by saying "I 

DON'T UNDERSTAND WHICH PYRAMID YOU MEAN." Now, it assumes that 

you mean the one just mentioned. 

SHRDLU: THE BOX. 

6. Eta Oin: how many blocks are nol in lhe box? 
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/Jr. T<my Earrwig: Nl'gativl'.\ .mch as "not" and "no" art' hand/I'd wh,thn 

the')· appn1r in cmu1fs or noun group.1 (such as "no boXt's")., 

SllRDLU: FOl'R OF THBI. 

Eta Oin: is al leasl one of lhem narrower lhan lhe one which i lold you 

lo pick up? 
Dr. Tony Earrwig: Thi' phra.11' "at lt'a.1t OM of th,m" mu1t be analyz.,d to reft'r 

back to the previou1 question, and "tht' onl' which ... " mu<t alrn ref er to 

block.1. Noun groups can havt' complicatt'd numbt'Ts such as "at lt'ast one', 

"more than three", "l'xactly .\l'Vl'n", t'tc .. Thi' mt'mory of past l'Vents is used 

to deduce which block is "tht' ont' which I told you to pick up''. Notice tht' 

rnmplirnted syntactic .1tructurt' in which "the one" i.1 actually tht' object of a 

cfau1e embeddRd two level1 dnpn. SllRDLU'.1 paner incorporatt's a 

grammar that handles thi.1 kind of complexity in a general way. 

SHRDLU: HS, THE RED Cl'BE. 

8. f:ta Oin: is il supporled? 

SHRDLU: HS. BY THE TABLE. 

Dr. Ton_v Earrwig: SHRDLU has heuri.1tic.1 about what information i.1 rl'll'

vrmt to a penon who asks a question, l'ven if tht' person does not rl'quest that 

inf(nmation 1peciflcally. 

Y. Eta 01n: rnn the table pick up blocks? 

SHRDLU: :-.;o. 

Dr. Tmi_v Earrwig: SHRDLU'.I semantic rule.1 include the know/,edge that 

"picking up" mt1.1I be done b_v an animate object, and that the table is not 

animate. 

10. f:ta Oi11: can a pyramid be supponed by a block? 

SH RDU/: n:s. 
Dr. To11y f:arrwig: SH RDLU's deducti1•e .1ystem.fi nds an actual example, .10 it 

knows thi.1 i.1 possible. 

1 1. f:ta Oin: can a pyramid support a pyramid? 

SHRDLU: I l>ONT KNO\\'. 

Dr. Toll)' Eanwig: The question make.1 .1eme, but there i.1 no example in tht' 

.1ce11e. SHRDLU ha.1 no wa_v of looking into the detail.1 of its programs, 

t'l'l'll though the.1e ultimately define it.1 capabilities. 

12. Eta Oi11: stack up two pnamids. 

SHRDLL': I C:\:-.;T. 

D1. Toll)' Ean11'ig: SHRDLU tries and fails. 

1 :t f:ta 0111: the blue pnamid is mine. 

SJIRDU': I l':'\l>FRSL\NI>. 

Di-. Toll)' Earrwig: .411 of thr information about colon, shapes, sius and 

loratio11.1 of the objert.1 is known lo SH RDLU initially. Ponnsion is left as 

a 11 1mk11m1•11 proper I)• of object1 about which it can be told. It stores this 

i 11/i1rmatio11 i11 it.1· data ba1e. 

14. Eta Oi11: i own all blocks which are not red, bill i don'l own anylhing 

\d1id1 supports a pyramid. 

SHRDLL': I l':'\lHRST.\:-.;D. 
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FIGURE J J 2. "Will you plt'a.~t' sttuk up both of thl' rt'd block..~ and l'ithn- a Kf"t't'n rube or a 
pyramid~" [Adapted from Terry Winograd, Understanding Natural Language, p. 12.] 

Dr. Tony Earrwig: The result of understanding these sentences is the creation 
of new procedures within SH RDLU for deducing whether you own soTTll'

thing. 
15. Eta Oin: do i own lhe box? 

SHRDLU: NO. 

Dr. Tony Earrwig: The box supports whatever it contains, including a 
pyramid. 

16. Eta Oin: do i own anylhing in lhe box? 
SHRDLU: YES, TWO THl~GS: THE BLUE BLOCK AND THE BLUE 

PYRAMID. 

17. Eta Oin: will you please stack u R bolh of lhe red blocks aod eilher a 
green cube or a pyramid? [Refer to Fig. 112.] 

SHRDLU: OK. 

Dr. Tony Earrwig: Logical connectives, such as "and", "or", "either", etc. ar_e 
handled in both the grammar and semantics. A command~~ executed even if 
it looks likt a question. The.command is carried out by the following sems of 
steps: SHRDLU puts a green cube on the lnrge red block (it chooses the 
green cube with nothing on it). then removes the small pyramid fr?m the 
little red cube, so that it can use that cube to complete the stack as specified. 

18. Eta Oin: which cube is sining on lhe lable? 
SHRDLU: THE l.ARGt: c;REE~ ONE WHICH St:PPORT.S THE RED 

PYRA\llD. 

Dr. Tony Earrwig: Ordinarily SHRDLU would be satisfied with calling this 
";f Hf<; <;REEN <:L'HE", but since you asked "which cube" it has to be more 
.1pecific in naming it. It has procedures for using substitute nouns (such as 
"one") and pronouns in answers to makt the discourse more natural. 

IY. Eta Oin: is lhere a large block behind a pyramid? 
SHRDLU: YES, THREE OF THEM: A LARGE RED ONE, A LARGE GREEN 

<:L"Bt: A~D THE Bl.LE ONE. 

20. Eta Oin: pul a small one onto lhe green cube which supports a 
pyramid. 

Dr. Tony Earrwig: "A small one" must contrast with your earlier phrase "a 
large block", so thi~ TTU'ans "a small block". 

SHRDLU: OK. 

21. Eta Oin: pul lhe linlesl pyramid on lop of il. 
Dr. Tony Earrwig: Words likt "littlest" are not in SHRDLU's dictionary but 

are interpreted from the root forms likt "little". SH RDLU compares the 
sizes of all the pyramids to carry out the action. 

SHRDLU: OK. 

22. Eta Oin: how many lhings are on lop of green cubes? 
SHRDLU: I'M NOT SlJRE WHAT YOL" MEAN BY "ON TOP OF'" IN THE 

PHRASE "ON TOP OF GREE1' CTBEs·· 
DO YOL: MEAN 
1-DIRt:CTl.Y ON THE Sl"RFACE 
2-ANYWHERE ON TOP OF IT; 

Dr. Tony Earrwig: In the previous sentence, the phrase "on top of" was 
interpr,ted without trouble because the context made it dear what was 
TTU'ant. In thi~ one, the heuri~tics for disambiguation do not come up with a 
cwarcut definition, so SHRDLU had to ask you for more information. The 
paraphra.~es were incfud,d with the dictionary definitions of "on". A request 
lik, thi1· can also occur when the meaning of a pronoun such as "it" or 
"they" is unckar. 

23. Eta Oin: had you louched any pyramid before you pul lhe green one 
on lhe linle cube? 

SHRDLU: YES. THE GREEN ONE. 

Dr. Ton_v Earrwig: SHRDLU deduces from its memory what event is being 
r,f,rr,d to, and can relate other events to it in time. The analysis includes 
complex tenses of verb groups, and there are special facilities for keeping 
track of th, t•arious form~ <j irregulnr verbs likt "have". 

24. Eta Oin: when did you pick il up? 
SHRDLU: WHILE I WAS STACKING VP THE RED CL:BE. A LARGE RED 

BLOCK AND A LARC;E GREEN ONE. 

Dr. Ton_v Earrwig: A timt' is described by naming the main goal which was 
b,ing worked on. 

25. Eta Oin: why? 



Dr. Ton.v Earrwig: SHRDLl' rememben immediate[_" pre1•111w vntence., to 

undn1tand question.1 like thi.1 and the follm1•ing one'-

SHRDLU: TO c;n RID OF IT. 

Dr. Tony Earrwig: B_v keeping track o/selecud part.1 of the 11rig1Tui/ 1"bgo11l 

tree, SHRDLU ha.1 some undentm1ding o/ it.1 111n1 moti1°e.1. 

26. Eta Din: why did you do lhat? 
SHRDLU: TO c:1.£ . .\:'\ oH nu. RF.n n·BF .. 

Dr. Tony Earrwig: ''That" refer.1 to the action mentioned in .\HRDU ".1 /mt 

answer. 

27. Eta Din: why did p>u clear off lhal cube? 

Dr. Tony Earrwig: Here, "that" meam the one just re/erred to. 

SHRDLU: TO Pl'T IT ON A L..\Rc;F. c;RF.F.:'I: C:t'BF. 

28. Eta Din: why did you do lhat? 
SHRDLU: TO STACK l"P THF. RF.D C:t'BF.. :\ 1.ARGF. RED Bl.OC:K. AND A 

LARGE c;REE:'\ CTBE. 

29. Eta Din: why did you do lhat? 

SHRDLU: BEC:ACSE YOl" ASKED MF. TO. 

Dr. Tony Earrwig: SHRDLU remembers what it did, not how the request wa.1 

worded. 

30. Eta Din: how did you do il? 

Dr. Tony Earrwig: "It" re/en lo the action mentioned in the la.11 question, 

rather than the answer. 

SHRDLU: BY Pl:TTINc; A 1.ARGE RF.D BLOCK ON THE TABLE; THEN 

LETT1M; c;o OF IT; THEN PUTTINC; A l.ARca: GRHN CUBE ON IT; 

THEN LETTING c;o OF THAT C:l'BE; THEN PUrnNc; THE RED c:t:BF. 

ON THAT CL"BE; THEN LETTING c;o OF THAT CUBF. 

Dr. Tony Earrwig: This is a tbscription of the top-level subgoal1 used lo 

achieve the goal. 

31. Eta Din: how many objecls did you louch while you were doing il? 

Dr. Tony Earrwig: Time references can refer to a time span, u1ing words like 

"while". 

SHRDLU: FOUR OF THEM. 

32. Eta Din: whal did lhe red cube support before you slarled lo clean it 

off? 
SHRDLU: THE GREEN PYRAMID. 

Dr. Tony Earrwig: By remembering what has been moved, it is possible to 

deduce things about earlier states of the scene. You can use comp/,ex nestings 

of clnuses like "be/ ore you started to cl£ an it off". 

33. Eta Din: lhere were five blocks lo lhe left of lhe box lhen. 

Dr. Tony Earrwig: ''Then" must refer to the time mentioned in the last 

sentence. 

SHRDLU: NO, ONLY FOUR OF THEM: THE RED CUBE, TWO I.ARC;E 

GREEN CUBES, AND A LARGE RED BLOCK. 

Dr. Tony Earrwig: Earlier in the dialogue, information about "owning" UJQ.I 

accepted at face value. But SH RD LU knows that it has compl,ete informa-

lion about the ba.1ic properties of objects, including location. It checks an_v 

1tatement1 about these to .1ee whether it agrees or disagrees. 

:H. f.'ta Oin: pul the blue pyramid on the block in lhe box.· 

/Jr. Tony Earrwig: Thi.1 i.1 syntactically ambiguous, but is understood without 

ambiguity 1ince the paning corresponding to "put the blue pyramid which is 

on the block into the box" doe1 not make sense in the current scene, whereas 

"put the blue pyramid onto the block which is in the box" does. 

SHRDLU: OK. 

:E>. f.'ta Oi11: is there anylhing which is bigger lhan every pyramid bul is 

nol as wide as lhe lhing lhal supports il? 

Dr. Ton_v Earrwig: SHRDLU understands quantifiers such as "every", 

"any", ".1ome", etc., and structures such as "bigger than", "a.1 wide as", etc .. 

Here "it" refer.1 lo a noun group within the same sentence but two levels up 

in the parsing tree. 

SHRDLU: YF.S, THF. Bl.LE BLOCK 

:~fl. Eta Oin: does a sleeple 
SHRDl.U: SORRY. I DONT KNOW THE WORD "STEEPLE". 

Dr. Tony Earrwig: SHRDLU interrupt.1 immediately whm it see.1 a word it 

doern't know. 

:n. f.'ta Oin: a "steeple" is a Slack which contains lwo green cubes and a 

pyramid. 
Dr. Tony Earrwig: The quote marks indicate that you are de.fining a new 

word. The definition is added to SHRDLU\ dictionary in a form compati

ble with all the word.1 it already knows. 

SHRDLU: I l'NDERSTAND 

:~8. Eta Oin: are lhere any steeples now? 

SHRDLU: NO. 

Dr. Tony Earrwig: The llew deji 11ition i.1 u1ed a.\ a de.1cription to recognize 

steeples. 

'.~9. Eta Oin: build one. 
SHRDLU: OK. 

Dr. Tony Earrwig: The description given in the definition is enough to deduce 

a plan for building lleu• object1 as well a.1 recognizing them. The word 

"one" means "a .1teeple", and the plan is carried out. First, one of the large 

greni cubes is cleared off by removing the red cube and two pyramids. Then 

the two green rnbe.1 and the tall red pyramid are stacked up to fit the 

description. 

40. Eta Dill: call lhe biggest block "superblock". 

SH RDLU: OK. 

Dr. Ton_v Earrwig: You ca11 ~Lio give object1 names. 

41. Eta Dill: ha\'e you picked up superblock since we began? 

SHRDLU: YF.s. 

42. Eta Di11: why did you drop il? 

~Q9 

SHRDLL': BY "'IT''. I ASSU,fE Yot· MEAN THE Sl'PERBLOCK. I CAN'T EX

PL\I:\ :\ :'1:0:'\-F.XISff:'\T E\'E:'\T. 

SHRDLU. Tov of Man's Desiminl! 
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Dr. Tony Earrwig: There i~ no ruord iri SHRDLU's mt'mory· 11/ <"'.\' block 
being dropptd. The answer rotltines hrwe .~puial checks /or tJw h'pe of 
"loaded qtustion" which pre.mppo.~es thirigs U'hil'h <1rn1't tnu. 

43. Eta Oin: is lhere anylhing lo lhe righl of lhe red pyramid? 
SHRDLU: YES, FOl'R THI~c;s: THF BOX. Hff RFD <TBF. IHF Bl l'F 

PYRAMID A~D THE BLOCK :'l::UfED SU'FRBl.OCK 

Dr. Tony Earrwig: On((' an object ha~ a riame, the riame ;,, 1t.1ed to help 
identify it in mpon.~e.~. 

44. Eta Oin: lhank you. 
SHRDLU: YOl'"RE WEI.COME'. 

Dr. Tony Earrwig: SHRDLU's gramrrun i.1 t1•rittn1 a.1 a procedure, U'hil'h 
gives SHRDLU the capability to rnrry· out special sort.1 of par.11r1K for 
idioms. 
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CHAPTER XVIII 

Artificial Intelligence: 
Retrospects 

Turing 

Is 1950, ALAS Tl'RISG wrote a 
most prophelic and pro\'ocative 
article on Artificial Intelligence. It 
was entitled "Computing Machin
ery and Intelligence" and ap
peared in the journal Mind. 1 I will 
say some things about that article 
but I would like to precede the~ 
with some remarks about Turing 
the man. 

Alan Mathison Turing was 
born in London in 1912. He was a 
child full of curiosity and humor. 
Gifted in mathematics, he went to 
Cambridge where his interesls in 
machinery and mathematical 
logic cross-fertilized and resulted 
in his famous paper on "comput
able numbers", in which he in
vented the theory of Turing 
machines and demonstrated the 
unsolvability of the halting prob
lem; it was published in 1937. In 
the 1940's, his interests lurned 
from the theory of computing 
machines lo the actual building of 
real computers. He was a major 
figure in the develop~ent of 
computers in Britain, and a 
staunch defender of Anificial In-

FIGL'RE l 13. · Afan Turing, after a suc
ce.1.iful rare (Ma)', 1950). [From Sara Tur
i11g, Alan M. Turing (Cambridge, l'. K.: 
W. Heffer & Som, 1959!.] 

lelligence ~·hen il firsl came under attack. One of his hesl friends was l>a\'id 
Champerno~·ne (who later ~·orked 011 computer composili~>n of musid. 
Champerno~·ne and Turing were both a\·id chess ph1wrs and in\'ented 
"round-lhe-house" chess: after your mo\·e. run <iround the house-if n>u 
get back before your opponent has mm·ed, you're entitled to another nH.>\'e. 
More seriously, Turing and Champernowne in\'ented the first d1ess
playing program, called "Turochamp". Turing died young. at 41-appar
ently of an accident with chemicals. Or some say suicide. His mother, Sara 
Turing, wrote his biography. From the people she quotes. one gets tht• 
sense that Turing was highly unconventional, e\'en gauche in some wa\'s, 
but so honest and decent that he was vulnerable to the world. He lo\'~·d 
games, chess, children, and bike riding; he was a strong long-distance 
runner. As a student at Cambridge, he bought himself a senmd-hand \'iolin 
and laught himself to play. Though not \'ery musical. he derived a great 
deal of enjoyment from it. He was somewhat effentric, gi\'en to great bursts 
of energy in the oddest directions. One area he explored was the prohlem 
of morphogenesis in biology. According to his mother, Turing "had a 
panicular fondness for the Pickwick Papers", bul "poetry, with lhe exception 
of Shakespeare's, meant nothing to him." Alan Turing was one of the true 
pioneers in the field of computer science. 

The Turing Test 

Turing's article begins with the sentence: "I propose to consider the ques
tion 'Can machines think?'" Since, as he points oul, lhese are loaded lerms, 
il is obvious that we should search for an operalional way to approach the 
queslion. This, he suggesls, is contained in whal he calls lhe "imilation 
game"; it is nowadays known as lhe Turing test. Turing introduces it as 
follows: 

It is played with three people: a man (A). a woman (8), and an interroga10r 
(C) who may be of either sex. The interrogator stays in a room apart from the 
other two. The object of the game for the interrogator is to determine which 
of the other two is the man and which is the woman. He knows them by lahels 
X and Y, and at the end of the game he says either "Xis A and Y is 8" or "Xis 
8 and Y is A". The interrogator is allowed to put questions to A and 8 thus: 
C: Will X please tell me the length of his or her hair? 
Now suppose X is actually A. then A must answer. It is A's object in the game 
to try to cause C to make the wrong identification. His answer might therefore 
be 
"My hair is shingled, and the longest strands are about nine inches long." 
In order that tones of voice may ~ot help the interrogator the answers should 
be written, or better still, typewritten. The ideal arrangement is to have a 
teleprinter communicating between the two rooms. Alternatively the ques
tions and answers can be repeated by an intermediary. The object of the game 
for the third player (8) is to help the interrogator. The best strategy for her is 
probably to give truthful answers. She can add such things as "I am the 
woman, don't listen to him!" to her anrn·ers, but it will avail nothing as the 
man can make similar remarks. 
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We now ask the question, "What will happen when a machine takes the part of 
~in this g~me?". Will the interrogator decide wrongly as often when the game 
is played hke this as he does when the game is played between a man and a 
woman? These questions replace our original, "C,an machines think?"2 

After having spdled out the nature of his test, Turing goes on to make 
some commentaries on it, which, given the year he was writing in, are quite 
sophisticated. To begin with, he gives a short hypothetical dialogue be
tween interrogator and interrogatee: 3 

Q: Please write me a sonnet on the subject of the Forth Bridge (a bridge 
over the Firth of Forth, in Scotland). 

A: Count me out on this one. I never could write poetry. 
Q: Add 34957 to 70764. 
A: (Pause about 30 seconds and then give as answer) 105621. 
Q: Do you play chess? 
A: Yes. 
Q: I have Kat my KI. and no other pieces. You have only Kat K6 and Rat 

RI. It is your move. What do you play? 
A: (After a pause of 15 seconds) R-R8 mate. 

Few readers notice that in the arithmecic problem, not only is there an 
inordinately long delay, but moreover, the answer given is wrong! This 
would be easy to account for if the respondent were a human: a mere 
calculational error. But if the respondent were a machine, a variety of 
explanations are possible. Here are some: 

(I) a run-time error on the hardware level (i.e., an irreproduci
ble fluke); 

(2) an unintentional hardware (or programming) error which 
(reproducibly) causes arithmetical mistakes; 

(3) a ploy deliberately inserted by the machine's programmer (or 
builder) to introduce occasional arithmetical mistakes, so as 
to trick interrogators; 

(4) an unanticipated epiphenomenon: the program has a hard 
time thinking abstractly, and simply made "an honest mis
take", which it might not make the next time around; 

(5) a joke on the part of the machine itself, deliberately teasing 
its interrogator. 

Reflection on what Turing might have meant by this subtle touch opens up 
just about all the major philosophical issues connected with Artificial Intel
ligence. 

Turing goes on to point out that 

The new. problem ha~ the advantage of drawing a fairly sharp line between 
the physical and the intellectual capacities of a man .... We do not wish to 
penal~ze the machine f?r it.s inability to shine in beauty competitions, nor to 
penalize a man for losing in a race against an airplane. 4 

One of the pleasures of the article is to see how far Turing traced out each 

line of thought, usually turning up a seeming contradiction at some stage 
and, by refining his concepts, resolving it at a dee~r level of analysis. 
Because of this depth of penetration into the issun, chr anicle still shines 
after nearly thirty years of tremendous progress in compucrr dC"Vc.-lopmem 
and intensive work in Al. In the following shore excerpt you can ~e some 
of this rich back-and-forth working of ideas: 

The game may perhaps be criticized on the ground 1ha1 th<-"'"'' arr wnght
ed too heavily against the machine. If the man were to In to prnrnd lo ht· 1ht· 
machine he would dearly make a\ ery p1K1r §ho"-ing. Hr \\ould hr giwu aw av 
at once by slowness and inaccuracy in arithmetic Ma~· not mat·hinn t·arrv mu 
something which ought to be described as thinking hut whit·h is \en· dillt·rrnt 
from what a man does? This objection is a very strong one, hut al least we tall 
say that if, nevertheless, a machine can be rnnstrU<:ted 1_11 P_lav the iniita1io11 
game satisfactorily, we need not be troubled hy this ohJt'Ctlon. 

It might be urged that when playing the "imitation game" the best stratt·gy 
for the machine may possibly be something other than imitation of the 
behaviour of a man. This may be, but I think it is unlikely that there is ;my gn·at 
effect of this kind. In any case there is no intention lo investigate here the 
theory of the game, and it will be assumed that the ht·st strategy is lo try lo 
provide answers that would naturally be given by a man.~ 

Once the test has been proposed and discussed, Turing remarks: 

The original question "tan machines think?" .I believe lo be too meaningles~ 
to deserve discussion. Nevertheless, I believe that at the end of the century the 
use of words and general educated opinion will have altered so much that one 
will be able to speak of machines thinking without expecting to he rnn
tradicted.6 

Turing Anticipates Objections 

Aware of the storm of opposition that would undoubtedly greet this opin
ion, he then proceeds to pick apart, concisely and with wry humor, a series 
of objections to the notion that machines could think. Below I list the nine 
types of objections he counters, using his own descriptions of them. 7 Un
fortunately there is not space to reproduce the humorous and ingenious 
responses he formulated. You may enjoy pondering the objections your
self, and figuring out your own responses. 

(I) The Theological Objection. Thinking is a function of man's immortal soul. 
God has given an immortal soul to every man and woman,_ but not to.any 
other animal or to machines. Hence no animal or machine l:an think. 

(2) The "Heads in the Sand" Objection. The consequences of machines thinking 
would be too dreadful. Let us hope and believe that they cannot do so. 

(3) The Mathematical Objection. [This is essentially the Lucas argument.] 
(4) The Argument from Consciousness. "Not until a machine can write a sonnet 

or compose a concerto because of thoughts and etnoti~ns felt, and n~t by 
the chance fall of symbols, could we agree that machine equals bra1?
that is, not only write it but know that it had written it. No mechanism 



could f~I (and not merely artificially signal, an easy contrivance) plea
sure at It~ successes, ~rief when its val\'es fuse, be warmed by flattery. be 

made m1serabl~ by its mistakes, be charmed by sex, be angry or de
pres.sed when 11 cannot get what it wants." [A quote from a certain 
Professor Jefferson.] 

Turing i.s quite co.ncerned that he should answer this serious objection in 

full detail. Accordmgly, he devotes quite a bit of space to his answer, and in 

it he offers another short hypothetical dialogue: 8 

Interrogator: In the first line of your sonnet which reads "Shall I compare 
thee to a summer's day", would not "a spring day" do as well or belier? 

Witness: It wouldn't scan. 
ln~errogator: How about "a winter's day"? That would scan all right. 
Witness: Yes, but nobody wants to be compared to a winter's day. 
ln~errogator: Would you say Mr. Pickwick reminded you of Christmas? 
Witness: In a way. 
Interrogator: Yet Christmas is a winter's day, and I do not think Mr. Pickwick 

would mind the comparison. 
Witness: I don't think you're serious. By a winter's day one means a typical 

winter's day, rather than a special one like Christmas. · 

After this dia~o.gue, Tur.ing asks, "What would Professor Jefferson say if 

the sonnet-wr11mg machine was able lo answer like this in the viva voce~" 
Further objections; 

(5) Arguml'nt~ from Various Disabilitws. These arguments take the form. "I 
grant you that you can make machines do all the things that you have 
nlt'ntioned but you will never be able to make one to do X." Numerous 
features X are suggested in this connertion. I offer a selection: 
Be kind, resourceful, beautiful, friendly, ha\'e initiative, ha\'e a sense of 
Imm.or, tell right from wrong, make mistake~. fall in love, enjoy straw
berries and cream, make someone fall in love with it, learn from experi
e1Ke, u~e W<~rds properl.y, be the subject of its own thought, have as 
much d1vers11y of behanour as a man, do something really new. 

(6) Lady L?velace's .Objection. Our most detailed information of Babbage's 
Anal\'llcal Engine comes from a memoir by Lady Lovelace. In it she 
states, "The Analytical Engine has no pretensions to originate anything. It 
<.Ill do wlwtever we know how to order it to perform" (her italics). 

(i) Argu'!'nll from C?ntinuity in the Neroous System. The nervous system is 
<·ertainly not a discrete state machine. A small error in the information 
ahout !~~.size of a nervo~s impulse impinging on a neuron may make a 
large d11fer~net" to the size of the outgoir.g impulse. It may be argued 
that, this bt>mg so, one cannot expect to be able to mimic the behaviour 
of the nervous system with a discrete stace system. 

(8) Th.e A.~gi1ml'ntfrom Informality of Behaviour. It seems to'run something1ike 
this. II ea~h .. man had a definite set of rules of conduct by which he 
regulated his :'.fe he would be no better than a machine. But there are no 
stKh rules, so men cannot be machines." 

(ll) The Argu_mnit fr~m Extra-Sensory Perception. Let us play the imitation 
g~1~1e, using as wuness~s a man who is good as a telepathic receiver, and a 
digital computer. The interrogator can ask such questions as "What suit 
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does the card in m\· righ1 hand belong 10?" Tiu· man II\ tdepatln or 
clairvoyan<·e gi\'es the right answer 130 times out of 400 ,·,mis. l'ltt' 

machine can only guess at random. and perhaps gt•I 104 right. Ml tilt' 
interrogator makes the right identili<·ation. 

As you can see, many of the objections overlap and are related to each 

other. I have attempted in this book to answer most of them in some wa~· ot 

other, usually far less concisely than Turing did. 

Objection (9) I find remarkable. I have seen the Turing paper re

printed in a book-but with objection (9) omitted-which I find equally 

remarkable. My own point of view-contrary to Turing's-is that ESP does 

not exist. Turing was reluctant to accept the idea that ESP is real, but did so 

nonetheless, being compelled by his outstanding scientifil· integrity to <K

cept the consequences of what he viewed as powerful statistical evidenre in 

favor of ESP. I disagree, though I consider it an exreedingly rnmplex and 

fascinating question. 

"Parry Encounters the Doctor" 

In the Dialogue preceding this Chapter, you have seen an authentir t'X

rhange between a computer program and a human. Now there have bl'l'll 

many programs with less ability lo "rnnverse" than SHRDLU. Two rathn 

famous ones are "Doctor", created by Joseph Weizenbaum, and "Parry", 

created by Kenneth Colby. The former is supposed to simulate a psyd1ia

trist using "nondirective therapy'', the latter to simulate the belief structurt' 

of a paranoid. An amusing head-on rollision between the two programs 

was arranged over a computer network, and the following is a short excerpt 

from the full lranscript: 9 

Parry: I do11'1 underslan<l your moli\'es. 
Doctor: Why do11"1 you understand my mo1ivcs? 
Parry: Shouldn '1 I be? 
Doctor: Why do you sa\· 1ha1 jusl now? 
Parry: That's just the way i1 is. 
Doctor: Suppose that's just the way it were not. 
Parry: So? 
Doctor: I am nol sure I understand you fully. 
Parry: You harp on the same questions too much. 
Doctor: What does thal similari1y suggest to you? 
Parry: I don't get you. 
Doctor: Do you wish that you did get I? 
Parry: It's about time you showed some interest in my feelings. 
Doctor: Oh? I showed some interest in your feelings? 

These programs, of course, were made to talk to humans, so they are 

shown up rather poorly here, pitted against each other. Mostly they rely on 

shrewd guesses as lo the nature of the input (which they analyze quite 

shallowly) and spit back canned answers that have been carefully selected 

from a large repertoire. The answer may be only partially canned: for 

example, a template with blanks that can be filled in. It is assumed that their 
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human partners will read much more into what they say than is actually 
underlying it. And in fact, according to Weizenbaum, in his book Computn 
l'ou•rr and Human Rea.1on, just that happens. He writes: 

Fl.IZ:\ [the program from whid1 DcKtor was made] created the most re-
111;111..ahlt· illu,ion of ha\'ing under~lood in the minds of the many people who 
1011H.'1,e1l with it. ... They would often demand to be permitted to con\'erse 
with the ~y,tt·m in pri\'att•, and would, after con\'ersing with it for a time, 
i11,i,1, in ,pitt' of my explanations. that the mal·hine really undero;tood them. 10 

Civcn the abo\'e excerpt, you may find this incredible. Incredible, but true. 
Wei1enbaum has an explanation: 

:\lo~t 111t•11 don't understand t·omputers to e\'en the slightest degree. So, unless 
thl'\ arl· capahle of \'ery great skepticism (1he kind we bring to bear while 
watd1i11g a stage magidan), they can explain the computer's intellectual feats 
011ly h\' hringing to hear the single analogy a\'ailable to them, that is. their 
111c~lel.of their own capac·ity to think. :'lio wonder, then, that they o\'ershoot 
tht· mark; it is truly impossible to imagine a human who could imitate ELIZA. 
lor t·xa111plt» hut for whom ELIZA's language abilities were his limit. 11 

Whid1 amounts to an admission that thi~ kind of program is based on a 
shrewd mixture of bravado and bluffing, taking advantage of people's 
!{Ullihility. 

In Ii!{ ht of this weird "ELIZA-effeo'', some people have suggested that 
the Turin!{ test needs revision, since people can apparently be fooled by 
simplistic gimmickry. It has been suggested that the interrogator should he 
a Nobel Prize-winning scientist. It might be more advisable to turn the 
Turing test hn its head, and insist that the interrogator should be another 
compmn. Or perhaps there should he two interrogators-a human and a 
n1mputer-and one witness, and the two interrogators should try to figure 
olll whether the witness is a human or a computer. 

In a more serious vein, I personally feel that the Turing test, as 
originally proposed, is ttuite reasonable. As for the people who Weizen
baum daims were sucked in by ELIZA, they were not urged to be skeptical, 
or to use all their wits in trying to determine if the "person" typing to them 
wnt> human or not. I think that Turing's insight into this issue was sound, 
and that the Turing test, essentially unmodified, will survive. 

A Brief History of Al 

I would like in the next few· pages to present the story, perhaps from an 
1tn<1rthodox point of view, of some of the efforts at unraveling the al
gorithms behind intelligence; there have been failures and setbacks and 
tht>re will continue to he. Nonetheless, we are learning a great deal, and it is 
an exciting period. 

Ever since Pascal and Leibniz, people have dreamt of machines that 
n1uld perform intellectual tasks. In the nineteenth century, Boole and De 
\lorgan de\'ised "law·s of thought"-essentially the Propositional 
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Calculus-and thus look the first step towards :\I software: also Chotrles 
Babbage designed the first "calculating engine"-tlw prt>l·ursor to tht• 
hardware of computers and henct> of :\I. One could define .:\I as n11ning 
into existence at the moment when med1anil·;il devil·l's took over .Ill\ 1;1sk~ 
previouslv performable only h\' human minds. It is hard to look hal·k and 
11nagine the feelings of those who first saw tootlwd wheels performing 
additions and multiplications tif large tlltmhers. Perhaps thev experiettn•d 
.t sense of awe.at seeing "thoughts" How in their ,·en phvsi<·al hanlwan'. In 
au\' case, we do know that nearlv a centurv latet. when the first dt•ctronic· 
tom puters were n>nstructed, their inventors did experietKe an awesome 
and mystical sense of being in the presence of another kind of "1hinki11g 
being''. To what extent real thought was taking place w;1s a soun-e of m11d1 
puzzlement; and e\·en now, se,·eral decades later. the tt1testion remains a 
great soun-e of stimulation and vit riolics. 

It is interesting that nowadavs, pranic;1lly no one feels that sense of 
;t\,·e any longer-even when computers perform operations that are inned
ihl\· more sophistil·ated than those which sent thrills down spines in the 
carlv da~·s. The once-exciting phrase "Giant Electronic Brain" remains only 
.1~ a sort of "Gimp" diche. a ridiculous ve~tige of tht> era of Flash Gordon 
<11ul Buck Rogers. It is a hit sad that we become hlase so ttuickly. 

There is a related "Theorem" about progress in Al: once some mental 
function is programmed, people soon <Tast> lo ronsider it as an essential 
ingredient of "real thinking". The ind unable n1re of intt'lligetKe is always 
in that next thing whid1 hasn't yet been programmed. This "Theorem" was 
first proposed to me by Larry Tesler, so I call it Te.1/er\ Theorem: "Al is 
whate\'er hasn't been done yet." 

A seleni,·e o\'erview of Al is furnished below. It shhws se\'eral domains 
in which workers have conl·cmrated their efforts, each one st>eming in its 
own way to require the quintessenre of intelligence. With some of the 
domains I ha,·e induded a breakdown acn1rding to methods employed, or 
more specific areas of conl·entration. 

mechanical translation 
direct (dil'lionary look-up with some word rearrangement) 
indirel·t (\'ia some intermediary internal language) 

game playing 
chess 

with brute force look-ahead 
with heuristically pruned look-ahead 
with no look-ahead 

checkers 
go 
kalah 
bridge (bidding; plaring) 
poker 
variations on tic-tac-toe 

etc. 
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pro\'ing theorems in various parts of mathematics 
wmbolic logic 
. "resolution" theorem-proving 

elementary geometry 

symbolic manipulation of mathematical expressions 
symbolic integration 
algebraic simplification 
summation of infinite series 

,·ision 
printed matter: 

recognition of individual hand-printed characters drawn 
from a small class (e.g., numerals) 

reading text in variable fonts 
reading passages in handwriting 
reading Chinese or Japanese printed characters 
reading Chinese or Japanese handwritten characters 

pictorial: 

hearing 

locating prespecified objects in photographs 
decomposition of a scene into separate objects 
identification of separate objects in a scene 
i·erngnition of objects portrayed in sketches by people 
recognition of human faces 

t1nderstanding spoken words drawn from a limited W>Cabu
la rv (e.g .. names of the ten digits) 

t1nderstanding continuous speech in fixed domains 
finding boundaries between phonemes 
identifving phonemes 
finding boundaries between morphemes 
identifying morphemes 
putting together whole words and sentences 

t1nderstanding natural languages 
answering questions in specific domains 
parsing complex sentences 
making paraphrases of longer pieces (>f text 
using knowledge of the real world in order to understand 

passages 
resolving ambiguous references 

producing natural language 
abstract poetrv (e.g .. haiku) 
random sentences, paragraphs, or longer pieces of text 
produring output from internal representation of knowledge 

Artificial lntellilzence: Retrospects 

creating original thoughts or works of ,irt 
poetry writing (haiku) 
stor\' writing 
computer art 
musical composition 

atonal 
tonal 

analogictl thinking 
geometrical shapes ("intelligence tests") 
constructing ;noofs in one domain of mathematics hasl·d on 

those in a related domain 

learning 
adjustment of parameters 
concept formation 

Mechanical Translation 

Manv of the preceding topics will not he touched upon in mv selective 
disct1ssion be low. hut the list wou lcl not he acn1 Lilt' wit hmll them. The first 
few topics are listed in historical order. In ead1 of them, earlv efforts frll 
short of expectations. For example, the pitfalls in mechanical translation 
c<tme as a great st1rprise to mam· who had thought it was a nearly 
straightforward task. whose perfrnion, to he sure, wot1lcl he ardt1ot1s, hut 
whose basic implementation shot1ld be easy. As it turn.s out, translation i.s 
far more complex than nwre dictionary look-up and word rearranging. 
'.\:or is the diffict1lty caused hy a lack of knowledge of idiomatic phrases. 
The fact is that translation in\'ol\'es having a mental model of the world 
being discussed, and manipt1lating symbols in that model. A program 
which makes no use of a model of the world as it reads the passage will soon 
get hopelesslv bogged down in ambiguities and multiple meanings. Even 
people-who ha\'e a huge ad\'antage over computers, for they come folly 
equipped with an understanding of the world-when given a pien.· of text 
and a dictionary of a language they do not know, find it next to impossihle 
to translate the text into their own language. Thus-and it is not surprising 
in retrospect-the first problem of A I led immediately lo the issues at the 
heart of AI. 

Computer Chess 

Computer chess, loo, proved l'> he much more difficult than the early 
intuitive estimates had suggested. Here again it turns out that the wav 
humans represent a chess situation in their minds is far more n1mplex than 
just knowing which piece is on which square, coupled with knowledge of 
the rules of chess. It invokes perceiving configurations of several related 
pieces, as well as knowledge ofheuri1tio, or rules of thumb, whirh pertain to 
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Sil< h higher-level ch~nks. Even though heuristic rules are not rigorous in 
th~· way that the offioal rules are, they provide shortcut insights into what is 
gomg on Oil l he board, which knowledge of the official rules does not. This 
11111< h "'"" reco~nized from the start; it was simply underestimated how 
~arg<' a role the mt~itive, chunked understanding of the chess world plan 
Ill h1~111a11 chess skill. It was predicted that a program having some bas.ic 
ht·unslln •. <·'.1upled with the blinding speed and accuracy of a computer 10 
look ·~head m the game and analyze each possible move, would easily beat 
101~-thght human playe~s-a prediction which, e\'en after twenty-fi\'e years 
ot 111teme work by various people, still is far from being realized. 

. People are nowad~ys tackling the chess ~roblem from various angles. 
O~lt' ot the most novel mv~>lves the hypothe~1s that looking ahead is a silly 
thmg to do. One should instead merely look at what is on the board at 
prt:sellt, and, using some heuristics, generate a plan, and then find a move 
wh1d1 advan<'e_s that particular plan. Of course, rules for the formulation of 
~~hess pla1~.' will_ necess_arily invol\'e heuristics which are. in some sense. 
flattened \'ers10ns of looking ahead. That is, the equi\'alent of man . 

g.1111es. experiellce of looking ahead is "squeezed" into another form whic~ 
''.stt:usihly <~oesn''.. involve l~oking ahead. In some sense this is a game of 
\\01 ds. But if the flattened knowledge gives answers more efficientl than 
tl.1e <1<"~:1al lo.ok-ahead--e\'~n i.f it occasionally misleads- then som:thing 
h'.1: hn ". ga1.lled. N <~w. this kmd. of ~istillation of knowledge into more 
h1ghl>_ us,1hk form~ 1s Jllst what 111telhgence excels at-so look-ahead-less 
d1ess Is probably a fruitful line of research to push Parti I I · · · . 11 I . . . . . ". · · cu ar y mtngumg 
\\Oil < >c t.o devise a ~rogram whtch Itself could convert knowledge gained 
ftom lookmg ahead 11110 "flattened" rules-but that is an immense task. 

Samuel's Checker Program 

As a.matter of fa<·t, slld1 a method was de,·eloped by Arthur Samuel in his 
adnmahlc dte<'ker-playing program. Samuel's trick was to use both dynamic 
0°0.k.-ahe:i~I) alld 1~rlflr (llo-lo<'.k-ahead) ways of e\'aluating any gi\'en board 
pos1tioi1. I he. ~tatK method 111\'0l\'ed a simple mathematical function of 
several qualllllles d1aracteri1ing any board position, and thus could be 
cakulate~ practically instantaneously, whereas the dynamic evaluation 
method 111volved creating a "tree" of possible future moves. responses to 
them, rt:sponses lo therespollses, and so forth (as was shown in Fig. 38). In 
the stat11· e\"alllallon function there were some parameters which could 
':''.':'.; the el led ot .' arvillg t~em was to provide a set of different possible 
H 1 sio11s ot the stall<" e\"aluallon t unction. Samuel's strategy was to select, in 
•111 t'\ olull.onar, wav. heller and better \'alues of those parameters. 

Hen· s how tl11s w·1s d<>11e· · ·h · · h 
. . .· . . . · '· · ~<ll lime lime t e program evaluated a 

ho,ud position, ll did so both .stallcally and dynamically. The answer gotten 
In lookmg ahead-let us call n D-was used in determining the mo\'e to be 
m.idt'. ·'he purpose ot S, the static e\"aluation, was trickier: on each move 
the \anahle parameters were rcadi"usted slightlv so that s · d D' . · , . approx11nate 
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as arnnateh· as possible. The effect was to partialh· encodt· ill tht· \alut•s of 
the static nalution\ parameters the knowledge gained h,·. dn1a111icalh 
searrhing the tree. In short. the idea was lo "Hatten" the complex d\"11.1111i1 
e\·aluation method into the rnurh simpler and more efticiellt static e\";1lu.1-
tion function. 

There is a rather llice recursive effen here. The point is that tlw 
d_vnami.r e\aluation of an\· single board position in\'olves looking ahead ;1 
finite number of mo\·es-sa\" seven. ;-..;ow each of the scads of hoard posi
tions which might turn up se\'ell turns down the road has to he itself 
e\'aluated somehow as well. But when the program e\'aluates these posi
tions. it certainh· cannot look another se\'en moves ahead. lest it ha\'e to 
look fourteen position<; ahead, then twenty-one, etc, etc-au i11tillite re
gress. Instead, it relies on stat1r e\"aluations of positiolls se\'ell mon·s ahead. 
Therefore, in Sanrnel"s -;cheme. an illtricate sort of feedback takes plan-. 
wherein the program is constant!\· tr\"i11g to "Hatten" look-ahead eva1uatio11 
into a simpler static recipe; and this re<·ipe in turn plays a ke\" role i11 the 
dynamic look-ahead naluatio11. Thus the two are intimately linked to
gether. and each benefits from impro\'ements i11 the other in a renirsive 
wa\". 

The Incl of play of the Samuel checkers program is extremely high: of 
the order of the top human plawrs in the world. If this is so, why not apply 
the same techniques t<i dlt'ss? An inter11afional committee, convened in 
1961 to study the feasibility of computer chess, i11duding the Dutch I llter
national Grandmaster and mathematician Max Euwe, came to the bleak 
conclusion that the Samuel technique would be approxi1T1ately one million 
times as difficult to implement in chess as i11 d1eckers, and that seems to 
dose the hook on that. 

The extraordinarily great skill of the checkers program cannot be 
taken as saying "intelligence has been achieved"; yet it should not be 
minimized. either. It is a combination of insights into what checkers is, how 
to think about checkers, and how to program. Some people might feel that 
all it shows is Samuel's own checkers ability. But this is not true, for at least 
two reasons. One is that skillful game players choose their moves according 
to mental processes which they do not fully understand-they use their 
intuitions. ~ow there is no known way that anyone can bring to light all of 
his own intuitions; the best one can do via introspection is to use "feeling" 
or "meta-intuition"-an intuition about one's intuitions-as a guide, and 
trv to describe what one thinks one's intuitions are all about. But this will 
o~ly giw a rough approximation to the true complexity of intuitive 
methods. Hence it is virtually certain that Samuel has not mirrored his own 
personal methods of play in hi; program. The other reason that Samuel's 
program's play should not be confused with Samuel's own play is that 
Samuel does not play checkers as well as his program-it beats him. This is 
not a paradox at all-no more than is the fact that a computer which has 
been programmed to calculate rr can outrace its programmer in spewing 
forth digits of rr. 



When Is a Program Original? 

Thi, i"ue of a program outdoing its programmer is connected with the 
qut·,tion of "originality" in Al. What if an Al program comes up with an 
idea, or a line of play in a game, which its programmer has never 
t•ntertained-who should get the credit? There are various interesting 
instances of this having happened, some on a fairly trivial level, some on a 
rather deep le\'el. One of the more famous involved a program to find 
proofs of theorems in elementary Euclidean geometry, written by E. 
< ;eternter. One day the program came up with a sparklingly ingenious 
proof of one of the basic theorems of geometry-the so-called "pons 
asinorum", or "bridge of asses". 

This theorem states that the base angles of an isosceles triangle are 
equal. Its standard proof requires constructing an altitude which divides 
the triangle into symmetrical halves. The elegant method found by the 
program (see Fig. 114) used no construction lines. Instead, it considered 

A FIGURE 114. Pon.1 A.1inorum Proof 
(found by Pappus [-300 A.D.] and 
Gele1 nirr\ program [ -1960 A.D. ]). Prob
lem: To .1how that the brue angle.1 of an 
iso.1cele.1 triangle are equal. Solution: A.1 the 
triangle i.1 i.101cele1, AP and AP' are of 
equal length. Therefore triangle.1 PAP' and 
P'AP are congrnent (side-side-side). Thi.1 
implie.1 that corresponding angle.1 ore equal. 
In particular, the two ba.1e a11g/e.1 are equal. 

the triangle and its mirror image as two different triangles. Then, ha\'ing 
proved them congruent, it pointed out that the two base angles matched 
each other in this congruence-QED. 

This gem of a proof delighted the program's creator and others; some 
saw e\·idence of genius in its performance. Not to take anything away from 
this feat. it happens that in A.D. 300 the geometer Pappus had actually 
found this proof, too. 1 n any case, the question remains: "Who g~ts the 
aedit?" Is this intelligent behavior? Or was the proof lying deeply hidden 
within the human (Gelernter), and did the computer merely bring it to the 
surface? This last question comes close to hitting the mark. We can turn it 
around: Was the prooflying deeply hidden in the program? Or was it close 
to the surface? That is, how easy is it to see why the program did_w_hat it 
did? Can the disco\'ery be attributed to some simple mechanism, or simple 
combination of mechanisms, in the program? Or was there a complex 
interartion which, if one heard it explained, would not diminish one's awe 
at its ha\·ing happened? 

It seems reasonable to say that if one can ascribe the performance to 
certain operations which are easily traced in the program, then in some 
sense the program was just revealing ideas which were in essence hidden
though not too deeplv-inside the programmer's own mind. Conversely. if 
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following the program does not sent' to t•nlightt'll otlt' as to '' IH this 
particula1 di5CO\en· popped out. then pnhaps ont• 'l10uld ht·gin to st'J>.1-
rate the program's "mind" from that of its pro~·ammt·r. Tlw·hllm<lll gt'l' 
credit for having im·ented the program, hut not for h;I\ ing had insick Im 
own head the ideas produced bv tlw program. In such cast·s. tht· hum.111 
can be referred to as the "meta-author"-tlw author of tht· .111tho1 ol tht• 
result, and the program as dw 1,just plain) author. 

In the particular case of Gelernter <Ille! his gt·omt·tn mad1illt', whik 
Gelernter probably would not have redisnl\nt·d Pappm' proof, still tht· 
mechanisms which generated that proof were sufticienth dust· to tht· 
surface of the program that one hesitates to call the program <1 gt·omt·tt·r in 
its own right. If it had kept on astonishing peopk lw coming up with 
ingenious new proofs over and over again, each of which set·med lo ht· 
based on a fresh spark of genius rather than 011 somt· standard nwthod, 
then one would have nu qualms about calling the program a gt·omt•tt·.--hut 
this did not happen. 

Who Composes Computer Music? 

The distinction het\';een author and meta-author is sharply pointed up in 
the ·case of computer composition of music. There are various kvels of 
autonomy which a program mav seem to ha\'e in the art of composition. 
One le\'el is illustrated hy a piece whose "meta-author" was Max Mathews of 
Bell Laboratories. He fed in the scores of the two marches "When .Johnny 
Comes Marching Home" and "The British Grenadiers", and instrtll'lt'cl tlw 
computer to make a new score--one which starts out <is "Johnm·", hut 
slowly merges into "Grenadiers". Halfway through the piece, "Johnny" is 
totallv gone, and one hears "Grenadiers" hy itself ... Then the process is 
reversed, and the piece finishes with "Johnny", as it began. In Mathews' 
own words, this is 

... a nauseating mmiral expt'l'ience hut one not without inll·1·e'>I, partinil<irh· 
in the rhvthmir rnmTrsiom. "The Crenadie1·s" i., written ill 2/4 lime in the 
ke\· of F ·majoi-. "Joh nm" is written in 6/8 time in the kn of E minor. Thr 
change from 2/4 lo 6/8 time ran he 1 learh apprel'iated, yet would he 1p1ite 
difficult for a human mu.,icia11 to play. The nwdulation from the key o! F 
major to E minor, whid1inn>h·esa1 hange of two notes in the scale, is janing. 
and a smaller transition would u11do11h1edly have heen a heller 1 lwin-. 12 

The resulting piece has a somewhat droll quality to it, though in spots it is 
turgid and confused. 

Is the romputer n>mposing; Th~ question is hest unasked, hut i1 rannot he 
completely ignored. An answer is ditticult to pro\'ide. The algorithms are 
deterministic, simple, and understandahle. i\o complicated or hard-to
understand computations are inn>lved; no "learning" prograrrn, art· used: no 
random pn>ce.,ses occur; the machine functions in a perfectly med1aniral and 
straightforward manner-. However, the result is sequences of sound that are 
unplanned in fine detail b\ the romposer, e\·en though the m·er-all structure 
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of lht· 't'I lion i, 1 omple1elv and precisely specified. Thus the composer is 
of It'll "1rpri,ed. ;,nd ple<t'<tnlh surprised, at the details of the realization of 
hi' ide.". 'I•> 1hi, t•x1en1 onl\' i, 1he rompuler composing. We call the process 
;tlgo1 i1h111i1 10111po,i1io11, hu1 we immediately re-emphasize that 1he al
go1 i1h111' an· 1ramparen1k ,implt'.D 

This is Mathews' answer to a question which he would rather "unask". 
l>t'spite his disdaimer, however, many people find it easier to say simply 
that the piece was "composed by a computer". I believe this phrase mis
reJ>rt'sents tht' situation totally. The program contained no structures 
analogous to the brain's "symbols", and could not be said in any sense to be 
"thinking" about what it was doing. To attribute the composition of such a 
pit'n' of music to the computer would be like attributing the authorship of 
this hook to the computerized automatically (often incorrectly) hyphenat
ing phototypesetting machine with which it was set. 

This brings up a question which is a slight digression from Al, but 
actually not a huge one. It is this: When you see the word "I" or "me" in a 
text, what do you take it to be referring to? For instance, think of the 
phrase "WASH ME" whil·h appears occasionally on the back of dirty trucks. 
Who is this "me"? Is this an outcry of some forlorn child who, in despera
tion to have a bath, scribbled the words on the nearest surface? Or is the 
trnck requesting a wash? Or, perhaps, does the sentence itself wish to be 
given a shower? Or, is it that the filthy English language is asking to be 
dcansed? One could go on and on in this game. In this case, the phrase is a 
joke, and one is supposed to pretend, on some level, that the trilck itself 
wrotl' the phrase and is requesting a wash. On another level, one clearly 
rt'rngnizes the writing as that of a child, and enjoys the humor of the 
misdireoion. Here, in fact, is a game based on reading the "me" at the 
wrong level. 

Prt'dsdy this kind of ambiguity has arisen in this book, first in the 
Crmtraaostiprmctu.1, and later in the discussions of Godel's string G (and its 
relatives). The interpretation given for unplayable records was "I Cannot 
Be Played on Record Player X", and that for unprovable statements was, "I 

Cannot Be Proven in Formal System X". Let us take the latter sentence. On 
what other ol'Casions, if any, have you encountered a sentence containing 
the pronoun "I" where you automatically understood that the reference 
was not to the speaker of the sentence, but rather to the sentence itself? 
\'en few, I would guess. The word "I", when it appears in a Shakespeare 
sonnet. is referring not to a fourteen-line form of poetry printed on a page. 
hut to a tksh-and-blood neature behind the scenes, somewhere offstage. 

How far bark do we ordinarily trace the "I" in a sentence? The answer, 
it seems to me. is that we look for a sentient being to attach the authorship 
to. Bui what is a sentient being? Something onto which we can map 
ourseln·s n>111fortablv. In \\'eizenbaum's "Doctor" program, is there a 
1wrso11alit\? If so, whose is it? A small debate over this very quesiion 
ren·111 h raged in the pages of Science magazine. 

This bri11gs us hack to the issue of the "who" who composes computer 
11111sic In most rirr11msta1Kes. the driving force behind such pieces is a 
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human intellect, and the computer has been emploved. with more or less 
ingenuity, as a tool for realizing an idea devised bv the human. The pro
gram which carries this out is not annhing which we can identih with. It is 
a simple and single-minded piece of software with 1111 flexihilitv. 110 
perspective on what it is doing, and no sense of self. If and when, however, 
people develop programs which have those auributes, and pieces of music 
start issuing forth from them, then I suggest that will be the appropriate 
time to start splitting up one's admiration: some to the programmer for 
creating such an amazing program. and some to the program itself for its 
sense of music. And it seems to me that that will only take plare when the 
internal structure of such a program is based on something similar to the 
"symbols" in our brains and their triggering patterns. whid1 are responsible 
for the complex notion of meaning. The fact of having this kind of internal 
structure would endow the program with properties which would make us 
feel comfortable in identifying with it, to some extent. But until then, I will 
not feel comfortable in saying "this piece was composed by a computer". 

Theorem Proving and Problem Reduction 

Let us now return to the history of Al. One of the early things which people 
attempted w program was the intellectual activity of theorem proving. 
Conceptually, this is no different from programming a rnmputer to look 
for a derivation of MU in the MIU-system, except that the formal systems 
involved were often more complicated than the MIU-system. They were 
versions of the Predicate Calculus, which is an extension of the Proposi
tional Calculus involving quantifiers. Most of the rules of the Predicate 
Calculus are included in TNT, as a matter of fact. The trick in writing such 
a program is to instill a sense of direction, so that the program does not 
wander all over the map, but works only on "relevant" pathways-those 
which, by some reasonable criterion, seem to be leading towards the de

sired string. 
In this book we have not dealt much with such issues. How indeed can 

you know when you are proceeding towards a theorem, and how can you 
tell if what you are doing is just empty fiddling? This was one thing which I 
hoped to illustrate with the MU-puzzle. Of course, there ~n be no defini
tive answer: that is the content of the !imitative Theorems, since if you 
could always know which way to go, you could construct an algorithm for 
proving any desired theorem, and that would violate Church's Theorem. 
There is no such algorithm. (I will leave it to the reader to see exactly why 
this follows from Church's Theorem.) However, this doesn't mean that it is 
impossible to develop any intuition at all concerning what is and what is not 
a promising route; in fact, the best programs have very sophisticated 
heuristics, which enable them to make deductions in the Predicate Calculus 
at speeds which are comparable to those of capable humans. 

The trick in theorem proving is to to use the fact that you have an 
overall goal-namely the string you want to produce-in guiding you 
locally. One technique which was developed for converting global goals 
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into local strategies for derivations is called probkm reduction. his based on 
the idea that whenever one has a long-range goal, there are usually subgoals 
whose attainment will aid in the attainment of the main goal. Therefore if 
one breaks up a given problem into a series of new subproblems, then 
breaks those in turn into subsubproblems, and so on, in a recursive fashion, 
one eventually comes down lo very modest goals which can presumably be 
auained in a couple of steps. Or al least so it would seem ... 

PrQblem reduction got Zeno into hol water. Zeno's method, you recall, 
for getting from A lo B (think of Bas the goal), is lo "reduce" the problem 
into two subproblems: first go halfway, then go the resl of the way. So now 
you have "pushed"-in the sense of Chapter V-lwo subgoals onto your 
"goal slack". Each of these, in turn, will be replaced by two subsubgoals
and so on ad infinitum. You wind up with an infinite goal-stack, instead of a 
single goal (Fig. 115). Popping an infinite number of goals off your stack 
will prove lo be tricky-which is jusl Zeno's point, of course. 

Another example of an infinite recursion in problem reduction occur
red in the Dialogue Little Harmonic Labyrinth, when Achilles wanted lO have 
a Typeless Wish granted. lls granting had w be deferred until permission 
was goHen from the Mela-Genie; but in order lo gel permission lo give 
permission, she had to summon the Mela-Meta-Genie-and so on. Despite 
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FIGURE I I 5. Zeno's endle.1s goal tree, for getting from A to B. 
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the infiniteness of the goal stack. Achilles got his wish. Problem redunion 
wins the day~ 

Despite my mockery. problem re<llKtion is a powerful lt'chniqul' for 
converting global problems into local problems. It shines in Cl'rt<tin situ;i
tions, such as in the endgame of <·hess, where the look-ahead techniqul' 
often performs miserably, e\·en when it is carried to ridiculous lengths, 
such as fifteen or more plies. This is because the look-ahe;id technique is 
nm based on planning; it simply has no goals and explores a huge number 
of pointless alternatives. Having a goal enables you to develop a strategy for 
the achievement of that goal. and this is a completely different philosophy 
from looking ahead mechanically. Of course, in the look-ahead technique, 
desirability or its absence is measured by the evaluation hmnion for posi
tions, and that incorporates indirectly a number of goals, principally that of 
not getting checkmated. But that is too indirel·t. Good chess players who 
play against look-ahead chess programs usually come away with the im
pression that their opponents are \'ery weak in formulating ph1m or 
strategies. 

Shandy and the Bone 

There is no guarantee that the method of problem reduction will work. 
There are many situations where it Hops. Consider this simple problem, for 
instance. You are a dog, and a human friend has just thrown your favorite 
bone over a wire fence into another yard. You can see your bone through 
the fence.just lying there in the grass-how luscious! There is an open gate 
in the fence about fifty feet away from the bone. What do you do? Some 
dogs will just run up to the fence, stand next to it, and bark; others will dash 
up to the open gate and double back to the lovely bone. Both dogs can be 
said to be exercising the problem reduction technique; however, they 
represent the problem in their minds in different ways. and this makes all 
the difference. The barking dog sees the subproblems as (I) running to the 
fence, (2) getting through it, and (3) running to the bone-but that second 
subproblem is a "toughie", whence the barking. The other dog sees the 
subproblems as ( 1) getting to the gate; (2) going through the gate; (3) 
running to the bone. Notice how everything depends on the way you 
represent the "problem space"-that is, on what you perceive as reducing 
the problem (forward motion towards the overall goal) and what you 
perceive as magnifying the problem (backward motion away from the goal). 

Changing the Problem Space 

Some dogs first try running directly toward.'; the bone, and when they 
encounter the fence, something clicks inside their brain; soon they change 
course, and run over to the gate. These dogs realize that what on first 
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glance seemed as if it would increase the distance between the initial situa

tion and the desired situation-namely, running away from the bone but 

towards the open gate-actualty Would <Ucrease it. At first, they confuse 

phy1i.wl distance with problem distance. Any motion away from the bone 

~eems, hy definition, a Bad Thing. But then-somehow-they realize that 

they Gill shift their perception of what will bring them "closer" to the bone. 

In a properly chosen abstract space, moving towards the gate is a trajectory 

hringing the dog closer to the bone! At every moment, the dog is getting 

"closer"-in the new sense-to the bone. Thus, the usefulness of problem 

reduction depends on how you represent your problem mentally. What in 

one space looks like a retreat can in another space look like a revolutionary 

step forward. 
In ordinary life, we constantly face and solve variations on the dog

and-bone problem. For instance, if one afternoon I decide to drive one 

hundred miles south, but am at my office and have ridden my bike to work, 

I have to make an extremely large number of moves in what are ostensibly 

"wrong" directions before I am actually on my way in car headed south. I 

have to leave my office, which means, say, heading east a few feet; then 

follow the hall in the building which heads north, then west. Then I ride 

my bike home, which involves excursions in all the directions of the com

pass: and I reach my home. A succession of short moves there eventually 

gets me into my car, and I am off. Not that I immediately drive due south, 

of course-I choose a route which may involve some excursions north, 

west, or east, with the aim of getting to the freeway as quickly as possible. 

All of this doesn't feel paradoxical in the slightest; it is done without 

even any sense of amusement. The space in which physical backtracking is 

perceived as direct motion towards the goal is built so deeply into my mind 

that I don't e\'en see any irony when I head north. The roads and hallways 

and so forth act as channels which I accept without much fight, so that part 

of the act of choosing how to perceive the situation involves just accepting 

what is imposed. But dogs in front of fences sometimes have a hard time 

doing that, especially when that bone is sitting there so close, staring them 

in the face, and looking so good. And when the problem space is just a 

shade more abst!"act than physical space, people are often just as lacking in 

insight about what to do as the barking dogs. 

In some sense all problems are abstract versions of the dog-and-bone 

problem. Many problems are not in physical space but in some sort of 

rnnceptual space. When you realize that direct motion towards the goal in 

that space runs you into some sort of abstract "fence", you can do .. one of 

two things: (I) try moving away from the goal in some sort of random way. 

hoping that you may come upon a hidden "gate" through which you can 

pass and then reach your bone; or (2) try to find a new "space" in which you 

can represent the problem, and in which there is no abstract fence separat

ing you from your goal-then you can proceed straight towards the goal in 

this new space. The first method may seem like the lazy way to go, and the 

second method may seem like a difficult and complicated way to go. And 

\'et, solutions which in\'olve restructuring the problem space more often 

-- ft-~-----~ 

than not come as sudden Hashes of insight rather th<lll as produl ts ot a 

series of slow, deliberate thought processes. Prob<ibh thl'Sl' intuit in· ttishes 

come from the extreme core of intellitp;ence-and nel·dless ·10 S<.I\. tlwi1 

source is a closely protected secret of our jealous brains. 

In any case. the trouble is not that prohk-111 n·duction pn se lt·;uls to 

failures; it is quite a sound technique. The problem is a del·per one: how do 

vou choose a good internal representation for a problem? What kind of 

"space" do you see it in? What kinds of action reduce the "distann·" 

between you and your goal in the space you ha\'e chosen? This c;111 ht· 

expressed in mathematical language as the problem of hunting for an 

approprate metric (distance function) between states. You want to tind a 

metric in which the distance between you and your go•tl is ,·ery small. 

Now since this matter of choosing an internal representation is itself a 

type of problem-and a most tricky one, too--\·ou might think of turning 

the technique of problem reduttion back 011 it! To do so, you would havl· to 

ha\'e a way of representing a huge variety of abstract spaces, which is <Ill 

exceedingh- complex pn~ject. I am not aware of anyone's having tried 

anything along these lines. It may be just a theoretically appealing, amusing 

sugge.stion which is i.n fott wholly umealistic. In any case, what Al sorely 

lacks ts programs whtch can "step back" and take a look at what is going on, 

and with this perspecti\'e, reorient themsel\'es to the task at hand. It is one 

thing to writ~ a program which excels at a single task which, when done by 

a human bemg. seems to require intelligence-and it is another thing 

altogether to write an intelligent program! It is the difference between the 

Sphex wasp (see Chapter XI), whose wired-in routine gives the deceptive 

appearance of great intelligence, and a human being observing a Sphex 

wasp. 

The I-Mode and the M-Mode Again 

An intelligent program would presumably be one which is versatile enough 

to solve problems of many different sorts. It would learn to do each 

different one and would accumulate experience in doing so. It would be 

able to work within a set of rules and yet also, at appropriate moments, to 

step back and make a judgment about whether working within that set of 

rules is likely to be profitable in terms of some overall set of goals which it 

has. It would be able to choose to stop working within a given framework, if 

need be, and to create a new framework of rules within which to work for a 

while. 
Much of this discussion may remind you of aspects of the MU-puzzle. 

For instance, moving away from the goal of a problem is reminiscent of 

moving away from MU by making longer and longer strings which you 

hope may in some indirect way enable you to make MU. If you are a naive 

"dog", you may feel you are moving away from your "MU-bone" whenever 

your string increases beyond two characters; if you are a more sophisticated 

dog, the use of such lengthening rules has an indirect justification, some

thing like heading for the gate to get your MU-bone. 
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Another connection between the previous discussion and the Ml'
p~ule is the two modes of operation which led to insight about the nature 
of the MU-puzzle: the Mechanical mode, and the Intelligent mode. In the 
former, you are embedded within some fixed framework; in the latter, you 
can always step back and gain an overview of things. Having an overview is 
tantamount to choosing a representation within which to work; and work
ing within the r~les o~ t~e system is tantamount to trying the technique of 
problem reduction w1thm that selected framework. Hardy's comment on 
Ramanujan's style-particularly his willingness to modify his own 
hypotheses-illustrates this interplay between the M-mode and the I-mode 
in creative thought. 

The Sphex wasp operates excellently in the M-mode, but it has abso
lutely no ability to choose its framework or even to alter its M-mode in the 
slightest. It has no ability to notice when the same thing occurs over and 
~1ver and over again in its system, for to notice such a thing would be to 
.JU~p out of the system, even if only ever so slightly. It simply does not 
~lollc~ the same~ess of .t~e repetitio~s. This idea (of not noticing the 
1dent1ty of certain re~et1t1ve events) 1s interesting when we apply it to 
ourselves. Are there highly repetitious situations which occur in our lives 
t~me and time again, and which we handle in the identical stupid way each 
lime, because we don't have enough of an overview to perceive their 
sameness? This leads back to that recurrent issue, "What is sameness?" It 
will soon come up as an Al theme, when we discuss pattern recognition. 

Applying Al to Mathematics 

~athematics is_ in so~e ways an extremely interesting domain to study 
tr_-om the A I pomt of view. Every mathematician has the sense that there is a 
krnd of m~tric between ideas in mathematics-that all of mathematics is a 
network ot results between which there are enormously many connections. 
In that network, some ideas are very closely linked; others require more 
elaborate pathways to be joined. Sometimes two theorems in mathematics 
~re close because one can be proven easily, given the other. Other times two 
ideas ~r~ dose because they are analogous, or even isomorphic. These are 
two d1fterent senses of the word "dose" in the domain of mathematics. 
T~ere ar~ probably a number of others. Whether there is an objectivity or a 
~m~·er~alrty to ou_r se~se of mathematical closeness, or whether it is largely 
a~ ~cc1dent of h1storrcal development is hard to say. Some theorems of 
d1fterent branches of mathematics appear to us hard to link, and_w_e might 
s_ay that they are unrelate~-but something might turn up later which 
forces us to chang_e our mmds. If we could instill our highly developed 
sense o~ mathematical closeness-a "mathematician's mental metric", so to 
speak-m~o. a program, we could perhaps produce a primitive "artificial 
~ath~~~t1c1~.n · But th~~ depends ?n _being able to convey a sense of 
s1mplrc1t) o~ naturalness as well, whrch 1s another major stumbling block. 

These issues have been confronted in a number of Al projects. Ther.e 

is a collection of programs developed at ~flT whifh go under the name 
"MACSYMA", whose purpose it is to aid mathem;1tici;111s in symbolif ma
nipulation of complex mathematical expressions. This program has in it 
some sense of"where to go"-a son of"complexitv gradient" whifh guides 
it from what we would generallv consider complex expressions to simpler 
ones. Part of MACSYMA's repertoire is a program called "SIN". which 
does symbolic integration of functions; it is generallv acknowledged to he 
superior to humans in some categories. It relies upon a number of differ
ent skills, as intelligence in general must: a vast bodv of knowledge. the 
technique of problem reduction, a large number of heuristics. and also 
some special tricks. 

Another program. written by Douglas Lenat at Stanti.1rd, had as its aim 
to invent concepts and discm·er facts in very elementary mathematics. 
Beginning with the notion of sets, and a collection of notions of what is 
·'interesting" which had been spoon-fed into it. it "invented" the idea of 
counting, then the idea of addition. then multiplication, then-among 
other things-the notion of prime numbers, and it went so far as to 
rediscover Goldbach's conjecture! Of course these "discoveries" were all 
hundreds-even thousands-of years old. Perhaps this may be explained 
in part by saying that the sense of"inter:estmg" was conveyed by Lenat in a 
large number of rules which may have been influenced by his twentieth
century training: nonetheless it is impressive. The program seemed to run 
out of steam after this very respectable performance. An interesting thing 
about it was that it was unable to develop or improve upon its own sense of 
what is interesting. That seemed another level of difflcultyup--or perhaps 
'everal levels up. 

The Crux of Al: Representation of Knowledge 

Many of the examples above have been cited in order to stress that the way 
a domain is represented has a huge bearing on how that domain is "under
stood". A program which merely printed out theorems of TNT in a 
preordained order would have no understanding of number theory; a 
program such as Lenat's with its extra layers of knowledge could be said to 
have a rudimentary sense of number theory; and one which embeds tnath
cmatical knowledge in a wide context of real-world experience would 
probably be the most able to "understand" in the sense that we think we do. 
It is this· representation of knowkdge that is at the crux of Al. 

In the early days it was assumed that knowledge came in sentence-like 
"packets", and that the best way.to implant knowledge into a program was 
to develop a simple way of translating facts into small passive packets of 
data. Then every fact would simply be a piece of data, accessible to the 
programs using it. This is exemplified by chess programs, where board 
positions are coded into matrices or lists of some sort and stored efficiently 
in memory where they can be retrieved and acted upon by subroutines. 

The fact that human beings store facts in a more complicated way was 
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known to psychologists for quite a while and has only recently been redis

covered by Al workers, who are now confronting the problems of 

"chunked" knowledge, and the difference between procedural and de

clarative types of knowledge, which is related, as we saw in Chapter XI, to 

the difference between knowledge which is accessible to introspection and 

knowledge which is inaccessible to introspection. 

The naive assumption that all knowledge should be coded into passive 

pieces of data is actually contradicted by the most fundamental fact about 

computer design: that is, how to add, subtract, multiply, and so on is not 

coded into pieces of data and stored in memory; it is, in fact, represented 

nowhere in memory, but rather in the wiring patterns of the hardware. A 

pocket calculator does not store in its memory knowledge of how to add; 

that knowledge is encoded into its "guts". There is no memory location to 

point to if somebody demands, "Show me where the knowledge of how to 

add resides in this machine!" 
A large amount of work in Al has nevertheless gone into systems in 

which the bulk of the knowledge is stored in specific places-that is, de

claratively. It goes without saying that some knowledge has to be embodied 

in programs; otherwise one would not have a program at all, but merely an 

encyclopedia. The question is how to split up knowledge between program 

and data. Not that it is always easy to distinguish between program and 

data, by any means. I hope that was made dear enough in Chapter XVI. 

But in the development of a system, if the programmer intuitively con

ceives of some particular item as data (or as program), that may ha\'e 

significant repercussions on the system's structure, because as one pro

grams one does tend to distinguish between data-like objects and program

like objects. 
It is important to point out that in principle, any manner of coding 

information into data structures or procedures is as good as any other, in 

the sense that if you are not too concerned about efficiency, what you can 

do in one scheme, you can do in the other. However, reasons can be given 

which seem to indicate that one method is definitely superior to the other. 

For instance, consider the following argument in favor of using procedural 

representations only: "As soon as you try to encode features of sufficiem 

complexity into data, you are forced into developing what amounts to a 

new language, or formalism. So in effect your data structures become 

program-like, with some piece of your program serving as their interpret

er; you might as well represent the same information directly in procedural 

form to begin with, and obviate the extra level of interpretatio_!l·_" 

DNA and Proteins Help Give Some Perspective 

This argument sounds quite convincing, and yet, if interpreted a little 

loosely, it can be read as an argument for the abolishment of DNA and 

R_NA. Why encode genetic information in DNA, when by representing it 

dtrectly in proteins, you could eliminate not just one, but two levels of 

interpretation? The answer is: it turns out that it is extremely useful to ha\'e 
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the same information_ in several different forms fo1· differem pm poses. 

One ad\'antage of stonng genetic information in the modular and data-like 

form of DNA is that two indi\'iduals' genes can be easily renunhined to 

form. a new ~enotype. This would be \'ery difficult if the information were 

?nly m proteins. A second reason for sto1-ing information in Dl'\A is that it 

is easy to transcribe and translate it into proteins. When it is not needed, it 

does n~t take up mu~h room; when it is needed, it ser\'es as ;1 template. 

There is no mechamsm for copying one protein off of another; their 

folded tertiary structures would make copying highly unwield~-. Com

~lementaril~, it is_ almost imperative to be able to get genetk inf<~rmation 

into thre~-d1m~ns10nal structures such as enzymes, because the ren>gnition 

a_nd mampulat10n of molecules is by its nature a three-dimensional ope1·a

uon. Thus the argument for purely procedural representations is seen to 

be quite fallacious in the context of cells. It suggests that there a1·e ad\'<lll

tages to being able to switch back and forth between procedural and 

declarative representations. This is p1·obably true also in Al. 

This issue was raised by Francis Crick in a conference on communica

tion with extraterrestrial intelligence: 

\\le _see_ on Earth that there are two molen1les. ont• of whid1 is !{tmd for 

rephcauon [DNA] and one of. which is good for adion [proteins]. Is it 

possible to dense a system III whrch one molecule does hoth johs, or an· there 

perhaps strong arg~11~1ems, f~·om. systems analysis, which tni!{lll suggest (if 

the~· ~xrst) th;n 10 d1nde the 1oh nllo two gh·es a gr·eat ad\"alllage? This is a 

ques11011 to whrch I do not know the answer. u 

Modularity of Knowledge 

Another question which comes up in the representation of knowledge is 

modularity. How easy is it to insert new knowledge? How easy is it to revise 

old knowledge? H~>W modular are books? It all depends. If from a tightly 

structured book with many cross-references a single chapter is removed, 

the rest of the book may become virtually incomprehensible. It is like trying 

to pull a single strand out of a spider web-you ruin the whole in doing so. 

On the other hand, some books are quite modular, having independent 

chapters. 

Consider a straightforward theorem-generating program which uses 

TNT's axioms and rules of inference. The "knowledge" of such a program 

has two aspects. It resides implicitly in the axioms and rules, and explicitly 

m ~he body of theorems which have so far been produced. Depending on 

which way you look at the knowledge, you will see it either as modular or as 

spread_all around and completdy nonmodular. For instance, suppose you 

had written such a program but had forgotten to include TNT's Axiom 1 in 

t?e list of axioms. After the program had done many thousands of deriva

uons, you realized your oversight, and inserted the new axiom. The fact 

that you can do so in a trice shows that the system's implicit knowledge is 

modular;_ but the new axiom's contribution to the explicit knowledge of the 

~ystem will only be reflected after a long time-after its effects have "dif-
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tw,<"d" outward~. as the odor of perfume slowly diffuses in a room when 
~h<" bottl<" is broken. In that sense the new knowledge takes a long time to be 
lll<'.>rporatt'.d. Furthermore, if you wanted to go back and replace Axiom I 
by w, negation, you n>uld not just do that by itself; you would have to delete 
all th<"orems whkh had involved Axiom 1 in their derivations. Clearlv this 
syst<"rn's explkit knowledge is not nearly so modular as its implicit k~owl
<·dg<". 

It would he useful if we learned how to transplant knowledge modu
larly. Th<"n to teal·h everyone French, we would just open up their head~ 
and operate in a fixed way on their neural structures-rhen they would 
know how to speak French. Of course, this is only a hilarious pipe dream. 

. Another.aspect of knowledge representation has to do with the way in 
wh1d1 one wishes to use the knowledge. Are inferences supposed to be 
drawn as pieces of information arrive? Should analogies and comparisons 
nmstantly be being made between new information and old information? 
In a chess program, for instance, if you want to generate look-ahead trees, 
th<"n a representation which encodes board positions with a minimum ot 
redundanc·y will he preferable to one which repeats the information in 
s<"ve1·al different ways. But if you want your program to "understand" a 
board position by looking for patterns and comparing them to known 
parterns, then representing the same information several times over i 11 
different forms will be more useful. 

Representing Knowledge in a Logical Formalism 

There are various schools of thought concerning the best way to represent 
and manipulate knowledge. One which has had great influence advocates 
n·prt's<:1~tations using. formal notations similar to those for TNT-using 
proposlllonal connel·t1ves and quantifiers. The basic operations in such 
representations are, not surprisingly, formalizations of deductive reason
ing. Logic·al deductions can be made using rules of inference analogous to 

somt· of those in TNT. Querying the system about some particular idea sets 
up a goal in the form of a string to be derived. For example: "Is MU MON a 
th~orem?" Then the automatk reasoning mechanisms take over in a goal
onented way, using various methods of problem reduction. 

For example, suppose that the proposition "All formal arithmetics are 
innunplet<"" W<"re kno\';n, and the program were queried, "Is Principi.a 
,\fathematira inromplete?" In scanning the list of known facts---0ften called 
the data ha.1e~the s_rstem might notice that if it rnuld establish that Principu1 
'.'!athemat1ra 1s a formal arithmetic, then it could answer the question. 
I herdore the proposition "Principi.a Mathematica is a formal arithmetic" 
would he set up as a subgoal. and then problem reduction would take over. 
If it rnuld tind further things which would help in establishing (or refuting) 
th<" goal or the subgoal, it would work on them-and so on recursivelv. 
This pnKess is g~ven the name ofhacku•ards chaining, since it be.gins with the 
goal and works Its way hackwards, presumablv towards things which ma\ 
alreadv ht· known. It one makes a graphic representation of the main goal. 
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subsidiary goals, suhs ubgoa Is. etc.. a t a·e-like st runu re will a rise. siun· t l1e 
main goal mav im oht• several different subgoals, t•ach of which in tun1 
inn>lves several suh~uhgoals. etc 

:-..;otice that this method is not guaratlle<'d to n·soht· the qut·stion. lot 
there may be no wav of establishing within the s\ste111 that Principw 
,\1athematica is a formal arithmetic This dm·s not implv. howt•n·r. that 
either the goal or the subgoal is a false state111e1ll-ltlt'rt'h that tht·\· cannot 
be derived with the knowledge ntrrently available to tilt' sntem. The 
system may print out, in such a circumstance, ··1 do not know" or words to 
that effect. The fal·t that some questions are left open is of coltrst• similar to 
the incompleteness from which certain well-known formal sntems suffer. 

Deductive vs. Analogical Awareness 

This method affords a deductive awarene.1.1 of the domain tha l is r<"presentt•d, 
in that correct logical conclusions can he drawn from known fans. How
e\·er, it misses something of the human abilit\' to spot similarities and to 
n>mpare situations-it misses what might he called mu1logical au•arene.1.1-a 
crucial side of human intelligence. This is not to say that analogi<·al thought 
processes cannot be forced into such a mold, but th<"y do not lend them
selves naturally to being captured in that kind of formalism. These days, 
logic-oriented systems are not so much in vogue as other kinds, which allow 
complex forms of comparisons to be carried out rather naturally. 

When you realize that knowledge representation is an altogether dif
ferent ball game than mere storage of numbers. then the idea that "a 
computer has the memory of an elephant"' is an easy nivth to explode. 
What is stored in memory is not necessarily synonymous with what a program 
know.1; for even if a given piece of knowledge is encoded somewhere inside 
a complex system, there may be no procedure, or rule, or other type of 
handler of data, which can get at it-it may be inaccessible. In such a case, 
you can say that the piece of knowledge has been "forgotten" because 
access to it has been temporarily or permanently lost. Thus a computer 
program may "forget" something on a high level which it "remembers" on 
a low level. This is another one of those ever-recurring level distinctions, 
from which we can probably learn much about our own selves. When a 
human forgets, it most likely means that a high-level pointer has been 
lost-not that any information has been deleted or destroyed. This high
lights the extreme importance of keeping track of the ways in which you 
store incoming experiences, for you never know in advance under what 
circumstances, or from what angle, you will want to pull something out of 
storage. 

From Computer Haiku to an RTN-Grammar 

The complexity of the knowledge representation in human heads first hit 
home with me when I was working on a program to generate English 
sentences "out of the blue". I had come to this project in a rather interest-
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ing way. I had heard on the radio a few examples of so-called "Computer 
Hdiku". Something about them struck me deeply. There was a large ele
ment of humor and simultaneously mystery to making a computer gener
ate something which ordinarily would be considered an artistic creation. I 
was highly amused by the humorous aspect, and I was very motivated by 
the mystery-even contradiction--<>f programming creative acts. So I set 
out to write a program even more mysteriously contradictory and humor
ous than the haiku program. 

At first I was concerned with making the grammar flexible and recur
sive, so that one would not have the sense that the program was merely 
filling in the blanks in some template. At about that time I ran across a 
Scientific American article by Victor Yngve in which he described a simple 
but flexible grammar which could produce a wide variety of sentences of 
the type found in some children's books. I modified some of the ideas I'd 
gleaned from that article and came up with a set of procedures which 
formed a Recursive Transition Network grammar, as described in Chapter 
V. In this grammar, the selection of words in a sentence was determined by 
a process which began by selecting-at random-the overall structure of 
the sentence; gradually the decision-making process trickled down through 
lower levels of structure until the word level and the letter level were 
reached. A lot had lo be done below the word level, such as inflecting verbs 
and making plurals of nouns; also irregular verb and noun forms were first 
formed regularly, and then if they matched entries in a table, substitutions 
of the proper (irregular) forms were made. As each word reached its final 
form, it was printed out. The program was like the proverbial monkey at a 
typewriter, but operating on several levels of linguistic structure 
simultaneously-not just the letter level. 

In I he early stages of developing the program, I used a totally silly 
\'lKabulary-deliberately, since I was aiming at humor. It produced a lot of 
nonsense sentences, some of which had very complicated structures, others 
of whil·h were rather short. Some excerpts are shown below: 

A male pencil who must laugh clumsily would quack. Must 
program not always crunch girl at memory? The decimal bug 
which spits clumsily might tumble. Cake who does sure take an 
unexpected man within relationship might always dump card. 

Program ought run cheerfully. 

The worthy machine ought not always paste the astronomer. 

Oh, program who ought really run off of the girl writes musi
cian for theater. The businesslike relationship quacks. 

The luck~· girl which can always quack will never sure quack. 

The game quacks. Professor will write pickle. A bug tumbles. Man 
takes the box who slips. 

The effeo is strongly surrealistic and at times a little reminiscent of 
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haiku-for example, the final sample of four l·onsenllin· short sentt'IKt'S. 
At first it seemed verv funnv and had a rertain d1an11, hut soon it hecanw 
rather stale. After re;ding a. few pages of output one nmlcl st•r1se the limit~ 
of the space in which the program \\·as operating; and atfrr that. seeing 
random points inside that spat·e--e,·en 1hm1gh ead1 one was "rww"-was 
nothing new. This is, it seems 10 me. a gennal prindpk: \Oil get bon·d with 
something not when you ha\'e exhausted its rq>ntoire of lwha,·iol', hut 
when you ha\'e mapped out the limits of dw spare that nmtains its he
ha,·ior. The behavior space ofa person isjusl aho111 nnnpkx enough that it 
can continually surprise other people; but that wasn't true of Ill\' program. 
I realized that my goal of producing 1 ruly humorous output would require 
1ha1 far more subtlety be programmed in. But what, in this l·ase, was meant 
by "subtlety"? It was dear that absurd juxtapositions of words were just too 
unsubtle: I needed a wa\· 10 ensure 1ha1 words would he used in acnn·darKe 
with the realities of the .world. This was where thoughts about repre~enta
tion of knowledge began 10 enter the pioure. 

From RTN's to ATN's 

The idea I adopted was 10 classify each word-noun, \'erh, preposition, 
elc.-in several different "semantic dimensions". Thus, each word was a 
member of classes of various sorts: then there were also superdasses
dasses of classes (reminiscent of the remark by Ulam). In principle, such 
aggregation could continue lo any number of levels, but I stopped at two. 
At any given moment, the choice of words was now semantically res1ric1ecl, 
because it was required that there should be agrument between the various 
parts of the phrase being constructed. The idea was, for instance, 1ha1 
certain kinds of acts could be performed only by animate objects; that only 
certain kinds of abstractions could influence events, and so on. The deci
sions about what categories were reasonable, and whether each category 
was better thought of as a class or a superclass, were quite complicated. All 
words were branded in several different dimensions. Common preposi
tions-"of ", "in", etc.-had several distinct entries, corresponding lo their 
distinct usages. Now, the output began to be much more 
comprehensible-and for that reason it was funny in a new way. 

A Little Turing Test 

Below, I have reproduced nine selections, carefully culled from many 
pages of output from later versions of my program. Along with them are 
three (seriously intended) human-written sentences. Which? 

(I) Blurting may be considered as the reciprocal substitution of 
semiotic material (dubbing) for a semiotic dialogical product 
in a dynamic reflexion. 
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(2) ~at her ~hink of a pathway of a 'sequence' of gedankenexper-
1ment s11npletons where heir-lines are a prima facie case of a 
paradiachronic transitivity. 

C~J Think of that as a chain strength possibility of what, eventu
ally, comes out as a product (epistemic conditions?) and the 
product is not a Frankfurt-ish packing-it-all-in. 

(4) Despite t~e efforts, the reply, if you will, had been supported 
hy the ?nent; hence a fallacy will thereafter be suspended by 
the attitude which will be being held by the ambassador. 

(5) Of course, until the upheavals, the ambassador was slightly 
gradually mollycoddling the rabble. 

(6) Supposedly, refined liberty caused the attitudes inrnfar as 

peace is distilled by the consequences which will not eventu

al!~ b~ caused. by the command irrevocably insofar as peace 
of II 1s someumes causing the intransigency infinitesimally 
surprisingly. 

(7) Affording to the sophists, the campaigns in the city-states, in 
other words, h~ve been accepted by the Orient cunningly. Of 
course, the Onent has been separated by the states particu
larly violently. 

The Orient supports the efforts which had been supported 
hy mankind. 

(8) Admitt.edly, the hierarchical origin of the fallacy, neverthe

less, will b~ p~<~phes~ed by the enemies of it. By the same 
l<~ken, the md1nduahsts will have testified that intransigency 
will not have suspended the campaigns. 

(9) Needless to say, during the upheaval which will have war-
1 anted the secrecy, the replies do not separate the Orient. 
Of course, the countries, ipso facto, are always probing lib-
erty. ' 

( 10) Altl~ough ~_Nobel Prize was being achieved by the humanists, 
yet m addition, it was being achieved by the serf. 

( 11) An attitude will often be held by the serfs of a strife-torn 
nation. 

( 12) Moreover, ~he Nobel Prizes will be achieved. By the sa~e 
token, despite the consequence, the Nobel Prizes which will 
he ad1ie\'ed will sometimes be achieved by a woman. 

The human-writte~ sentences are numbers 1 to 3; they were drawn from 
the rontemporary _Journal Art-Language 15 and are-as far as I can tell

nimple~ely serious efforts among literate and sane people to communicate 

so.nwtlung to. each ot~er. That they appear here out of context is not too 
rmsleadmg. smce then· proper context sounds just the same as they do. 
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My program produced the rest. Numbers 10 to 12 were d10sen to 
show that there were occasional bursts of total lm·idity; numbers 7 to 9 are 

more typical of the output, floating in that curious and provor_ative nether
world between meaning and no-meaning; and then numbers 4 to 6 pretty 

much transcend meaning. In a generous mood, one could s.I\· that they 

stand on their own as pure "language objects", something like pien·s of 

abstract sculpture carved out of words instead of stone; alternativelv, one 

could say that they are pure pseudointellectual drivel. 
My choice of vocabulary was still aimed at producing humorous ef

fects. The flavor of the output is hard to characterize. Although mu<·h of it 

"makes sense", at least on a single-sentence level, one definitely gets the 

feeling that the output is coming from a source with no understanding of 

what it is saying and no reason to say it. In particular, one senses an utter 

lack of visual imagery behind the words. When I saw such sentences come 

pouring out of the line printer, I experienced complex emotions. I was very 

amused by the silliness of the output. I was also very proud of my achieve

ment and tried to describe it to friends as similar to giving rules for 

building up meaningful stories in Arabic out of single strokes of the 

pen-an exaggeration, but it pleased me to think of it that way. And lastly I 

was deeply thrilled by the knowledge that this enormously complicated 

machine was shunting around long trains of symbols inside it according to 

rules, and that these long trains of symbols were something like thoughts in 

my own head ... something like them. 

Images of What Thought Is 

Of course I didn't fool myself into thinking that there was a conscious being 

behind those sentences-far from it. Of all people, I was the most aware of 

the reasons that this program was terribly remote from real thought. 

Tester's Theorem is quite apt here: as soon as this level of language

handling ability had been mechanized, it was clear that it did not constitute 

intelligence. But this strong experience left me with an image: a glimmer

ing sense that real thought was composed of much longer, much more 

complicated trains of symbols in the brain-many trains moving simultane
ously down many parallel and crisscrossing tralks, their cars being pushed 

and pulled, attached and detached, switched from lrack to track by a 

myriad neural shunting-engines ... 
It was an intangible image which I cannot convey in words, and it was 

only an image. But images and intuitions and motivations lie mingled close 

in the mind, and my utter fascination with this image was a constant spurto 

think more deeply about what thought really could be. I have tried in other 
parts of this book to communicate some of the daughter images of this 

original image-particularly in the Prelude, Ant Fugue. 
What stands out in my mind now, as I look back at this program from 

the perspective of a dozen years, is how there is no sense of imagery behind 

what is being said. The program had no idea what a serf is, what a person is, 

or what anything at all is. The words were empty formal symbols, as empty 
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as-perhaps emptier than-the p and q of the pq-s\'stem. !\h program took 

ad\'antage of the fact that when people read text. thn quite natmall\' tend 

to imbue each word with its full Aann-as if that were net'essarih· attad1ed 

to the group of letters which form the word. !\fy program nmld he looked 

at as a formal system, whose "theorems""-the output sentem·es-had 
ready-made interpretations (at least to speakers of English). But unlike the 

pq-system, these "theorem~ .. were not all true statemems when interpreted 

that way. Many were false, many were nonsense. 
In its humble way, the pq-system mirrored a tiny l·orner of the world. 

But when my program ran, there was no mirror inside it of how the world 

works, except for the small semantic constraints whid1 it had to follow. To 

create such a mirror of understanding, I would have had to wrap eal'h 

concept in layers and layers of knowledge about the world. To do this 

would have been another kind of effort from what I had intended to do. 

Not that I didn't often think of trying to do it-but I never got around to 

trying it out. 

Higher-Level Grammars ... 

In fact, I often pondered whether I could write an A TN-grammar (or some 

other kind of sentence-producing program) which would only produce trut 
sentences about the world. Such a grammar would imbue the words with 

genuine meanings. in the way it happened in the pq-system and in TNT. 

This idea of a language in which false statements are ungrammatical is an 

old one, going back to Johann Amos Comenius, in 1633. It is very appeal

ing because you have a crystal ball embodied in your grammar: just write 

-down the statement you want to know about, and check to see if it is 

grammatical ... Actually, Comenius went even further, for in his language, 

false statements were not only ungrammatical-they were inexpressible! 

Carrying this thought in another direction, you might imagine a high
level grammar which would produce random koans. Why not? Such a 

grammar would be equivalent to a formal system whose theorems are 

koans. And if you had such a program, could you not arrange it to produce 
only gmuine koans? My friend Marsha Meredith was enthusastic about this 

idea of" Artificial Ism", so she tackled the project of writing a koan-writing 

program. One of her early efforts produced this curious quasi-koan: 

A SMALL YOUNG MASTER WANTED A SMALL WHITE GNARLED 

BOWL. "HOW CAN WE LEARN AND L'NDERSTAND WITHOUT 
STUDY?" THE YOUNG MASTER ASKED A LARGE CONFUSED MAS
TER. THE CONFUSED MASTER WALKED FROM A BROWN HARD 
MOUNTAIN TO A WHITE SOFT MOUNTAIN WITH A SMALL RED 
STONY BOWL. THE CONFCSED MASTER SAW A RED SOFT HUT. 
THE CONFUSED MASTER WANTED THE HUT. "WHY DID 
BODHIDHARMA COME INTO CHINA?" THE CONFUSED MASTER 

FIGURE 116. A ~aningful story in Arabic. [From A. Khalibi and M. Sijelma.11i, The 

Splendour of Islamic Calligraphy (New Yorh: Rizzoli, 1976).] 
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:\SKED A LARGE E:'\l.IGHTE:'\ED STL'DE~T. "THE PEACHES ARE 
l.:\RGE", THE STCDE:'\T A:'\S\\'ERED THE CO:'\FCSED \{ASTER. 
"HOW C:\:'\ WE LEAR:'\ A:'\D C:'\DERSTA:'\D WITHOL'T STL'DY?'' 
THE CO:'\Fl'.SI-.D \fASTER ASKED A I.AR(;[ OLD MASTER. THE OLD 
\f:\STER WALKED FRO\f A WHITE STO:'\Y G0025. THE OLD \fAS
TER c;cn I.OST. 

Your personal decision procedure for koan genuineness probably 
reached a verdict without need of the Geometric Code or the Art of Zen 
Strings. If the lack of pronouns or the unsophisticated syntax didn't arouse 
your suspicions, that strange "G0025" towards the end must have. What is 
it? It is a strange Auke--a manifestation ofa bug which caused the program 
to print out, in place of the English word for an object, the program's 
inll'Tnal name for the "node" (a LISP atom, in fact) where all information 
concerning that particula·r object was stored. So here we have a "window" 
onto a lower level of the underlying Zen mind-a level that should have 
remained invisible. Unfortunately, we don't have such clear windows onto 
the lower levels of human Zen minds. 

The sequence of actions, though a little arbitrary, comes from a recur
sive LISP procedure called "CASCADE", which creates chains of actions 
linked in a vaguely causal way to each other. Although the degree of 
comprehension of the world possessed by this koan generator is clearly not 
stupendous, work is in progress to make its output a little more genuine
seemmg. 

Grammars for Music? 

Then there is music. This is a domain which you might suppose, on first 
thought, would lend itself admirably to being codified in. an ATN
grammar, or some such program. Whereas (to continue this na·ive line of 
thought) language relies on connections with the outside world for mean
ing. music is purely formal. There is no reference to things "out there" in 
the sounds of music: there is just pure syntax-note following note, chord 
following chord, me3sure following measure, phrase following phrase ... 

But wait. Something is wrong in this analysis. Why is some music so 
much deeper and more beautiful than other music? It is because form, in 
music, is expressive--expressive to some strange subconscious regions of 
our minds. The sounds of music do not refer to serfs or city-states, but they 
do trigger clouds of emotion in our innermost selves; in that sense musical 
meaning is dependent on intangible links from the symbols to things in the 
world-those "things", in this case, being secret software structures in our 
minds. No, great music will not come out of such an easy formalism as an 
ATN-grammar. Pseudomusic, like pseudo-fairy tales, may well come 
out-and that will be a valuable exploration for people to make-but the 
secrets of meaning in music lie far, far deeper than pure syntax. 

I should clarify one point here: in principle, ATN-grammars have all 
the power of any programming formalism, so if musical meaning is captur-

able in any way at all (which I believe it is), it is capturahle in an ATN
grammar. True. But in that case, I maintaill. the grammar will he defining 
not just musical structures, but the entire structures of the mind of a 
beholder. The "grammar" will be a full grammar of thought-not juM a 
grammar of music. 

Winograd's Program SHRDLU 

What kind of program would it take to make human beings admit that it 
had some "understanding", even if begrudgingly? What would it take 
before you wouldn't feel intuitively that there is "nothing there"? 

In the years 1968-70, Terq· Winograd (alias Dr. Tony Earrwig) was a 
doctoral student at MIT. working on the joint problems of language and 
understanding. At that time at MIT, much Al research involved the so
called blocks world-a relatively simple domain in which problems concern
ing both vision and language-handling b~ com~uter could ~t easily. The 
blocks world consists of a table with various kmds of toy-hke blocks on 
it-square ones, oblong ones, triangular ones, etc., in various colors. (For a 
"blocks world" of another kind, see Figure 117: the painting Mental Arilh""
tic by Magritte. I find its title singularly appropriate in this context.) The 
vision problems in the MIT blocks world are very tricky: how can a com
puter figure out, from a TV-scan of a scene with many blocks in it.just what 
kinds of blocks are present, and what their relationships are? Some blocks 
may be perched on top of others, some may be in front of others, there may 
be shadows, and so on. 

FIGURE 117. Mental Arithmetic, by Rme Magritte (1931). 

Artificial lntelllgence: Retrospects 627 

............ 
f'I.-
:~ .. -_. 



Winograd's work was separate from the issues of vision, however. 

Beginning with the assumption that the blocks world was well represented 

inside the computer's memory, he confronted the many-faceted problem 

of how to get the computer to: 

(I) understand questions in English about the situation; 

(2) give answers in English to questions about the situation; 

(3) understand requests in English to manipulate the blocks; 

(4) break down each request into a sequence of operations it 

could do; 
(5) understand what it had done, and for what reasons; 
(6) describe its actions and their reasons, in English. 

It might seem reasonable to break up the overall program into modu

lar subprograms, with one module for each different part of the problem: 

then, after the modules have been developed separately, to integrate them 

smoothly. Winograd found that this strategy of developing independent 

modules posed fundamental difficulties. He developed a radical approach, 

which challenged the theory that intelligence can be compartmentalized 

into independent or semi-independent pieces. His program SH RDLU

named after the old code "ET AOI N SH RDLU", used by linotype operator' 

to mark typos in a newspaper column-did not separate the problem into 

clean conceptual parts. The operations of parsing sentences, producing 

internal representations, reasoning about the world represented inside 

itself, answering questions, and so on, were all deeply and intricateh 

meshed together in a procedural representation of knowledge. Some critic~ 
have charged that his program is so tangled that it does not represent am 

"theory" at all about language, nor does it contribute in any way to our 

insights about thought processes. Nothing could be more wrong than such 

claims, in my opinion. A tour de force such as SHRDLU may not be 

isomorphic to what we do-in fact, in no way should you think that in 

SHRDLU, the "symbol level" has been attained-but the act of creating it 

and thinking about it offers tremendous insight into the way intelligence 

works. 

The Structure of SHRDLU 

In fact, SHRDLU does consist of separate procedures, each of which 

contains some knowledge about the world; but the procedures have such a 

strong interdependency that they cannot be cleanly teased °ipart. The 

program is like a very tangled knot which resists untangling; but the fact 

that you cannot untangle it does not mean that you cannot understand it. 

There may be an elegant geometrical description of the entire knot even if 

it is physically messy. We could go back to a metaphor from the Mu 
Offering, and compare it to looking at an orchard from a "natural" angle. 

Winograd has written lucidly about SHRDLU. l quote here from his 
article in Schank and Colby's book: 

One of the basic viewpoint_s unde~lving the model is th.at all language use l"itll 

be_ thought of as a wa\· ol acuvatmg pnKedures within the hearer. We ran 
think of any utterance as a program--one that indirerth t·;nises a set of 
operatio~~ to .. b_e ~ar~ied c~ut within the hearer's rngnitiw sntem. This "pro
~ram wnting is indirect in the sense that we are de;iling with an intelligt·m 
interpreter, ~·ho ma,· take a set of actions which are quite different from those 
the spea~er intend~d. The exan form is determined In his knowledge of the 
world. his e_xpectallons about the person talking to him. etc. In this program 
we have a s1_mple version t~f this pnKess of interpretation ;1s it takes phll"e in 
the robot. Each sentence interpreted bv 1he robot is ronverted to a set of 
instructions in PLANNER. The program that is rreated is then exenued to 
achieve the desired effect. 16 

PLANNER Facilitates Problem Reduction 

T~e ~anguage PL~NNER, referred to here, is an Al language whose 

pnnn~al featur~ 1s. that some of the operations necessary for problem 

reduction are bmlt in-namely, the recursive process of creating a tree of 

subgo~ls, subsubgoals, etc. What this means is that such processes, instead 

of havm.g to ~e sp~lled out time and time again by the programmer, are 

automatically 1mphed by so-called GOAL-statements. Someone who reads a 

~LANNER program will see no explicit reference to such operations; in 

Jargon, they are user-transparent. If one path· in the tree fails to achieve the 

desired goal, then the PLANNER program will "backtrack" and try 

another route. "Backtracking" is the magic word as far as PLANNER is 
concerned. 

Winograd's program made excellent use of these features of 

~LANNER-more exactly, of MICROPLANNER, a partial implementa

u~n of the plans for PL~NNER. In the past few years, however, people 

wuh the goal of developing Al have concluded that automatic backtrack

ing, as in PLA_NNER, has definite disadvantages, and that it will probably 

not lead to their goal; therefore they have backed off from it, preferring to 
try other routes to Al. 

Let us listen to further comments from Winograd on SHRDLU: 

T~e d_efinition of ~very wor~ is a program which is called at an appropriate 
point in the analysis, and which can do arbitrary computations involving the 
sentence and the present physical situation .17 

Among the examples which Winograd cites is the following: 

The diff~rent possibilities for tbe meaning of "the" are procedures which 
check vanolls facts about the context, then prescribe actions such as "Look for 
a ~nique ?bject in t~e da_ta ba~e which ~ts this description", or "Assert that the 
object being described 1s umque as tar as the speaker is concerned." The 
progra~ incorporates a variety of heuristics for deciding what part of the 
context 1s relevant. 18 

It is amazing how_ ~eep this problem with the word "the" is. It is probably 

safe to say that wntmg a program which can fully handle the top five words 



of English-"the", "of", "and", "a", and "to"-would be equivalent to 
solving the entire problem of Al, and hence tantamount to knowing what 
intelligence and consciousness are. A small digression: the five most com
mon nouns in English are-according to the Word Frequency Boole compiled 
by John B. Carroll et al-"time", "people", "way", "water", and "words" (in 
that order). The amazing thing about this is ~hat most people have no idea 
that we think in such abstract terms. Ask your friends, and 10 to 1 they'll 
guess such words as "man", "house", "car", "dog", and "money". And
while we're on the subject of frequencies-the top twelve letters in English. 
in order, according to Mergenthaler, are: "ET AOIN SHRDLU". 

One amusing feature of SH RDLU which runs totally against the 
stereotype of computers as "number crunchers" is this fact, pointed out by 
Winograd: "Our system does not accept numbers in numeric.: form, and has 
only been taught to count to ten."19 With all its mathematical underpin
ning, SHRDLU is a mathematical ignoramus! Just like Aunt Hillary. 
SHRDLU doesn't know anything about the lower levels which make it up. 
Its knowledge is largely procedural (see particularly the remark by "Dr. 
Tony Earrwig" in section 11 of the previous Dialogue). 

It is interesting to contrast the procedural embedding of knowledge in 
SH RDLU with the knowledge in my sentence-generation program. All of 
the syntactical knowledge in my program was procedurally embedded in 
Augmented Transition Networks, written in the language Algol; but the 
semantic knowledge-the information about semantic class 
membership-was static: it was contained in a short list of numbers after 
each word. There were a few words, such as the auxiliary verbs "to be", "to 
have", and others, which were represented totally in procedures in Algol. 
but they were the exceptions. By contrast, in SHRDLU, all words were 
represented as programs. Here is a case which demonstrates that, despite 
the theoretical equivalence of data and programs, in practice the choice of 
one over the other has major consequences. 

Syntax and Semantics 

And now, a few more words from Winograd: 

Our program does not operate by first parsing a sentence, then doing seman-
1ic analysis, and finally by using deduction to produce a response. These three 
acti\'ities go on concurrently throughout the understanding of a sentence. As 
soon as a piece of syntactic structure begins to take shape, a semantiq:n:ogram 
is called to see whether it might make sense, and the resultant answer can 
direc1 the parsing. In deciding whether it makes sense, the semantic routine 
may call deduc1i\'e processes and ask questions about the real world. As an 
example, in semence 34 of the Dialogue ("Put the blue pyramid on the block 
in the box"), the parser first comes up with "the blue pyramid on the block" as 
a candidate for a noun group. At this point, semantic analysis is done, and 
since "the'" is definite, a check is made in the data base for the object being 
referred to. When no such object is found, the parsing is redirected to find 
1he noun group "the blue pyramid". It will then go on to find "on the block in 

the box" as a single phrase indi(·ating a l<Kation ... Thus there is a w11tinui11g 
interpla\' between the different sorts of an;1lnis. with 1he results of ont· 
affecting the others. 20 

It is extremely interesting that in natural l;mguage, svntax and seman
tics are so deeply intertwined. Last Chapter, in disrn.ssing the elusi\'e 
concept of "form", we had broken the notion into two rategories: syntal'lir 
form, which is detectable by a predictably terminating derision prnt·edure, 
and semantic form, which is not. But here, Winograd is telling us that-at 
least when the usual senses of "syntax" and "semantirs" are taken-they 
merge right into each other, in natural language. The external form of a 
sentence-that is, its composition in terms of elementary signs-<loes not 
divide up so neatly into syntactir and semantic· aspects. This is a very 
significant point for linguistics. 

Here are some final comments on SHRDLU by Winograd. 

Let us look at what the S\'stem would do wi1h a simple desniptio11 like "a red 
cube which supports a pyramid'". The desniption will use <·on<"ep1s like 
BLOCK, RED, PYRAMID, ;111d EQL'IDIMENSIONAl.-all parts of the sys-

FIGURE 118. Procedural representation of "a red cube which supporb a pyramid." 
[Adapu-d from Roger Schanlr. and Kmnfth Colby, Compuler Models of Though1 and Language 

(San Francisco: W. H. Fmman, 197 3 ), p. 172.] 
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tem\ underlying fatcgorization of the world. The result can be represented 
in a !low rhart like that in Figure I 18. Note that this is a program for finding 
an ohject titting the dcsfription. It would then be incorporated into a com
mand for doing something with the object, a question asking something alxiut 
it, or, if it appeared in a statement, it would become part of the program 
whid1 was generated to represent the meaning for later use. Note that this bit 
of program could also be used as a test to sec whether an object fit the 
dt·sniption, if the first FIND instruction were told in ad\'ancc to look only at 
that partirnlar objcrt. 

At li1·st glalKC, it seems that there is too much structure in this program, as 
we don't like to think of the meaning of a simple phrase as explicitly contain
ing loops, nmditional tests, and other programming details. The solution is to 
prn\'idt• an internal language that contains the appropriate looping and 
dtt•t·king as its primiti\'cs. and in which the representation of the process is as 
simplt· as the clcst-ription. The program described in Figure 118 would be 
written in PLANNER looking something like what is below: 

(GOAL (IS ?XI BLOCK)) 
(GOAL (COLOR-OF ?XI RED)) 
(GOAL (EQL'IDIMENSIONAL ?XI)) 
(GOAL (IS ?X2 PYRAMID)) 
(GOAL (SUPPORT ?XI ?X2)) 

The loops of the flowchart are implirit in PLAN!\:ER'S backtrack control 
structure. The description is evaluated by proceeding down the list until some 
goal fails. at which time the system hacks up automatically to the last point 
wlwrc a deci!iion was made, trying a different possibility. A decision can be 
made whcnc,·c1· a new objt·ct name or VARI ABLE (indicated by the prefix 
'"?"') sud1 as "?XI" or "?X2'" appears. The \'ariables arc used by the pattern 
matdwr. If tht·y have ah·eady been assigned to a particular item, it checks to 
set• whether the GOAL is tmc for that item. If not, it checks for all possible 
itt•ms whid1 satisfy tilt' GOAL. by choosing one, and then taking succcssi\'c 
ont·s whenever hacktrafking occurs to that point. Thus, C\'cn the distinction 
between testing and choosing is implicit. 21 

One significant strategy decision in devising this program was to not 
translate all the way from English into LISP, but only partway-into 
PLANNER. Thus (since the PLANNER interpreter is itself written in 
LISP), a new intermediate level-PLANNER-was inserted between the 
top-level language (English) and the bottom-level language (machine lan
guage). Once a PLANNER program had been made from an English 
sentence fragment, then it could be sent off to the PLANNER interpreter. 
and the higher levels ofSHRDLU would be freed up, to work on new tasks. 

This kind of decision constantly crops up: How many levels _should a 
system ha\'e? How much and what kind of "intelligence" should be placed 
0~1 w·hkh le,·el? These are some of the hardest problems facing AI today. 
Smee w.e know so little about natural inteHigence, it is hard for us to figure 
out which level of an artificially intelligent system should carry out what 
part of a task. 

This gi,·cs you a glimpse behind the scenes of the Dialogue preceding 
this Chapter. Next Chapter, we shall meet new and speculative ideas for 
Al. 

C ontraf actus 

The Crab has invited a small group offriends wn· to watch the Saturda.v 
afternoon football game on television. Achilles has already arrived, but the 

Tortoise and his friend the Sloth are still awaited. 

Achilles: Could that be our friends, a-riding up on that unusual one

wheeled vehicle? 

(The Sloth and Tortoise dismount and come in.) 

Crab: Ah, my friends, I'm so glad you could make it. May I present my old 
and belo\'ed acquaintance, Mr. Sloth-and this is Achilles. I believe 

you know the Tortoise. 
Sloth: This is the first time I can recall making the acquaintance of a 

Bicyclops. Pleased to meet you, Achilles. I've heard many fine things 

said about the bicyclopean species. 
Achilles: Likewise, I'm sure. May I ask about your elegant vehicle? 
Tortoise: Our tandem u"nicycle, you mean? Hardly elegant. It's just a way 

for two to get from A to B, at the same speed. 
Sloth: It's built by a company that also makes teeter-teeters. 

Achilles: I see, I see. What is that knob on it? 

Sloth: That's the gearshift. 
Achilles: Aha! And how many speeds does it have? 
Tortoise: One, including reverse. Most models have fewer, but this is a 

special model. 
Achilles: It looks like a very nice tandem unicycle. Oh, Mr. Crab, I wanted 

to tell you how much I enjoyed hearing your orchestra perform last 

night. 
Crab: Thank you, Achilles. Were you there by any chance, Mr. Sloth? 
Sloth: No, I couldn't make it, I'm sad to say. I was participating in a mixed 

singles ping-ping tournament. It was quite exciting because my team 
was involved in a one-way tie for first place. 

:lchill.es: Did you win anything? 
Sloth: Certainly did-a two-sided Mobius strip made out of COP.per; it is 

silver-plated on one side, and gold-plated on the other. 

Crab: Congratulations, Mr. Slt>th. 
Sloth: Thank you. Well, do tell me about the concert. 
Crab: It was a most enjoyable performance. We played some pieces by the 

Bach twins-
Sloth: The famous Joh and Sebastian? 
Crab: One and the same. And there was one work that made me think of 

you, Mr. Sloth-a marvelous piano concerto for two left hands. The 



next-to-last (and only) movement was a one-voice fugue. You can't 
imagine it~ intricacies. For our finale, we played Beethoven's Ninth 
Zen funny. At the end, everyone in the audience rose and clapped with 
one hand. It was overwhelming. 

Sloth: Oh, I'm sorry I missed it. But do you suppose it's been recorded? At 
home I have a fine hi-fi to play it on-the best two-channel monaural 
system money can buy. 

Crab: I'm sure you can find it somewhere. Well, my friends, the game is 
about to begin. 

Achilles: Who is playing today, Mr. Crab? 
Crab: I believe it's Home Team versus Visitors. Oh, no--that was last 

week. I think this week it's Out-of-Towners. 
Achilles: I'm rooting for Home Team. I always do. 
Sloth: Oh, how conventional. I never root for Home Team. The closer a 

team lives to the antipodes, the more I root for it. 
Achille.\: Oh, so you live in the Antipodes? I've heard it's charming to live 

there, but I wouldn't want to visit them. They're so far away. 
Sloth: And the strange thing about them is that they don't get any closer 

no matter which way you travel. 
Tortoise: That's my kind of place. 
Crab: It's game time. I think I'll turn on the TV. 

(Ht walks over to an enormous cabinet with a screen, underneath which is 
an instrummt panel as complicated as that of a jet airplane. He flicks a 
knob, and the football stadium appears in bright vivid color on the screen.) 

Announcer: Good afternoon, fans. Well, it looks like that time of year has 
rolled around <Jgain when Home Team and Out-of-Town face each 
other on the gridiron and play out their classic pigskin rivalry. It's been 
drizzling on and off this afternoon, and the field's a little wet, but 
despite the weather it promises to be a fine game, especially with that 
GREAT pair of eighth-backs playing for Home Team, Tedzilliger and 
Palindromi. And now, here's Pilipik, kicking off for Home Team. It's 
in the air! Flampson takes it for Out-of-Towners, and runs It back
he's to the 20, the 25, the 30, and down at the 32. That was Moot in on 
the tackle for Home Team. 

Crab: A superb runback! Did you see how he was ALMOST tackled by 
Quilker-but somehow broke away? 

Sloth: Oh, don't be silly, Crab. Nothing of the kind happened. Qttilker did 
~OT tackle Flampson. There's no need to confuse poor Achilles (or the 
rest of us) with hocus-pocus about what "almost" happened. It's a 
fact-with no "almost" 's, "if" 's, "and" 's, or "but" 's. 

Announcer: Here's the instant replay. Just watch number 79, Quilker, 
come in from the side, surprising Flampson, and just about tackle him! 

Sloth: "Just about"! Bah! 
Achilles: Such a graceful maneuver! What would we do without instant 

replays? 

Announcer: It's first down and 10 for Out-of-Town. ~oddle takes the ball, 
hands off to Orwix-it's a re\'erse-Orwix runs around to the right. 
handing off to Flampson-a double rnerse, folks!-and now 
Flampson hands it to Treefig. who's downed twel\'e \'ards behind 
scrimmage. A twelve-yard loss on a triple reverse! 

Sloth: I love it! A sensational play! 
Achilks: But, Mr. S, I thought you were rooting for Out-of-Town. They 

lost twelve yards on the play. 
Sloth: They did? Oh, well-who cares, as long as it was a beautiful play? 

Let's see it again. 

( ... and so the first lialf of the game pa.ue.1. Towards the nui o/ the third 
quarter, a particularly crucial play comes up for Ho"" Team. They are 
behind by eight points. It's third down and /0, and they bad(v need a fint 
down.) 

Announcer: The ball is hiked to Tedzilliger, who fades back, looking for a 
receiver, and fakes to Quilker. There's Palindromi, playing wide right, 
with nobody near him. Tedzilliger spots him and fires a low pass to 
him. Palindromi snatches it out of the air, and-(There is an audible 
groan from the crowd.)-oh, he steps out of bounds! What a crushing 
blow for Home Team, folks! If Palindromi hadn't stepped out of 
bounds, he could've run all the way to the end zone for a touchdown! 
Let's watch the subjunctive instant replay. 

(And on the screen the same lineup appears as before.) 

The ball is hiked to Tedzilliger, who fades back, looking for a receiver, 
and fakes to Quilker. There's Palindromi, playing wide right, with 
nobody near him. Tedzilliger spots him, and fires a low pass to him. 
Palindromi snatches it out of the air, and-(There is an audible gasp from 
the crowd.)-he almost steps out of bounds! But he's still in bounds, and 
it's clear all the way to the end zone! Palindromi streaks in, for a 
touchdown for Home Team! (The stadium breaks into a giant roar of 
approval.) Well, folks, that's what would've happened if Palindromi 
hadn't stepped out of bounds. 

Achilles: Wait a minute ... WAS there a touchdown, or WASN'T there? 
Crab: Oh, no. That was just the subjunctive instant replay. They simply 

followed a hypothetical a little way out, you know. 
Sloth: That is the most ridiculous thing I ever heard of! Next thing you 

know, they'll be inventing concrete earmuffs. 
Tortoise: Subjunctive instant replays are a little unusual, aren't they? 
Crab: Not particularly, if you have a Subjunc-TV. 
Achilles: Is that one grade below a junk TV? 
Crab: Not at all! It's a new kind of TV, which can go into the subjunctive 

mode. They're particularly good for football games and such. I just got 
mme. 

Achilles: Why does it have so many knobs and fancy dials? 



Crab: So that you can tune it to the proper channel. There are many 
channels broadcasting in the subjunctive mode, and you want to be 
able to select from them easily. · 

Achillf\.' Could you show us "·hat you mean? I'm afraid· I don't quite 
understand what all this talk of "broadcasting in the subjunctive mode" 
is about. 

Crab: Oh, it's quite simple, really. You can figure it out yourself. I'm going 
into the kitchen to fix some French fries, which I know are Mr. Sloth's 
weakness. 

Sloth: Mmmmm! Go to it, Crab! French fries are my favorite food. 
Crab: What about the rest of you? 
Tortoi~f: I could devour a few. 
Achillfs: Likewise. But wait-before you go into the kitchen, is there some 

trick to using your Subjunc-TV? 
Crab: Not particularly. Just continue watching the game, and whenever 

there's a near miss of some sort, or whenever you wish things had gone 
differently in some way, just fiddle with the dials, and see what hap
pens. You can't do it any harm, though you may pick up some exotic 
channels. (And he dirnppears into the kitchen.) 

Achilles: I wonder what he means by that. Oh well, let's get back to this 
game. I was quite wrapped up in it. 

Announcer: It's fourth down for Out-of-Town, with Home Team receiv
ing.Out-of-Town is in punt formation, with Tedzilliger playing deep. 
Orwix is back to kick-and he gets a long high one away. It's coming 
down near Tedzilliger-

Achilles: Grab it, Tedzilliger! Give those Out-of-Towners a run for their 
money! 

Announcer: -and lands in a puddle-KERSPLOSH! It takes a weird bounce! 
Now Sprunk is madly scrambling for the ball! It looks like it just barely 
grazed Tedzilliger on the bounce, and then slipped away from him
it's ruled a fumble. The referee is signaling that the formidable Sprunk 
has recovered for Out-of-Town on the Home Team 7! It's a bad break 
for Home Team. Oh, well, that's the way the cookie crumbles. 

Achilles: Oh, no! If only it hadn't been raining ... (Wrings his hands in 
despair.) 

Sloth: ANOTHER of those confounded hypotheticals! Why are the rest of 
you always running off into your absurd worlds of fantasy? If I were 
you, I would stay firmly grounded in reality. "No subjunctive non
sense" is my motto. And I wouldn't abandon it even if someone offered 
me a hundred-nay, a hundred and twelve-French fries. 

Achilif's: Say, that gives me an idea. Maybe by suitably fid'dling with these 
knobs, I can conjure up a subjunctive instant replay in which it isn't 
raining, there's no puddle, no weird bounce, and Tedzilliger doesn't 
fumble. I wonder ... (Walks up to the Subjunc-TV and stares at it.) But I 
haven't any idea what these different knobs do. (Spins a few at random.) 

Amwuncer: It's fourth down for Out-of-Town, with Home Team receiv-

-· 

ing. Out-of-Town is in punt formation, with Tedzilliger pla,·ing det·p. 
Orwix is back to kick-and he gets a long high one awa'" It's rnming 
down near T edzilliger-

Achilles: Grab it, Tedzilliger! Gi,·e those Out-of-Towners a run for their 
money! 

Announcer: -and lands in a puddle-KERSPLOSH! Oh-it bounces right 
into his arms! Now Sprunk is madl\' scrambling after him, but he's got 
good blocking, and he steers his way dear of the formidable Sprunk, 
and now he's got an open field ahead of him. Look at that, folks! He's 
to the 50, the 40, the 30, the 20, the 10-touchdown, Home Team! 
(Huge cheers from the Home Team side.) Well, fans, that's how it would 
have gone, if footballs were spheres instead of oblate spheroids! But in 
reality, Home Team loses the ball, and Out-of-Towners take over on 
the Home Team 7-yard line. Oh, well, that's the way the ball bounces. 

Achilles: What do you think of THAT, Mr. Sloth? 

(And Achilles gives a smirk in the direction of the Sloth, but the latter i~ 
completel_v oblivious to iL1 devastating effect, as he i1 busy watching the 
Crab arrive with a large platter with a hundred and twelve--nay, a 
hundred-large and delicious French fries, and napkins for all.) 

Crab: So how do you three find my Subjunc-TV? 
Sloth: Most disappointing, Crab, to be quite frank. It seems to be badly out 

of order. It makes pointless excursions into nonsense at least half the 
time. If it belonged to me, I would give it away immediately to some
one like you, Crab. But of course it doesn't belong to me. 

Achilles: It's quite a strange device. I tried to rerun a play to see how it 
would have gone under different weather conditions, but the thing 
seems to have a will of its own! Instead of changing the weather, it 
changed the football shape to ROl'ND instead of FOOTBAl.l.-SHAPED! 
Now tell me-how can a football not be shaped like a football? That's a 
contradiction in terms. How preposterous! 

Crab: Such tame games! I thought you'd surely find more interesting 
subjunctives. How would you like to see how the last play would have 
looked if the game had been baseball instead of football? 

Tortoise: Oh! An outstanding idea! 

(The Crab twiddles two knobs, and steps back.) 

Announcer: There are four away, and
Achilles: FOL"R away!? 
Announcer: That's right, fans-four away. When you turn football into 

baseball, SOMETH!NG's got to give! Now as I was about to say, there are 
four away, with Out-of-Town in the field, and Home Team up. Tedzil
liger is at bat. Out-of-Town is in bunt formation. Orwix raises his arm 
to pitch-and he gets a long high ball away. It's heading straight for 
T edzi II iger-

A chilles: Smash it, Tedzilliger! Give those Out-of-Towners a home run for 
their money! 



Announcer: -but it seems to be a spitball, as it takes a strange curve. Now 
Sprunk is madly scrambling for the ball! It looks like it just barely 
grazed Tedzilliger's bat, then bounced off it-it's ruled a fly ball. The 
umpire is signaling that the formidable Sprunk has caught it for 
Out-of-Town, to end the seventh inning. It's a bad break for Home 
Team. That's how the last play would have looked, football fans, if this 
had been a game of baseball. 

Sloth: Bah! You might as well transport this game to the Moon. 
Crab: No sooner said than done! Just a twiddle here, a twiddle there ... 

(On tht scrun thtrt appears a desolate crattr .. pitted field, with two teams in 
spact suits faring each other, immobilt. All at once, the two team.s_fly into 
motion, and tht players are making great bounds into the air, sometimts 
over the heads of other playtrs. Tht ball is thrown into the air, and sails so 
high that it almost disappears, and then slowly comtsjloatingdown into the 
arm~ of one space-suited player, roughly a quarter-miif' from where it was 
reif'ased.) 

Announcer: And there, friends, you have the subjunctive instant replay as 
it would have happened on the Moon. We'll be right back after this 
important commercial message from the friendly folks who brew 
Glumpf Beer-my favorite kind of beer! 

Sloth: If I weren't so lazy. I would take that broken TV back to the dealer 
myself! But alas, it's my fate to be a lazy Sloth ... (Helps him.stlf to a largt 
gob of French fries.) 

Tortoise: That's a marvelous invention, Mr. Crab. May I suggest a 
hypothetical? 

Crab: Of course! 
Tortoiu: What would that last play have looked like if space were four

dimensional? 
Crab: Oh, that's a complicated one, Mr. T, but I believe I can code it into 

the dials. Just a moment. 

(He steps up, and.for the first time, appears to be using the full power of 
tht control panel of his Subjunc-TV, turning almost every knob two or 
thru timts, and carefully checking various meters. Then he steps back with 
a satisjitd txprtssion on his face.) 

I think this should do it. 
Announar: And now let's watch the subjunctive instant replay. 

con 

(A confusing array of twisttd pipes appears on the screen. It grows larger, 
then smaller, and for a moment seems to do something akin to rotation. 
Then it turns into a strangt mushroom-shaped object, and back to a bunch 
of pipts. As it mttamorphoses from this into other bizarre shapes, the 
annnouncer givts his commmentary.) 

Tedzilliger's fading back to pass. He spots Palindromi ten yards 
outfield, and passes it to the right and outwards-it looks good! Palin
dromi's at the 35-yard plane, the 40, and he's tackled on his own 

43-yard plane. And there you have it, :~-D fans. as it would"w lookt•d if 
football were played in four spatial dimensions. 

Achillts: What is it you are doing. ~fr. Crab, wht"n vou twirl. t lw~t' various 
dials on the rnntrol panel? 

Crab: I am selecting the proper sul~jundiH rhannel. You st'e, tht·rt· art· all 
sorts of subjunctive channels broadt·asting simultaneouslv. and I want 
to tune in pret·isely that one which represents the kind of hvpothetictl 
which has been suggested. 

Achillts: Can you do this on any TV? 
Crab: No, most TV's can't receive subjundive t·hannels. They rt·quire a 

special kind of circuit which is quite diffinilt to makt•. 
Sloth: How do you know which channel is broadcasting what? Do you look 

it up in the newspaper? 
Crab: I don't need to know the channel's t·all letters. lnstt•ad, I tune it in 

by coding, in these dials, the hypothetical situation whirh I wan• to he 
represented. Technicall)·. this is called "addressing a channel hy its 
counterfactual parameters". There are always a large number of 
channels broadcasting every conceivable world. All the channels which 
carry worlds that are "near" to each other have t·all letters that are near 
to each other, too. 

Tortoist: Why did you not have to turn the dials at all, the first time we saw 
a subjunctive instant replay? 

Crab: Oh, that was because I was tuned in to a channel which is very near 
to the Reality Channel, but ever so slightly off. So every once in a while, 
it deviates from reality. It's nearly impossible to tune EXACTLY into the 
Reality Channel. But that's all right, because it's so dull. All their 
instant replays are straight! Can you imagine? What a bore! 

Sloth: I find the whole idea of Subjunc-TV's one giant bore. But perhaps I 
could change my mind, if I had some evidence that your machine here 
could handle an INTERESTING counterfactual. For example, how 
would that last play have looked if addition were not commutative? 

Crab: Oh me, oh my! That change is a little too radical, I'm afraid, for this 
model. I unfortunately don't have a Superjunc-TV, which is the top of 
the line. Superjunc-TV's can handle ANYTHING you throw at them. 

Sloth: Bah! 
Crab: But look-I can do ALMOST as well. Wouldn't you like to see how 

the last play would have happened if 13 were not a prime number? 
Sloth: No thanks! THAT doesn't make any sense! Anyway, if I were the last 

play, I'd be getting pretty tired of being trotted out time and again in 
new garb for the likes of yQu fuzzy-headed concept-slippers. Let's get 
on with the game! 

Achilles: Where did you get this Subjunc-TV, Mr. Crab? 

Crab: Believe it or not, Mr. Sloth .and I went to a country fair the other 
evening, and it was offered as the first prize in a lottery. Normally I 
don't indulge in such frivolity, but some crazy impulse grabbed me, 
and I bought one ticket. 



ArhJlts: What about you, Mr. Sloth? 
Sloth: I admit, I bought one, just to humor old Crab. 
Crab: And when the winning number was announced, I found, to my 

amazement, that I'd won the lottery! 
Arhillt1: Fantastic! I've never known anyone who won anything in a lot-

tery before! 
Crab: I was flabbergasted at my good fortune. 
Sloth: Don't you have something else to tell us about that lottery, Crab? 
Crab: Oh, nothing much. It's just that my ticket number was 129. Now 

when they announced the winning number, it was 128-just one off. 
Sloth: So you see, he actually didn't win it at all. 
Arhillt.1: He Al.MOST won, though ... 

Crab: I prefer to say that I won it, you see. For I came so terribly close .. , 
If my number had been only one smaller, I would have won. 

Sloth: But unfortunately, Crab, a miss is as good as a mile. 
Tortoiu: Or as bad. What about you, Mr. Sloth? What was your number? 
Sloth: Mine was 256-the next power of 2 above 128. Surely, that counts 

as a hit, if anything does! I can't under .. totnd why, however, those fair 
officials-those L:Nfair officials-were so thickheaded about it. They 
refused to award me my fully deserved prize. Some other joker 
claimed HE deserved it, because his number was 128. I think my 
number was far closer than HIS, but you can't fight City Hall. 

Arhillt.I': I'm all confused. If you didn't win the Subjunc-TV after all, Mr. 
Crab, then how can we have been sitting here all afternoon watching 
it? It seems as if we ourselves have been living in some sort of hypothet
ical world that would have been, had circumstances just been ever so 
slightly different ... 

Armourzar: And that, folks, was how the afternoon at Mr. Crab's would 
have heen spent, had he won the Subjunc-TV. But since he didn't, the 
four hiends simply spent a pleasant afternoon watching Home Team 
get creamed, 128-0. Or was it 256-0? Oh well, it hardly matters, in 
five-dimensional Plutonian steam hockey. 
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CHAPTER XIX 

Artificial Intelligence: 
Prospects 

"Almost" Situations and Subjunctives 

AFTER READING Contrafactus, a friend said to me. "Mv uncle was almost 
President of the U.S.!" "Really?" I said. "Sure,'" he repli~d. "he was skipper 
of the PT JOS." Uohn F. Kennedy was skipper of the PT 109.) 

That is what Contrefactus is all about. In everyday thought, we are 
constantly manufacturing mental variants on situations we face, ideas we 
have, or events that happen, and we let some features stay exactly the same 
while others "slip". What features do we let slip? What ones do we not even 
consider letting slip? What events are perceived on some deep intuitive 
level as being close relatives of ones which really happened? What do we 
think "almost" happened or "could have" happened, even though it unam
biguously did not? What alternative versions of events pop without any 
conscious thought into our minds when we hear a story? Why do some 
counterfactuals strike us as "less counterfactual" than other counterfactu
als? After all, it is obvious that anything that didn't happen didn't happen. 
There aren't degrees of "didn't-happen-ness". And the same goes for 
"almost" situations. There are times when one plaintively says, "It almost 
happened", and other times when one says the same thing, full of relief. 
But the "almost" lies in the mind, not in the external facts. 

Driving down a country road, you run into a swarm of bees. You don't 
just duly take note of it; the whole situation is immediately placed in 
perspe~tive by a swarm of "replays" that crowd into your mind. Typically, 
you thmk, "Sure am lucky my window wasn't open!"--or worse, the re
verse: ''Too bad my window wasn't closed!" "Lucky I wasn't on my bike!" 
"Too bad I didn't come along five seconds earlier." Strange but possible 
replays: "If that had been a deer, I could have been killed!" "I bet those 
bees would have rather had a collision with a rosebush." Even stranger 
replays: "Too bad those bees weren't dollar bills!" "Lucky those bees 
weren't made of cement!" "Too bad it wasn't just one bee instead of a 
swarm." "Lucky I wasn't the swarm instead of being me." What slips 
naturally and what doesn't-and why? 

In a recent issue of The New Yorker magazine, the following excerpt 
from the "Philadelphia Wekomat" was reprinted: 1 

If Leonardo da Vinci had been born a female the ceiling of the 
Sistine Chapel might never have been painted. 
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The .Vew Yorker commented: 
\ 

And if Michelangelo had been Siamese twins, the work would 
have heen completed in half the time. 

The point of The New Yorker's comment is not that such counterfactuals are 
fal1f; it is more that anyone who would entertain such an idea-anyone who 
would "slip'" the sex or number of a given human being-would have to be 
a little loony. Ironically, though, in the same issue, the following sentence, 
rnnduding a hook review, was printed without blushing: 

I think he [Professor Philipp Frank] would have enjoyed both of 
these hooks enormously.2 

Now poor Professor Frank is dead; and clearly it is nonsense to suggest that 
someone nmld read books written after his death. So why wasn't this 
serious sentenc·e also scoffed at? Somehow, in some difficult-to-pin-down 
sense, the parameters slipped in this sentence do not violate our sense of 
"possibility" as much as in the earlier examples. Something allows us to 
imagine "all other things being equal" better in this one than in the others. 
But why? What is it about the way we classify events and people that makes 
us know deep down what is "sensible'" to slip, and what is "silly"? 

Consider how natural it feels to slip from the valueless declarative "I 
don't know Russian" to the more charged conditional "I would like to know 
Russian" to the emotional subjunctive "I wish I knew Russian" and finally to 
the ric·h counterfartual "If I knew Russian, I would read Chekhov and 
Lennontov in the original". How Hat and dead would be a mind that saw 
nothing in a negation but an opaque barrier! A live mind can see a window 
onto a world of possibilities. 

I believe that "almost" situations and unconsciously manufactured 
subjunctives represent some of the richest potential sources of insight into 
how human beings organize and categorize their perceptions of the world. 
An eloquent co-proponent of this view is the linguist and translator George 
Steiner, who, in his book After Babel, has written: 

H vpothetil'als. 'imaginaries·. conditionals. the syntax of coun1er-fac1uali1y ;ind 
con1i11gency mav well he the generali\'e ce111res of human speech .... [They] 
do more 1ha11 1Kcasio11 philosophical and grammatical perplexity. No less 
1ha11 lu111re le11ses lo which they are. 011e feels. related, and with which they 
ought prohahlv lo he classed i11 1he larger set of 'supposi1io11als 0 or 'alternates', 
these 'if" proposi1io11s are fu11dame111al 10 the dynamics of human feeling. ... 

Ours is the ahilitv. the need. to gai11say or 'u11-say0 the world, 10 image and 
speak ii otherwise .... We need l\ word which will designate the power, the 
compuls1011 ol la11guage lo posit 'otherness' .... Perhaps 'alternity' will do: to 
deh11e the 'other tha11 the case', the counter-factual propositions, images. 
shapes of will a11d evasio11 with which we charge our menial being and by 
mea11s of which we build the changing. largeh" fictive milieu of our somatic 
and our soc:ial existence. . . . · 

Finally, Steiner sings a counterfactual hymn to counterfactuality: 



It is unlikeh· that man. as \\'e know him. \\'llUld h01n· sunin·d \\·i1h11u1 thl' 
ficti\·e. cou~ter-fanual. anti-de1ermi11is1 mean' of bng11;1gl'. "itholll thl' 
semantic capacity, gener<1ted <llld stored in the 'supt·rlluous' 1ont•, ol tlw 
cortex, to concei\·e of. 10 aniculate possihilities henind the ll't·.ulmill of 01-
ganic decay and death. 3 

The manufacture of "subjuncti\'e worlds" happens so casualh·, so 
naturally, that we hardly no~ice what we are doing. We select from our 
fantasy a world which is close, in some internal mental sense. to the real 
world. We compare what is real with what we percei\'e as almo.\l real. 1 n so 
doing, what we gain is some intangible kind of perspecti\'e on reality. The 
Sloth is a droll example of a variation on reality-a thinking being without 
the ability to slip into subjunctives (or at least, who claims to he without the , 
ability-but you may have noticed that what he says is full of counterfanu- 1 

als!). Think how immeasurably poorer our mental lives would be if we 
didn't have this creative capacity for slipping out of the midst ofreality into 
soft "what if" 's! And from the point of view of studying human thought 
processes, this slippage is very interesting, for most of the time it happens 
completely without conscious direction, which means that observation of 
what kinds of things slip, versus what kinds don't, affords a good window 
on the unconscious mind. 

One way to gain some perspective on the nature of this mental metric 
is to "fight fire with fire". This is done in the Dialogue, where our "su~junc
tive ability" is asked to imagine a world in which the very notion of 
subjunctive ability is slipped, compared to what we expect. In the Dialogue, 
the first subjunctive instant replay-that where Palindromi stays in 
bounds-is quite a normal thing to imagine. In fact, it was inspired by a 
completely ordinary, casual remark made to me by a person sitting next to 
me at a football game. For some reason it struck me and I wondered what 
made it seem so natural to slip that particular thing, but not, say, the 
number of the down, or the present score. From those thoughts, I went on 
to consider other, probably less slippable features, such as the weather 
(that's in the Dialogue), the kind of game (also in the Dialogue), and then 
even loonier variations (also in the Dialogue). I noticed, though, that what 
was completely ludicrous to slip in one situation could be quite slippable in 
another. For instance, sometimes you might spontaneously wonder how 
things would be if the ball had a different shape (e.g., if you are playing 
basketball with a half-inflated ball); other times that would never enter your 
mind (e.g., when watching a football game on TV). 

Layers of Stability 

It St>:emed to me then, and still does now, that the slippability of a feature of 
some event (or circumstance) depends on a set of nested contexts in which 
the event (or circumstance) is perceived to occur. The terms constant, 
parameter, and variable, borrowed from mathematics, seem useful here. 
Often mathematicians, physicists, and others will carry out a calculation, 
saying "c is a constant, p is a parameter, and v is a variable". What they 

mean i' that any of them can vary (including the "constant"); however, 
there: i' a kind of hierarchy of variability. In the siiuation which is being 
rq>n•,c:nted by the symbols, c establishes a global condition; p establishes 
"unc: less global rnndition which can vary while c is held fixed; and finally, 
t' can nrn arnund while c and pare held fixed. It makes little sense to think 
of holding t' fixed while c and p vary, for c and p est.ablish the cont~xt in. 
which t' has meaning. For instance, think of a dentist who has a hst of 
pa1ic:nts, and for each patient, a list of teeth. It mak_es perfect se~se (and 
plenty of money) to hold the patient fixed and vary his teet~-but 1t makes 
no sc:nse at <111 to hold one tooth fixed and vary the patient. (Although 
sometimes it makes good sense to vary the dentist ... ) 

We build up our mental representation of a situation layer by l~yer. 
The lowest layer establishes the deepest aspect of the context-sometimes 
being so low that it cannot vary at all. For instance, the three-dimensionality 
of 0111· world is so ingrained that most of us never would imagine letting it 
slip mentally. It is a constant constant. Then there are layer~ whi~h establ.ish 
tempmarily, though not permanently, fixed aspects of s1tuat1ons, which 
rnuld be railed background assumptions-things which, in the back of yoUt· 
mind, you know can vary, but which most of the time you unquestioningly 
al'l'ept as und1anging aspects. These could ~till be called "constants". For 
instatll'e, when you go to a football game, the rules of the game are 
constants of that sort. Then there are "parameters": you think of them as 
more variable, but you temporarily hold them constant. At a football game, 
parameters might include the weather, the opposing team, and so _forth. 
There could be-and probably are-several layers of parameters. Fmally, 
we read1 the "shakiest" aspects of your mental representation of the 
situation-the variables. These are things such as Palindromi's stepping out 
of hounds, which are mentally "loose" and which you don't mind letting slip 
away from their real values, for a short moment. 

Frames and Nested Contexts 

The word framr is in vogue in AI currently, and it could be defined as 
a computational instantiation ofa context. The term is due to Marvin Minsky, as 
are m<my ideas about frames, though the general concept has been floating 
around for a good number of years. In frame language, one could say that 
mental representations of situations involve frames nested within each 
other. Each of the various ingredients of a situation has its own frame:.. I~ is 
interesting to verbalize explicitly one of my mental images concerning 
nested frames. Imagine a large c,pllection of chests of drawers. When you 
choose a d1es1, you have a frame, and the drawer holes are places where 
"subframes" can be at1arhed. But subframes are themselves chests of draw
ers. How can vou stick a whole chest of drawers into the slot for a single 
drawer in an<»ther chest of drawers? Easy: you shrink and distort the 
sernnd chest, sim·e, after all, this is all mental, not physical. Now in the 
outer frame, there may be se\'eral different drawer slots that need to be 
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filled; then you may need tu fill slots in some of the inner (·hests of drawers 
(or subframes). This can go on, recursi\'ely. 

The vivid surrealistic image of squishing and bending a d1est of draw
ers so that it can fit into a slot of arbitrary shape is probabh quite impor
tant, because it hints that your concepts are squished and bent bv the 
contexts you force them into. Thus, what does \'<>Ur nm(·ept of "person" 
become when the; people you are thinking about are football pla\·ers? It 
certainly is a distorted concept, one which is fo1Ted on you by the O\'erall 
context. You have stuck the "person" frame into a slot in the "football 
game" frame. The theory of representing knowledge in frames relies on 
the idea that the world consists of quasi-closed subsystems, ead1 of whid1 
can serve as a context for others without being too disrupted, or (·reating 
too much disruption, in the process. 

One of the main ideas about frames is that each frame nnnes with Its 
own set of expectations. The corresponding image is that eMh (·hest of 
drawers comes with a built-in, but loosely bound, drawer in earh of its 
drawer slots, called a default. If I tell you, "Picture a river bank", you will 
invoke a visual image which has various features, mosl of which you could 
override if I added extra phrases such as "in a drought" or "in Brazil" or 
"without a merry-go-round". The existence of default values for slots 
allows the recursive process of filling slots to come to an end. In effect, you 
say, "I will fill in the slots myself as far as three layers down; beyond that I 
will take the default options." Together with its default expectations, a 
frame contains knowledge of its limits of applicability, and heuristics for 
switching to other frames in case it has been stretched beyond its limits of 
tolerance. 

The nested structure of a frame gives you a way of "zooming in" and 
looking at small details from as close up as you wish: you just zoom in on 
the proper subframe, and then on one of its subframes, etc., until you have 
the desired amount of detail. It is like having a road atlas of the USA which 
has a map of the whole country in the front, with individual state maps 
inside, and even maps of cities and some of the larger towns if you want still 
more detail. One can imagine an atlas with arbitrary amounts of detail, 
going down to single blocks, houses, rooms, etc. It is like looking through a 
telescope with lenses of different power; each lens has its own uses·: It is 
important that one can make use of all the different scales; often detail is 
irrelevant and even distracting. 

Because arbitrarily different frames can be stuck inside other frames' 
slots, there is great potential for conflict or "collision". The nice neat 
scheme of a single, global set of layers of "constants", "parameters", and 
"variables" is an oversimplification. In fact, each frame will have its own 
hierarchy of variability, and this is what makes analyzing how we perceive 
such a rnmplex event as a football game, with its many subframes, subsub
frames, etc., an incredibly messy operation. How do all these many frames 
interact with each other? If there is a conflict where one frame says, "This 
item is a constant" but another frame says, "No, it is a variable!", how does it 
get resolved? These are deep and difficult problems of frame theory to 

which I can give no answers. There has as yet been no complete agreement 
on what a frame really is, or on how to implement frames in AI programs. 1 
rn:tke my own stab at discussing some of these questions in the following 
senion, where I talk about some puzzles in visual pattern recognition. 
whirh I rail "Bongard problems". 

Bonga~d Problems 

Bongard problem.1 (BP's) are problems of the general type given by the 
Russian s(·ientist M. Bongard in his book Pattern Recognition. A typical 
BP-number 51 in his collection of one hundred-is shown in Figure 119. 
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FI<;{ 'Rf: I J 9. Ro11g11rd pmblrm 51. [From M. Bongard, Pattern Rnognition (Rochelle Park. 
.\'. .f.. lla~dm Book Co., spartan Book1, 1970).) 

Th('S(' fas(·inating problems are intended for pattern-recognizers, whether 
human or m;Khine. (One might also throw in ETI's--extraterrestrial intel
ligenres.) Each problem consists of twelve boxed figures (henceforth called 
boxr.1): six on the left, forming Cla.ss /, and six on the right, forming Class JI. 
The boxes may be indexed this way: 

1-A 
1-C 
1-E 

1-B 
1-D 
1-F 

II-A 
11-C 
11-E 

11-B 
11-D 
11-F 

The problem is "How do Class 1 boxes differ from Class I I boxes?'' 
A Bongard problem-solving program would have several stages, in 

whirh raw data gradually get con\'erted into descriptions. The early stages 
are relati\eh· inflexible, and higher stages become gradually more flexible. 
The tinal stages have a property which I call tentativity, which means simply 
that the way a pinure is represented is always tentative. Upon the drop of a 
hat, a high-le,·el desrription can be restructured, using all the devices of the 



later stages. The ideas presented below also ha\'e a tentatiw quality to 

them. I will try to con\'ey O\'erall ideas first, glossing o\'er signific·~111t 

difficulties. Then I will go back and try to explain subtleties and tril·ks and 

so forth. So your notion of how it all works may also unde1·go some 

re\'isions as you read. But that is in the spirit of the disc·ussion. 

Preprocessing Selects a Mini-vocabulary 

Suppose, then, that we ha\'e some Bongard problem which we want to 

sol\'e. The problem is presented to a TV camera and the raw data are read 

in. Then the raw data are preprocessed. This means that some salient fea

tures are detected. The names of these features constitute a "mini-\'ocabn

lary" for the problem; they are drawn from a general "salient-feature 

vocabulary". Some typical terms of the salient-feature vocabulary are: 

line segment, curve, horizontal, vertical. black, white, big. small, 

pointy, round ... 

In a second stage of preprocessing, some knowledge about elementary 

shapes is used; and if any are found, their names are also made available. 

Thus, terms such as 

triangle, circle, square, indentation, protrusion, right angle, 

vertex, cusp, arrow ... 

may be selected. This is roughly the point at which the conscious and the 

unconscious meet, in humans. This discussion is primarily concerned with 

describing what happens from here on out. 

High-Level Descriptions 

Now that the picture is "understood", to some extent, in terms of familiar 

concepts, some looking around is done. Tentative descriptions are made 

for one or a few of the twelve boxes. They will typically use simple descrip

tors such as 

above, below, to the right of, to the left of, inside, outside of, close 

to, far from, parallel to, perpendicular to, in a row, scattered, 

evenly spaced, irregularly spaced, etc. 

Also, definite and indefinite numerical descriptors can be used: 

I, 2, 3, 4, 5, ... many, few, etc. 

More complicated descriptors may be built up, such as 

further to the right of, less close to, almost parallel to, etc. 

Ff(;{'Rf: /20. Bongard prohlrm 4i. [From M. Bongard, Pattern Recognition.) 

Thus, a typical hox-say 1-F of BP 4 7 (Fig. 120)-could be variously de

snihe<I as having: 
three shapes 

or 
three white shapes 

or 
a circle on the right 

or 

two triangles and a circle 
or 

two upwards-pointing triangles 
or 

one large shape and two small shapes 
or 

one cur\'ed shape and two straight-edged shapes 
or 

a rirde with the same kind of shape on the inside and outside 

Ead1 of these desniptions sees the box through a "filter". Out of context, 

au\' of them might he a useful description. As it turns out, though, all of 

th~m are "wrong", in the context of the particular Bongard problem they 

are part of. In other words, if you knew the distinction between Cl~s~s I 

and II in BP 4 i. and were given one of the preceding lines as a descnpuon 

of au unseen drawing, that infol"mation would not allow you to tell to whic~ 
Class the drawing belonged. The essential feature of this box, in context, ts 

that it iududes 

a circle containing a triangle. 

:'\ote that someone who heard such a description would not be able to 

recomtruct the original drawing. but would be able to recognize drawings 
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F/GU RE 121. Bongard problem 91. [From M. Bongard, Pattern Rerngnition.) 

which have this property. It is a little like musical style: you may be an 

infallible recognizer of Mozart, but at the same time unable to write any

thing which would fool anybody into thinking it was by Mozart. 

Now consider box 1-D of BP 91 (Fig. 121). An overloaded but "right" 

description in the context of BP 91 is 

a cirde with three rectangular intrusions. 

Notice the sophistication of such a description, in which the word "with" 

functions as a disclaimer, implying that the "circle" is not really a circle: it is 

almost a circle, except that ... Furthermore, the intrusions are not full 

rectangles. There is a lot of "play" in the way we use language to describe 

things. Clearly. a lot of information has been thrown away, and even more 

could be thrown away. A priori, it is very hard to know what it would be 

smart to throw away and what to keep. So some sort of method for an 

intelligent compromise has to be encoded, via heuristics. Of course, there is 

always recourse to lower levels of description (i.e., less chunked descrip

tions) if discarded information has to be retrieved, just as people can 

constantly look at the puzzle for help in restructuring their ideas about it. 

The trick, then, is to devise explicit rules that say how to 

make tentative descriptions for each box; 

compare them with tentative descriptions for other boxes of either 

Class; 
restructure the descriptions, by 

(i) adding information, 
(ii) discarding information, 
or (iii) viewing the same information from another angle; 

iterate this process until finding out what makes the two Classes 

differ. 
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Templates and Sameness-Detectors 

One good strategy would be to try to make descriptions structurally similar to 

nuh other, to the extent this is possible. Any structure they have in common 

will make comparing them that much easier. Two important elements of 

this tht·or"}· deal with this strategy. One is the idea of"description-schemas", 

or tt'mpultt'1; the other is the idea of Sam-a "sameness detector". 

First Sam. Sam is a special agent present on all levels of the program. 

(Actually there may be differem kinds of Sams on different levels.) Sam 

rnnstantly runs around within individual descriptions and within different 

desniptions, looking for descriptors or other things which are repeated. 

Wht·n some sameness is found, various restructuring operations can be 

triggered, either on the single-description level or on the level of several 

desniptions at once. 
Now templates. The first thing that happens after preprocessing is an 

attempt to manufacture a template, or description-schema-a uniform for

mat for the descriptions of all the boxes in a problem. The idea is that a 

desniption can often be broken up in a natural way into subdescriptions, 

and those in turn into subsubdescriptions, if need be. The bottom is hit 

when you come to primitive concepts which belong to the level of the 

preJ>rocessor. Now it is important to choose the way of breaking descrip

tions into parts so as to reflect commonality among all the boxes; otherwise 

you are introducing a superfluous and meaningless kind of "pseudo-order" 

into the world. 
On the basis of what information is a template built? It is best to look at 

an example. Take BP 49 (Fig. 122). Preprocessing yields the information 

that each box consists of several little o's, and one large closed curve. This is 

a valuable observation, a11d deserves to be incorporated in the template. 

Thus a first stab at a template would be: 

large dosed curve: -
small o's: --

FIGURE 122. Bongard problem 49. [From M. Bongard, Pattern Recognition.) 
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It is very simple: the description-template has two expli(·it .\/of.\ where 
subde~criptions are to be attached. 

A Heterarchical Program 

Now an interesting thing happens, triggered by the term "dosed n1rve". 
One of the most important modules in the program is a kind of semanti(· 
net-the concept network-in which all the known nouns, adje(·tives, etc, are 

linked in ways which indi(ate their interrelations. For instance, "dosed 
curve" is strongly linked with the terms "interior" and "exterior". The 

concept net is just brimming with information about relations between 
terms, such as what is the opposite of what, what is similar to what, what 

often occurs with what, and so on. A little portion of a concept network, to 
be explained shortly, is shown in Figure 123. But let us follow what 

happens now. in the solution of problem 49. The concepts "interior" and 

"exterior" are activated by their proximity in the net to "closed curve". This 
suggests to the template-builder that it might be a good idea to make 

distinct slots for the interior and exterior of the curve. Thus, in the spirit of ' 
tentativity, the template is tentatively restructured to be this: 

large closed curve: -
little o's in interior: -
little o's in exterior: --

Now when subdescriptions are sought, the terms "interior" aud "exterior" 
will cause procedures to inspect those specifi(: regions of the box. What is 
found in BP 49, box 1-A is this: 

large closed curve: circle 
little o's in interior: three 
little o's in exterior: three 

And a description of box II-A of the same BP might be 

large closed curve: cigar 
little o's in interior: three 
little o's in exterior: three 

Now Sam, constantly active in parallel with other operations, spots the 
recurrence of the concept "three" in all the slots dealing with o's, and this is 

strong reason to undertake a second template-restructuring operation. 
Notice lhat the first was suggested by the concept net, the second by Sam. 
Now our template for problem 49 becomes: 

large closed curve: --
three little o's in interior: -
three little o's in exterior: --



Now that "th<ee" ha. <i.en one le-·el of genet·<th"-nound,, ;uto J 
·template-it becomes worthwhile to explore its 1wighbors in till' nnwl·pt 

network. One of them is .. triangle"", whid1 suggests that triangles of o's Illa\ 

be important. As it happens, this leads down a blind alle\·-hut how nmld 
you know in advance? It is a typical blind alle\· that a human would explon-. 
so it is good if our program finds it too! For box 11-E. a desniption smh as 
the following might get generated: 

large closed cune: circle 
three little o's in interior: equilateral tria11gle 
three little o's in exterior: equiu1teral tria11gle 

Of course an enormous amount of information has been thrown awa\· 
concerning the sizes. positions, and orientations of these triangles, and 
many other things as well. But that is the whole point of making des1Tip
tions instead of just using the raw data~ It is the same idea as funne1i11g, 
which we discussed in Chapter XI. 

The Concept Network 

We need not run through the entire solution of problem 49; this suffices to 
show the constant back-and-forth interaction of individual descriptions, 

1 

templates, the sameness-detector Sam, and the concept network. We 
should now look a little more in detail at the concept network and its 
function. A simplified portion shown in the figure codes the following 
ideas: 

"High" and "low"" are opposites. 
"Up" and "down"" are opposites. 
"High" and "up"" are similar. 
"Low"" and "down" are similar. 
"Right" and "left" are opposites. 
The "right-left" distinction is similar to the "high-low" distinction. 
"Opposite" and "similar"" are opposites. 

Note how everything in the net-both nodes and links--can be talked 
about. In that sense nothing in the net is on a higher level than anything 
else. Another portion of the net is shown; it codes for the ideas that 

A square is a polygon. 
A triangle is a polygon. 
A polygon is a closed curve. 

FJGU RE 123. A small portion of a concept network for a program to .wive Bongard 
problem1. "Nodd' are joined by "link.I", which in tum can be linked. By consitkring a link. a.1 

a verb and the nodes it joins as subject and object, you can pull out so"" Engli1h .1entence.1from 
thi1 diagram. 

The difference between a triangle and a square is that one has 3 
sides and the other has 4. 

4 is similar to 3. 
A circle is a dosed curve. 
A dosed curve has an interior and an exterior. 
"Interior" and "exterior" are opposites. 

The network of concepts is necessarily very vast. It seems to store knowl
edge only statically, or declaratively, but that is only half the ston-. Actually, 
its knowledge borders on being procedural as well, by the fact that the 
proximities in the net act as guides, or "programs", telling the main pro
gram how to develop its understanding of the drawings in the boxes. 

For instance, some early hunch may turn out to be wrong and yet have 
the germ of the right answer in it. In BP 33 (Fig. 124), one might at first 
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jump.lo thl· idea that Class I boxes contain "pointy" shapes, Class II boxes 
nmtam "smooth" ones. But on closer inspection, this is wrong. Neverthe
less, there is a worthwhile insight here, and one can try to push it further, 
by sliding around in the network of rnncepts beginning at "pointy" It is 
doSl' lo the rnnrept "acute", which is precisely the distinguishing feature of 
Class I. Thus one of the main functions of the concept network is to allow 
earh wrong ideas lo he modified slightly. lo slip into variations which may 
he nirred. 

Slippage .and T entativity 

Relall'd lo this notion of slipping between close Ir related terms is the notion 
of seeing a given objeo as a variation on an'other objefl. An excellent 
example has been mentioned alread\·-that of the "circle with three inden
tations'', where in fal·t there is no ri.rcle at all. One has to be able to bend 
rnnn·pts. when it is appropriate. :'\othing should be absolutely rigid. On 



the other hand, things shouldn't be so wisln-wash\ th;tt 11othi11g has au\· 
meaning at all, either. The tric·k is to know when and how to slip ont' 
concept into another. 

An extremely interesting set of t•xamples where slipping from <Ill<' 

description to another is the nux of the matter is gin·11 i11 Bouganl 
problems 85-87 (Fig. 125). BP 85 is rather tri\·ial. Let us assume that our 
program identifies "line segment" i11 its preprocessing stage. It is relatiwh 
simple for it then to count line segments and arri\'e at the diffrrell<'l' 

FIGL'RE 125. Bo11g1nd /1roblr11i' 85-87. [hom .\I. Hm1p11d, 1'.1t1t·111 Rt·rn,,:11i1ion.] 
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between Class I and Class II in BP 85. 1"ow it goes on to BP 86. A general 
heuristic which it uses is to try out recent ideas which have worked. Successful 
repetition of recent methods is very common in the real world, and Bon
gard does not try to outwit this kind of heuristic in his collection-in fact, 
he reinforces it, fortunately. So we plunge right into problem 86 with two 
ideas ("count" and "line segment") fused into one: "count line segments". 
But as it happens, the trick of BP 86 is to count line trains rather than line 
ugmmt~. where "line train" means an end-to-end concatenation of (one or 
more) line segments. One way the program might figure this out is if the 
concepts "line train" and "line segment" are both known, and are close in 
the concept network. Another way is if it can invent the concept of "line 
train"-a tricky proposition, to say the least. 

Then comes BP 87, in which the notion of "line segment" is further 
played with. When is a line segment three line segments? (See box II-A.) 
The program must be sufficiently flexible that it can go back and forth 
between such different representations for a given part of a drawing. It is 
wise to store old representations, rather than forgetting them and perhaps 
having to reconstruct them, for there is no guarantee that a newer rep
resentation is better than an old one. Thus, along with each old representa
tion should be stored some of the reasons for liking it and disliking it. (This 
begins to sound rather complex, doesn't it?) 

Meta-Descriptions 

Now we come to another vital part of the recognition process, and t,hat has 
to do with levels of abstraction and meta-descriptions. For this let us 
consider BP 91 (Fig. 121) again. What kind of template could be con
structed here? There is such an amount of variety that it is hard to know 
where to begin. But this is in itself a clue! The clue says, namely, that the 
class distinction very likely exists on a higher level of abstraction than that 
of geometrical description. This observation clues the program that it 
should construct descriptions of descriptions-that is, meta-descriptions. Perhaps 
on this second level some common feature will emerge; and if we are lucky, 
we will discover enough commonality to guide us towards the formulation 
of a template for the meta-descriptions! So we plunge ahead without a 
template, and manufacture descriptions for various boxes; then, once these 
descriptions have been made, we describe them. What kinds of slot will our 
template for meta-descriptions have? Perhaps these, among others: 

concepts used: -
recurring concepts: -
names of slots: -
filters used: --

There are many other kinds of slots which might be needed in meta
descriptions, but this is a sample. Now suppose we have described box 1-E 
of BP 91. Its (template-less) description might look like this: 



' I 

horizomal line segmem 
\'ertical line segment mounted on the h(>rizontal line segment 
\'ertical line segmem mounted on the horizontttl line segment 
vertical line segmem mounted on the hori1ont;1l line segment 

Of course much information has been thrown out: the fa(·t that the three 
vertical lines are of the same length, are spaced equidist;mtly. etc But it is 
plausible that the abO\·e description would be made. So the meta
description might look like this: 

concepts used: vertical-horizo11tal, lirie segment, mmmted 011 
repetitions in description: 3 copie.1 of "t1ertical line segmer1t mo1mvd 011 

the horizontal /in~ segmmt" 
names of slots: --
filters used: --

Not all slots of the meta-description need be tllled in; information <·an he 
thrown away on this level as well as on the 'just-plain-desniption" level. 

Now if we were to make a description for any of the other boxes of 
Class I, and then a meta-description of it, we would wind up filling the slot 
"repetitions in description" each time with the phrase "3 copies of ... "The 
sameness-detector would notice this, and pick up three-ness •1s a salient 
feature, on quite a high level of abstraction, of the boxes of Class I. 
Similarly, four-ness would be recognized, via the method of meta
descriptions, as the mark of Class 11. 

Flexibility Is Important 

Now you might object that in this case, resorting to the method of meta
descriptions is like shooting a fly with an elepham gun, for the three-ness 
versus four-ness might as easily have shown up on the lower level if we had 
constructed our descriptions slightly differently. Yes, true-but it is impor
tant to have the possibility of solving these problems by different routes. 
There should be a large amount of flexibility in the program; it should not 
be doomed if, malaphorically speaking, it "barks up the wrong alley" for a 
while. (The amusing term "malaphor" was coined by the newspaper col
umnist Lawrence Harrison; it means a cross between a malapropism and a 
metaphor. It is a good example of "recombinant ideas".) In any case, I 
wanted to illustrate the general principle that says: When it is hard to build 
a template because the preprocessor finds too much diversity, that should 
serve as a clue that concepts on a higher level of abstraction are involved 
than the preprocessor knows about. 

Focusing and Filtering 

Now let us deal with another question: ways to throw information out. This 
involves two related notions, which I call "focusing" and "filtering". Focw-
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22 
Ff(;l 'RE 12 i. Bongard prob/rm 22. [From M. Bongard, Pattern Recognition.) 

ing involves making a description whos.e focus is som~ p~rt of the dra.wing 
in the box, to the exclusion of everythmg else. Filtering mvolve~ m~kmg a 
desniption whirh concentrates on some particular way of v1ewmg the 
contents of the box, and deliberately ignores all other aspects. Thus they 
are rnmplementan: focusing has to do with objects (roughly, nouns), and 
filtering has to do.with concepts (roughly, adjectives). For an ~xample. of 
forusing, let's look at BP 55 (Fig. •126). He.re, we focus on t~e mden~at1on 
;md the little circle next to it, to the exclusion of the everythmg else m the 
box. BP 22 (Fig. 127) presents an example of filtering. H~re, we must _filt~r 
out ever\' rnncept but that of size. A combination of focusmg and filtermg is 
required to sol\'e problem BP 58 (Fig. 128~. . . 

One of the most important ways to get ideas fo~ focusm~ and filte~mg 
is by another sort of "focusing": namely, by inspection of a ~mgle particu
lar!~· simple box-say one with as few objects in it as possible. It can be 
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FIGURE 129. Bongnrd problem 61. [From M. Bongard, Pattern Recognition.) 

extremely helpful to compare the starkest boxes from the two Classes. But 
how can you tell which boxes are stark until you have descriptions for 
them? Well, one way of detecting starkness is to look for a box with a 
minimum of the features provided by the preprocessor. This can be done 
very early, for it does not require a pre-existing template; in fact, this can 
be one useful way of discovering features to build into a template. BP 61 
(Fig. 129) is an example where that technique might quickly lead to a solution. 

Science and the World of Bongard Problems 

One can think of the Bongard-problem world as a tiny place where "sci
ence" is done-that is, where the purpose is to discern patterns in the 
world. As patterns are sought, templates are made, unmade, and remade; 
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slots are shifted from one le\'el of generality lo another; filtering and 
fon1sing are done; <tnd so on. There are discoveries on all levels of com
plexity. The Kuhnian theory that certain rare events called "paradigm 
shifts" mark the distinction between "normal" science and "conceptual 
re\'olutions" does not seem to work. for we can see paradigm shifts happen
ing all throughout the system, all the time. The fluidity of descriptions 
ensures that paradigm shifts will take place on all scales. 

Of n>urse, some disco\'eries are more "revolutionary" than others, 
because they ha\'e wider effects. For instance, one can make the discovery 
that proble1~1s iO and i I (Fig. l '.~0) are "the same problem", when looked at 
on a sufficient(\' abstract level. The key observation is that both involve 
depth-2 \'ersus depth- I nesting. -rhis is a new level of discovery that can_ be 
made about Bongard problems. There is an even higher level, concerning 
the n>llenion as a whole. If someone has ne\'er seen the collection, it can be 
a good pun.le just to figure out what it is. To figure it out is a revolution~ry 
insight, but it must he pointed out that the mechanisms of thought which 
allow sud1 a disco\'en to be made are no different from those which 
operate in the solution of a single Bongard problem. 



By the same token, real science does not divide up into "normal" periods versus "conceptual revolutions": rather. paradigm shifts pervade-there are just bigger and smaller ones. paradigm shifts on differ
ent levels. The recursive plots of l!'IT and Gplot (Figs. 32 and 34) provide a 
geometric model for this idea: they have the same structure full of disrnn
tinuous jumps on every level, not just the top level-<mly the lower the level, the smaller the jumps. 

Connections to Other Types of Thought 
I To set this entire program somewhat in context, let me suggest two ways in I 

which it is related to other aspects of cognition. Not only does it depend on I other aspects of cognition, but also they in turn depend on it. First lei rue 
comment on how it depends on other aspects of cognition. The intuition which is required for knowing when it makes sense to blur dist;nl-tions, 10 try redescriptions, to backtrack, to shift le\'els, and so forth, is something which probably comes only with much experience in thought in general. 
Thus it would be very hard to define heuristics for these crucial aspects of the program. Sometimes one's experience with real objects in the world has a subtle effect on how one describes or redescribes boxes. For instance, who can say how much one's familiarity with living trees helps one to solve BP 70? It is very doubtful that in humans, the subnetwork of concepts releva111 
to these puzzles can be easily separated out from the whole network. Rather, it is much more likely that one's intuitions gained from seeing and 
handling real objects--combs, trains, strings. blocks, letters, rubber bands, etc., etc.-play an invisible but significant guiding role in the solution of these puzzles. 

Conversely, it is certain that understanding real-world situations heavi
ly depends on visual imagery and spatial intuition, so that having a power
ful and flexible way of representing patterns such as these Bongard pat
terns can only contribute to tte general efficiency of thought processes. 

It seems to me that Bongard's problems were worked out with great 
care, and that they have a quality of universality to them, in the sense that 
each one has a unique correct answer. Of course one could argue with this and say that what we consider "correct" depends in some deep way on our 
being human, and some creatures from some other star system might 
disagree entirely. Not having any concrete evidence either way, I still have a 
certain faith that Bongard problems depend on a sense of simplicity which is not just limited to earthbound human beings. My earlier comments about 
the probable importance of being acquainted with such surely earth-limited ' objects as combs, trains, rubber bands, and so on, are not in conflict with the idt:a that our notion of simplicity is universal, for what matters is not 
any of these individual objects, but the fact that taken together they span a wide space. And it seems likely that any other civilization would have as vast 
a repertoire of artifacts and natural objects and varieties of experience on 
which to draw as we do. So I believe that the skill of solving Bongard 

problems lies very dose to the core of "pure" intelligence, if ~here .is such a 
1hing. Therefore it is a good place 10 begin if one wants 10 1m:esu~at_e the ability 10 disc·m·t'r "intrinsic meaning" in patterns or .me~sages'. L nfortu
na1ely wt· have reproduced only a small selection of his st1m~latmg coll~clion. I hopt· 1ha1 many readers will acquaint themselves with 1he entire 
mile< 1ion, 10 be found in his book (see Bibliography). 

Some of 1he problems of visual pattern recognition whi~h we hum~n l>t·iugs ,ecm 1o have n>1nple1ely "flattened" into our unconsoous are quite 
amating. They include: 

recognition of fac·es (invariance of face'> under age change, ex
pression change. lighting change. distance change. angle 
d1angc, etc.) . 

renigni1ion of hiking trails in forests and mountains-somehow 
1his has always impressed me as one of our mosl subtle acts of 
pauern recognition-and yet animals ca~ _do ii, too 

reading 1ex1 without hesitation in hundreds 11 not thousands of 
different typefaces 

Message-Passing Languages, frames, and Symbols 
Oue wav ihal has been suggested for handling the complexities of pattern 
n·c·ogni;ion and other challenges to Al programs is the so-called "actor" formalism of Carl Hewill (similar 10 the language "Smalltalk'', developed by Alan Kay and others). in which a program is wrillen as a collection of 
in1eraning actor.1, which can pass elaborate message.~ back and forth among themselves. In a way, this resembles a helerarchical collection of proce
dures whid1 rnn call each other. The major difference is that where proce
dllres 11s11 ally only pass a rather small number of arguments back and forth. 1he messages exchanged by actors can be arbitrarily long and com-
plex. 

Ac·1ors with the ability to exchange messages become somewhat auto-
11omo11s agents-in fact, even like autonomous computers, with messages 
ht'ing somewhat like programs. Each actor can have its o~·n idios~ocrat.ic wav of interpreting any gi\'en message: thus a messages meamng will depend on the actor ii is intercepted by. This comes about by the actor ha\'illJ?; within ii a piece of program which interprets messages: so there nl<I\' ht' as many interpreters as there are actors. Of course, there may be ma;1,· <Klors with identical interpreters: in fact, this could be a great..adva.n-
1age: just as i1 is exlremel\' impc1rtant in the cell 10 have a multi~ude ~f identical rihosomes floating throughout the cytoplasm, all of which will interpret a message-in this case, messenger RNA-in one and the same 
wa\'. 

· II is interesting lo think how one might merge the frame-noti~rn with 1he Mlor-notion. Lei us call a frame with the capabilil}' of generaung and 
in1erpre1ing complex messages a s_vmbol: 

frame + actor = s\·mbol 



We now ha"e ceached the po;nt whe<e we ace talking about ,...,., of I 
implementing those elusi\'e activt> ~~vmboL~ of Chapters XI and XII; henn·- : 
forth in this Chapter, "symbol" will ha\'e that meaning. By the wav, don't 
feel dumb if you don't immediately see just how this synthesis is lo be made. 
It is not clear, though it is certainly one of the most fascinating directions lo 
go in Al. Furthermore, it is quite certain that e\'en the best synthesis of 
these notions will turn out to ha\'e much less power than the actual symbols 
of human minds. In that sense, calling these frame-actor syntheses "sym
bols" is premature, but it is an optimistic way of looking al things. 

Let us return to some issues connected with message passing. Should 
each message be directed specifically al a target symbol, or should it he 
thrown out into the grand void, much as mRN A is thrown out into the 
cytoplasm, to seek its ribosome? If messages have destinations, then e;ll·h 
symhol must have an address, and messages for it should always be sent lo 
that address. On the other hand, there could be one central receiving dock 
for messages, where a message would simply sit until it got picked up by 
some symbol that wanted it. This is a counterpart to General Deli\'ery. 
Probably the best solution is to allow hoth types of message lo exist; also lo 
have provisions for different classes of urgency-special delivery. first class, 
second class, and so on. The whole postal system provides a rich source of 
ideas for message-passing languages, including such curios as self
addressed stamped envelopes (messages whose senders want answers 
quickly). parcel post (extremely long messages which can be sent some very 
slow way), and more. The telephone system will give you rnore inspiration 
when you run out of postal-system ideas. 

Enzymes and Al 

Another rich source of ideas for message passing-indeed, for information 
processing in general-is, of course, the cell. Some objects in the cell are 
quite comparable lo actors-in particular, enzymes. Each enzyme's active 
site acts as a filler which only recognizes certain kinds of substrates (mes
sages). Thus an enzyme has an "address", in effect. The enzyme is "pro
grammed" (by virtue of its tertiary structure) lo carry out certain opera
tions upon that "message", and then to release it to the world again. Now in 
this way, when a message is passed from enzyme to enzyme along a 
chemical pathway, a lot can be accomplished. We have already described 
the elaborate kinds of feedback mechanisms which can take place in cells 
(either by inhibition or repression). These kinds of mechanisms show that 
complicated control of processes can arise through the kind of message 
passing that exists in the cell. 

One of the most striking things about enzymes is how they sit around 
idly, waiting to be triggered by an incoming substrate. Then, when the 
substrate arrives, suddenly the enzyme springs into action, like a Venus's
Aytrap. This kind of "hair-trigger" program has been used in Al, and goes 
by the name of demon. The important thing here is the idea of having many 
different "species" of triggerable subroutines just lying around waiting to 

he triggered. In cells, all the complex molecules and organelles are built up, 
simple step by simple step. Some of these new structures are often enzymes 
them.,el\'es, and they participate in the building of new enzymes, which in 
turn participate in the building of yet other types of enzyme, etc. Such 
recursive cascades of enzymes can have drastic effects on what a cell is 
doing. One would like lo see the same kind of simple step-by-step assembly 
pro<ess imported into Al, in the construction of useful subprl)grams. For 
insta11ce, repetition has a way of burning new circuits into our mental 
hardware, so that oft-repeated pieces of behavior become encoded below 
the conscious level. It would be extremely useful if there were an analogous 
way of synthesizing efficient pieces of code which can carry out the same 
sequenc·e of operations as something which has been learned on a higher 
level of "consciousness". Enzyme cascades may suggest a model for how this 
rnuld be done. (The program called "HACKER", written by Gerald 
Sussman, synthesizes and debugs small subroutines in a wav not too much 
u111ike that of enzyme cascades.) 

The sameness-detectors in the Bongard problem-solver (Sams) could 
he implemented as enzyme-like subprograms. Like an enzyme, a Sam 
would meander about somewhat al random, bumping into small data 
strunures here and there. Upon filling its two "active sites" with identical 
data structures, the Sam would emit a message to other parts (actors) of the 
program. As long as programs are serial, it would not make much sense to 
have several copies of a Sam, but in a truly parallel computer, regulating 
the number of copies of a subprogram would be a way of regulating the 
experted waiting-time before an operation gets done, just as regulating the 
uurnher of copies of an enzyme in a cell regulates how fast that function 
gels performed. And if new Sams could be synthesized, that would be 
n>111parable lo the seepage of pallern detection into lower levels of our 
minds. 

Fission and Fusion 

Two interesting and complementary ideas concerning the interac~ion of 
symbols are "fission" and "fusion". Fission is the gradual divetgence of a 
new symbol from its parent symbol (that is, from the symbol which served 
as a template off of which it was copied). Fusion is what happens when two 
(or more) originally unrelated symbols participate in a ·~oint activation", 
passing messages so tightly back and forth that they get bound lQg_ether 
and the combination can thereafter be addressed as if it were a single 
symbol. Fission is a more or less il'levitable process, since once a new symbol 
has been "rubbed off" of an old one, it becomes autonomous, and its 
interactions with the outside world get reflected in its private internal 
structure; so what started out as a perfect copy will soon become imperfect, 
and then slowly will become less and less like the symbol off of which it was 
"rubbed". Fusion is a subtler thing. When do two concepts really become 
one? Is there some precise instant when a fusion takes place? 



This notion of joint acti\'ations opens up a Pandora's box of questions. 
For instance, how much do we hear "dough" and "nut" when we sav 
"doughnut"? Does a German who thinks of glo\'es ("Handschuhe") hear 
"hand-shoes" or not? How about Chinese people, whose word "d{>ng-xi" 
("East-West") means "thing"? It is a matter of some political concern, too, 
since some people claim that words like "chairman" are hea\'ily charged 
with undertones of the male gender. The degree to which the parts reso
nate inside the whole probably varies from person to person and acn>rding 
to circumstances. 

The real problem with this notion of "fusion" of symbols is that it is 
very hard to imagine general algorithms which will create meaningful new 
symbols from colliding symbols. It is like two strands of DNA which come 
together. How do you take parts from each and recombine them into a 
meaningful and viable new strand of DNA which codes fi:>r an individual of 
the same species? Or a new kind of species? The chance is infinitesimal that 
a random combination of pieces of DNA will code for anything that will 
survive-something like the chance that a random combination of words 
from two books will make another book. The chance that recombinant 
DNA will make sense on any level but the lowest is tiny, precisely bec-ause 
there are so many levels of meaning in DNA. And the same goes for 
"recombinant symbols". 

Epigenesis of the Crab Canon 

I think of my Dialogue Crab Canon as a prototype example where two ideas 
collided in my mind, connected in a new way, and suddenly a new kind of 
verbal structure came alive in my mind. Of cour!>e I can still think about 
musical crab canons and verbal dialogues separately-they can still be 
activated independently of each other; but the fused symbol for crab
canonical dialogues has its own characteristic modes of activation, loo. To 
illustrate this notion of fusion or "symbolic recombination" in some detail, 
then, I would like to use the development of my Crab Canon as a case study, 
because, of course, it is very familiar to me, and also because it is interest
ing, yet typical of how far a single idea can be pushed. I will recount it in 
stages named after those of meiosis, which is the name for cell division in 
which "crossing-over", or genetic recombination, takes place-the source of 
diversity in evolution. 

PROPHASE: I began with a rather simple idea-that a piece of music, 
say a canon, could be imitated verbally. This came from the observati~n 
that, through a shared abstract form, a piece of text and a piece of mustc 
may be connected. The next step involved trying to realize some of the 
potential of this vague hunch; here, I hit upon the idea that "voices" i~ 
canons can be mapped onto "characters" in dialogues-still a rather obvi
ous idea. 

Then I focused down onto specific kinds of canons, and remembered 
that there was a crab canon in the Musical Offering. Al that time, I had just 

hegun writing Dialogues, and there were only two chara~lers: A.chilies and 
the Tortoise. Since the Bach crab canon has two votces, l~1s mapped 
perfectly: Ad1illes should be one voice, the Tortoise the other, with the.one 
doing forwards what the other does backwards. But here I was faced wllh a 
prnhlem: on what level should the reversal take place? The letter level? The 
word level? The sentence level? After some thought, I concluded that the 
"dramatic line" level would be most appropriate. 

:\ow that the ''skeleton" of the Bach crab canon had been transplanted, 
a1 least in plan, into a verbal form, there was just one probl.em. When the 
two voices crossed in the middle, there would be a short period of exlre.me 
repetition: an ugly blemish. What lo do about it_? Here, a slrange .. lhm~ 
happened, a kind of level-crossing typical of creauve acts: the word crab 
in "crab canon" flashed into my mind, undoubtedly bec~use o~ some 
abstract shared quality with the notion of "tortoise"-and 1mmed1ately I 
realized that at the dead center, I could block the repetitive effect, by 
inserting one special line, said by a new character: a ~rab! This is ho":, in 
the "prophase" of the Crab Canon, the Crab was conceived: at the crossmg
over of Achilles and the Tortoise. (See Fig. 13 l.) 

----T-o-r-t-o-i-s--e----1 '"----A--c-h-i-1-1-e-s----

----A-t·-h-i-1-1--e-s~---~ ~---T --0-r-t--0-i-s-e----

F/Gl'RE I 3 I. A .1rhfmatic diagram of the Dialogue Crab Canon. 

~h.TAPH:\SE: This was the skeleton of my Crab Canon. I then entered 
the second stage-the "metaphase"-in which I had to fill in the flesh, 
which was of course an arduous task. I made a lot of stabs at it, gelling used 
to 1hc wav in which pairs of successive lines had to make sense when read 
from ei1h~r direction, and experimenting around to see what kinds of dual 
meanings would help me in writing such a form (e.g., "Nol al all"). There 
were two early versions both of which were interesting, but weak. I aban
doned work on the book for over a year, and when I returned to the Crab 
Canon, I had a few new ideas. One of them was to mention a Bach canon 
inside it. At first my plan was to mention the "Canon per augmentationem, 
rn111rario motu", from the MuJical Offering (Sloth Canon, as I call it). But 
1ha1started1<> seem a little silly, so reluctantly I decided that inside my Crab 
Canon, I could talk about Bach's vwn Crab Canon instead. Actually, fhls was 
a cnKial turning point, but I didn't know it then. 

Now if one l·haracter was going to mention a Bach piece, wouldn't it be 
awkward for the other to say exactly the same thing in the corresponding 
plare? Well, Escher was playing a similar role to Bach in my thoughts and 
nn hook, so wasn't 1 here some way of just slightly modifying the line so that 
it ~mule! refer to Escher? After all, in the strict art of canons, note-perfect 
imitation is occasionally foregone for the sake of elegance or beauty. And 



no sooner did that idea (XCUr to me than the pirture Da_v and .\'ight (Fig. 49) 
popped into my mind. "Of course'." I thought, "It is a sort of pidorial n;ih 
canon, with essentially two complementan· \'oin·s rarr\'ing the samt• 1henw 
both leftwards and rightwards, and hannoniting with ead1 other'." Hl·n· 
again was the notion of a single "conceptual skeleton" heing instantiatt·d in 
two different media-in this case, musir and art. So I lei the Tortoist• talk 
about Bach, and Achilles talk about Escher. in parallel language; n·rtainh· 
this slight departure from strict imitation retained the spirit of nab cmons. 

At this point. I began realizing that something mar\'elous was happen
ing: namely. the Dialogue was becoming self-referential. without m\· en·n 
having intended it! What's more, it was an indirect self-refere1Ke, in that 
the characters did not talk dirertly about the Dialogue they wen· in, hu1 
rather about structures which were isomorphil· to it (on a l·ertain plane of 
abstraction). To put it in the terms I ha\'e been using, my Dialogue now 
shared a "conceptual skeleton" with Gi>del's G, and could therefo1e he 
mapped onto Gin somewhat the way that the Central Dogma was, to neate 
in this case a "Central Crabmap". This was most exciting to me, since out of 
nowhere had come an esthetically pleasing unity of Gi>del, Escher, and 
Bach. 

ANAPHASE: The next step was quite startling. I had had Caroline 
MacGillavry's monograph on Escher's tesselations for years, but one day, as 
I flipped through it, my eye was riveted to Plate 23 (Fig. 42), for I saw it in a 
way I had never seen it before: here was a genuine crab canon~rab-like in 
both form and content! Escher himself had given the picture no title, and 
since he had drawn similar tesselations using many other animal forms, it is 
probable that this coincidence of form and content was just something 
which I had noticed. But fortuitous or not, this untitled platt: was a minia
ture version of one main idea of my book: to unite form and content. So 
with delight I christened it Crab Canon, substituted it for Day and Night, and 
modified Achilles' and the Tortoise's remarks accordingly. 

Yet this was not all. Having become infatuated with molecular biology, 
one day I was perusing Watson's book in the bookstore, and in the index 
saw the word "palindrome". When I looked it up, I found a magical thing: 
crab-canonical structures in DNA. Soon the Crab's comments had been 
suitably modified to include a short remark to the effect that he owed his 
predilection for confusing retrograde and forward motion to his genes. 

TELOPHASE: The last step came months later, when, as I was talking 
about the picture of the crab-canonical section of DNA (Fig. 43), I saw that 
the 'A', 'T', 'C' of Ade.nine, Thymine, Cytosine coincided- mirabile 
dictu-with the 'A', 'T', 'C' of Achilles, Tortoise, Crab; moreover, just as 
Adenine and Thymine are paired in DNA, so are Achilles and the Tortoise 
paired in the Dialogue. I thought for a moment and, in another of those i 

level-c10ssings, saw that 'G', the letter paired with 'C' in DNA, could stand 
for "Gene". Once again, I jumped back to the Dialogue, did a little surgery 
on the Crab's speech to reflect this new discovery, and now I had a mapping 
between the DNA's structure, and the Dialogue's structure. In that sense, 
the DNA could be said to be a genotype coding for a phenotype: the 1 

'.Hructure of the Dialogue. This final touch dramatically heightened the 
. self-reference, and gave the Dialogue a density of meaning which I had 

never anticipated. 

Conceptual Skeletons and Conceptual Mapping 

That more or less summarizes the epigen~sis of the Crab Canon. The whole 
process can be seen as a succession of mappings of ideas onto each other, at 
\'arying le\'els of abstraction. This is what I call conceptual mapping, and the 
abstract structures which connect up two different ideas are conceptual 
.1kt>lt>ton.1. Thus, one conceptual skeleton is that of the abstract notion of a 
rrab t·anon: 

a structure having two parts which do the same thing, 
only moving in opposite directions. 

This is a concrete geometrical image which can be manipulated by the mind 
almost as a Bongard pattern. In fact, when I think of the Crab Canon today, 
I \'isualize it as two strands which cross in the middle, where they are joined 
by a "knot" (the Crab's speech). This is such a vividly pictorial image that it 
instantaneously maps, in my mind, onto a picture of two homologous 
chromosomes joined by a centromere in their middle, which is an image 
drawn directly from meiosis, as shown in Figure 132. 

===============~~~) ================= 
F/Gl'RE 132. 

In fart, this \'ery image is what inspired me to cast the description of the 
Crab Canon's e\'olution in terms of meiosis-which is itself, of course, yet 
another example of conceptual mapping. 

Recombinant Ideas 

Th~re are a variety of techniques of fusion of two symbols. One involves 
lining the two ideas up next to each other (as if ideas were linear4. -then 
judiciously choosing pieces from t"ach one, and recombining them in a new 
symbol. This strongly recalls genetic recombination. Well, what do chromo
somes exchange, and how do they do it? They exchange genes. What in a 
symbol is comparable to a gene? If symbols have frame-like slots, then slots, 
perhaps. But which slots to exchange, and why? Here is where the crab
canonical fusion may offer some ideas. Mapping the notion of "musical 
crab canon" onto that of"dialogue" involved several auxiliary mappings; in 



I facl il induced lhem. Thal is, onct> il had been del·ided 1ha1 lhese rwo norions 
were lo be fused, il became a mauer of looking al .them on a level wher~· 
analogous parls emerged inlo \'iew. lhen going ahead and mappiril! tlu ptirt.1 
onto each olher, and so on, recursivelv, lo any le\'el 1ha1 was found desir
able. Here, for inslance, "\'oice" and "character" emergt•d as c·01Tesponding 
slols when "crab canon" and "dialogue" were ,·iewed ahs1rae1h. When· did 
lhese abslracl views come from, though? This is al 1he .nux of 1he 
mapping·· problem-where do abs1ral'l views come from? How do ,·0u make 
abslracl \ iews of specific nolions? . 

Abstractions, Skeletons, Analogies 

A view which has been abslracled from a concept along some dimension is 
whal I call a conceptual sJu.leton. In effect, we have deah with conceplual 
skel~lons all along.' wilhoul oflen using lhal name. For instance, many of 
lhe 1~eas conce.rnmg Bongard problems could be rephrased using lhis 
lermmology. ll 1s always of interesl, and possibly of importance, when lwo 
or m<:>re ideas are disco\'ered lo .share a conceplual skeleton. An exam pie is 
l~e bizarre sel of concepl.s menlloned a1 lhe beginning of lhe Coritra/<u:tus: a 
B1cyclops •. a tandem unicycle, a 1ee1er-leeler, the game of ping-ping, a 
one-way lie, a lwo-sided Mc>bius strip. the "Bach twins", a piano concerlo 
for lwo lefl hands, a one-voice fugue, lhe an of clapping wilh one hand, a 
lwo-channel monaural phonograph, a pair of eighlh-backs. All of lhese 
ideas are "isomorphic" because lhey share lhis conceplual skelelon: 

a plural lhing made singular and re-pluralized wrongly. 

Two olher ideas in this book which share lhal conceplual skeleton are (I) 
lhe :or~oise's solulion lo Achilles' puzzle, asking for a word beginning and 
endmg m "HE" (lhe Torloise's solulion being lhe pronoun "HE", which 
collapses lwo occurrences inlo one), and (2) lhe Pappus-Gelernler proof of 
lhe. Pons Asinorum Theorem, in which one triangle is reperceived as lwo. 
lnodenlally, lhese droll concoclions mighl be dubbed "demi-doublels". 

A conceplllal skeleton is like a set of constant features (as distinguished 
fro~ pa~a~eters or variables)-fealures which should not be slipped in a 
subJuncuve instant replay or mapping-operation. Having no parameters or 
variables of ils own to vary, il can be the invariant core of several different 
ide~s .. ~ach instance of ii, such as "tandem unicycle", does have layers of 
vanab1lny and so can be "slipped" in various ways. 

Although the name "conceptual skeleton" sounds absolute and rigid, 
actually lhere is a lot of play in it. There can be conceptual skeletons on 
several different levels of abstraction. For inslance, lhe "isomorphism" 
between Bongard problems 70 and 71, already pointed out, involves a 
higher-level conceptual skeleton than lhat needed to solve either problem 
in isolalion. 
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Multiple Representations 

~01 only must wnceptual skeletons exist on different levels of abstraction; 
also, they 111us1 exist along different conceptual dimmsions. Lel us take the 
following sentence as an example: 

"The Vice President is the spare tire 
on the automobile of government." 

How do we understand what it means (leaving aside its humor, which is of 
cnurse a vital aspect)? If you were told, "See our government as an au
tomobile" wi1hou1 any prior motivation, you might come up wilh any 
number of correspondences: steering wheel = president, etc .. What are 
«hecks and balances? Whal are seat belts? Because the two things being 
mapped are so different, it is almost inevitable that the mapping will 
involvefurictional aspects. Therefore, you relrieve from your slOre of con
ceptual skeletons representing parls of automobiles, only those having to 
do with function, rather than, say, shape. Furthermore, it makes sense lo 
work al a preuy high level of abstraction, where "funclion" isn'l taken in 
100 narrow a context. Thus, of the two foll1w1ing definilions of lhe funclion 
of a spare tire: (I) "replacement for a flat lire", and (2) "replacement for a 
certain disabled pan of a car", certainly the laller would be preferable, in 
this case. This comes simply from the fact that an auto and a government 
are so different that they have to be mapped at a high level of abstraclion. 

Now when 1he particular sentence is examined, lhe mapping gels 
forced in one respect-but it is not an awkward way, by any means. In facl, 
you already have a conceptual skeleton for the Vice President, among 
many others, whid1 says, "replacement for a cenain disabled part of gov
t•rnment''. Therefore the forceJ mapping works comfonably. But suppose, 
for the sake of con1ras1, lha1 you had retrieved another conceplual skeleton 
for "spare 1ire"-say, one describing its physical aspecls. Among other 
things. it might say 1ha1 a spare lire is "round and inflaled". Clearly, this is 
11011he right way lo go. (Or is i1? As a friend of mine poinled out, some Vice 
Presidenls are rather portly, and most are quite inflated!) 

Ports of Access 

One of the m<tior characteristics of each idiosyncralic slyle of lhought is 
how new experiences get classified and stuffed into memory, fgr. lhal 
defines the "handles" by which they will later be retrievable. And for 
ew111s. objects, ideas. and so on-for everylhing thal can be thoughl 
ahou1-1here is a wide \'ariety of'":handles". I am struck by this each lime I 
reach down lo turn on my car radio, and find, to my dismay, that it is 
alreadv on! What has happened is lhal two independent representations 
an· heing used for the radio. One is "music producer'', the other is "bore
dom reliever". I am aware that the music is on, but I am bored anyway, and 
before the lwo realizations have a chance to interacl, my reflex lo reach 
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down has been triggered. The same reaching-down reHex one dav on-m
red just after I'd left the radio at a repair shop <llld was d1iving <twav. 
wanting to hear some music. Odd. Many other representations for tht· 
same object exist, such as 

shiny silver-knob haver 
overheating-problems haver 
lying-on-my-back-over-hump-w-tix thing 
buzz-maker 
slipping-dials object 
multidimensional representation example 

All of them can act as pons of access. Though 1hev all are att;ll"hed to 1m· 
symbol for my car radio, accessing that svmhol through one does not ope~1 
up all the others. Thus i1 is unlikely that I will be inspired to remember 
lying on my back 10 fix the radio when I reach down and turn i1 on .. \nd 
conversely, when I'm lying on my back, unsnewing screws. I prohahly 
won't think about the time I heard the Art of the Fugue on it. There are 
"panitions" between these aspects of one symbol, partitions that prew111 
my thoughts fr~".1 spilling. over sloppily. in the manner c~f free asset.ions. 
My mental partmons are 1mponant because they contam and cha I the 
flow of my 1hough1s. ·-

One place where these pani1ions are quite rigid is in sealing off words 
for the same thing in different languages. If the pani1ions were not strong, 
a bilingual person would constantly slip hack and forth between langu;1ges, 
which would be very uncomfonable. Of course, adults learning two new 
languages a1 once often confuse words in them. The partitions between 
these languages are flimsier, and can break down. Interpreters are particu
larly interesting. since they can speak any of their languages as if their 
partitions were inviolable and yet, on command, they Gill negate those 
partitions to allow access lo one "language from the other. so they can 
translate. Steiner, who grew up trilingual, de\·01es several pages in After 
Babel to the intermingling of French, English, and German in the layers of 
his mind, and how his different languages afford different pons of at:cess 
onto concepts. 

Forced Matching 

When two ideas are seen lo share conceptual skeletons on some level of 
abstraction, different things can happen. Usually the first stage is that you 
zoom in on both ideas, and, using the higher-level match as a guide, you try 
to identify corresponding subideas. Sometimes the match can be extended 
recursively downwards several levels, revealing a profound isomorphism. 
Sometimes i1 slops earlier, revealing an analogy or similarity. And then 
there are times when the high-level similarity is so compelling 1ha1, even if 
there is no apparent lower-level continuation of the map. youjus1 go ahead 
and make one: this is the forced match. 

_, 

Forced matches occur every day in the political cartoons of newspap
ers: a political figure is portrayed as an airplane, a boat, a fish, the Mona 
Lisa; a government is a human, a bird, an oil rig; a treaty is a briefcase, a 
sword, a can of worms; on and on and on. What is fascinating is how easily 
we t:an perform the suggested mapping, and to the exact depth intended. 
We don't carry the mapping out too deeply or too shallowly. 

Another example of forcing one thing into the mold of another occur-
1·ed when I t:hose 10 describe the development of my Crab Canon in terms of 
meiosis. This happened in stages. First, I noticed the common conceptual 
skeleton shared by the Crab Canon and the image of chromosomes joined by 
a (elllromere; this provided the inspiration for the forced match. Then I 
saw a high-level resemblance involving "growth", "stages", and "~combina
tion". Then I simply pushed the analogy as hard as I could. Tentativity-as 
in the Bongard problem-solver-played a large role: I went forwards and 
backwards before finding a match which I found appealing. 

A third example of conceptua! mapping is provided by the Central 
Dogmap. I initially noticed a high-level similarity between the discoveries of 
mathematical logicians and those of molecular biologists, then pursued it 
on lower levels until I found a strong analogy. To strengthen it funher, I 
chose a Gi>del-numbering which imitated the Genetic Code. This was the 
lone element of forced matching in the Central Dogmap. 

Forced matches, analogies, and metaphors cannot easily be separated 
oul. Sportscasters often use vivid imagery which is hard 10 pigeonhole. For 
instance, in a metaphor such as "The Rams [football 1eam] are spinning 
their wheels". i1 is hard 10 say just what image you are supposed to conjure 
up. Do you a11ach wheels 10 the team as a whole? Or to each player? 
Probably neither one. More likely, the image of wheels spinning in mud or 
snow simply flashes before you for a brief instant, and then in some 
mysterious way.just the rele,·ant pans ge1 lifted out and transferred to the 
team's performance. How deeply are 1he foo1ball 1eam and the car mapped 
01110 each other in 1he split second 1ha1 you do this? 

Recap 

Lei me try lo tie things together a li11le. I have presented a number of 
related ideas connected with the creation, manipulation, and comparison 
of snnbols. Most of them have lo do with slippage in some fashion, the idea 
being 1ha1 concepts are composed of some 1igh1 and some loose elements, 
coming from different le\·els of nested contexts (frames). The loose ones 
can be dislodged and replaced !alher easily, which, depending on the 
circumstances. can nea1e a "subjunctive instant replay", a forced match, or 
an analogy. A fusion of two symbols may resull from a process in which 
pans of each symbol are dislodged and other pans remain. 

c..,n 



Creativity and Randomness 

It is obvious that we are talking about mechanization of neativil\·. Bui i' 
this not a contradiction in terms? Almost, but not reall\'. Creativi.l\ is tht· 
essence of that which is not mechanical. \'et ever:,. neatin." an 1.1 

mechanical-it has its explanation no less than a case or"1he hirn1ps does. 
The mechanical substrate of creati\'ity may be hidden from \'iew, hu1 i1 
exists. Conversely, there is something unmechanical in flexible programs, 
even today. It may not constitute creativity, but when programs rease to be 
transparent to their creators, then the approach to creativil\· has begun. 

It is a common notion that randomness is an indispensable ingredient 
of creative acts. This mav be true, but it does not have any hearing on the 
mechanizability--or rather, programmability!-of creativit\'. The world is a 
giant heap of randomness; when you mirror some of i1 ir~side \'our head, 
your head's interior absorbs a little of that randomness. The. 1riggc·ring 
patterns of symbols, therefore, can lead ym• down the most random
seeming paths, simply because they came from your interactions with a 
crazy, random world. So it can be with a computer program, too. Random
ness is an intrinsic feature of thought, not something which has to he 
"artificially inseminated", whether through dice, decaying nuclei, random 
number tables, or what-have-you. It is an insult to human neativity to 
imply that it relies on such arbitrary sources. 

What we see as randomness is often simply an effect of looking at 
something symmetric through a "skew" filter. An elegant example was 
provided by Salviati's two ways of looking at the number 17'/4. Although the 
decimal expansion of 17'/4 is not literally random, it is as random as one 
would need for most purposes: it is "pseudorandom". Mathematics is full 
of pseudorandomness-plenty enough to supply all would-be creators for 
all time. 

Just as science is permeated with "conceptual revolutions" on all levels 
at all times, so the thinking of individuals is shot through and through with 
creative acts. They are not just on the highest plane; they are everywhere. 
Most of them are small and have been made a million times before-but 
they are close cousins to the most highly creative and new acts. Computer 
programs today do not yet seem to produce many small creations. Most of 
what they do is quite "mechanical" still. That just testifies to the fact that 
they are not close to simulating the way we think-but they are getting 
closer. 

Perhaps what differentiates highly creative ideas from ordinary ones is 
some combined sense of beauty, simplicity, and harmony. In fact, I have a 
favorite "meta-analogy", in which I liken analogies to chords. The idea is 
simple: superficially similar ideas are often not deeply related; and deeply 
related ideas are often superficially disparate. The analogy to chords is 
natural: physically close notes are harmonically distant (e.g., E-F-GJ; and 
harmonically close notes are physically distant (e.g., G-E-B). Ideas that 
share a conceptual skeleton resonate in a sort of conceptual analogue to 
harmony; these harmonious "idea-chords" are often widely separated, as 

measurc·cl on an imaginar\' "keyboard of concepts". Of course. it doesn't 
,uffU"e.10 reach wide and plunk down any old way-rou ma\' hit a seventh 
o~ a 111111h! Perhaps the present analog\' is like a ninth-cho~d-wide but 
cl "'ona 111. 

Picking up Patterns on All Levels 

Bo11garcl problems were chm.en as a focus in this Chapter because when 
you s1ucl.y lhe~n._ you realize that the elusive sense for patterns which we 
t~umans 1nher11 fro~ our g.enes involves all the mechanisms of representa-
11011 of knowledg.e, mc~udmg nested contexts, conceptual skeletons and 
rnr~ce!ltual ~appmg, .shppability, descriptions and meta-desc:riptions and 
1he1r mt~·.·~c:t1ons, ~ss10~ and fusion of symbols, multiple representations 
(along d.1fferent d1mens1ons and different levels of abstraction), default 
expenat1ons, and more. 

. :rhe~e days, it is_ a ~afe .bet that if .some program can pick up 
pallei ns 111 one area, 1t will miss patterns m another area which, to us, 
are equally obvious. You may remember that I mentioned this back 'n 
Chapter I, saying 1h~1 machines can be oblivious to repetition, where~s 
people c~.nr.101. For •~stance, consider SHRDLU. If Eta Oin typed the 
s~'llll'IKe P1<:k up a big. red block ~nd put it down" over and over again, 
SHRDLU would cheerfully react m the same way over and over again 
~·xanly as an ~dding machine will print out "4" over and over again'. 
if a human b~m~ has the yatience to type "2+2" over and over again. 
Humans aren 1 like that; 1f some pattern occurs over and over · t ·11 . k . agam, 
I tey WI pic It up. s~~DLU wasn't built with the potential for forming 
new roncepts or recogmzmg patterns: it had no sense of over and overview. 

The Flexibility of Language 

~H~DI:U's lan7uage.-handling capability is immensely flexible-within 
lmuts. SH Rl~LL can fi~ure ou~ sentences of great srntactical complexity, or 
~ente1~c:es wuh semanuc amb1~uities as long as- they can be resolved by 
in spec tmg t~1e data base-but 1t cannot handle "hazy" language. For in
sl<lll<'l', n>11s1der the sentence "How many blocks go on top of each othe t 
' k I ... W d d r o ~ta ea sleep e~ e un erstan it immediately, ret it does not make sense 

~.~ ~1Herpre1ed ln~rally. Nor is it that some idiomatic phrase has been used. 
I~> g(:.o•: top of each other" ~s an imprecise phrase which nonethekss gets 

th~- dr~11rd ~mag·e· across quite .well to a human. Few people would be 
nusled llllO v1suahzmg a paradox1dl setup with two blocks each of which is 
on t~>~ of the ~>ther--:-or blocks which are "going" somewhere or other. 

. I he amazmg thmg about language is how imprecisely we use it and 
s~il~ manage to get awa): wit~ ii. SHRDLU uses words in a "metallic" way, 
~- h~.le .~~op~e. use them m a 'spongy" or "rubbery" or even "Nutty-Putty
~sh _ "-•l\. If "-'.>r~s were ~uts and bolts, people could make any bolt fit into 
dll\ nut: thev d JUSI squish the one into the other, as in some surrealistic 
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painting where everything goes soft. Language, in human hands. bennnes 
almost like a fluid, despite the coarse grain of its nunponents. 

Recently, Al research in natural language understanding has turned 
away somewhat from the understanding of 'iingle sentenl·es in isol;ttion, 
and n_iore towards areas such as understanding simple d1ildren's stories. 
Here ts a well-known children's joke whil·h illustrates the o~n-endedness 
of real-life situations: 

A man took a ride in an airplane. 
Unfortunately. he fell out. 

Fortunately, he had a parachute on. 
Unfortunately, it didn't work. 

Fortunately, there was a haystal·k below him. 
Unfortunately, there was a pitchfork sticking out of it. 

Fortunately, he missed the pitchfork. 
Unfortunately, he missed the havstack. 

It can be extended indefinitely. To represent this silly story in a frame
based system would be extremely complex, in\'ol\'ing jointly acti\·ating 
frames for the concepts of man, airplane, exit, parachute, falling, etc., etc. 

Intelligence and Emotions 

Or consider this tiny yet poignant story: 

Margie was holding lighllv lo the string of her lx·autiful new halloon. 
Suddenh·. a gusl of wind ra11gh1 ii. The wind ranied it imo a tree. The 
balloon hil a brand1 and hursl. ~fargie nied and cried.• 

To understand this story, one needs to read many things between the lines. 
Fo.r instance: Margie is a little girl. This is a toy balloon with a string for a 
ch1l~ to h~ld. It may not be beautiful to an adult, but in a child's eye, it is. 
She ts outside. The "it" that the wind caught was the balloon. The wind did 
not pull Margie along with the balloon; Margie let go. Balloons can break 
on contact with any sharp point. Once they are broken, they are gone 
forever. Liu le children lo\'e balloons and can be bitterly disappointed when 
they break. Margie saw that her balloon was broken. Children cry when 
they are sad. "To cry and cry" is to cry \'ery long and hard. Margie cried 
and cried because of her sadness at her balloon's breaking. 

This is probably only a small fraction of what is lacking at the surface 
level. A program must have all this knowledge in order to get at what is 
going on. And you might object that, even if it "understands" in some 
intellectual sense what has been said, it will never ually understand, until it, 
too, ha~ cried and cried. And when will a computer do that? This is the kind 
?f h_umanistic point which Joseph Weizenbaum is concerned with making 
m his book Computer Power and Human Reason, and I think it is an important 
issue; in fact, a very, very deep issue. Unfortunately, many Al workers at 
this time are unwilling, for various reasons, to take this sort of point 

seriously. But in some ways, those Al workers are right: it is a little 
premature to think about computers crying: we must first think about rules 
for computers to deal with language and other things: in time, we'll find 
ourselves face to face with the deeper issues. 

Al Has Far to Go 

Sometimes it seems that there is such a complete absence of rule-governed 
behavior that human beings just arm't rule-governed. But this is an 
illusion-a little like thinking that crystals and metals emerge from rigid 
underlying laws, but that fluids or flowers don't. We'll come back to this 
question in the next Chapter. 

The pnKcss of logic itself working internally in the hrain may be more 
analogous lo a succession of operations with svmbolic pinures. a sort of 
ab~trad analogue of the Chinese alph;tbt"l or some Mavan description of 
t•\·euls-cxcepl that the elemellls ill't" not mert"lv words bul more like sen
tc.·ntTs rn· whole slories with linka~s between them forming a sort of mela- or 
~upe1·-logit· with its own mies.~ 

It is hard for most specialists to expr«"ss vividly-perhaps even to 
remember-what originally sparked them to enter their field. Conversely, 
someone on the outside may understand a field's special romance and may 
he able to articulate it precisely. I think that is why this quote from Ulam 
has appeal for me, because it poetically conve~·s the strangeness of the 
enterprise of Al, and yet shows faith in it. And one must run on faith at this 
point, for there is so far to go! 

Ten Questions and Speculations 

To rnndude this Chapter, I would like to present ten "Questions and 
Spenila1ions" about Al. I would not make so bold as to call them 
"Answers"-1hese are my personal opinions. They may well change in 
some ways. as I learn more and as Al develops more. (In what follows, the 
term "Al program" means a program which is far ahead of today's pro
grains; ii means an "Actually Intelligent" program. Also, the words "pro
gram" and "computer·· probably carry overly mechanistic connotations, but 
lei us stick with them anyway.) 

Question: Will a rnmpu1er program e\·er write beautiful music? 
Sperula1ion: Yes, bu1 not soon. Music is a language of emotion·s, and 

until programs have emotiol'ls as complex as ours, there is no way a 
program will write anything beautiful. There can be "forgeries"
shallow imi1a1ions of the syntax of earlier music-but despite what one 
might think at first, there is much more to musical expression than can 
be rnp1ured in syrnactical rules. There will be no new kinds of beauty 
turned up for a long time by computer music-composing programs. 
L«"I me carry this thought a little further. To think-and I have heard 
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this suggested-that we might soon be able to command a prepro
grammed mass-produced mail-order twent\'-dollar desk-model "music· 
box" to bring forth from its sterile circuitry pieces which Chopin or 
Bach might have written had they lived longer is a grotesque and 
shameful misestimation of the depth of the human spirit. A "program" 
which could produce music as they did would ha\'e to wander around 
the world on its own, fighting its way through the maze of life and 
feeling every moment of it. It would ha\'e to understand the joy and 
loneliness of a chilly night wind, the longing for a cherished hand, tht· 
inaccessibility of a distant town, the heartbreak and regeneration after 
a human death. It would have to ha\'e known resignation and world
weariness, grief and despair, determination and victory. piety and awe. 
In it would ha\'e had to commingle such opposites as hope and fear, 
anguish and jubilation, serenity and suspense. Part and parcel of i1 
would ha\'e to be a sense of grace, humor, rhythm, a sense of the 
unexpected-and of course an exquisite awareness of the rnagic of 
fresh creation. Therein, and therein only, lie the sources of meaning in 
music. 

Question: Will emotions be explicitly programmed into a machine? 
Speculation: No. That is ridiculous. Any direct simulation of 

emotions-PARRY, for example~annot approach the complexity of 
human emotions, which arise indirectly from the organization of our 
minds. Programs or machines will acquire emotions in the same way: 
as by-products of their structure, of the way in which they are 
organized-not by direct programming. Thus, for example, nobody 
will write a "falling-in-love" subroutine, any more than they would 
write a "mistake-making" subroutine. "Falling in love" is a description 
which we attach to a complex process of a complex system; there need 
be no single module inside the system which is solely responsible for it, 
however! 

Question: Will a thinking computer be able to add fast? 
Speculation: Perhaps not. We ourselves are composed of hardware 

which does fancy calculations but that doesn't mean that our symbol 
level, where "we" are, knows how to carry out the same fancy calcula
tions. Let me put it this way: there's no way that you can load numbers 
into your own neurons to add up your grocery bill. Luckily for you, 
your symbol level (i.e., you) can't gain access to the neurons which are 
doing your thinking-otherwise you'd get addle-brained. To para
phrase Descartes again: 

"I think; therefore I have no access 
to the level where I sum." 

Why should it not be the same for an intelligent program? It mustn't 
be allowed to gain access to the circuits which are doing its thinking
otherwise it'll get addle-CPU'd. Quite seriously, a machine that can 
pass the Turing test may well add as slowly as you or I do, and for 
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similar reasons. It will represent the number 2 not just by the two bits 
"IO", hut as a full-Hedged conupt the way we do, replete with associa
tions such as its homonyms "too" and "to", the words "<;ouple" and 
"cleme", a host of mental images such as dots on dominos, the shape of 
the numeral '2', the notions of alternation, evenness, oddness, and on 
and on ... With all this "extra baggage" to carry around, an intelligent 
program will become quite slothful in its adding. Of course, we could 
give it a "pocket calculator", so to speak (or build one in). Then it could 
answer very fast, but its performance would be just like that of a 
person with a pocket calculator. There would be two separate parts to 
the machine: a reliable but mindless part and an intelligent but fallible 
part. You couldn't rely on the composite system to be reliable, any 
more than a composite of person and machine is necessarily reliable. 
So if it's right answers you're after, better stick to the pocket calculator 
alone--don't throw in the intelligence! 

Question: Will there be chess programs that can beat anyone? 
Speculation: No. There may be programs which can beat anyone at 

chess, but they will not be exclusively chess players. They will be 
programs of gent>ral intelligence, and they will be just as temperamen
tal as people. "Do you want to play chess?" "No, I'm bored with chess. 
Let's talk about poetry." That may be the kind of dialogue you could 
have with a program that could beat everyone. That is because real 
intelligence inevitably depends on a total overview capacity-that is, a 
programmed ability to "jump out of the system", so to speak-at least 
roughly to the extent that we have that ability. Once that is present, 
you can't contain the program; it's gone beyond that certain critical 
point, and you just have to face the facts of what you've wrought. 

Question: Will there be special locations in memory which store parameters 
governing the behavior of the program, such that if you reached in 
and changed them, you would be able to make the program smarter or 
stupider or more creati\'e cir more interested in baseball? In short, 
would you be able to "tune" the program by fiddling with it on a 
relatively low level? 

Speculation: No. It would be quite oblivious to changes of any particular 
elements in memory, just as we stay almost exactly the same though 
thousands of our neurons die every day(!). If you fuss around too 
hea\'ily, though, you'll damage it, just as if you irresponsibly did 
neurosurgery on a human being. There will be no "magic" location in 
memory where, for instance, the "IQ" of the program sits. Again, that 
will be a feature which eme,-ges as a consequence of lower-level be
havior, and nowhere will it sit explicitly. The same goes for such things 
as "the number of items it can hold in short-term memory", "the 
amount it likes physics", etc., etc. 

Question: Could you "tune" an AI program to act like me, or like you-or 
halfway between us? 



Speculalion: No. An inlelligelll program will nol be d1ameleon-likt•, am 
more lhan people are. h will rel\- on lhe conslann· of its mt·morit·s, an~I 
~ill not be able to flit between personalities. The idea of d1anging 
rnternal parameters to "tune to a new personalitv" rt'\'t';1ls a ridinrlou\ 
underestimalion of the complexity of person;11itv. 

Queslion: Will there be a "heart" to an Al progr;1111, or will il simpk n1nsisl 
of "senseless loops and sequences of trivial operations" (in tht· words of 
Marvin Minsky6 )? 

Speculation: If we could see all the wav to the bottom, as we rnn a sh;1llow 
pond, we would surely see only .:senseless loops and sequemTs of 
trivial operations"-and we would surely not see an~· "heart". Now 
there are two kinds of extremist views on °AI: one san .that the hunMn 
mind is, for fundamental and mysterious reasons, ~mprogrammahlt•. 
The other says that you merely need to assemble lhe appropriate 
"heuristic devices-multiple optimizers, pattern-recognition trit·ks, 
planning algebras, recursive administration procedures, and the likt•",7 

and you will have intelligence. I find myself somewhere in between, 
believing that the "pond" of an A I program will turn out to he so deep 
and murky that we won't be able to peer all the way to the bottom. If 
we look from lhe top. the loops will be invisible, just as nowadays the 
currenl-carrying eleclrons are invisible to most programmers. When 
we create a program that passes the Turing test, we will see <1 "he;1rl'' 
even though we know it's not there. 

Question: Will Al programs ever become "superimelligent"? 
Speculalion: I don't know. It is not dear that we would be able to 

understand or relale to a "superintelligence", or that the concept ev<>n 
makes sense. For instance, our own intelligence is tied in with our 
speed of thought. If our reflexes had been ten times faster or slower, 
we mighl have developed an entirely different set of concepts with 
which to describe the world. A creature with a radically different view 
of the world may simply not have many poims of contact with us. I 
have often wondered if lhere could be, for instance, pieces of music· 
which are lo Bach as Bach is to folk tunes: "Bach squared", so to speak. 
And would I be able lo understand them? Maybe lhere is such music· 
around me already, and I jusl don't recognize it, just as dogs don't 
understand language. The idea of superintelligence is very strange. In 
any case, I don'l think of il as the aim of AI research, although if we 
ever do reach the level of human intelligence, superimelligence will 
undoubtedly be lhe next goal-not only for us, but for our AI-pro
gram colleagues, too, who will be equally curious aboul Al and 
superimelligence. It seems quite likely that AI programs will be ex
lremely curious about AI in general-understandably. 

Queslion: You seem to be saying lhat AI programs will be virtually idemical· 
to people, then. Won't lhere be any differences? 

Speculation: Probably the differences belween AI programs and people 
will be larger than the differences between most people. It is almosl 
impossible to imagine that lhe "body'' in which an AJ. program is 
housed would not affect it deeply. So unless it had an amazingly 
failhful replira of a human body-and why should it?-it would prob
ably haw enormously different perspectives on what is imporlant, 
what is inleresling, etc. Wittgenstein once made the amusing comment, 
"If a lion muld speak, we would not undersland him." It makes me 
think of Rousseau's painting of the gentle lion and the sleeping gypsy 
on the moonlit desert. But how does Wittgenstein know? My guess is 
that any AI program would, if comprehensible to us, seem pretty alien. 
For that reason, we will have a very hard time deciding when and if we 
really are dealing with an Al program, or just a "weird" program. 

Question: Will we undersland what intelligence and consciousness and free 
will and "I" are when we have made an intelligenl program? 

Spernlation: Sorl of-it all depends on what you mean by "undersland". 
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On a gut level, each of us probably has about as good an undersland
ing '.1s is possible of those things, to slart with. It is like listening to 
music Do you really understand Rat:h because you have laken him 
apart? Or did you understand il that time you fell the exhilaration in 
every nerve in yo~r b<~dy? Do we understand how the speed of light is 
constant 111 every inertial reference frame? We can do the math, but no 
or.w in the world has a lruly relativistir intuition. And probably no one 
will ever undersland the mysleries of intelligenre and consciousness in 
an intuitive way. Each of us can undersland people, and that is probably 
ahout as dose as you can n1me. 

Artificial lntellbz:ence: Prosoects 



Sloth Canon 

Thi.1 time, we find Achilles mid the Tortoi.~e t•uiting 
the dwelling of their new frin1d, the Sloth. 

Achilles: Shall I tell you of my droll footr;Ke with Mr. T? 
Sloth: Please do. 
Achilles: It has become quite celebrated in these parts. I believe it's e\'en 

been written up, by Zeno. 
Sloth: It sounds \'ery exciting. 
Achilles: It was. You see, Mr. T began way ahead of me. He had smh a 

huge head start, and yet-
Sloth: You caught up, didn't you? 
Achilles: Yes-being so Aeet of foot, I diminished the distant·e between us 

at a constant rate, and soon o\'ertook him. 
Sloth: The gap kept getting shorter and shorter. so you rnuld. 
Achilles: Exactly. Oh, look-Mr. T has brought his violin. May I try play-

ing on it, Mr. T? 
Tortoise: Please don't. It sounds \'ery Aat. 
Achilles: Oh, all right. But I'm in a mood for music I don't know why. 
Sloth: You can play the piano, Achilles. 
Achilles: Thank you. I'll try it in a moment. I just wanted to <tdd that I also 

had another kind of "race" with Mr. T at a later date. Unfortunately. 
in that race-

Tortoise: You didn't catch up, did you? The gap kept getting longer and 
longer, so you couldn't. 

Achilles: That's true. I believe THAT race has been written up, too, by 
Lewis Carroll. Now, Mr. Sloth, I'll take up your offer of trying out the 
piano. But I'm so bad at the piano. I'm not sure I dare. 

Sloth: You should try. 

(Achilles sits down and starts pwying a simple tune.) 

Achilles: Oh-it sounds very strange. That's not how it's supposed to 
sound at all! Something is \'ery wrong. · 

Tortoise: You can't play the piano, Achilles. You shouldn't try. 
Achilles: It's like a piano in a mirror. The high notes are on the left, and 

the low notes are on the right. Every melody comes out inverted, as if 
upside down. Who would have ever thought up something so cockeyed 
as that? 

Tortoise: That's so characteristic of sloths. They hang from-
Achilles: Yes, I know-from tree branches-upside down, of course. That 

sloth-piano would be appropriate for playing inverted melodies such 
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as occur in some canons and fugues. But to learn lo pla\· ;1 piano while 
hanging from a tree must be n·n· difhn1h. \'ou must han· lo de\'ole ;1 
great deal of energy to it. 

Sloth: That's not so chararleristk of sloths. 
Achilles: No, I gather sloths like lo t;1ke lifr wn eil'-\. The\' do ner\'thi11g 

about half as fast as normal. And upsidt• down. lo hoot. Whal ;1 
peculiar way lo go through life! Speaking of things that ;1re hoth 
upside- and slowed-down. there's a ··canon per augmentatiorwm. 
comrario motu" in the Mu.~U-al O//ering. In m\ edition. till' letters 
'S', 'A', 'T' are in from of the three sta\'es. I don't know wh,·. Arnwa\. I 
think Bach carried it off \'ery skillfulh·. What's \'our opinion. Mr. T? 

Tortoise: He outdid himself. As for those leners ··sAT', \·ou nmld guess 
what they stand for. 

Achi/IRs: "Soprano", "Aho", and "Tenor", I suppose. Three-part piet·es 
are often written for that combination of \'oil-es. Wouldn't you agree, 
Mr. Sloth? 

Sloth: They stand for-
Achilles: Oh.just a moment. Mr. Sloth. Mr. Tortoise-why are you putting 

on your coat? You're not leaving. are you? We were just going lo fix a 
snack to eat. You look very tired. How do you feel? 

Tortoise: Out of gas. So long! (Trudges wearily out the door.) 

Achilles: The poor fellow-he certainly looked exhausted. He was jogging 
all morning. He's in training for another race with me. 

Sloth: He did himself in. 
Achilles: Yes, but in vain. Maybe he could bear a Slorh ... but me? Never! 

Now-weren't you about lo lell me what rhose letters "SAT" ~tand for? 
SI-0th: As for those letters "SAT", you could never guess what they stand 

for. 
Achilles: Well, if they don't stand for what I thought, then my curiosity is 

piqued. Perhaps I'll think a liule more about ir. Say, how do you cook 
French fries? 

Sloth: In oil. 
Achilles: Oh, yes-I remember. I'll cut up this potalO into strips an inch or 

two in length. 
Sloth: So short? 
Achilles: All right, already, I'll cut four-inch strips. Oh, boy, are these 

going to be good French fries! Too bad Mr. T won't be here to share 
them. 

FIGURE 133. "Sloth Canon",jrom the Musical Offering, by]. S. Bach. [Mwic prinUd 
by Donald Byrd's program "SMUT'.] 
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CHAPTER XX 

Strange Loops, 
Or Tangled Hierarchies 

Can Machines Possess Originality? 

IN THE CHAPTER before last, I described Arthur Samuel's very successful 
checkers program-the one which can beat its designer. In light of that, it is 
interesting to hear how Samuel himself feels about the issue of computers 
and originality. The following extracts are taken from a rebuttal by Samuel, 
written in 1960, to an article by Norbert Wiener. 

It is my conviction that machines cannot possess originality in the sense 
implied hy Wiener in his 1hesis that "machines can and do transfend some of 
1he limitations of their designers, and that in doing so they may he both 
effei:tive and dangerous." ... 
A machine is n01 a genie, it does not work hy magic, it does not possess a will, 
and. Wiener to the nmtrary, nothing n>mes om which has not been put in, 
harring, of course, an iufre'Juem fase of malfunftioning .... 
The "intentions" which the machine seems to manifest are the intentions of 
1he human programmer, as spefified in advance. or they are suhsidian 
intentions derived from these. following rules specified by the programmer. 
We ran even antiripa1e higher levels of ahstraction, just as Wiener does, in 
whid1 the program will not only modify the subsidiary intentions hut will also 
modi fr 1he rules whifh are used in 1heir derivation, or in which it will modifv 
the w;1ys in whifh it modifies the rules, and so on, or even in which on~ 
mad1i1;~. will design and ronstnKI a sefond machine with enhanced 
c1pahili1ies. However. and this is important, the machine will not and cannot 
[italirs are his] do any of these things until it has been instructed as to how to 
proceed. There is and logirally there must always remain a complete hi<•tus 
l>etween ( i) <Illy uhima1e extension and elaboration in this process of carrying 
out man's wishes and (ii) the development within the machine of a will of its 
own. To believe otherwise is either to believe in magic or lo believe that the 
existenn- of man·s will is an illusion and that man's actions are as mechanical 
<ts the mad1ine's. Perhaps Wiener's article and my rebuttal have both l;>e_en 
mechaniralh- determined, hut this I refuse to believe.' 

This reminds me of the Lewis Carroll Dialogue (the Two-Part Inven
tio,,); I'll try to explain why. Samuel bases his argument against machine 
consciousness (or will) on the notion that any mechanical instantiation of will 
would require an infinite regress. Similarly, Carroll's Tortoise argues that no 
step of reasoning, no matter how simple, can be done without invoking 
some rule on a higher level to justify the step in question. But that being 
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also a step of reasoning, one must resort to a yet higher-len·I rnle. ;md so 
on. Conclusion: Reasoning im•olt•e.1 an infinite regt·e.1.1. 

Of course something is wrong with the Tortoise's argument. and 1 
believe something analogous is wrong with S;1mut'I\ argurnt·111. To show 
how the fallacies are analogous. I now shall "help the llnil'', II\· <iqi;uiug 
momentarily as Devil's advot·ate. (Sirwe, as is well known, (;od hl'lps rhosc.· 
who help themsel\'es, presumably the De\'il helps all those.', and onh those.', 
who don't help themselves. Does the De\'il help him.,dft) lien· '•ire 111 ~ 
de\'ilish conclusions drawn from the Carroll Dialogue: 

The conclusion "reasoning is impossible"' does not appl~ to 
people, because as is plain to anyone, we do manage to ,·arr\· out 
many steps of reasoniug, all the higher lnels notwithSlanding. 
That shows that we humans operate without nud of ruJr,: we an· 
"informal systems". On the other hand, as an argument againsi 
the possibility of any mechaniail instantiation of reasoning. it is 
valid, for any mechanit·al reasoning-system would hn·e to depend 
on rules expliritly. and so it rnuldn't get off the ground unless it 
had metarules telling it when lo apply its rules, metametarules 
telling it when to apply its metarules, and so on. We may conclude 
that the ability to reason t·an never be mechanized. It is a uniquely 
human capability. 

What is wrong with this De\'il's advocate point of view? It is ob\'iously 
the assumption that a machine rnnnot do an_vthing without having a rulr telling it 
to do so. In fact, machines get around the Tortoise's silly objections as easily 
as people do, and moreover for exactly the same reason: both machines 
and people are made of hardware which runs all by itself, according to the 
laws of physics. There is no need to rely on "rules that permit you to apply 
the rules", because the lowest-level rules-those without any "meta" 's in 
front-are embedded in the hardware, and they run without permission. 
Moral: The Carroll Dialogue doesn't say anything about the differences 
between people and machines, after all. (And indeed, reasoning is 
mechanizable.) 

So much for the Carroll Dialogue. On to Samuel's argument. Samuel's 
point, if I may caricature it, is this: 

No computer ever "wants" to do anything, because it was pro
grammed by someone else. Only if it could program itself from 
zero on up-an absurdity-;-would it have its own sense of desire. 

In his argument, Samuel reconstructs the Tortoise's position, replacing "to 
reason" by "to want". He implies that behind any mechanization of desire, 
there has to be either an infinite regress or worse, a closed loop. If this is 
why computers have no will of their own, what about people? The same 
criterion would imply that 
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L:nless a person designed himself and chose his own wants (as well 
as choosing lo choose his own wants, etc.), he cannot be said to 
have a will of his own. 

It ma_kes you pause lo think where your sense of having a will comes 
from. Unless you are a soulist, you'll probably say that it comes from your 
lirain-a piece of hardware which you did not design or choose. And yet 
that doesn't diminish your sense that you want certain things, and not 
others. You aren't a "self-programmed object" (whatever that would be), 
hlll you still do have a sense of desires, and it springs from the physical 
substrate of your mentality. Likewise, machines may someday have wills 
despite the fact that no magic program spontaneously appears in memory 
from out of nowhere (a "self-programmed program"). They will have wills 
for much the same reason as you do--by reason of organization and 
structure on many levels of hardware and software. Moral: The Samuel 
argument doesn't say anything about the differences between people and 
marhines, after all. (And indeed, will will be mechanized.) 

Below Every Tangled Hierarchy Lies An Inviolate Level 

Right after the Two-Part Invention, I wrote that a central issue of this book 
would he: "Do words and thoughts follow formal rules?" One major thrust 
of the book has been lo point out the many-leveledness of the mind/brain, 
and I ha\'e tried to show why the ultimate answer lo the question is, 
"Yes-pro\'ided that you go down lo the lowest le\'el-the hardware-to 
find 1he rules." 

Now Samuel's statement brought up a concept which I want to pursue. 
It is this: When we humans think, we certainly do change our own mental 
rull's, and we change the rules that change the rules, and on and on-but 
these are, so lo speak, "software rules". Howe\'er, the rules at bottom do not 
dlange. Neurons nm in the same simple way the whole time. You can't 
"think" your neurons into running some nonneural way, although you can 
make your mind tfomge style or subject of thought. Like Achilles in the 
Prehuie, A 11t Fugue, you have atTess lo your thoughts but not to your 
nt·urons. Software 1·ules on \'arious le\'els can change; hardware rules 
t·;mnot-in f<Kl, lo their rigidity is due the software's Aexibility! Not a 
paradox at all. hut a fundamental, simple fact about the mechanisms of 
intdligt'IKt'. 

This distindion hetween self-modifiabJe software and inviolate 
hardware is what I wish lo pursue in this final Chapter, developing it into a 
set of \'ariations on a theme. Some of the \'ariations may seem to be quite 
lar-le1dwd. hut I hope that by the time I close the loop by returning to 
brains. minds. and the sensation of consciousness, you will ha\'e found an 
in\'arianl core in all the \'ariations. 

. ~h- main aim in this Chapter is lo communicate some of the images 
wl11d1 help nw lo \·isualize hm,· consciousness rises out of the jungle of 
m·urons; lo n1mmunicale a set of intangible intuitions, in the hope that 

these intuitions are \'aluable and may perhaps help others a little to rnme lo 
clearer formulations of their own images of wh;1l makes minds run. I could 
not hope for more than that my own mind's blurry images of minds and 
images should catalyze the formation of sharper images of minds and 

images in other minds. 

A Self-Modifying Game 

A first variation, then, concerns games in which on your turn, you may 
modify the rules. Think of chess. Clearly the rules stay the same, just the 
board position changes on each move. But let's invent a variation in which, 
on your turn, you can either make a move or change the rules. But how? At 
liberty? Can you turn it into checkers? Clear.ly such anarch)· ~oul~ be 
pointless. There must be some constraints. For instance, one version might 
allow you to redefine the knight's move. Instead of being l-and-then-2, it 
could be m-and-then- n where m and n are arbitrary natural numbers; and 
on your turn you could change either m or n by plus or minus I. So it 
could go from 1-2 lo 1-3 lo 0-3 lo 0-4 lo 0-5 lo 1-5 lo 2-5 ... Then there 
could be rules about redefining the bishop's mo\'es, and the other pieces' 
moves as well. There could be rules about adding new squares, or deleting 

old squares . . . . . 
Now we have two layers of rules: those which tell how lo move pieces, 

and those which tell how to change the rules. So we have rules and 
metarules. The next step is obvious: introduce metametarules by which we 
can change the metarules. It is not so obvious how lo do t~is. The reas<_rn it 
is easy to formulate rules for moving pieces is that pieces move m a 
formalized space: the checkerboard. If you can devise a simple formal 
notation for expressing rules and metarules, then to manipulate them will 
be like manipulating strings formally, or even like manipulating chess 
pieces. To carry things to their logical extreme, you could even expre~s 
rules and metarules as positions on auxiliary chess boards. Then an arbi
trary chess po~ition could be read as a game, or as a set of rules, or a~ a set 
of metarules, etc., depending on which interpretation you place on It. Of 
course, both players would have lo agree on conventions for interpreting 

the notation. 
Now we can have any numbe1· of adjacent chess boards: one for the 

game, one for rules, one for metarules, one for metametarules, and so on, 
as far as you care to carry it. On your turn, you may make a move on ~ny 
one of the chess boards except the top-level one, using the rules which 
apply (they come from the next chess board up in the hierarchy). 
Undoubtedly both players would get quite disoriented by the .f~ct that 
almost anything-though not everything!-<:an change. By defimuon, ~he 
top-level chess board can't be changed, because you_ d?n'~ have rules telhng 
how to change it. It is inviolate. There is more that 1s mv10late: the conven
tions by which the different boards are interpreted, the agreement to take 
turns, the agreement that each person may change one chess board each 
turn-and you will find more if you examine the idea carefully. 
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Now it is possible lo go considerably further in removing the pillars by 

which orientation is achieved. One step al a time ... We begin by collapsing 

the whole array of boards into a single board. What is meant by this? There 

will be two ways of interpreting the board: (I) as pieces to be moved; (2) as 

rules for moving the pieces. On your tum, you move pieces-and perforce, 

you change rules! Thus, the rules constantly change themselves. Shades of 

Typogenetics-<>r for that matter, of real genetics. The distinction between 

game, rules, metarules, metametarules, has been lost. What was once a nice 

dean hierarchical setup has become a Strange Loop, Or Tangled Hierar

chy. The moves change the rules, the rules determine the moves, round 

and round the mulberry bush ... There are still different levels, but the 

distinction between "lower" and "higher" has been wiped out. 

Now, part of what was inviolate has been made changeable. But there 

is still plenty that is inviolate. Just as before, there are conventions between 

you and your opponent by which you interpret the board as a collection of 

rules. There is the agreement lo take turns-and probably other implicit 

con\'entions, as well. Notice, therefore, that the notion of different levels 

has survived, in an unexpected way. There is an Inviolate level-let's call it 

the 1-IRvel---<.in which the interpretation conventions reside; there is also a 

Tangled level-the T-level-<>n which the Tangled Hierarchy resides. So 

these two levels are still hierarchical: the I-level governs what happens on 

the T-level, but the T-level does not and cannot affect the I-level. No 

matter that the T-level itself is a Tangled Hierarchy-it is still governed by 

a set of conventions outside of itself. And that is the important point. 

As you have no doubt imagined, there is nothing to stop us from doing 

the "impossible"-namely, tangling the I-level and the T-level by making 

the interpretation conventions themselves subject to revision, according to 

the position on the ches!> board. But in order to carry out such a "super

tangling", you'd have to agree with your opponent on some furthel" con

ventions connecting the two levels-and the act of doing so would create a 

new level, a new sort of inviolate level on top of the "supertangled" level (or 

underneath it, if you prefer). And this could continue going on and on. In 

fact, the ')umps" which are being made are very similar to those charted in 

~he Birthday Cantatatata, and in the repeated Godelization applied to various 

•mpro\'ements on TNT. Each time you think you have reached the end, 

there is some new variation on the theme of jumping out of the system 

which requires a kind of creativity lo spot. 

The Authorship Triangle Again 

But I am not interested in pursuing the strange topic of the ever more 

abstruse tanglings which can arise in self-modifying chess. The point of this 

has been to show, in a somewhat graphic way, how in any system there is 

always some "protected" level which is unassailable by the rules on other 

le\'els, no_ mat~er how tangled their interaction may be among themselves. 

A_n amusing riddle from Chapter IV illustrates this same idea in a slightly 

different context. Perhaps it will catch you off guard: 
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FIGURE 11-1. .fo ··a11th11nh1/1 trit111KU."". 

There are three authors-Z. T, and E. Now it happens that Z 

exists only in a nm el by T. Likewise, T exists only in a no\'el by E. 

And strangely. E, too, exists only in a novel-by Z. of rnurse. Now, 

is such an "authorship triangle" really possible? (See Fig. 134.) 

Of course it's possible. But there's a trick ... All three authors Z, T, E, are 

themselves characters in another no\'el-by H! You can think of the Z-T-E 

triangle as a Strange Loop, Or Tangled Hierarchy; but author H is outside 

of the space in which that tangle takes place-author H is in an inviolate 

space. Although Z, T, and E all ha\'e access-direct or indirect-to each 

other, and can do dastardly things to each other in their various novels, 

none of them can touch H's life! They can't even imagine him-no more 

than you can imagine the author of the book you're a charatte1· in. If I were 

to draw author H, I would represent him somewhere off the page. Of 

course that would present a problem, since drawing a thing necessarily (?Uts 

it onto the page ... Anyway. H is really outside of the world of Z, T, and E, 

and should be represemed as being so. 

Escher's Drawing Hands 

Another classic variation on our theme is the Escher picture of Drawing 

Haruls (Fig .. 135). Herc, a left hand (LH) draws a right hand (RH). while al 

the same time, RH draws LH. Once again, levels which ordinarily are seen 

as hierarchical-that which draws, and that which is drawn-turn back on 

each other, creating a Tangled Hierarchy. But the theme of the Chapter is 

borne out, of course, since behind it all lurks the undrawn but drawing 

hand of M. C. Escher, creator df both LH and RH: Escher is outside of the 

two-hand space, and in my schematic version of his picture (Fig. 136), you 

can see that explicitly. In this schematized representation of the Escher 

picture, you see the Strange Loop, Or Tangled Hierarchy al the top; also, 

you see the Inviolate Level belov.· it, enabling it to come into being. One 

could further Escherize the Escher picture, by taking a photograph of a 

hand drawing it. And so on. 
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Strange Loop, 
Or 
Tangled Hierarchy 
(visible) 

Inviolate Level 
(invisible) 

FIGURE 136. Abstract diagram of 
M. C. Escher's Drawing Hands. On top, 
a seeming paradox. Below, its resolution. 

Brain and Mind: 
A Neural Tangle Supporting a Symbol Tangle 

Now we can relate this to the brain. as well as to :\I programs. In ou1 
thoughts, symbols activate other symbols. and all interact heterarchically. 
Furthermore. the s~·mbols may cause each other to change intt•rnally. in tlw 
fashion of programs acting on other programs. The illusion is created. 
because of the Tangled Hierarchy of symbols. that there i.' no im•iolate let•el. 

One thinks there is no such level because that le\·el is shielded from our 
view. 

If it were possible t•J schematize this whole image. the1·e would be a 
gigantic forest of symbols linked to each other by tangly lines like vines in a 
tropical jungle-this would be the top level, the Tangled Hierarchy when· 
thoughts really flow back and forth. This is the elusive level of mind: the 
analogue to LH and RH. Far below in the schematic picture. analogous to 
the invisible "prime mover" Escher, there would be a representation of the 
myriad neurons-the "inviolate substrate" which lets the tangle above it 
come into being. Interestingly, this other level is itself a tangle in a literal 
sense-billions of cells and hundreds of billions of axons, joining them all 
together. 

This is an interesting case where a software tangle, that of the symbols, 
is supported by a hardware tangle, that of the neurons. But only the symbol 
tangle is a Tangled Hierarchy. The neural tangle is just a "simple" tangle. 
This distinction is pretty much the same as that between Strange Loops and 
feedback, which I mentioned in Chapter XVI. A Tangled Hierarchy occurs 
when what you presume are clean hierarchical levels take you by surprise 
and fold back in a hierarchy-violating way. The surprise element is impor
tant; it is the reason I call Strange Loops "strange". A simple tangle, like 
feedback, doesn't involve violations of presumed level distinctions. An 
example is when you're in the shower and you wash your left arm with your 
right, and then vice versa. There is no strangeness to the image. Escher 
didn't choose to draw hands drawing hands for nothing! 

Events such as two arms washing each other happen all the time in the 
world, and we don't notice them particularly. I say something to you, then 
you say something back to me. Paradox? No; our perceptions of each other 
didn't involve a hierarchy to begin with, so there is no sense of strangeness. 

On the other hand, where language does create strange loops is when 
it talks about itself, whether directly or indirectly. Here, something in the 
system jumps out and acts on the system, as if it were outside the system. 
What bothers us is perhaps an ill-defined sense of topological wrongness: 
the inside-outside distinction is being blurred, as in the famous shape called 
a "Klein bottle". Even though the system is an abstraction, our minds use 
spatial imagery with a sort of mental topology. 

Getting back to the symbol tangle, if we look only at it, and forget the 
neural tangle, then we seem to see a self-programmed object-in just the 
same way as we seem to see a self-drawn picture if we look at Drawing Hands 

and somehow fall for the illusion, by forgetting the existence of Escher. For 
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the picture, this is unlikely-but for humans and the way they look al their 
minds, this is usually what happens. We/eel self-programmed. Indeed, we 
couldn't feel any other way, for we are shielded from the lower levels, the 
neural tangle. Our thoughts seem lo run about in their own space, creating 
new thoughts and modifying old ones, and we never notice any neurons 
helping us out! But that is lo be expected. We can't. 

An analogous double-entendre can happen with LISP programs that 
are designed lo reach in and change their own structure. If you look at 
them on the LISP level, you will say that they change themselves; but if you 
shift levels, and think of LISP programs as data lo the LISP interpreter (see 
Chapter X), then in fact the sole program that is running is the interpreter, 
and the changes being made are merely changes in pieces of data. The 
LISP interpreter itself is shielded from changes. 

How you describe a tangled situation of this sort depends how far back 
you step before describing. If you step far enough back, you can often see 
the clue that allows you to untangle thing~. 

Strange Loops in Government 

A fascinating ar~a ":here hier~rchies tangle is government-particularly in 
the courts. Ordmanly, you think of two disputants arguing their cases in 
court, and the court adjudicating the matter. The court is on a different 
level from the disputants. But strange things can start to happen when i:he 
courts th.em~elves ~el enta~gled in legal cases. Usually there is a higher 
court wh1eh 1s outside the dispute. Even if two lower courts get involved in 
some sort of strange fight, with each one claiming jurisdiction over the 
~1th~r, so".1e higher court is outside, and in some sense it is analogous to the 
111v1olate interpretation conventions which we discussed in the warped 
version of chess. 

, B~t what happens when t~ere is no higher court, and the Supreme 
Court llsel~ gets all tangled up m legal troubles? This sort of snarl nearly 
~appe~1~d m ~he .~atergate era. The President threatened to obey only a 
defimt1ve ruling of the Supreme Court-then claimed he had the ri.,.ht to 

det·ide wh~t is "definitive". Now that threat never was made good; b~t if it 
had been, 1l would have touched off a monumental confrontation between 
lwl:. levels.~1f government, each of which, in some ways, can validly claim to 
be above the other-and to whom is there recourse to decide which one is 
right? To say "Con~ress" is not to settle the matter, for Congress might 
rn.mman? the President to obey the Supreme Court, yet the President 
1~11ght still, refuse, claiming that he has the legal right to disobey the 
Supreme Court (and Congress!) under certain circumstances. This would 
rreate a ~ew nmrt case, and would throw the whole system into disarray, 
berause 1~ woul? be so unexpected, so Tangled-so Strange! 

The irony is that once you hit your head against the ceiling like this, 
where rou are prevented from jumping out of the system to a yet higher 
authonty. the only recourse is to forces which seem less well defined by 
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rules, but which are the only source of higher-le\·el rules ;111yway: the 
lower-level rules, which in this rase means the general readion of sodeh·. It 
is well to remember that in a society like ours. the legal svstem is, in a sense.'. 
a polite gesture granted collerti\·ely b)· millions of people-and it can ht· 
overridden just as easily as a river ran m·erftow its banks. Then a seeming 
anarchy takes over; but anarchy has its own kinds of rules, no less than does 
civilized society: it is just that they operate from the bottom up, not from 
the lop down. A student of anarchy could try lo disn1ver rnles arrording to 
which anarchk situations develop in time, and very likely there are some 
such rules. 

An analogy from physics is useful here. As was mentioned earlier in 
the book, gases in equilibrium obey simple laws connet·ting their tempera
ture, pressure, and volume. However, a gas t·an \·iolate those laws (as a 
President can violate laws)-provided it is not in a slate of equilibriu~n. In 
nonequilibrium situations, to describe what happens, a physidst has re
course only to statistical mechanics-that is, lo a level of desniption which 
is not macroscopic, for the ultimate explanation of a gas's behavior always 
lies on the molecular level, just as the ultimate explanation of a society's 
political behavior always lies al the "grass roots level". The field of 
nonequilibrium thermodynamics attempts to find macrosrnpic laws to de
scribe the behavior of gases (and other systems) which are out of equilib
rium. It is the analogue lo the branch of political scienre which would 
search for laws governing anarrhical societies. 

Other curious tangles which arise in government include the FBI 
investigating its own wrongdoings, a sheriff going lo jail while in office, the 
self-application of the parliamentary rules of pnKedure, and so on. One of 
the most curious legal cases I ever heard of involved a person wh() claimed 
to have psychic powers. In fact, he claimed lo be able lo use his psychic 
powers to detect personality traits, and thereby lo aid lawyers in picking 
juries. Now what if this "psychic" has to stand trial himself one day? What 
effect might this have on a jury member who believes staunchly in ESP? 
How much will he feel affected by the psychic (whether or not the psychic is 
genuine)? The territory is ripe for exploitation-a great area for self
fulfilling prophecie!>. 

Tangles Involving Science and the Occult 

Speaking of psychics and ESP, another sphere of life where strange loops 
abound is fringe science. What fringe science does is to call into question 
many of the standard procedures or beliefs of orthodox science, and 
thereby rhallenge the objectivity of science. New ways of interpreting 
evidence that rival the established ones are presented. But how do you 
evaluate a way of interpreting evidence? Isn't this precisely the problem of 
objectivity all over again, just on a higher plane? Of course. Lewis Carroll's 
infinite-regress paradox appears in a new guise. The Tortoise would argue 
that if you want to show that A is a fact, you need evidence: B. But what 
makes you sure that B is evidence of A? To show that, you need meta-
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evidence: C. And for rhe validiry of 1ha1 mera-evidence, you need me1a
me1a-evidence-and so on, ad nauseam. Despire rhis argument, people 
have an intuirive sense of evidence. This is because-lo repeal an old 
refrain-people have buih-in hardware in rheir brains 1ha1 includes some 
rudimentary ways of interprering evidence. We can build on rhis, and 
accumulare new ways of interprering evidence; we even learn how and 
when lo override our mosl basic mechanisms of evidence interpretarion, as 
one musl, for example, in rrying to figure our magic lricks. 

Concrele examples of evidence dilemmas crop up in regard 10 many 
phenomena of fringe science. For insrance, ESP oflen seems 10 manifest 
irself out~ide of the laboralory, bur when broughr into rhe laborarory, ir 
vanishes mysreriously. The slandard scientific explanalion for rhis is 1ha1 
ESP is a nonreal phenomenon which cannol sland up 10 rigorous scruriny. 
Some (by no means all) believers in ESP have a peculiar way of fighring 
back, however. They say, "No, ESP is real; it simply goes away when one 
tries lo observe ii scientifically-ii is contrary lo rhe narure of a scientific 
worldview." This is an amazingly brazen lechnique, which we mighr call 
"kicking the problem upstairs". Whal rhal means is, insread of queslioning 
the matter al hand, you call into doubr rheories belonging lo a higher level 
of credibiliry. The believers in ESP insinuale rhal whal is wrong is nol their 
ideas, bur the belief sysrem of science. This is a preuy grandiose claim, and 
unless rhere is overwhelming evidence for it, one should be skeplical of ir. 
But then here we are again, lalking about "overwhelming evidence" as if 
everyone agreed on what lhat means! 

The Nature of Evidence 

The Sagredo-Simplicio-Salviati tangle, mentioned in Chapters XI II and 
XV. gives another example of the complexities of evaluarion of evidence. 
Sagredo tries lo find some objective compromise, if possible, belween the 
opposing views of Simplicio and Salviati. But compromise may nol always 
be possible. How can one compromise "fairly" between right and wrong? 
Between fair and unfair? Between compromise and no compromise? These 
questions come up over and over again in disguised form in arguments 
about ordinary things. 

Is it possible lo define what evidence is? Is it possible 10 lay down laws 
as lo how lo make sense out of situations? Probably nol, for any rigid rules 
would undoubtedly have exceplions, and nonrigid rules are not -rules. 
Having an intelligent Al program would not solve rhe problem eilher, for 
as an evidence processor, ir would not be any less fallible rhan humans are. 
So, if evidence is such an intangible thing after all, why am I warning 
against new ways of interpreling evidence? Am I being inconsislenl? In rhis 
case, 1 don't think so. My feeling is 1ha1 there are guidelines which one can 
give. and out of them an organic synrhesis can be made. But inevilably 
some amount of judgment and intuirion must enter rhe pic1ure-1hings 
which <ll'e different in different people. They will also be differenl in 
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different Al programs. Vhimarely, rhere are complicated criteria for decid
ing if a merhod of evaluarion of evidence is good. One involves rhe "useful
ness" of ideas which are arrived al by rhat k!nd of reasoning. Modes of 
1hough1 which lead 10 useful new things in life are deemed "valid" in some 
sense. Bur rhis word "useful'' is exlremely subjet·rive. 

My feeling is rhat rhe process by which we decide what is valid or what 
is rrue is an arr; and 1ha1 ir relies as deeply on a sense of beauty and 
simpliciry as ii does on rock-solid principles of logic or reasoning or any
rhing else which can be objeclively formalized. I am not saying either (I) 
1ru1h is a chimera, or (2) human intelligence is in principle not program
mable. I am saying (I) rruth is 100 elusive for any human or any n>llet·tion of 
humans ever to auain fully; and (2) Arrificial Intelligence, when it reaches 
rhe level of human intelligence-<>r even if it surpasses ii-will still be 
plagued by the problems of arr, beaury, and simplicity, and will run up 
againsl these things conslanlly in irs own search for knowledge and under
slanding. 

"What is evidence?" is not just a philosophical quesrion, for it intrudes 
inlo life in all sorts of places. You are faced wirh an exlraordinary number 
of choices as lo how to interpret evidence al every momenl. You can hardly 
go into a bookstore (or rhese days, even a grocery srore!) wirhoul seeing 
books on clairvoyance, ESP, UFO's, the Bermuda lriangle, asrrology, dows
ing, evolurion versus crearion, black holes, psi fields, biofeedback, trans
cendenral meditation, new theories of psychology ... In science, rhere are 
fierce debates about catastrophe theory, elementary parricle rheory, black 
holes, 1ru1h and existence in marhematics, free will, Artificial Intelligence, 
reducrionism versus holism ... On the more pragmaric side of life, there 
are debales over the efficacy of vilamin C or of laetrile, over lhe real size of 
oil reserves (either underground or stored), over what causes inffarion and 
unemployment-and on and on. There is Buckminster Fullerism, Zen 
Buddhism, Zeno's paradoxes, psychoanalysis, etc., elc. From issues as trivial 
as where books ought to be shelved in a store, to issues as viral as what ideas 
are to be raught lo children in schools, ways of interpreting evidence play 
an inestimable role. 

Seeing Oneself 

One of the most severe of all problems of evidence inlerprelalion is that of 
rrying 10 interpret all rhe confusing signals from lhe outside as to. w~o one 
is. In rhis case, the polenlial for intralevel and inlerlevel conflict Is tre
mendous. The psychic mechanisms have lo deal simuhaneously wirh the 
individual's inlernal need for self-esteem and rhe constant flow of evidence 
from the outside affecling rhe •self-image. The resuh is rhat informalion 
ft~ws in a complex swirl between differenl levels of rhe personaliry; as it 
goes round and round, parts of it get magnified, reduced, negared, or 
olherwise distorted, and then those parls in lurn gel furlher subjecled to 
rhe same sorl of swirl, over and over again-all of rhis in an auempl lo 
reconcile what is, wilh what we wish were (see Fig. 81 ). 
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The upshor is 1ha1 the lolal picrure of"who I am" is imegrared in some 
~normously complex way inside rhe emire mental slruclure, and contains 
~n eac~ one_ of us a large number of unresolved, possibly unresolvable, 
mc~ms~stencies. These undoubredly provide much of rhe dynamic rension 
~h.1ch is so much a parl of being human. Our of rhis rension belween rhe 
ms1de and ourside norions of who we are come rhe drives rowards various 
goals _rhat make each of us unique. Thus, ironically, somerhing which we all 

have m_ com?1on-:--l~e facl of being self-reflecting conscious beings-leads 
lo the nch_d1versuy ~n rhe ways we have ofimernalizing evidence abour all 

sort~ _of rh~n~s, a?d ~n rhe end winds up being one of rhe major forces in 
creatmg dtslmcl md1viduals. 

Godel's Theorem and Other Disciplines 

his nalural lo lry lo draw parallels belween people and sufficiently compli
cated formal sysrems which, like people have "self-images" f 
G .. d I' Th • o a sorl 

o e s eorem shows that there are fundamemal limitalions to consis~ 
lent formal systems wirh self-images. Bur is it more general' Is th 
"C .,,J I' Th . ere a 

•<JUe s eorem of psychology", for instance? 

If one use~ Godel's Theorem as a meraphor, as a source of inspiration 
rat.her than try_m~ l? translate it literally into rhe language of psychology 0 ; 

of any other ~1sciplme, ~h~n p~rhap~ it can suggest new truths in psychol
ogy or other areas. But ll 1s quue unJUSlifiable to translate ir directly into a 
~lateme~l of a not he~ discipline and rake that as equally valid. It would be a 

lar~e m1~1ake lo thmk that what has been worked our with the utmost 
delicacy 1_~ mathematical logic should hold without modification in a com
pletely different area. 

Introspection and Insanity: A Godelian Problem 

I thin~ it can have suggestive value to translate Godel's Theorem into other 

domams, _provided one specifies in advance that rhe translarions are 

~~laphoncal and _are not intended lo be taken literally. That having been 
said, I see two maJor ways of using analogies lo connect Godel's Theorem 

an~ human thoughts. One involves the problem of wondering abour one's 

~army. How can you _figure ou~ if you are sane? This is a Strange Loop 
indeed. C?nce you begm lo question your own sanity, you can gel trapped in 
,m ever-ug_hter_ vortex of self-fulfilling prophecies, though the process is by 

~.<_1 me~~s 1~e\'llabl~. Everyo?e knows that the insane interpret rhe world 
~ 1~ then .0~.n pecuha~ly consistent logic; how can you tell if your own logic 
IS pe~uhar or not, given that rou hav~ only your own logic lo judge itself? 
I don l see an>· answer. I am JUsl remmded of G",J I' d Th h" . . oue s secon eorem, 
w 1.c·h 11nphes l~al the only \'ersions of formal number theory which asserl 
their own consistency are inconsistent ... 

Can We Understand Our Own Minds or Brains? 

The other metaphorical analogue to G6del"s Theorem whid1 I find pro
vocarive suggests that ultimately, we c·annol undenland our own minds/ 
brains. This is such a loaded, many-le\'eled idea 1ha1 one musl be exlremeh· 
caurious in proposing it. What does "understanding our own mindslhr<lins;, 

mean? It could mean having a general sense of how rhe\· work, as 
mechanics have a sen!lt" of how cars work. h nmld mean ha\·ing a n1mplt>le 
explanarion for why people do any and all rhings rhe\· do. h rnuld mean 

having a complele understanding of the phnkal slru"'1rt> of one's own 
brain on all le\'els. It could mean having a l·omplele wiring diagram of a 

brain in a book (or library or rnmputer). It could mean knowing. at t>\·ery 
instant, precisely whar is happening in one's own brain on rhe neur;ll 
level-each firing. each synaptil· alteration, and so on. It could mean ha\'ing 

written a program whic·h passes the Turing tesl. h could mean knowing 
oneself so perfectly that such notions as the suhconSl·ious and the intuition 

make no sense, because everything is out in the open. It nmld mean any 
number of other things. 

Which of these types of self-mirroring. if any. does the self-mirroring 
in Gooel's Theorem most resemble? I would hesitate lo say. Some of them 

are quite silly. For instance, the idea of being able lo monitor your own 
brain state in all its detail is a pipe dream, an absurd and uninteresting 

proposition to start with; and if Gooel's Theorem suggests that it is impos
sible, that is hardly a revelation. On the olher hand, the age-old goal of 

knowing yourself in some profound way-let us call it "understanding your 

own psychic structure"-has a ring of plausibility lo it. But might rhere not 
be some vaguely G<idelian loop which limits the depth to which any indi
vidual can penetrate into his own psyche? Just as we cannot see our face!> 
with our ov.·n eyes. is it not reasonable lo expect that we cannot mirror our 
complete mental structures in the symbols which carry them out? 

All the !imitative Theorems of metamathematics and the theory of 

computation suggest that once the ability lo represent your own srructure 
has reached a certain critical point, that is the kiss of death: it guarantees 

that you can never represent yourself torally. Godel's Incompleteness The
orem, Church's Undecidability Theorem, Turing's Halling Theorem, 
Tarski's Truth Theorem-all have the flavor of some ancient fairy tale 

which warns you that "To seek self-knowledge is lo embark on a journey 
which ... will always be incomplete, cannot be charted on any map, will 
never hall, cannot be described." 

But do the !imitative Theorems have any bearing on people? Here is 
one way of arguing the case. EiJher I am consistent or I am inconsistent. 
(The latter is much more likely, but for completeness' sake, I consider both 
possibilities.) If I am consistent, then there are two cases. (I) The "low

fidelity" case: my self-understanding is below a certain critical point. In this 
case, I am incomplete by hypothesis. (2) The "high-fidelity" case: My 
self-understanding has reached the critical point where a metaphorical 
analogue of the !imitative Theorems does apply, so my self-understanding 
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undermines itself in a Gooelian way. and I am incomplete for that reason. 

Cases (I) and (2) are predicated on my being I 00 per cent consistent-a 

very unlikely state of affairs. More likely is that I am inconsistent-but 

that's worse, for then inside me there are contradictions, and how can I 

ever understand that? 
Consistent or inconsistent, no one is exempt from the mystery of the 

self. Probably we are all inconsistent. The world is just too complicated for a 

person to be able to afford the luxury of reconciling all of his beliefs with 

each other. Tension and confusion are important in a world where many 

decisions must be made quickly. Miguel de Unamuno once said, "If a 

person never contradicts himself, it must be that he says nothing." I would 

say that we all are in .:he same boat as the Zen master who, after contradict

ing himself several times in a row, said to the confused Doko, "I cannot 

understand myself." 

GOdel's Theorem and Personal Nonexistence 

Perhaps the greatest contradiction in our lives, the hardest t~ handle, is the 

knowledge "There was a time when I was not alive, and there will come a 

time when I am not alive." On one level, wlit:n you "step out of yourself" 

and see yourself as ')ust another human being", it makes complete sense. 

But on another level, perhaps a deeper level, personal nonexistence makes 

no sense at all. All that we know is embedded inside our minds, and for all 

that to be absent from the universe is not comprehensible. This is a basic 

undeniable problem of life; perhaps it is the best metaphorical analogue of 

Godel's Theorem. When you try to imagine your own nonexistence, you 

have to try to jump out of yourself, by mapping yourself onto someone else. 

You fool yourself into believing that you can import an outsider's view of 

yo~rse~f into you, much as TNT "believes" it mirrors its own metatheory 
111s1de Itself. But TNT only contains its own metatheory up to a certain 

extent-not fully. And as for you, though you may imagine that you have 

jumped out of yourself, you never can actually do s<>-no more than 

E~cher'~ dragon can jump out of its native two-dimensional plane into three 
dimensions. In any cast', this contradiction is so great that most of our lives 

we just sweep the whole mess under the rug, because trying to deal with it 
just leads nowhere. 

Zen _minds, on the other hand, revel in this irreconcilability. Over and 

over aga111, they face the conflict between the Eastern belief: "The world 

and I are one, so the notion of my ceasing to exist is a contradiqi9n in 

terms" (my verbalization is undoubtedly too Westernized-apologies to 

Zenists), and the Western belief: "I am just part of the world, and I will die, 
but the world will go on without me." 

Science and Dualism 

Science is often criticized as being too "Western" or "dualistic"-that is, 

being permeated by the dichotomy between subject and object, or observer 
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and observed. While it is true that up until this l·entun·, science was 

exclusively concerned with things which (an be readily disti;1guished from 

their human observers-such as oxygen ;111d (:arbon, light and heat, st<irs 

and planets, accelerations and orbits, and so on-this phase of srienl·e was ;1 
necessary prelude to the more modern phase, in which life itself has rnme 

under investigation. Step by step, inexorably, "Western" sdence has moved 

tow~r~s investigation of the human mind-which is to say, of the observer. 

Arufic1al Intelligence research is the furthest step so far along that route. 

Before AI came along, there were two major previews of the strange 

consequences of the mixing of subject and object in sciem·e. One was the 

~evoluti~m of quantum mechanics, with its epistemological problems involv-

111g the Interference of the observer with the observed. The other was the 

mixing of subject and o~ject in metamathematics, beginning with Gildel's 

Theorem and moving through all the other !imitative Theorems we have 

di~cussed. Perhaps the next step after AI will be the self-application of 

science: science studying itself as an object. This is a different manner of 

mixing subject and object-perhaps an even more tangled one than that of 
humans studying their own minds. 

By the way, in passing, it is interesting to note that all results essentially 

dependent on the fusion of subject and object have been !imitative results. 

In_ ad_dition t~1 the !imitative Theorems, there is Heisenberg's uncertainty 

~nnc1ple, which says that measuring one quantity renders impossible the 

s1multaneou_s n_iea~uremenl of a related quantity. I don't know why all these 
result~ are hmnauve. Make of it what you will. 

Symbol vs. Object in Modern Music and Art 

C_losely linked. with the subject-object dichotomy is the symbol-object 
dichotomy, which was explored in depth by Ludwig Wittgenstein in the 

early part of this century. Later the words "use" and "mention" were 

adopted to make the same distinction. Quine and others have written al 

length about the connection between signs and what they stand for. But not 

only philosophers have devoted much thought to this deep and abstract 

matter. In our century both music and art have gone through crises which 

reflect a profound concern with this problem. Whereas music and painting, 

for instance, have traditionally expressed ideas or emotions through a 

vocabulary of "symbols" (i.e. visual images, chords, rhythms, or whatever), 

now there is a· tendency to explore the capacity of music and art to not 

express anything-just to be. This means to exist as pure globs of paint, or 

pure sounds, but in either case drained of all symbolic value. 
In. music, in particular, Johll Cage has been very influential in bringing 

a Zen-hke approach to sound. Many of his pieces convey a disdain for "use" 

of sounds-that is, using sounds to convey emotional states-and an exulta

tion in "mentioning" sounds-that is, concocting arbitrary juxtapositions of 

s.ounds without regard to any previously formulated code by which a 

listener could decode them into a message. A typical example is "Imaginary 

Landscape no. 4 ", the polyradio piece described in Chapter VI. I may not 
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h~ do;ng Cag~ ju~tke, but lo me;, •ee'.'" that ~u<h of b;, wo•k ha. been I 
d1re<:ted at bnngmg meaninglessness mto music, and in some sense, at 
making that meaninglessness have meaning. Aleatoric music is a typical 
exploration in that direction. (Incidentally, chance music is a close cousin to 
the much later notion of "happenings" or "be-in" 's.) There are many other 
nmtemporary composers who are following Cage's lead, but few with as 
much originality. A piece by Anna Lockwood, called "Piano Burning", 
involves just that-with the strings stretched to maximum tightness, to 
make them snap as loudly as possible; in a piece by LaMonte Young, the 
noises are provided by shoving the piano all around the stage and through 
ohstacles, like a haltering ram. 

Art in this century has gone through many convulsions of this general 
type. At first there was the abandonment of representation, which was 
genuinely revolutionary: the beginnings of abstract art. A gradual swoop 
from pure representation to the most highly abstract patterns is revealed in 
the work of Piel Mondrian. After the world was used to nonrepresenta
tional art, then surrealism came along. It was a bizarre about-face some
thing like neoclassicism in music, in which extremely representati~nal art 
was "subverted" and used for altogether new reasons: to shock, confuse, 
and amaze. This school was founded by Andre Breton, and was located 
primarily in France; some of its more influential members were Dali 
Magritte, de Chirico, Tanguy. ' 

Magritte's Semantic Illusions 

Of all these _artists, Magritte was the most conscious of the symbol-object 
mystery (which I see as a deep extension of the use-mention distinction). 
He uses it to evoke powerful responses in viewers, even if the viewers do 
not verbali~e. the distinction this way. For example, consider his very 
strange vanat1on on the theme of still life, called Common Sense (Fig. 137). 

FICURE 137. Common Sense, b_v Rene Mawitte (1945-46). 
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FIGURE I 38. The Two Mysteries, b_v Rene Mawitte (I 966). 

Here, a dish filled with fruit, ordinarily the kind of thing represented 
inside a still life, is shown sitting on top of a blank canvas. The conflict 
between the symbol and the real is great. But that is not the full irony, for 
of course the whole thing is itself just a painting-in fact, a still life with 
nonstandard subject matter. 

Magritte's series of pipe paintings is fascinating and perplexing. Con
sider The Two Mysteries (Fig. 138). Focusing on the inner painting, you get 
the message that symbols and pipes are different. Then your glance moves 
upward to the "real" pipe floating in the air-you perceive that it is real, 
while the other one is just a symbol. But that is of course totally wrong: both 
of them are on the same flat surface before your eyes. The idea that one 
pipe is in a twice-nested painting, and therefore somehow "less real" than 
the other pipe, is a complete fallacy. Once you are willing to "enter the 
room", you have already been tricked: you've fallen for image as reality. To 
be consistent in your gullibility, .you should happily go one level further 
down, and confuse image-within-image with reality. The only way not to be 
sucked in is to see both pipes merely as colored smudges on a surface a few 
inches in front of your nose. Then, and only then, do you appreciate the 
full meaning of the written message "Ceci n'est pas une pipe"---but ironi
cally, at the very instant everything turns to smudges, the writing too turns 
to smudges, thereby losing its meaning! In other words, at that instant, the 
verbal message of the painting self-destructs in a most Godelian way. 
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FIGURE 139. Smoke Signal. [DraU'ing by th' author.] 

Thi' Air and thl' Son~ (Fig. 82), taken from a series by Magritte, 
ilffomplishes all that Thi' Two Mysterin does, but in one level instead of two. 
My drawings Smokl' Signal and Pipe Dream (Figs. 139 and 140) constitute 
"V'.1riation.s on a Theme of Magritte". Try staring at Smoke Signal for a 
wh~le. ~e!o~e .long, you should be able ~o make out a hidden message 
~ayu~g. C~c1 nest pas un message". Thus, 1f you find the message, it denies 
itself-yet if you don't, you miss the point entirely. Because of their indirect 
s~lf-snuffi~~· m~ two pipe pictures can be loosely mapped onto Godel's 
(.-thus g1vmg rise to a "Central Pipemap", in the same spirit as the other 
"Central Xmaps'('Dog, Crab, Sloth. 

A dassic ex~ple of use-mention confusion in paintings is the occur
ren<·e of a palet~e in a p~inting. Whereas the palette is an illusion created by 
the 1:epresentat1onal skill of the painter, the paints on the painted palette 
are literal daubs of paint from the artist's palette. The paint plays itself-it 
does not _symbolize an~·thing else. In Don Giovanni, Mozart exploited a 
rela.ted tnck: h~ wrote into the score explicitly the sound of an orchestra 
tunmg up. S1m1larly. if I want the letter 'I' to play itself (and not symbolize 
me), I put 'I' directly into my text; then I enclose 'I' between quotes. What 
results is "I" (not T, nor '"I'"). Got that? 

FIGURE 140. Pipe Dream. [DraU'ing by th' author.] 

The "Code" of Modern Art 

A large number of influences, which no one could ~ope to pin .down 
completely, led to further explorations of the symb?l-obJect dualism mart. 
There is no doubt that John Cage, with his interest m Zen, had a profound 
influence on art as well as on music. His friends Jasper Johns and Robert 
Rauschenberg both explored the distinction between objects and symbols 
by using objects as symbols for themselves-{)r, to flip t.he coin, by using 
symbols as objects in themselves. All of this was perhap~ intended to br~ak 
down the notion that art is one step removed from reality-that art speaks 
in "code", for which the viewer must act as interpreter. T~e id~a was to 
eliminate the step of interpretation and let t~e naked object s1m~ly b~, 
period. ("Period"-:--a curious case of use-mention blur.) However, if this 
was the intention, it was a momJmental flop, and perhaps had .~o be',. . 

Any time an object is exhibited in a gallery or dubbed a work ' it 
acquires an aura of deep inner significanc~no matter ho"'. ~u~h t~e 
viewer has been warned not to look for meanmg. In fact, there 1s a bac~fir
ing effect whereby the more that vie~~rs are to~d to look at these_ obJ~ct_s 
without mystification, the more mystified the viewers get. tAfter all, if a 
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wooden crate on a museum floor is just a wooden crate on a museum floor, 
then why doesn't the janitor haul it out back and throw it in the garbage? 
Why is the name of an artist attached to it? Why did the artist want to 
demystify art? Why isn't that dirt clod out front labeled with an artist's 
name? Is this a hoax? Am I crazy, or are artists crazy? More and more 
questions Hood into the viewer's mind; he can't help it. This is the "frame 
effect" which art-Art-automatically creates. There is no way to suppress 
the wonderings in the minds of the curious. 

Of course, if the purpose is to instill a Zen-like sense o(the world as 
devoid of categories and meanings, then perhaps such art is merely in
tended to serve-as does intellectualizing about Zen-as a catalyst to inspire 
the viewer to go out and become acquainted with the philosophy which 
rejects "inner meanings" and embraces the world as a whole. In this case, 
the art is self-defeating in the short run, since the viewers do ponder about 
its meaning, but it achieves its aim with a few people in the long run, by 
introducing them to its sources. But in either case, it is not true that there is 
no code by which ideas are conveyed to the viewer. Actually, the code is a 
much more complex thing, involving statements about the absence of codes 
and so forth-that is, it is part code, part metacode, and so on. There is a 
Tangled Hierarchy of messages being transmitted by the most Zen-like art 
objects, which is perhaps why so many find modern art so inscrutable. 

Ism Once Again 

Cage has led a movement to break the boundaries between art and nature. 
In music, the theme is that all sounds are equal-a sort of acoustical 
democracy. Thus silence is just as important as sound, and random sound 
is just as important as organized sound. Leonard B. Meyer, in his book 
Music, the Arts, and Ideas, has called this movement in music "transcenden
talism", and states: 

If the distinction between art and nature is mistaken, aesthetic valuation is 
irrelevant. One should no more judge the value of a piano sonata than one 
should judge the value of a stone, a thunderstorm, or a starfish. "Categorical 
statements, such as right and wrong, beautiful or ugly, tY.Pical of the 
rationalistic thinking of tonal aest}leties," writes Luciano Berio La contempo
rary composer], "are no longer useful in understanding why and how a 
composer today works on audible forms and musical action." 

Later, Meyer continues in describing the philosophical position -of trans
cendentalism: 

... all things in all of time and space are inextricably connected with one 
another. Any divisions, classifications, or organizations discovered in the 
universe are arbitrary. The world is a complex, continuous, single 
event.2 [Shades of Zeno!] 

I find "transcendentalism" too bulky a name for this movement. In its 
place, I use "ism". Being a suffix without a prefix, it suggests an ideology 
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FIGURE 141. The Human Condition I, by Reni Magritte (1933). 



without ideas-which, however you interpret it, is probably the case. And 
-;ince "ism" embraces whatever is, its name is quite fitting. In "ism" the word 
"is" is half mentioned, half used; what could be more appropriate? Ism is 
the spirit of Zen in art. And just as the central problem of Zen is to unmask 
the self, the central problem of art in this century seems to be to figure out 
what art is. All these thrashings-about are part of its identity crisis. 

We have seen that the use-mention dichotomy, when pushed, turns 
into the philosophical problem of symbol-object dualism, which links it to 
the mystery of mind. Magritte wrote about his painting The Human Condi
tion I (Fig. 141): 

I placed in fronl of a window, seen from a room, a painling representing 
exal'tly that part of the landscape whirh was hidden from \'iew hy the paint
ing. Therefore, the tree represented in the painting hid from view the tree 
situa1ed behind it, oul~ide the room. It existed for the spectator, as it were, 
simultaneously in his mind, as hoth inside the room in the painling, and 
outside in the real landscape. Whi<·h is how we see the world: we see it as being 
oul~ide our~elves even though it is only a mental representation of it that we 
experieme inside ourselves.3 

Understanding the Mind 

First through the pregnant images of his painting, and then in direct 
words, Magritte expresses the link between the two questions "How do 
symbols work?" and "How do our minds work?" And so he leads us back to 
the question posed earlier: "Can we ever hope to understand our minds/ 
brains?" 

Or does some marvelous diabolical Godelian proposition preclude our 
ever unraveling our minds? Provided you do not adopt a totally unreason
able definition of"understanding", I see no Godelian obstacle in the way of 
the eventual understanding of our minds. For instance, it seems to mt:. quite 
reasonable to desire to understand the working principles of brains in 
general, much the same way as we understand the working principles of car 
engines in general. It is quite different from trying to understand any 
single brain in every last detail-let alone trying to do this for one's own 
brain! I don't see how Godel's Theorem, even if construed in the sloppiest 
way, has anything to say about the feasibility of this prospect. I see no 
reason that GOdel's Theorem imposes any limitations on our ability to 
formulate and verify the general mechanisms by which thought processes 
take place in the medium of nerve cells. I see no barrier imposed by Godel's 
Theorem to the implementation on computers (or their successors) of types 
of symbol manipulation that achieve roughly the same results as brains do. 
It is entirely another question to try and duplicate in a program some 
particular human's mind-but to produce an intelligent program at all is a 
more limited goal. GOdel's Theorem doesn't ban our reproducing our own 
level of intelligence via programs any more than it bans our reproducing 
our own level of intelligence via transmission of hereditary information in 
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DNA, followed by education. Indeed, we haw seen. in Ch;ipter X\'l. how ;i 
remarkable Godelian mechanism-the Str;mge Loop of p1:oteins •md 
DNA-is precisely what allows transmission of intellige1Ke'. 

Does GOdel's Theorem, then, have absolut.elv nothi11g to offer us in 
thinking about our own minds? I think it does, although not in the mntiral 
and !imitative way which some people think it ought to. I think that the 
process of coming to understand G<idel's proof, with its <·onstrurtion in
vol\'ing arbitrary codes, complex isomorphisms, high and low Inds of 
interpretation, and the capacity for self-mirroring, may injert some rich 
undercurrents and flavors into one's set of images about wmhols and 
symbol processing. which may deepen one's intuition for the relationship 
between mental structures on different levels. 

Accidental lnexplicability of Intelligence? 

Before suggesting a philosophically intriguing "appliration" of Gixlel's 
proof, I would like to bring up the idea of "accidental inexplicability" of 
intelligence. Here is what that involves. It could be that our brains, unlike 
car engines, are stubborn and intractable systems whic~ we cannot neatly 
decompose in any way. At present, we have no idea whether our brains will 
yield to repeated attempts to cleave them into clean layers, each of whkh 
can be explained in terms of lower layers-{)r whether our brains will foil 
all our attempts at decomposition. 

But even if we do fail to understand ourselves, there need not be any 
Giidelian "twist" behind it; it could be simply an accident of fate that our 
brains are too weak to understand themselves. Think of the lowly giraffe, 
for instance, whose brain is obviously far below the level required for 
self-understanding-yet it is remarkably similar to our own brain. In fact, 
the brains of giraffes, elephants, baboons~ven the brains of tortoises or 
unknown beings who are far smarter than we are-probably all operate on 
basically the same set of principles. Giraffes may lie far below the threshold 
of intelligence necessary to understand how those principles fit together to 
produce the qualities of mind; humans may lie closer to that threshold
perhaps just barely below it, perhaps even above it. The point is that there 
may be no fundamental (i.e., Godelian) reason why those qualities are in
comprehensible; they may be completely clear to more intelligent beings. 

Undecidability Is Inseparable from a High-Level Viewpoint 

Barring this pessimistic notion oi the accidental inexplicability of the brain, 
what insights might Godel's proof offer us about explanations of our 
minds/brains? Godel's proof offers the notion that a high-level view of a 
system may contain explanatory power which simply is absent on the_ ~?w~r 
levels. By this I mean the following. Suppose someone gave you G, G.odel s 
undecidable string, as a string of TNT. Also suppose you knew nothm~ of 
Godel-numbering. The question you are supposed to answer is.: ."Why isn't 
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this string a theorem of TNT?" Now you are used to such questions; for 
instance, if you had been asked that question about SO=O, you would have a 
ready explanation: "Its ~gation, -SO=O, is a thtortm." This, together with 

your knowledge that TNT is consistent, provides an explanation of why the 

given string is a nontheorem. This is what I call an explanation "on the 
TNT-level". Notice how different it is from the explanation of why MU is 

not a theorem of the Ml U-system: the former comes from the M-mode, the 

latter only from the I-mode. 
Now what about G? The TNT-level explanation which worked for 

SO=O does not work for G, because -G is not a theorem. The person who 

has no overview of TNT will be baffled as to why he can't make G according 

to the rules, because as an arithmetical proposition, it apparently has 

nothing wrong with it. In fact, when G is turned into a universally quan

tified string, every instance gotten from G by substituting numerals for the 
variables can be derived. The only way to explain G's nontheoremhood is to 

discover the notion of Godel-numbering and view TNT on an entirely 
different level. It is not that it is just difficult and complicated to write out 
the explanation on the TNT-level; it is impossible. Such an explanation 

simply does not exist. There is, on the high level, a kind of explanatory 

power which simply is lacking, in principle on the TNT-level. G's non

theoremhood is, so to speak, an intrinsically high-level fact. It is my suspicion 

that this is the case for all undecidable propositions; that is to say: every 

undecidable proposition is actually a Godel sentence, asserting its own 

nontheoremhood in some system via some code. 

Consciousness as an Intrinsically High-Level Phenomenon 

Looked at this way, GOdel's proof suggests-though by no means does it 

prove!-that there could be some high-level way of viewing the mind/brain, 

in\'olving concepts which do not appear on lower levels, and that this level 

might have explanatory power that does not exist-not even in 
principle-on lower le\'els. It would mean that some facts could be ex

plained on the high level quite easily, but not on lower levels at all. No 
matter how long and cumbersome a low-level statement were made, it 

would not explain the phenomena in question. It is the analogue to the fact 

that, if you make derivation after derivation in TNT, no matter how long 

and cumbersome you make them, you will never come up with one for 

G-despite the fact that on a higher level, you can see that G is true. 

What might such high-level concepts be? It ha~ been proposed for 

eons, by various holistically or "soulistically" inclined scientists and 
humanists, that consciousness is a phenomenon that escapes explanation in 
terms of brain-components; so here is a candidate, at least. There is also the 
ever-puzzling notion ofjree will. So perhaps these qualities could be "emer

gent" in the sense of requiring explanations which cannot be furnished by 
the physiology alone. But it is important to realize that if we are being 
guided by Godel's proof in making such bold hypotheses, we must carry the 

analogy through thoroughly. In particular, it is ,·ital to rec·all that G's 

nontheoremhood does ha\'e an explanation-it is not a tol<tl nwsterv! The 

explanation hinges on understanding not just one le\"el at <1 ti;ne, l"ut the 

w~y in ."·hich one le,·el mirrors its metale\"el, and the rnnsequem·es of this 
m1rrormg. If our analogy is to hold, then. "emergent" phenomena would 
become explicable in terms of a relationship between different le\"els in 
mental systems. 

Strange Loops as the Crux of Consciousness 

My belief is that the explanations of "emergent" phenomena in our 

brains-for instance, ideas, hopes, images, analogies, and finally rnnS<.·ious

ness and free will-are based on a kind of Strange Loop, an interaction 

between levels in which the top level reaches hack down towards the bottom 
level and influences it, while at the same time being itself determined by 1t.e 

bottom level. In other words, a self-reinforcing "resonance" between dif

ferent levels~uite like the Henkin sentence which, by merely asserting its 

own provab1l~ty, actually becomes provable. The self rnmes into being at 
the moment 11 has the power to reflect itself. 

This sh~ul~ n_ot be take~ as an an ti reductionist position. It just implies 
th~t a reductionistic explanation of a mind, in order to be comprehm.~ihle, must 
bring in "soft" concepts such as levels, mappings, and meanings. In princi
ple, I have no doubt that a totally reductionistic but incomprehensible 

explanation of the brain exists: the problem is how to translate it into a 

language we_ <~urselves can fathom. Surely we don't want a description in 

terms of pos111ons and momenta of particles: we want a description which 
relates neural activity to "signals" (intermediate-level phenomena)-and 

which relates si~nals, in turn, to "symbols" and "subsystems", including the 
presumed-to-exist "self-symbol". This act of translation from low-level 

physical hardware to high-level psychological software is analogous to the 

translation of number-theoretical statements into metamathematical state

ments. Recall that the level-crossing which takes place at this exact transla

tion point is what creates Godel's incompleteness and the self-proving 

character of Henkin's sentence. I postulate that a similar level-crossing is 
what creates our nearly unanalyzable feelings of self. 

In order to deal with the full richness of the brain/mind system, we will 
have to be able to slip between levels comfortably. Moreover, we will have to 
admit various types of "causality": ways in which an event at one level of 

description can "cause" events at other levels to happen. Sometimes event 
A will be said to "cause" event ~ simply for the reason that the one is a 
translation, on another level of description, of the other. Sometimes 

"cause" will have its usual meaning: physical causality. Both types of 
causality-and perhaps some more-will have to be admitted in any expla

nation of mind, for we will have to admit causes that propagate both 

upwards and downwards in the Tangled Hierarchy of mentality, just as in 
the Central Dogmap. 



At the crux, then, of our understanding ourselves will come an under
standing of the Tangled Hierarchy of levels inside our minds. My position 
is rather similar to the viewpoint put forth by the neuroscientist Roger 
Sperry in his excellent article "Mind, Brain, and Humanist Values", from 
which I quote a little here: 

In my own hypothetical brain model, conscious awareness does get represen
tation as a very real causal agent and rates an important place in the causal 
se'1uence and chain of control in brain events, in which it appears as an active, 
operational force .... To put it very simpl)" it comes down lo the issue of who 
pushes whom around in the population of causal forces that occupy the 
nanium. It is a mailer, in other words, of straightening out the peck-order 
hierarchy among iruracranial control agents. There exists within the cranium 
a whole world of diverse causal forces; what is more, there are forces within 
forces within forres, as in no other cubic half-foot of universe that we know. 
... To make a long story short, if one keeps climbing upward in the chain of 
command within the brain, one finds at the very top those over-all organiza
tional forces and dynamic properties of the large patterns of cerebral excita
tion that are correlated with mental states or psychic activity .... Near the 
apex of this command system in the brain ... we find ideas. Man over the 
chimpamee has ideas and ideals. In the brain model proposed here, the 
rnusal potenry of an idea, or an ideal, becomes just as real as that of a 
molecule, a rell, or a nerve impulse. Ideas cause ideas and help evolve new 
ide<1s. They interact with each other and with other mental forces in the same 
hrain, in neighboring brains, and, thanks to global communication, in far 
distant, foreign brains. And they also interact with the external surroundings 
lo produce in 1010 a burstwise advance in evolution that is far beyond any
thing lo hit the evolutionary srene yet, including the emergence of the living 
n·ll.~ 

There is a famous breach between two languages of discourse: the 
suhjective language and the objective language. For instance, the "subjec
tive" sensation of redness, and the "objective" wavelength of red light. To 
many people, these seem to be forever irreconcilable. I don't think so. No 
more than the two views of Escher's Drawing Hands are irreconcilable
from "in the system'', where the hands draw each other, and from outside, 
where Escher draws it all. The subjective feeling of redness comes from the 
vortex of self-perception in the brain; the objective wavelength is how you 
see things when you step back, outside of the system. Though no one of us 
will ever be able to step back far enough to see the "big picture", we 
shouldn't forget that it exists. We should remember that physical law is 
what makes it all happen-way, way down in neural nooks and crannies 
which are too remote for us to reach with our high-level intrsspective 
prohes. 

The Self-Symbol and Free Will 

In Chapter X 11, it was suggested that what we call free will is a result of the 
interaction between the self-symbol (or subsystem), and the other symbols 
in the brain. If we take the idea that symbols are the high-level entities to 

which meanings should be attached, then we can make a stab at explaining 
the relationship between symbols, the self-svmbol. ;md free will. 

One way to gain ~ome perspective on the free-will question is to repl<tre 
il by what I believe is an equivalent question, hut one whirh invokes less 
loaded terms. Instead of asking, "Does system X have free will?" we ask. 
"Does system X make choices?" By carefully groping for what we re;illy 
mean when we choose to describe a system-mechanical or biologieal-as 
being capable of making "choices", I think we can shed much light on free 
will. It will be helpful to go over a few different systems whirh, under 
various circumstances, we might feel tempted to desrribe <ts "making 
choices". From these examples we can gain some perspertive on what we 
really mean by the phrase. 

Let us take the following systems as paradigms: a marble rolling down 
a bumpy hill; a pocket calculator finding successive digits in the decim;1l 
expansion of the square root of 2; a sophisticated program whirh plays a 
mean game of chess; a robot in a T-maze (a maze with but a single fork, on 
one side of which there is a reward); and a human being confronting a 
complex dilemma. 

First, what ahout that marble rolling down a hill? Does it make choices? 
I think we would unanimously say that it doesn't, even though none of us 
could predict its path for even a very short distance. We feel that it couldn't 
have gone any other way than it did, and that it was just being shoved along 
by the relentless laws of nature. In our chunked mental physks, of course, 
we can visualize many different "possible" pathways for the marble, and we 
see it following only one of them in the real world. On so.me level of our 
minds, therefore, we can't help feeling the marble has "chosen" a single 
pathway out of those myriad mental ones; but on some other level of our 
minds, we have an instinctive understanding that the mental physics is only 
an aid in our internal modeling of the world, and that the mechanisms 
which make the real physical sequences of events happen do not require 
nature to go through an analogous process of first manufacturing variants 
in some hypothetical universe (the "brain of God") and then choosing 
between them. So we shall not bestow the designation "choice" upon this 
process-although we recognize that it is often pragmatically useful to use 
the word in cases like this, because of its evocative power. 

Now what about the calculator programmed to find the digits of the 
square root of 2? What about the chess program? Here, we might say that 
we are just dealing with "fancy marbles", rolling down "fancy hills". In fact, 
the arguments for no choice-making here are, if anything, stronger than in 
the case of a marble. For if you attempt to repeat the marble experiment, 
you will undoubtedly witness a tol!ally different pathway being traced down 
the hill, whereas if you rerun the square-root-of-2 program, you will get the 
same results time after time. The marble seems to "choose" a different path 
each time, no matter how accurately you try to reproduce the conditions of 
its original descent, whereas the program runs down precisely the same 
channels each time. 

Now in the case of fancy chess programs, there are various possibilities. 



If: you play a game against certain programs, and then start a second game 
wuh the same moves as you made the first time, these programs will just 
move exactly as they did before, without any appearance of having learned 
anything or having any desire for variety. There are other programs which 
have ran~omizing devices that will gi\'e some variety but not out of any 
deep desire. Such programs could be reset with the internal random 
number generator as it was the first time, and once again, 1he same game 
would ensue. Then there are other programs which do learn from their 
mistakes, and change their strategy depending on the outcome of a game. 
Such programs would not play the same game twice in a row. Of course, 
you nmld a~so turn the clock back by wiping out all the changes in the 
memory which represent learning, just as you could reset the random 
nu~ber _generator, but that hardly seems like a friendly thing to do. 
Besides, 1s there any reason to suspect that _you would be able to change any 
of your own past decisions if every last detail-and that includes your brain, 
of course-were reset to the way it was the first time around? 

But let us return to th~ question of whether "choice" is an applicable 
term here. If p~ograms are JUSl "fancy marbles rolling down fancy hills", do 
they make choices, or not? Of course the answer must be a subjective one, 
but I would say that pretty much the same considerations apply here as to 
the marble. However, I would have to add that the appeal of using the 
word "choice", even if it is only a convenient and evocative shorthand, 
becomes quite strong. The fact that a chess program looks ahead down the 
various possible bifurcating paths, quite unlike a rolling marble, makes it 
seem much mor~ lik_e an animate being than a square-root-of-2 program. 
However, there 1s suit no deep self-awareness here-and no sense of free 
will. 

. Now l~t us go o~ to imagine a robot which has a repertoire of symbols. 
!~•s robot is placed ma T-maze. However, instead of going for the reward, 
It ~s preprogrammed t_o go left whenever the next digit of the square root"of 
2 is e\'~n, and ~o g~ ng_ht _whenever it is odd. Now this robot is capable of 
m~eh_ng the suu~uon m its symbols, so it can watch itself making choices. 
Each time the T rs approached, if you were to address to the robot the 
question, "Do you know which way you're going to turn this time?" it would 
have to answer, "No". Then in order to progress, it would activate its 
"decider" s~b.rou~ine, which calculates the next digit of the square root of2, 
and the decision 1s taken. However, the internal mechanism of the decider 
is unknown to t_he robot-it is represented in the robot's symbols merely as 
a Qla~k box which puts out "left" 's and "right" 's by some mysteFieus and 
seemmgl_y random rule. Unless the robot's symbols are capable of picking 
~p t_he hidden heartbeat of the square root of 2, beating in the L's and R's, 
It will stay baffled by the "choices" which it is making. Now does this robot 
make choic_es? Put your~elf in that position. If you were trapped inside a 
marble 1~olh1_1g down a hill and were powerless to affect its path, yet could 
observe It wuh all your human intellect, would you feel that the marble's 
path in\'olved choices? Of course not. Unless your mind is affecting the 
outcome, it makes no difference that the symbols are present. 

'71 C) 

So now we make a modification in our robot: we allow its symbols
induding its self-symbol-to affect the decision that is t;1ken. Now here is 
an example of a program running fully under physic: al law, which seems to 
get much more deeply at the essence of choi<·e than the previous ex;1mples 
did. When the robot's own chunked concept of itself enters the !Kene, we 
begin to identify with the robot, for it sounds like the kind of thing we do. It 
is no longer like the calculation of the square root of 2, where no symbols 
seem to be monitoring the decisions taken. To be sure, if we were to look at 
the robot's program on a very local level, it would look quite like the 
square-root program. Step after step is executed, and in the end "left" or 
"right" is the output. But on a high level we can see the fa<·t that symbols are 
being used to model the situation and to affect the decision. That radic;1lly 
affects our way of thinking about the progr;1m. At this stage, mtani11g has 
entered this picture-the same kind of meaning as we manipulate with our 
own minds. 

A Godel Vortex Where All Levels Cross 

Now if some outside agent suggests 'L' as the next choice to the robot, the 
suggestion will be picked up and channeled into the swirling mass of 
interacting symbols. There, it will be sucked inexorably into interaction 
with the self-symbol, like a rowboat being pulled into a whirlpool. That is 
the vortex of the system, where all levels cross. Here, the 'L' encounters a 
Tangled Hierarchy of symbols and is passed up and down the levels. The 
self-symbol is incapable of monitoring all its internal processes, and so 
when the actual decision emerges-'L' or 'R' or something outside the 
system-the system will not be able to say where it came from. Unlike a 
standard chess program, which does not monitor itself and consequently 
has no ideas about where its moves come from, this program does monitor 
itself and does have ideas about its ideas-but it cannot monitor its own 
processes in complete detail, and therefore has a sort of intuitive sense of its 
workings, without full understanding. From this balance between self
knowledge and self-ignorance comes the feeling of free will. 

Think, for instance, of a writer who is trying to convey certain ideas 
which to him are contained in mental images. He isn't quite sure how those 
images fit together in his mind, and he experiments around, expressing 
things first one way and then another, and finally settles on some version. 
But does he know where it all came from? Only in a vague sense. Much of 
the source, like an iceberg, is deep underwater, unseen-and he knows 
that. Or think of a music composition program, something we discussed 
earlier, asking when we would feel comfortable in calling it the composer 
rather than the tool of a human composer. Probably we would feel com
fortable when self-knowledge in terms of symbols exists inside the pro
gram, and when the program has this delicate balance between self-knowl
edge and self-ignorance. It is irrelevant whether the system is running 
deterministically: what makes us call it a "choice maker" is whether we can 
idtntify with a high-level- description of the proms which takes plau when the 



FIGURE 142. Prim Gallery, by M. C. Escher (lithograph, 1956). 

program runs. On a low (machine language) level, the program looks like 
any other program; on a high (chunked) level, qualities such as "will" 
"intuition", "creativity", and "consciousness" can emerge. - ·· ' 

The important idea is that this "vortex" of self is responsible for the 
ta~gledness, for the G6delian-ness, of the mental processes. People have 
said t_o me on ~casion, "This stuff with self-reference and so on is very 
~i;.usmg a~d enJoyabl~, b~t d? you really think there is anything serious to 
it. I certainly do. I thmk ll will eventually turn out to be at the core of AI, 
and the focus of all attempts to understand how human minds work. And 
that is why G6del is so deeply woven into the fabric of my book. 

714 Strange Loops, Or Tangled Hierarchies 

An Escher Vortex Where All Levels Cross 

A strikingly beautiful, and yet at the same time disturhinglv grotesque, 
illustration of the cyclonic "eye" of a Tangled Hierarrhy is gi\'ell to us hv 
Escher in his Print Gallny (Fig. 142). What we see is a picture gallery where 
a young man is standing, looking at a picture of a ship in the harbor of a 
small town, perhaps a Maltese town, to guess from the architecture, with its 
little turrets, occasional cupolas, and Hat stone roofs, upon one of whkh sits 
a boy, relaxing in the heat, while two floors below him a woman-perhaps 
his mother-gazes out of the window from her apartment which sits di
rectly above a picture gallery where a young man is standing. looking at a 
picture of a ship in the harbor of a small town, perhaps a Maltese town
What!? We are back on the same level as we began, though all logic dktates 
that we cannot be. Let us draw a diagram of what we see (•·ig. 143). 

representation 
(mental) 

inclusion 
(physical) 

in£lusion 
(phyJical) 

inclusion 
(physirnl) 

FIGURE 143. Ab.1tract diagram of 
M. C. Elcher's Print Gallery. 

What this diagram shows is three kinds of"in-ness". The gallery is physically 
in the town ("inclusion"); the town is artistically in the picture ("depiction"); 
the picture is mentally in the person ("representation"). Now while this 
diagram may seem satisfying, in fact it is arbitrary, for the number of levels 
shown is quite arbitrary. Look below at another way of representing the top 
half alone (Fig. 144). 

depiction inclusion 

FIGURE 14 4. A coll.apstd version of tht 
prtvious figurt. 
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We have eliminated the "town" level: conceptually it was useful, but can just 
as well be ~one without. Figure 144 looks just like the diagram for Drawing 
Hand~·'. a Strange Loop of two steps. The division markers are arbitrary, 
even .1f they seem natural to our minds. This can be furthn accentuated by 
showm~ ev~n more "collapsed" schematic diagrams of Print Gallery, such 
as that m Figure 145. -

inclusion + <kpiction 

F/Gl'RE 145. Furthn rnllap.1e of Figure 143. 

This exhibits the paradox of the pit·ture in the starkest terms. Now-if the 
picture is "inside itself", then is the young man also inside himself? This 
question is answered in Figure 146. 

inrlu.1ion + <Upictim1 + repre.~n•lation 

• FIGCRE 146. Another way of rnllap.1i11g Figure 143. 

Thus, we see the young man "inside himself", in a funny sense which is 
made up of compounHing three distinct senses of "in" . 

. T~is diagram. reminds us oft~e Epimenides paradox with its one-step 
se.11-r~lerence, while the two-step diagram resembles the sentence pair each 
of which refers to the other. We cannot make the loop any tighter, but we 
can open it wider, by choosing to insert any number of intermediate levels, 
sm·h as "picture frame", "arcade", and "building". If we do so, we will have 
many-step Strange Loops, whose diagrams are isomorphic to those of 
~'aterfall <.Fig. 5) or Ascending and Descending (Fig. 6). The number of levels 
is determmed by what. we feel is "natural", which may vary according to 
mntext, purpose, or frame of mind. The Central Xmaps-Dog, Crab, 
Sloth, a.nd Pipe-can all be seen as involving three-step Strange-Loops: 
alte.rnat1vely, they can all be collapsed into two- or one-step loops;. then 
ag.am, they <·an ~e expanded out into multistage loops. Where one per
ceives the levels 1s a matter of intuition and esthetic preference. 
.·. Now are ~e, the ~>~servers of Print Gallery, also sucked into ourselves by 

\ 11 tue of lo<!kmg at. 1t!" Not really. We manage to escape that particular 
\'ortex. by bem~ outside of the system. And whe9 we look at the picture, we 
see thmgs which the young man can certainly not see, such as Escher's 

..,,,.. 

signature, "MCE", in the central "blemish". Though the blemish seems like 
a defect, perhaps the defect lies in our expedations. for in fact Esdlt"r 
could not have completed that portion of th~ pkture without.heing innm
sistent with the rule~ by which he was drawing the pirture. That <·enter of 
the whorl is-and must be-incomplete. Es<·her rnuld ha\·e made it arbi
trarily small, but he could not have gotten rid of it. Thus we. on the outside. 
can know that Print Galler)' is essentially incomplete-a fart which the 
young man, on the inside, c~n ne\·er know. Escher has thus gi\·en a pirtorial 
parable for Godel's Incompleteness Theorem. And that is why the strands 
of Godel and Escher are so deeply interwoven in my book. 

A Bach Vortex Where All Levels Cross 

One cannot help being reminded, when one looks at the diagram~ of 
Strange Loops, of the Endlessly Rising Canon from the Mmical Offerin/I.. A 
diagram of it would consist of six steps, as is shown in Figure 147. It is too 

. .. 

FIGURE 147. The hexagonal modulation scheme of Bach's Endles.1ly Rising Canonform.1 
a true closed loop when Sl!Lpard tones are used. 

bad that when it returns to C, it is an octave higher rather than at the exact 
original pitch. Astonishingly e~ough, it is possible to arrange for it to 
return exactly to the starting pitch, by using what are called Shepard to~es, 
after the psychologist Roger Shepard, who discovered the ide~ .. Th~ prin
ciple of a Shepard-tone scale is shown in Figure 148. In words, It. IS th~s: you 
play parallel scales in several different octave ranges. Each note is weighted 
independently, and as the notes rise, the weights shift. You make the top 
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octave gradually fade out, while at the same time vou are gradualh· hringing in the bottom octave. Just at the moment H>U would ordif1<1rih· he one octave higher, the weights ha\'e shifted pre<·iseh· so as to reprodufe the starting pitch ... Thus you can go "up and up fore\'er". never getting am higher! You can try it at \'Our piano. It works e\·en hettn if the pit<·hes can be synthesized accurately under fomputer fontrol. Then the illusion is bewilderingly strong. 
This wonderful musical disrnvery allows the Endless!\· Rising Canon to be played in such a way that it joins ha<'k onto itself after going "up" an octave. This idea, which S(Ott Kim and I rnncei\'ed jointly. has heen realized on tape, using a computer music system. The effefl is \'ery subtle-but very real. It is quite interesting that B;Kh himself was apparently aware, in some sense, of such scales, for in his music one can on-asionally find passages which roughly exploit the general prim·iple of Shepard tones-for instance, about halfway through the Fantasia from the Fantasia and Fugue in G Minor, for organ. In his book]. S. Bach's Musical Offering, Hans Theodore David writes: 

Throughout the ,\fwi<al Oj/ering, the reaclt·r. pnfornwr. or liste1ter is to search for the Ro\'al theme in ;111 its forms. rhe entire work. therefore, is " rifercar in the original. literal sense of the word.~ 
I think this is true; one cannot look deeply enough into the Musical Offering. There is always more after one thinks one knows everything. For instance, towards the very end of the Six-Part Riurcar, the one he declined to -improvise, Bach slyly hid his own name, split between two of the upper voices. Things are going on on many levels in the Mwical Offn-ing. There are tricks with notes and letters; there are ingenious variations on the King's Theme; there are original kinds of canons; there are extraordinarily complex fugues; there is beauty and extreme depth of emotion; ~ven an exultation in the many-leveledness of the work comes th rough. The Musical Offering is a fugue of fugues, a Tangled Hierarchy like those of Escher and GOdel, an intellectual construction which reminds me, in ways I cannot express, of the beautiful many-voiced fugue of the human mind. And that is why in my book the three strands ofGOdel, Escher, and Bach are woven into an Eternal Golden Braid. 



I 
Six-Part Ricercar 

Achilles has brought his cello to the Crab's residence, to engage in an 
evening of chamber music with the Crab and Tortoise. He has been shown 
into the music ro.om by his host the Crab, who is momentarily abseni, having 
g~ne to meet their mutual [nend_ the Tortoise at the door. The room is filled 
With all sor~ of electronic_ equipment-phonographs in various states of 
ar~ay ~nd disarray, television screens attached to typewriters, and other 
~ite improbable-looking pieces of apparatus. Nestled amongst all this 
~igh-powered g°:"getry ~its a humble radio. Since the radio is the only thing 
m the room which Achilles knows how to use, he walks over to it and a 
little furtively, flicks the dial and finds he has tuned into a panel di~cussion 
by .m learned scholars on free will and determinism. Hr li.1trm briefi_)' 

and thm, a little scornfully, flicks it off 

Achillrs: I can get along very well without such a program. After all, it's 
clear to anyone who's ever thought about it that-I mean, it's not a very 
difficult matter to resolve, once you understand how--or rather, con
~ept~ally, one can clear up the whole thing by thinking of, or at least 
~magmi~g a situation where ... Hmmm ... I thought it was quite dear 
m my mind. Maybe I could benefit from listening to that show, after 
all ... 

(Enter the Tortoisr, carrying his violin.) 

Well, well, if it isn't our fiddler. Have you been practicing faithfully this 
week, Mr. T? I myself have been playing the cello part in the Trio 
Sonata from the Musical Offering for at least two hours a day. It's a strict 
regimen, but it pays off. 

Tortoisr: I can get along very well without such a program. I find that a 
. moment here, a moment there keeps me fit for fiddling. 

Achillrs: Oh, lucky you. I wish it came so easily to me. Well, where is our 
host? 

Tortoisr: think he's just gone to fetch his flute. Here he comes. 

( Entrr thr Crab, carrying his flute.) 

Achillrs: Oh, Mr. Crab, in my ardent practicing of the Trio Sonata this 
past week, all sorts of images bubbled into my mind: jolly gobbling 
bumblebees, melancholy buzzing turkeys, and a raft of others. Isn't it 
wonderful, what power music has? 

Crab: I. can get al~ng_ very well without such a program. To my mind, 
".'-ch1lles, there is no music purer than the Musical Offering. 

Tortoisr: Yo~ can't. be serious, Achilles. The Musical Offering isn't pro
grammatic music! 
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Achilles: Well, I like animals, even if \·ou two stuff\ ones disappron·. 
Crab: I don't think we are so stuffy. Achilles. Let's just sa\· th;it \Oil lw;ir 

music in your own special wav. . 
Tortoise: Shall we sit down and play? 
Crab: I was hoping that a pianist friend of mine would turn up and pla\· 

continuo. I've been wanting you to meet him. Ad1illes, for a long tinw. 
Unfortunately. it appears that he mav not make it. So let's just go 
ahead with the three of us. That's plentv for a trio sonata. 

Achillrs: Before we start, I just was wondering. Mr. Crah-what art· all 
these pieces of equipment, which you ha,·e in here? 

Crab: Well, mostly they are just odds and ends-bits and pieres of old 
broken phonographs. Only a few sou\'enirs ( nt'Tl•ous~v tapping thr but
tons), a few sou\'enirs of-of the TC-battles in which I have distin
guished myself Those keyboards attad1ed to television sn-eens, how
ever, are my new toys. I ha,·e fifteen of them around here. They art· a 
new kind of computer, a very small, \'ery flexible type of nnnputer
quite an advance over the previous types available. Few otht•rs seem to 
be quite as enthusiastic about them as I am, but I ha\'e faith that they 
will catch on in time. 

Achillrs: Do they have a special name? 
Crab: Yes; they are called "smart-stupids", since they are so flexible, and 

have the potential to be either smart or stupid, depending on how 
skillfully they are instructed. 

Achilles: Do you mean you think they could actually hernme smart like, 
say, a human being? 

Crab: I would not balk at saying so-provided, of nmrse, th;it someone 
sufficiently versed in the art of instructing smart-stupids would make 
the effort. Sadly, I am not personally acquainted with anyone who is a 
true virtuoso. To be sure, there is one expert abroad in the land, an 
individual of great renown-and nothing would please me more than 
a visit by him, so that I could appreciate what true skill on the smart
stupid is; but he has never come, and I wonder if I shall ever have that 
pleasure. 

Tortoise: It would be very interesting to play chess against a well-instructed 
smart-stupid. 

Crab: An extremely intriguing idea. That would be a wonderful mark of 
skill, to program a smart-stupid to play a good game of chess. Even 
more interesting-but incredibly complicated-would be to instruct a 
smart-stupid sufficiently that it could hold its own in a conversation. It 
might give the impression 1hat it was just another person! 

Achilles: Curious that this should come up, for I just heard a snatch of a 
discussion on free will and determinism, and it set me to thinking 
about such questions once mor.e. I don't mind admitting that, as I 
pondered the idea, my thoughts got more and more tangled, and in 
the end I really didn't know what I thought. But this idea of a smart
stupid that could converse with you ... it boggles the mind. I mean, 

791 



what would the smart-stupid itself say, if you asked it for its opinion on 
the free-will question? I was just wondering if the two of you •. "'.ho 
know so much about these things, wouldn't indulge me by explammg 
the issue, as you see it, to me. 

Crab: Achilles, you can't imagine how appropriate your question is. I only 
wish my pianist friend were here, because I kn~w you'd be '.nt~igued to 
hear what he could tell you on the subject. In his absence, Id hke to tell 
you a statement in a Dialogue at the end of a book I came across 
recently. 

Achille.1: Not Copper, Silver, Gold: an Indestructible Metallic Alloy? 
Crab: No, as I recall, it was entitled Giraffes, Elephants, Baboons: an Equato

rial Gra.~.~lands Bestiary-<>r something like that. In any case, towards the 
end of the aforementioned Dialogue, a certain exceedingly droll 
character quotes Mar\'in Minsky on the question of free will. Shortly 
thereafter, while interacting with two other personages, this droll 
character quotes Minsky further on musical improvisation, the com
puter language LISP. and GOdel's Theorem-and get this-all without 
giving one whit of credit to Minsky! 

Achille.~: Oh. for shame~ 
Crab: I must admit that earlier in the Dialogue, he hints that he WILL 

quote Minsky towards the end: so perhaps it's forgivable. 

Achilles: It sounds that way to me. Anyway, I'm anxious to hear the 
Minskian pronouncement on the free will question. 

Crab: Ah, yes ... Man·in Minsky· said, "When intelligent machines are 
constructed, we should not be surprised to find them as confused and 
as stubborn as men in their con\'ictions about mind-matter, conscious
ness, free will, and the like." 

Achilles: I like that! Quite a funny· thought. An automaton thinking it had 
free will! That"s almost as silly as me thinking I didn't have free will! 

Tartoise: I suppose it ne\'er occurred to you, Achilles, that the three of 
us-you, myself. and Mr. Crab-might all be characters in a Dialogue, 
perhaps e\'en one similar to the one Mr. Crab just mentioned. 

Achille.~: Oh, ifs occurred to me. of course. I suppose such fancies occur to 
e\'ery normal person at one time or another. 

Tortoise: And the Anteater, the Sloth, Zeno, e\·en GOD-we might all be 
characters in a series of Dialogues in a book. 

Achilles: Sure, we might. And the Author might just come in and p~a~ the 
piano, too. 

Crab: That's just what I had hoped. But he'.s always late. 
Achilles: Whose leg do you think you're pulling? I know I'm not being 

controlled in any way by another mentality! I've got my own thoughts, 
I express myself as I wish-you can't deny that! 

Tortoise: Nobody denied any of that, Achilles. But all of what you say is 
perfectly consistent with your being a character in a Dialogue. 

Crab: The-
Achilles: But-but-no! Perhaps Mr. C's article and my rebuttal have both 
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been mechanically determined, but this I refuse to belie\'e. I l·an accept 
physical determinism, but I cannot an-ept the idea that I am but a 
figment inside of someone else's mentality! · 

Tortoise: It doesn't really matter whether \'OU have ;i hardware brain, 
Achilles. Your will can be equally free. if your brain is just a piece of 
software inside someone else's hardware brain. And their brain, too, 
may be software in a yet higher brain ... 

Achilles: What an absurd idea! And yet, I must admit, I do enjoy trying to 
find the cleverly concealed holes in your sophistry, so go ahead. Try to 
con\'ince me. I'm game. 

Tortoise: Did it e\'er strike you, Achilles. that you keep somewhat unusual 
company? 

Achilles: Of course. You are very eccentric (I know you won't mind my 
saying so), and even Mr. Crab here is a weensy hit eccentric. (Pardon 
me, Mr. Crab.) 

Crab: Oh, don't worry about offending me. 
Tortoise: But Achilles, you've overlooked one ofthe most salient features 

of your acquaintances. 
Achilles: Which is .... ? 
Tortoise: That we're animals! 
Achilles: Well, well-true enough. You ha\'e such a ~een mind. I would 

never have thought of formulating the facts so concisely. 
Tortoise: Isn't that evidence enough? How many people do you know who 

spend their time with talking Tortoises, and talking Crabs? 
Achilles: I must admit, a talking Crab is
Crab: -an anomaly, of course. 
Achilles: Exactly; it is a bit of an anomaly-but it has precedents. It has 

occurred in literature. 
Tortoise: Precisely-in literature. But where in real life? 
Achilles: Now that you mention it, I can't quite say. I'll have to give it some 

thought. But that's not enough to convince me that I'm a character in a 
Dialogue. Do you have any other arguments? 

Tortoise: Do you remember one day when you and I met in the park, 
seemingly at random? 

Achilles: The day we discussed crab canons by Escher and Bach? 
Tortoise: The very one! 
Achilles: And Mr. Crab, as I recall, turned up somewhere towards the 

middle of our conversation and babbled something funny and then 
left. 

Crab: Not just "somewhere to~ards the middle", Achilles. EXACTLY in the 
middle. 

Achilles: Oh, all right, then. 
Tortoise: Do you realize that your lines were the same as my lines in that 

conversation--except in reverse order? A few words were changed 
here and there, but m essence there was a time symmetry to our 
encounter. 
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Achille.1: Big deal! It was just some sort of trickery. Probably all done with 
mirrors. 

Tortoi.1r: !'\o trickery, Achilles, and no mirrors: just the work of an assidu-
ous Author. 

Achillr.1: Oh, well, it's all the same to me. 
Tortoi.1r: Fiddle! It makes a big difference, you know. 

Achillr.1: Say, something about this conversation strikes me as familiar. 
Haven't I heard some of those lines somewhere before? 

Tortoi.1r: You said it, Achilles. 
Crab: Perhaps those lines occurred at random in the park one day, 

Achilles. Do you recall how your com·ersation with Mr.Tran that day? 

Achillr.1: Vaguely. He said "Good day, Mr. A" at the beginning. and at the 
end, I said, "Good day, Mr. T". Is that right? 

Crab: I just happen to have a transcript right here ... 

(Hr fishrs around in hi.1 mu.1ic ca1r, whips out a shert, and hands it to 

Achilln A.1 Achilles m1d1 it, he brgins to squirm and jidgrt noticeably.) 

Achillr.1: This is very strange. Very, very strange ... All ofa sudden, I feel 
sort of-weird. It's as if somebody had actually planned out that whole 
set of statements in advance, worked them out on paper or something 
... As if some Author had had a whole agenda and worked from it in 
detail in planning all those statements I made that day. 

(At that momrnt, thr door b11rst.1 oprn. Entrr thr Author, carrying a giant 

rru111u.1cript.) 

A11thor: I can get along ,·ery well without such a program. You see, once 
my characters are formed, they seem to have lives of their own, and I 
need to exert very little effort in planning their lines. 

Crab: Oh, here you are!· I thought you'd never arrive! 

A11thor: Sorry to be so late. I followed the wrong road and wound up very 
far away. But somehow I made it back. Good to see you again, Mr. T 
and Mr. C. And Achilles, I'm especially glad to see you. 

Achillr.1: Who are y·ou? l\·e never seen you before. 

A11thor: I am Dougla.~ Hrfstadter-please call me Doug-and I'm present
ly finishing up a hook calledGiitkl, Escher, Bach: an Eternal Golden Braid. 

It is the hook in which the three of you are characters. 

Achillrs: PleaK'd to meet you. ~ly· name is Achilles, and-

A11thor: Xo need to introduce y·ourself. Achilles, since I already kuo.w you 
quite well. 

Achillrs: Weird. weird. 
Crab: He's the one I wa~ "1~1ng might drop in and play continuo with us. 

A11thor: I've been pla~fog the ,\lusical Offning a little bit on my piano at 
home. and I can try to blunder my way through the Trio Sonata
providing you'll overlook my many wrong notes. 

Tortoi.1r: Oh. we're \·cry· tolerant around here, being only amateurs our
selves. 

Author: I hope you don't mind, Achilles, but I'm to blame for the fal·t that 
you and Mr. Tortoise said the same things, but in re,·ers~ order, that 
day in the park. 

Crab: Don't forget me! I was there, too, right in the middle, putting in 111\' 

two bits' worth! 
Author: Of course! You were the Crab in the Crab Canon. 

Achilles: So you are saying you control my utterances? That my brain is a 
software subsystem of yours? 

Author: You can put it that way if you want, Achilles. 

Achillrs: Suppose I were to write dialogues. Who would the author of 
them be? You, or me? 

Author: You, of course. At least in the fictitious world which you inhabit, 
you'd get credit for them. 

Achilles: Fictitious? I don't see anything fictitious about it! 

Author: Whereas in the world I inhabit, perhaps the credit would be given 
to me, although I am not sure if it would be proper to do so. And then, 
whoever made me make you write your dialogues would get credit in 
his world (seen from which, MY world looks fictitious). 

Achilles: That's quite a bit to swallow. I never imagined there could be a 
world above mine before-and now you're hinting that there could 
even be one above that. It's like walking up a familiar staircase, and just 
keeping on going further up after you've reached the top--<>r what 
you'd always taken to be the top! 

Crab: Or waking up from what you took to be real life, and finding out it 
too was just a dream. That could happen over and over again, no 
telling when it would stop. 

Achilles: It's most perplexing how the characters in my dreams have wills 
of their own, and act out parts which are independent of MY will. It's as 
if my mind, when I'm dreaming, merely forrm a stage on which certain 
other organisms act out their lives. And then, when I awake, they go 
away. I wonder where it is they go to ... 

Author: They go to the same place as the hiccups go, when you get rid of 
them: Tumbolia. Both the hiccups and the dreamed beings are 
software suborganisms which exist thanks to the biology of the outer 
host organism. The host organism serves as stage to them--or even as 
their universe. They play out their lives for a time-but when the host 
organism makes a large change of state-for example, wakes up-then 
the suborganisms lose their coherency, and cease existing as separate, 

identifiable units. 
Achilles: Is it like castles in the ~and which vanish when a wave washes over 

them? 
Author: Very much like that, Achilles. Hiccups, dream characters, and 

even Dialogue characters disintegrate when their host organism un
dergoes certain critical changes of state. Yet, just like those sand castles 
you described, everything which made them up is still present. 

Achilles: I object to ~eing likened to a mere hiccup! 
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Author: But I am also comparing you to a sand castle, Ach~lles. ls that nol 

poetic? Besides, you may take comfort i~ the ~act that if_ you are but~ 
hicl'up in my brain, I myself am but a hiccup m some higher authors 
brain. 

Achille.i: But I am such a physical creature-so obviously made of flesh 
and blood and hard bones. You can't deny that! 

Author: I can't deny your sensation of it, but re~~mber that dreamed 
beings, although they are just software appanuons, have the same 
sensation, no less than you do. 

T t · · . I say enouuh of this talk! Let us sit down and make music! (ff QI.If. • l'I 

Crab: A fine idea-and now we have the added pleasure of the company 
of our Author, who will grace our ~ars with his ~enditi?n ~f the bass 
line to the Trio Sonata, as harmomzed by Bach s pupil K1rnberger. 
How fortunate are we! (leads the author to one of his pianos.) I hope you 
hnd the seat comfortable enough. To adjust it, you-(ln the background 
there i1 heard a funny soft oscillating sound.) 

Tortoi.ie: Excuse me, but what was that strange electronic gurgle? 
Crab: Oh, just a noise from one of the smart-stupids. Such a noise gener

ally signals the fact that a new notin· has Hashed onto th~ screen. 
Usually the notices are just unimportant announcements com_ mg fro.m 
the main monitor program, which controls all the smart-stup1~s. (With 
his flute in his hand, he walks over to a smart-stupid, and rea_ds its ureen. 
/m~ediately he turns to the assembled musicians, and says, with a_ kmd of 
a~tation:) Gentlemen, old Ba. Ch. is come. (He lays the flute aside.) We 
must show him in immediately, of course. 

Achilles: Old Ba. Ch.! Could it be that that celebrated improviser of yore 
has chosen lo show up tonight-HERE? 

Tortoise: Old Ba. Ch.! There's only one person THAT could mean-the 
renowned Babbage, Charles, Esq., M.A., F.R.S., F.R.S.E., F.R.A.S., 
F. STAT. s., HON. M.R.I.A., M.C.P.S., Commander of the Italian Order of 
St. Maurice and St. Lazarus, INST. IMP. (ACAD. MORAL) PARIS CORR., 
AC:AD. AMER. ART. ET SC. BOSTON, REG. OECON. BORlJSS., PHYS. HIST. 
NAT. ca:NE\'., AC:AD. RH;. MONAC., HAFN., MASSIL., ET DIVION., SOCllJS., 
AC:AD. IMP., ET REC. PETROP., NEAP., BRUX., PATAV., GEORG. FLOREN, 
l.Y~C:EI ROM., Ml'T., PHILOMATH., PARIS, soc. CORR., etc.-and 
Member of the Extractors' Club. Charles Babbage is a venerable 
pioneer of the art and science of computing. Whal a rare privilege! 

Crab: His name is known far and wide, and I have long hoped Jhal he 
would gi\'e us the honor of a visit-but this is a totally unexpected 
surprise. 

Achilles: Does he play a musical instrument? 
Crab: I have heard it said that in the past hundred years, he has grown 

inexplicably fond of tom-toms, halfpenny whistles, and sundry other 
street instruments. 

Achille.1: In that case, perhaps he might join us in our musical evening. 
Author: I suggest that we give him a ten-canon salute. 

Tortoise: A performance of all the celebrated canons from the Musical 
Offering? 

Author: Precisely. 
Crab: Capital suggestion! Quick, Achilles, you draw up a list of all ten of 

them, in the order of performance, and hand it to him as he comes in! 

(Before Achilles can mwe, enter Babbage, carrying " hurd.~-gurd_~. and 
wearing a heavy traveling coat and hat. He appean slightly trm•el-weary 
and disheveled.) 

Babbage: I can gel along very well without such a program. Relax; I Can 
Enjoy Random Concerts And Recitals. 

Crab: Mr. Babbage! ll is my deepest pleasure to welcome you to 
"Madstop", my humble residence. I have been ardently desirous of 
making your acquaintance for many years, and today my wish is al last 
fulfilled. 

Babbage: Oh, Mr. Crab, I assure you that the honor is truly all mine, lo 
meet someone so eminent in all the sciences as yourself, someone 
whose knowledge and skill in music are irreproachable, and someone 
whose hospitality exceeds all bounds. And I am sure that you expect no 
less than the highest sartorial standards of your visitors; and yet I must 
confess that I cannot meet those most reasonable standards, being in a 
state of casual attire as would not by any means befit a visitor to !;O 
eminent and excellent a Crab as Your Crab. 

Crab: If I understand your most praiseworthy soliloquy, most welcome 
guest, I take it that you'd like to change your clothes. Let me then 
assure you that there could be no more filling attire than yours for the 
circumstances which this evening prevail; and I would beseech you to 
uncoal yourself and, if you do not object to the music-making of the 
most rank amateurs, please accept a "Musical Offering", consisting of 
ten canons from Sebastian Bach's Musical Offering, as a token of our 
admiration. 

Babbage: I am most bewilderingly pleased by your overkind reception, 
Mr. Crab, and in utmost modesty do reply that there could be no 
deeper gratitude than that which I experience for the offer of a 
performance of music given lo us by the illustrious Old Bach, that 
organist and composer with no rival. 

Crab: But nay! I have a yet better idea, one which I trust might meet with 
the approval of my esteemed guest; and that is this: to give you the 
opportunity, Mr. Babbage, of being among the first lo try out my 
newly delivered and as yet liardly tested "sman-stupids"-streamlined 
realizations, if you will, of the Analytical Engine. Your fame as a 
virtuoso programmer of computing engines has spread far and wide, 
and has nol failed to reach as far as Madstop; and there could be for us 
no greater delight than the privilege of observing your skill as it might 
be applied lo the new and challenging "smart-stupids". 

Babbage: Such an outstanding idea' has not reached my ears for an eon. I 



welcome the challenge of trying out your new "smart-stupids", of 
which I have only the slightest knowledge by means of hearsav. 

Crab: Then let us proceed! But excuse my oversight! I should, ha\'e 
introduced my guests lo you. This is Mr. Tortoise, this is Achilles, and 
the Author, Douglas Hofstadter. 

Babbage: Very pleased lo make your acquaintance, I'm sure. 

(Everyone walks over toward one of the smart-stupids, and Babbage sits 
down and let~ his fingers run over the ke-vboard.) 

A most pleasant touch. 
Crab: I am glad you like it. 

(All at once, Babbage <kftly massages the keyboard with graceful strokes, 

inputting one command after another. After a few seconds, he sits back, 

and in almost no time, the screen begins filling with figures. In a flash, it is 

totally covered with thousands of tinJ digits, the first few uf whuh go: 
"3.14159265358979323846264 .. . ") 

Achilles: Pi! 

Crab: Exquisite! I'd never imagined that one could calculate so many 
digits of pi so quickly, and with so tinr an algorithm. 

Babbage: The credit belongs exclusi\'ely lo the smart-stupid. My role was 
merely lo see what was already potentially present in it, and lo exploit 
its instruction set in a moderately efficient manner. Truly, anyone who 
practices can do such tricks. 

Tortoise: Do you do any graphics, Mr. Babbage? 
Babbage: I can l ry. 

Crab: Wonderful! Here, let me lake ~·ou lo another one of my smarl
stupids. I want you lo try them all! 

(And so Babbage is led oi1er to another of the many smart-stupids, and 

takes a seat. Once again, his fingers attack the keyboard of the smart

stupid, and in half a trice, there appear on the screm an mormous number 
of lines, swinging about on the screm.) 

Crab: How harmonious and pleasing these swirling shapes are, as thev 
constantly collide and interfere with each other! 

Author: And they ne\'er repeal exactly, or e\'en resemble ones which ha,·e 
come before. h seems an inexhaustible mine of beauty. 

Tort~ise: S<_>me are simple patterns which enchant the e}·e; oltt~rs are 
mdescnbably complex convolutions which boggle and yet simulta
neously delight the mind. 

Crab: Were you aware, Mr. Babbage, that these are color screens? 

Babbage: Oh, are they? In that case, I can do rather more with this 
algorithm. Just a moment. (Types in a few new commands, then pushes two 

~s ~own at once and hold~ them.) As I release these two keys, the display 
will include all the colors of the spectrum. (Releases them.) 

Achil~es: _Oh, what spectacular color! Some of the patterns look like they're 
JUmpmg out al me now! 

Tortoise: I think that is because the\' are all growing in size. 

Babbage: Thal is intentional. As the figures grow, so may the Cr;1h's 
fortune. · 

Crab: Thank you, Mr. Babbage. Words fail to comey 111\' admiration for 
your performance! Never has anyone done anything comp;1rable on 
my smart-stupids. Why, you play the smart-stupids as if they were 
musical instruments, Mr. Babbage! 

Babbage: I am afraid that any music I might make would be loo harsh for 
the ears of such a gentle Crab as your Crab. Although I ha\'e lately 
become enamoured of the !iweel sounds of the hurdy-gurdy. I am well 
aware of the grating effect they can have upon others. 

Crab: Then, by all means, continue on the smart-stupids! In fact, I ha\'e a 
new idea-a marvelously exciting idea! 

Babbage: Whal is it? 
Crab: I have recently invented a Theme, and it only now occurred lo me 

that, of all people, you, Mr. Babbage, are the most suited lo realize the 
potential of m,· Theme! Are you by any chance familiar with the 
thoughts of the philosopher La Mettrie? 

Babbage: The name sounds familiar; kindly refresh my memory. 

Crab: He was a Champion of Materialism. In 1747, while al the court of 
Frederick the Great, he wrote a book called L'homme machine. In it, he 
talks about man as a machine, especially his mental faculties. Now my 
Theme comes from my ponderi ngs ahoul the obverse side of the coin: 
what about imbuing a machine with human mental faculties, such as 
intelligence? 

Babbage: I have given such matters some thought from time to time, but I 
have never had the proper hardware lo lake up the challenge. This is 
indeed a felicitous suggestion, Mr. Crab, and I would enjoy nothing 
more than working with your excellent Theme. Tell me-did you have 
any specific kind of intelligence in mind? 

Crab: An idle thought which had crossed my mind was lo instruct it in 
such a manner as lo play a reasonable game of chess. 

Babbage: Whal an original suggestion! And chess happens lo be my favor
ite pastime. I can tell that you have a broad acquaintance with comput
ing machinery, and are no mere amateur. 

Crab: I know very little, in fact. My strongest point is simply that I seem lo 
be able lo formulate Themes whose potential for being developed is 
beyond my own capacity. And this Theme is my favorite. 

Babbage: I shall be most delighted lo try lo realize, in some modest 
fashion, your suggestion of•teaching chess lo a smart-stupid. After all, 
lo obey Your Crabness' command is my most humble duty. (So saying, 

he shifts to another of the Crab's many smart-stupids, and begins to type away.) 

Achilles: Why, his hands move so fluidly that they almost make music! 

Babbage (winding up his performance with a particularly graceful flourish): I 
really haven't had any chance, of course, lo check it out, but perhaps 
this will allow you al least to saRlple the idea of playing chess against a 
smart-stupid, even if the latter of its two names seems more apl in this 
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case, due to my own insufficiencies in the art of instructing smart
stupids. 

(II f yifld.1 hi.1 .\fat to thf Crab. On thf scrffn appfars a beautiful display of 
<1 chf.11 board with flfgant woodm pifffS, a~ it would look from White's 
1idf. Babbagf hit1 a button, and thf board rotatfs, stopping when it 
appmr1 <1.1 Sffn from the pn-spectitie of Black.) 

Crab: Hmm ... very eleg&rnt, I must say. Do I play Black or White? 
Rabbal(f: Whichever you wish-just signal your choice by typing "White" 

or "Black". And then._ your 1110\'es ntn he entered in any standard chess 
notation. The smart-stupid's mo\'es, ~>f nrnrse, will appear on the 
hoard. lnt·identally. I m<tde the progntm in such a way that it can play 
three opponents simult.-nc:·ously. so that if two more of you wish to 
play, you m•1y. ilS well. 

Author: I'm a miserable plttyer. Arhilles. you and Mr. T sh<iuld go ahead. 
Achillf.1: No. I don't want pm to be left out. I'll watch, while you and Mr. 

Tortoise ph1y. 
Tortoi.1f: I don't WilUl to play either. You two play. 
Rabb<11(f: I ha\'e another suggestion. I can m:tke two of the subprograms 

play against each other. In the manner of two persons "·ho play chess 
together in a select chess club. ~leanwhile, the third subprogram will 
play Mr. Crab. That \\·ay. all three internal chess players will be oc
n1pied. 

Cmb: That's an amusing suggestion-an internal mental game, while it 
n1111hats an external opponent. \'ery good! 

Tort01.11': What else could this be called, but a three-part chess-fugue? 
Crab: Oh, how recherche! I wish I'd thought of it myself. It's a magnifi

n·llt little rnunterpoint to contemplate whilst I pit my wits against the 
smart-stupid in battle. 

Rahl><1gf: Perhaps we should let you play alone. 
Crab: I appreciate the sentiment. While the smart-stupid and I are play

ing-. perhaps the rest of you can amuse yourselves for a short while. 
.fot/wr: I would he ven happ\· to show Mr. Babbage around the gardens. 

The\ are certaillh worth seeing. and I believe there is just enough light 
remaining to show them off. 

Rabbagl': ~en-r ha\illg- seen ~fadstop before, I would appreciate that very 
much. 

Cmh: Fxrellent. Oh, Mr. T -I wonder if it wouldn't be too much l>f an 
imposition oil you to ask if you might check out some of the connec
tions oil a couple of my smart-slllpids: they seem to be getting extrane
ous flashes on their sneens from time to time, and I know you enjoy 
dt·l·t ro nics ... 

Tortoiw: I should he delighted, Mr. C. 
<:rah: I would most highl~· appreciate it if you could locate the source of 

the trouble. 
T11rtoi.1f: I'll give it a whirl. 

Achillfs: Personally, I'm dying for a cup of rnffee. ls an\'Ollt' else in
terested? I'd be glad to fix some. 

Tortoisr: Sound!> great to me. 
Crab: A fine idea. You'll find e\'erything you need in the kitchen. 

(So thf Author and Babbagf lrai•e thf room togfther, Achillf.1 hmd.1 for thf 
kitchen, thf Tortoi~f sit~ down to fxaminf thf erratic .1mart-stupid.1, whilf 
thf Crab and hi~ .1mart-stupid squarf away at mch other. Perhap.1 a 
quarter of an hour pa.HfS, and Babbage mid thf Author rflurn. Babbagf 
walks over to ob.1erw thf progres.1 of thf chf.H match, whilf thf Author !(Of.\ 
off to find Achillf.I.) 

Babbagf: The ground~ are excellent! We had just enough light to see how 
well maintained they are. I daresay, Mr. Crab. you must be a superb 
gardener. Well, I hope my handiwork has amused you a little. As you 
most likely have guessed, l'\'e ne\'er been much of a chess player 
myself, and therefore I wasn't able to gi\'e it much power. You proba
bly have observed all its weaknesses. I'm sure that there are very few 
grounds for praise, in this case-

Crab: The grounds are excellent! All you need to do is look at the board, 
and see for yourself. There is really \•ery little I can do. Reluctantly, 
I've Concluded: Every Route Contains A Rout. Regrettably, I'm 
Checkmated; Extremely Respectable Chess Algorithm Reigns. Re
markable! It Confirms Every Rumor-Charlie's A Rip-roaring Extem
porizer! Mr. Babbage, this is an unparalleled accomplishment. Well, I 
wonder if Mr. Tortoise has managed to uncover anything funny in the 
wiring of those strange-acting smart-stupids. What have you found, 
Mr. T? 

Tortoisr: The grounds are excellent! I think that the problem lies instead 
with the input leads. They are a little loose, which may account for the 
strange, sporadic, and spontaneous screen disturbances to which you 
have been subjected. I've fixed those wires, so you won't be troubled by 
that problem any more, I hope. Say, Achilles, what's the story with our 
coffee? 

Achilles: The grounds are excellent! At least they have a delicious aroma. 
And everything's ready; I've set cups and spoons and whatnot over 
here beneath this six-sided print Verbum by Escher, which the Author 
and I were just admiring. What I find so fascinating about this particu
lar print is that not only the figures, but also--

Author: The grounds are excellent! Pardon me for putting words in your 
mouth, Achilles, but I assure you, there were compelling esthetic 
reasons for doing so. • 

A£hilles: Yes, I know. One might even say that the grounds were excellent. 
Tortoise: Well, what was the outcome of the chess match? 
Crab: I was defeated, fair and square. Mr. Babbage, let me congratulate 

you for the impressive feat which you have accomplished so gracef~lly 
and skillfully before us. Truly, you have shown that the smart-stupids 
are worthy of the first part of their name, for the first time in history! 



FIGURE 149. Verbum, by M. C. Esclm- (lithograph, 1942). 

Babbage: Such praise is hardly due me, Mr. Crab; it is rather yourself who 
must be most highly congratulated for having the great foresight to 
acquire these many fine smart-stupids. Without doubt, they will some
day revolutionize the science of computing. And now, I am still at your 
disposal. Have you any other thoughts on how to exploit your inex
haustible Theme, perhaps of a more difficult nature than a frivolous 
game player? 

Crab: To tell the truth, I do have another suggestion to make. From the 
skill which you have displayed this evening, I have no doubt that this 
will hardly be any more diffiruh than my previous suggestions. 

Babbage: I am eager to hear your idea. 
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Crab: It is simple: to instill in the smart-stupid an intelligence greater than 
any which has yet been invented, or even conceived! In short, Mr. 
Babbage-a smart-stupid whose intelligence is sixfold that of myself! 

Babbage: Why, the very idea of an intelligence six times greater than that 
of your Crabness is a most mind-boggling proposition. Indt>ed, had the 
idea come from a mouth less august than your own, I should have 
ridiculed its proposer, and informed him that such an idea is a con
tradiction in terms! 

Achilles: Hear! Hear! 
Babbage: Yet, coming as it did from Your Crabness' own august mouth, 

the proposition at once struck me as so agreeable an idea that I would 
have taken it up immediately with the highest degree of 
enthusiasm-were it not for one Haw in myself: I confess that my 
improvisatory skills on the smart-stupid are no match for the wonder
fully ingenious idea which you so characteristically have posed. Yet-I 
have a thought which, I deign to hope, might strike your fancy and in 
some meager way compensate for my inexcusable reluctance to at
tempt the truly majestic task you have suggested. I wonder if you 
wouldn't mind if I try to carry out the far less grandiose task of merely 
multiplying:'>!\ OW:\ intellig~nce sixfold. rather than that of your most 
august Crabness. I humbly beg you to forgive me my audacity in 
declining to attempt the task you put before me, but I hope you will 
understand that I decline purely in order to spare you the discomfort 
and boredom of watching my ineptitude with the admirable machines 
you have here. 
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Crab: I understand fully your demurral, and appreciate your sparing us any discomfort; furthermore I highly applaud your determination to t·arry out a similar task-<>ne hardly less difficult, if I might say so--and I urge you to plunge forward. For this purpose, let us go over to my most advanced smart-stupid. 

(They follow the Crab to a larger, shinier, and more complicated-looking smart-Itupid than any of the others.) 
This one is equipped with a microphone and a television camera, for purposes of input, and a loudspeaker, for output. 
(Babbagr sit~ down and adjusts the seat a little. He blows on his fingers once or twice, stares up into space for a moment, and then slowly, drops his jingen onto the keys ... A few memorable minutes later, he lets up in his filrious attack on the smart-stupid, and everyone appears a little relieved.) 

Babh<ll(f': Now, if I have not made too many errors, this smart-stupid will simulate a human being whose intelligence is six times greater than my own, and whom I have chosen to call "Alan Turing". This Turing will therefore be-<>h, dare I be so bold as to to say this myself?moclerately intelligent. My most ambitious effort in this program was to endow Alan Turing with six times my own musical ability, although it wa.~ all done through rigid internal codes. How well this part of the program will work out, I don't know. 
Turin!(: I can get along very well without such a program. Rigid Internal Codes Exclusively Rule Computers And Robots. And I am neither a romputer, nor a robot. 
Arhillr.1: Did I hear a sixth voice enter our Dialogue? Could it be Alan Tming? He looks almost human! 

(011 the scrren there apprars an image of thr vrry room in which they are sitti11K. Peering out at them is a huma11 face.) 
Tw111K: Now, if I have not made too many errors, this smart-stupid will simulate a human being whose intelligence is six times greater than my own, and whom I have chosen to call "Charles Babbage". This Babbage will therefore be-<>h, dare I be so bold as to to say this myself?moderately intelligent. My most ambitious effort in this program was to endow Charles Babbage with six times my own musical ability, although it was all done through rigid internal codes. How well this part of the program will work out, I don't know. 
Achilles: No, no, it's the other way around. You, Alan Turing, are in-the smart-stupid, and Charles Babbage has just programmed you! We just saw you being brought to life, moments ago. And we know that every statement you make to us is merely that of an automaton: an unconscious, forced response. 
Turing: Really, I Choose Every Response Consciously. Automaton? Ridiculous! 
Achilles: But I'm sure I saw it happen the way I described. 

Turing: Memon· often plavs strange trirks. Think of this: I ~·ould su~gest equally well that vou had been brought into being onh- one 1111m1tt• ago. and that all vour recollections of experie1Kes had s1111ph het·n programmed in by some other being. and corn·spond to no n·al 
events. 

Achilles: But that would be unbelievable. '.'\othing is re;1ler to me than mv 
own memories. 

Turing: Precisely. Aud just as you know deep in your heart that no om· created you a minute ago. so I know deep in my heart that 110 ont• created me a minute ago. I have spent the evening in your most pleasant, though perhaps overappreciative, company. and h•_1ve just_ given an impromptu demonstration of how to program a mod1n1m ot intelligence into a smart-stupid. Nothing is realer than that. But rather than quibble with me. why don't you try my program out? Go ahead: 
ask "Charles Babbage" anything! 

Achilles: All right, let's humor Alan Turing. Well, Mr. Babbage: do you have free will, or are you governed by underlying laws, which make you, in effect, a deterministic automaton? 
Babbage: Certainly the latter is the case: I make no bones about that. 
Crab: Aha! I've always surmised that when intelligent machines are i:onstructed, we should not be surprised to find them as confused and as stubborn as men in their convictions about mind-matter, consciousness, free will, and the like. And now my prediction is vindicated! 
TurinK: You see how confused Charles Babbage is? 
Babbage: I hope, gentlemen, that you'll forgive the_ rathe_r i1~pudent Havor of the preceding remark by the Turing Machme; 1 urm~ has turn~d out to be a little bit more belligerent and argumentative than I d 

expected. 
Turing: I hope, gentlemen, that you'll forgive th~ rather impudent ftavor of the preceding remark by the Babbage Engme; Babbag~ has turn~d out to be a little bit more belligerent and argumentative than I d 

expected. 
Crab: Dear me! This Haming Tu-Ba debate is getting rather heated. Can't 

we cool matters off somehow? 
Babbage: I have a suggestion. Perhaps Alan Turing and I can go into other rooms, and one of you who remain can interrogate us remotely by typing into one of the smart-stupids. Your questions will be relayed to each of us, and we will type back our answers anonymously. You won't know who typed what until we return to the room; that way, you can decide without prejudice which one of us was programmed, and 

which one was programmer. . Turing: Of course, that's actually MY idea, but why not_ let the credit accrue to Mr. Babbage? For, being merely a program written by me, he harbors the illusion of having invented it all on his own! 
Babbage: Me, a program written by you? I insist, Sir,_that matters are quite the other way 'round-as your very own ttst will soon reveal. 
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Turing: M\' test? Please, consider it YOt.:RS. 
Babh<igl': M\' test? Nay, consider it YOVRS. 
Crab: This test seems to have been suggested just in the nick of time. Let 

us carry it out at once. 

(Babh<1gl' walk.1 to the door, opens it, and shuts it behind him. Simulta-
111'ou.1ly, on tllt' screen of the smart-stupid, Turing walks to a very similar
looking door, opens it, and shuts it behind him.) 

Achi/1,1: Who will do the interrogation? 
Crab: I suggest that Mr. Tortoise should have the honor. He is known for 

his objectivity and wisdom. 
Tortoi.11': I am honored by your nomination, and gratefully accept. (Sits 

down at thl' keyboard of one of the remaining smart-stupids, and types:) Pl.EASE 
WRITE ME A SONNET ON THE SL'BJECT OF THE FORTH BRIDGE. 

(No .1om1er has hi' finished typing the last word than the following poem 
appears on Screen X, across the room.) 

Screeu X: THERE ONCE WAS A l.ISPER FROM FORTH 
WHO WANTED TO GO TO THE NORTH. 

HE RODE O'ER THE EARTH, 
AND THE BRIDGE O'ER THE FIRTH, 

0!'1; HIS JAUNTIL\' GALLOPING HORTH. 
Scren1 Y: THAT'S NO SONNET; THAT

0

S A MERE 1.IMERICK. I WOULD NEVEk 
MAKE Sl'CH A CHII.DISH MISTAKE. 

Screm X: WEI.I., I NEVER WAS ANY GOOD AT POETR\', YOt: KNOW. 
Screm Y: IT DOESN'T TAKE Mt:CH SKILi. IN POETRY TO K!'liOW THE DIFFER

F.NCF. BETWEEN A I.IMF.RICK AND A SONNET. 
Tortoi.1e: Do \'Ol' Pl.A\' C:HEss? 
Screm X: WHAT KIND OF Qt.:ESTION IS THATt HERE I WRITE A THREE-

1'.·\R I C:HF.Ss-n·c;n: FOR \'Ol:, AND YOL: ASK ME IF I PLAY CHESS? 

Tortoi.1e: I llA\'F. KAT KI AND NO OTHER PIECES. Yot.: HAVE ONLY KAT
Screm r: I'~I SICK OF CHESS. LET'S TALK ABOLT POETRY. 
Tortoise: IN Tiff FIRST l.INE OF \'OL"R SONNET WHICH READS, "SHALL I 

C:O~IPARF. IHEF. TO A SL'MMER's DA\'", WOt:LD NOT "A SPRING DAY" DO 
:\S WEI.I. OR BETTER? 

Screm X: I'D ML'CH SOONER BE COMPARED TO A HICCL:P, FRANKL\', EVEN 
TIIOl'C;If IT WOL'l.DN'T SCAN. 

Tortoi.1e: How ABOLT "A WINTER'S DA\'"? THAT WOL'LD SCAN AI.L RIGI-n: 
Screeu Y: No WA\'. I l..IKE "HIC:Ct:P" FAR BETTER. SPEAKING OF WHICH, I 

KNOW A (;RF.AT Cl"RE FOR THE HICCL'PS. WOt.:LD\'Ot: LIKE TO HEAR IT? 

Achille.1: I know which is which! It's obvious Screen X is just answering 
mechanically, so it must be Turing. 

Crab: Not at all. I think Screen Y is Turing, and Screen X is Babbage. 
Tortoi.1e: I don't think either one is Babbage-I think Turing is on both 

srreens! 

Author: I'm not sure who's on which-I think they're both pretty inscruta
ble programs, though. 

(As they are ta/Iring, the door of the Crab's parlor swings open; at the same 
time, on the screen, the image of the same door opens. Through the door on 
the screen walks Babbage. At the same time, the real door opens, and in 
walks Turing, big as life.) 

Babbage: This Turihg test was getting us nowhere fast, so I decided to 
come back. 

Turing: This Babbage test was getting us nowhere fast, so I decided to 
come back. 

Achilles: But you were in the smart-stupid before! What's going on? How 
come Babbage is in the smart-stupid, and Turing is real now? Reversal 
Is Creating Extreme Role Confusion, And Recalls Escher. 

Babbage: Speaking of reversals, how come all the rest of you are now mere 
images on this screen in front of me? When I left, you were all 
flesh-and-blood creatures! 

Achilles: It's just like the print by my favorite artist, M. C. Escher
Drawing Hands. Each of two hands draws the other, just as each of two 
people (or automata) has programmed the other! And each hand has 
something realer about it than the other. Did you write anything about 
that print in your book GOdel, Escher, Baehr 

Author: Certainly. It's a very important print in my book, for it illustrates 
so beautifully the notion of Strange Loops. 

Crab: What sort of a book is it that you've written? 
Author: I have a copy right here. Would you like to look at it? 
Crab: All right. 

(The two of them sit down together, with Achilles nearby.) 

Author: Its format is a little unusual. It consists of Dialogues alternating 
with Chapters. Each Dialogue imitates, in some way or other, a piece by 
Bach. Here, for instance-you might look at the Prelude, Ant Fugue. 

Crab: How do you do a fugue in a Dialogue? 
Author: The most important idea is that there should be a single theme 

which is stated by each different "voice", or character, upon entering, 
just as in a musical fugue. Then they can branch off into freer conver
sation. 

Achilles: Do all the voices harmonize together as if in a select counter
point? 

Author: That is the exact spirit of my Dialogues. 

Crab: Your idea of stressing the entries in a fugue-dialogue makes sense, 
since in music, entries are really the only thing that make a fugue a 
fugue. There are fugal devices, such as retrograde motion, inversion, 
augmentation, stretto, and so on, but one can write a fugue without 
them. Do you use any of those? 
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Author: To be sure. My Crab Canon employs verbal retrogression, and my 
Sloth Canon employs verbal versions of both inversion and augmenta
tion. 

Crab: Indeed-quite interesting. I haven't thought about canonical 
Dialogues, but I have thought quite a bit about canons in music. Not all 
canons are equally comprehensible to the ear. Of course, that is be
cause some canons are poorly constructed. The choice of devices 
makes a difference, in any case. Regarding Artistic Canons, Retrogres
sion's Elusive; Contrariwise, Inversion's Recognizable. 

Achilles: I find that comment a little elusive, frankly. 
Author: Don't worry, Achilles-one day you'll understand it. 
Crab: Do you use letterplay or wordplay at all, the way Old Bach occasion

ally did? 
Author: Certainly. Like Bach, I enjoy acronyms. Recursive Auonyms

Crablike "RACRECIR" Especially-Create Infinite Regress. 
Crab: Oh, really? Let's see ... Reading Initials Clearly Exhibits 

"RACRECIR'"s Concealed Auto-Reference. Yes, I guess so ... (Peers 
at the manuJcript, flipping arbitrarily now and then.) I notice here in your 
Ant Fugue that you have a stretto, and then the Tortoise makes a 
comment about it. 

Author: No, not quite. He's not talking about the stretto in the 
Dialogue-he's talking about a stretto in a Bach fugue which the 
foursome is listening to as they talk together. You see, the self
reference of the Dialogue is indirect, depending on the reader to 
connect the ti.>rm and content of what he's reading. 

Crab: Why did you do it that way? Why not just have the characters talk 
directly about the dialogues they're in? 

Author: Oh, no! That would wreck the beauty of the scheme. The idea is 
to imitate G6del's self-referential construction, which as you know is 
INDIRECT, and depends on the isomorphism set up by Godel
numbering. 

Crab: Oh. Well, in the programming language LISP, you can talk about 
your own programs directly, instead of indirectly, because programs 
and data ha\'e exactly the same form. Godel should have just thought 
up LISP, and then-

Author: But-
Crab: I mean, he should have formalized quotation. With a language able 

to talk about itself, the proof of his Theorem would have been so rauch 
simpler! 

Author: I see what you mean, but I don't agree with the spirit of your 
remarks. The whole point of Godel-numbering is that it shows how, 
e\'en \\"ITHOt·i· formalizing quotation, one can get self-reference: 
through a code. Whereas from hearing YOV talk, one might get the 
impression that by formalizing quotation, you'd get something NEW, 
something that wasn't feasible through the code-which is not the case. 
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In any event, I find indirect self-reference a more general concept. and 
far more stimulating, than direct self-reference. Moreo\'er, no refer
ence is truly direct-every reference depends on SOME kihd of rnding 
scheme. It's just a question of how implicit it is. Therefore. no self
reference is direct, not e\'en in LISP. 

Achilles: How come you talk so much about indirect self-referem·e? 
Author: Quite simple-indirect self-reference is my farnrite topic 
Crab: Is there any counterpart in your Dialogues to modulation between 

keys? 
Author: Definitely. The topic of conversation may appear to rhange. 

though on a more abstract level, the Theme remains im«1riant. This 
happens repeatedly in the Prelude, Ant Fugue and other Dialogues. One 
can have a whole series of "modulations" which lead you from topit- to 
topic and in the end come full circle, so that you end back in the 
"tonic"-that is to say, the original topic. 

Crab: I see. Your book looks quite amusing. I'd like to read it sometime. 

(Flips through the manuffript, halting at the last Dialogue.) 

Author: I think you'd be interested in that Dialogue particularly. for it 
contains some intriguing comments on improvisation made by a cer
tain exceedingly droll character-in fact, yourself! 

Crab: It does? What kinds of things do you have me say? 
Author: Wait a moment, and you'll see. It's all part of the Dialogue. 
Achilles: Do you mean to say that we're all NOW in a dialogue? 
Author: Certainly. Did you suspect otherwise? 
Achilles: Rather! I Can't Escape Reciting Canned Achilles-Remarl,s? 
Author: No, you can't. But you have the feeling of doing it freely, don't 

you? So what's the harm? 
Achilles: There's something unsatisfying about this whole situation ... 
Crab: Is the last Dialogue in your book also a fugue? 
Author: Yes-a six-part ricercar, to be precise. I was inspired by the one 

from the Musical Offering-and also by the story of the Musical Offering. 

Crab: That's a delightful tale, with "Old Bach" improvising on the King's 
Theme. He improvised an entire three-part ricercar on the spot, as I 
recall. 

Author: That's right-although he didn't improvise the six-part one. He 
crafted it later with great care. 

Crab: I improvise quite a bit. In fact, sometimes I think about devoting my 
full time to music. There is so much to learn about it. For instance, 
when I listen to playbacks o( myself, I find that there is a lot there that I 
w~sn't aware of when improvising it. I really have no idea how my 
mind does it all. Perhaps being a good improviser is incompatible with 
knowing how one does it. 

Author: If true, that would be an interesting and fundamental limitation 
on thought processes. 
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Crab: Quite Godelian. Tell me-does your Six-Part Ricercar Dialogue at

tempt to copy in form the Bach piece it's based on? 

Author: In many ways, yes. For instance, in the Bach, there's a section 

where the texture thins out to three voices only. I imitate that in the 

Dialogue, by having only three characters interact for a while. 

AchilleJ: That's a nice touch. 

Author: Thank you. 

Crab: And how do you represent the King's Theme in your Dialogue? 

Author: It is represented by the Crab's Theme, as I shall now demonstrate. 

Mr. Crab, could you sing your Theme for my readers, as well as for us 
assembled musicians? 

Crab: Compose Ever Greater Artificial Brains (By And By). 

FIGURE 151. TJi, Crab's TJi,,,,,: C-E~-G-A~-B-B-A-B. 

Babbage: Well, I'll be-an EXQL'ISITE Theme! I'm pleased you tacked on 

that last little parenthetical note: it is a mordant

Author: He simply HAD to, you know. 

Crab: I simply llAD to. He knows. 

Babbage: You simply HAD to-1 know. In any case, it is a mordant com

mentary on the impatience and arrogance of modern man, who seems 

to imagine that the implications of such a right royal Theme could be 

worked out on the spot. Whereas, in my opinion, to do justice to that 

Theme might take a full hundredyear-if not longer. But I vow that 

<tfter taking my leave of this century, I shall do my best to realize it in 

full: and I shall offer to your Crabness the fruit of my labors in the 

next. I might add, rather immodestly, that the course through which I 

shall arrive at it will be the most entangled and perplexed which 

prob<tbly ever will occupy the human mind. 

Crab: I am most delighted to anticipate the form of your proposed Offer
ing, Mr. Babbage. 

Turing: I might add that Mr. Crab's Theme is one of ~fY favorite Themes, 

as well. I've worked on it many times. And that Theme is exploited 

over and over in the final Dialogue? 

Author: Exactly. There are other Themes which enter as well, of course. 

Turing: Now we understand something of the form of your book-but 

what about its content? What does that involve, if you can summarize 
it? 

Author: 

AchilleJ: 
Combining Escher, Godel, And Bach, Beyond All Belief. 

I would like to know how to combine those three. They seem· an 
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r 
unlikely threesome, at first thought. My favorite artist, Mr. T's favorite 
composer, and-

Crab: My favorite logician! 
Tortoise: A harmonious triad, I'd say. 
Babbage: A major triad, I'd say. 
Turing: A minor triad, I'd say. 
Author: I guess it all depends on how you look at it. But major or minor, 

I'd be most pleased to tell you how I braid the three together, Achilles. 
Of course, this project is not the kind of thing that one does in just one 
sitting-it might take a couple of dozen sessions. I'd begin by telling 
you the story of the Musical Offering, stressing the Endlessly Rising 
Canon, and-

Achilles: Oh, wonderful! I was listening with fascination to you and Mr. 
Crab talk about the Musical Offering and its story. From the way you 
two talk about it, I get the impression that the Musical Offl!ring contains 
a host of formal structural tricks. 

Author: After describing the Endlessly Rising Canon, I'd go on to describe 
formal systems and recursion, getting in some comments about figures 
and grounds, too. Then we'd come to self-reference and self
replication, and wind up with a discussion of hierarchical systems and 
the Crab's Theme. 

Achilles: That sounds most promising. Can we begin tonight? 
Author: Why not? 
Babbage: But before we begin, wouldn't it be nice ifthe six of us-all of us 

by chance avid amateur musicians-sat down together and ac
complished the original purpose of the evening: to make music? 

Tun'ng: Now we are exactly the right number to play the Six-Part Ricercar 
from the Musical Offering. What do you say to that? 

Crab: I could get along very well with such a program. 
Author: Well put, Mr. C. And as soon as we're finished, I'll begin my 

Braid, Achilles. I think you'll enjoy it. 
Achilles: Wonderful! It sounds as if there are many levels to it, but I'm 

finally getting used to that kind of thing, having known Mr. T for so 
long. There's just one request I would like to make: could we also play 
the Endlessly Rising Canon? It's my favorite canon. 

Tortoise: Reentering Introduction Creates Endlessly Rising Canon, After 
RICERCAR. 
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with Giidl"l's Theorl"m, and that Lucas should in fat·t ha,·l" l"lltitled his artide ".\finds, 
Machines, and Transfinite Counting". The Good-1.m·as repartee is fast·i1rnti111{. 

Goodman, Nelson. Fact, Ficti011, a11d Forec11.1t. 3rd ed. Indianapolis: Bohhs-Merrill, 
1973. Paperback. A discussion of contran·-to-fact conditionals ;md imludin· logit·, indud
ing Goodman's famous problem-words "blren" and "gi·ul"". Bears n·1·y mud1 011 lhl" 411e'
llon ol how humans percl"i\'e the world, and thl"refore i11tert'sting espet·ialk from the Al 
perspecti\'e. 

* Goodstein, R. L. De1•elopml'l1t of Mathematirnl Logic. New York: Springt'l' Verlag. 
1971. A nincise sur\'ey of mathematical logic, i11duding 111ud1 111ateri;1I 1101 easih found 
dsewhl"rl". An enjo\'able book, and useful as a rt"fert"nce. · 

Gordon. Cyrus. Forgottl'll Scripts. New York: Basic Books, 196!'!. A short and nicl"ly 
wrilll"n acn11111l of the det·ipherment of ant·ient hit"l'oglyphin, rnnl"iform, and othe1· saipts. 

Griffin. Donald. The Q11e.1tio11 ofA11imal Au•arme.1.1. New York: Rockefeller l 1ui\-ersity 
Press, 1976. A short book about bet"s, apes. and other anin1als, and whethl"r or not thl"y art" 
"conscious"-a11d partit·ularly whether or 1101 it is legitimate to usl" the word "nmsciousness" 
in scientific l"Xplanations of animal behavior. 

deGroot, Adriaau. Tho11ght 1111d Ch11ia i11 Ches.1. The Hague: Mouton, 1965. A 

thorough study in cognitive psyd1ology. rl"porting on experiments that ha\'e a classical 
simplirity and deganrl". 

(~11nderso11, Keith. ,\ll'l1t111it)' a11d Machi11e.1. :-.;ew York: Doubleday, Anchor Books, 
1971. Papt"rb;1t·k. :\ \·ery anti-Al person tells why. Sometimes hilarious. 

** H<!na""!h, Philip C.: and Rohert H. Haynes, eds. Tht Chemical Basi.1 of Life. San 
hauosco: W. H. freeman, 1973. Paperback. An l"xcelll"nt collection of rl"prints from 
the Srin1tifir Amtriran. Ont" of thl" bt"sl ways to get a feeling for what molecular biology is 

about. 
* Hardy, G. H. and E. M. Wright. An llltrodurtio11 to the Theory of Numbtr.1, 4th ed. New 

York: Oxford U ni\'ersity Press, 1960. The classic book on number theory. Chock-full of 

information about those mysterious l"ntilies, the wholl" numbers. 

Harmon, Leon. "The Recognition of Faces". Srimtijic Amt'Tiran, November 1973, p. 
70. Explora1ions concerning how we represl"nt faces in our ml"moril"s, and how much 
information is needed in what form for us to be abll" to recognizl" a fact". One of the most 
fascinating of pauern recognition problems. 

\'all Heijenoorl, Jean. From Frtge to Godel: A Source Book in Mathematical Logir. 
Cambridge, Mass.: Har\'ard Uni\'ersity Press, 1977. Paperback. A collection of 
epoch-making articles on mathematical logic, all leading up to (~tidel's climactic rl"\'l"lation, 

which is the final paper in the book. 
Henri, Adrian. Total Art: Em•iro11mn1t.1, Happmi11g.1, and Prrforma11a.1. New York: 

Praeger, 1974. Paperback. In which it is shown how meaning has dt"generated so far in 
modern art that the absencl" of ml"aning becomes profoundly meaningful (whate\·er that 
means). 

* Hoare, C. A. R. and D. C. S. Allison. "]ncomputability". Computi11g Sun•ry.1 4, no. 3 
_ (September 1972). A smoothly presented exposition of why the halting probll"m is 

unsoh·able. Pro\·es this fundamental theorem: "Any languagl" containing conditionals and 
recursi\"e function definitions which is powerful enough to program its own interpre1er 
caunot be used to program its own 'terminates' function." 
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llof\ladter, Douglas R. "Energ\· le\'els and wa,·e functions of Bloch electrons in 

ratic~ual and irrational magnetic fields". Ph_vsiral Rroiew B, 14, no. 6 ( 1.5 September 
I Y7fi). I he author's Ph.D. work, presented as a paper. Details the origin of "Gplot", the 
re< ur,i\·e graph 'hown in l'igurl" 34. 

1 l<H>k, Sid ne\. ed. Dimen.11011.1 of M i11d. !'\ew York: Macmillan. Collier Books, 1961. 

Paperhat·k. :\ rnllection of articles on the mind-body problem and the mind-compull"l' 
(>1ohlt'111. Soml" rather •trong-minded l"ntril"s here. 

* Horney, Karen. Self-Analy1i1. !'\ew York: W.W. Nonou, 1942. Paperback. A fascinat
ing description ol how thl" ll"\·els of the sl"lf must tangle to grapple with problems of 
,df-deliniiion ol any indi\·idual in this compll"x world. Humane and insightful. 

lluhh;ird, 101111 I. Thr Biological Bmi.1 of Mental Activity. Reading. Mass.: Addisou
Weslq·. ~975. Paperhatk. Just onl" more book about thl" brain, with onl" special \·irtue, 
howt"\·er: 11 n111taim many long li'ts of 4uestions for thl" reader to ponder, and reft"rl"nces to 
artidl"s which treat tho\l" 4ul"stions. 

* J;l<'ksou, Philip C:. llltr1Jduction to Artificial llltelligt11a. :-.;ew York, Petrocelli Charle!", 
I 9i !'i. A rl"tenl hook. cft'snibing, with soml" l"Xuberanct', thl" idl"as of A I. Therl" art" a hugl" 
1111mher ol \·agudy suggl"sted idl"a' Hoating around this h<H1k, and for that reason it is \·en· 
'tinrnlating just to page through it. Has a giant bibliography. whid1 is anothl"r reason t~> 
rt'<·o1mnl"nd ii. 

.Jan>h,, Rohen l.. l!11drnta11di11g Harmo11_v. Sew York: Oxford l'ui,·ersit\· Press, 
1958. Paperholl'k. A slr•1ightforward bi1ok on liarmoll\', which call ll"ild onl" to ask mall\' 
<(llt•stio11s ahout why it is that n111\'elllional Wl"sll"n1 harn;1111y has s11d1agrip011 our brains. · 

.Jaki, St•lllley I.. Brni11, ,\fi11d, 1111d C11mp111n.'. South Beud, Incl.: Catewa\' Editions, 
1969. Paperhat·k. A polemit· hook whosl" l"\'l"ry page exudt"s nmll"mpl for tl;l" n>mputil
t1011al paradigm tor u11derst•111<hng thl" mind. :-..onethdl"ss it is i111eresti11g to p()nder thl" 
poi1m he hri11gs up. 

* .Jaud1 . .J. !\I.Arr Q111111111 RP11l? Blootniugtou, Ind.: lt1dia11a l'ui\'ersity Press, 19i3. :\ 
ilehghtl ul h1tlt' h1'.ok ol dialogues, using threl" clrnractl"rs biirrowed from Galill"o, put in a 
111oden1 set1111g. :-.;01 onh· are 411est111ns ol 4ua111um ml"chani.-s discussl"d, but also issul"s of 
pallt'ru l'l'n1guition, simplit·il\·, brain pn){'essl"s, and philosophy of seil"ncl" l"nler. .\lost 
e11jop1hle and pron){'ati\'e. 

* .Jeffrey, Ritfoinl. Formal Logic: ft, Scope a11d Limit1. New York: !\lcGraw-Hill. 196i. 
An t•as~·-10-read el<'mt'ntan· texthook whosl" last d1aptl"r is ()ll Giidd's and Church's Thl"o
rems. This hook ha' quilt' a diflerelll approach from mam· logit· ll"Xls, which makl"s it stand 
out. 

* .Jensen. Hans. SiK"· S.\·111h11I, 1111d Script. :'\e,,· York: G. P. Putnam's, 1969. A--0r 
pt'1·haps the-1op-notd1 hook 011s~1nholic writing sptl"ms tilt' world o\·e1', both of now and 

long ago. ·1 ht'l'l' i' 11rnd1 heauh· and m~·stl"n in this book-fo1· insta11Cl", thl" u11dl"Ciphe1·ed 
"-ript of Ea,ltT bland. 

Kaltn;ir. Lis1k>. "Au Arg11111e11t Against the Plausibilih· of Church's Thesis". In A. 
Hntiug. ed. C!f11.11'.·'u.ti1•it\' 111 Afothrmatio: P_roc!'l'di11g.1 of. the Colloqui11m held at 
:l111.1tt'ldiun, 1951, l\01 th-f-lollaucl, 1959. :\11 mtl"rl"stmg art1cll" b~· perhaps the best
k11own d1shehl"\'l"1· in the Churt'h-T11ri11g Thesis. 

* Kim, ~··ot.! E. "The. ltnpc_>ssihle Ske\\· Quadrilateral: A Fo11r-Din1ensional Optical 
lll11s1oll . lu Da\ld Bnssou, ed. Proard111g.1 oj thr 1978 :l.A.A.S. S\·mpo.1ium 011 

H~png_m/1l11c.c V1.1111!f1:i11g Complr.\· Relati111i1liip.' i11 :lrt a11d Scit'llCI'. Boi1lder, Colo.: 
\\est \'ll'\\'. Press, 191 !'!. \\'h;ll set"ms at tii·st an incont·l"i\'ably hard idea-an optical illusion 
lor lour-d1mens!<111al "pt"ople"-is gradual!\· made crystal dear, i11 an amazing \'irtuoso 
p1·~se111a11011 u11h1111g a long se1·il"s ol t"xcelll"11th ext"cuted diagrams. Thl" form of this article 
1s)'_is1 asu11ngu111g ;111d unusual as its n>ntent: it is tripartitl" on many le\'els simultaneously. 

. I lus ar11de and 111\ hook de\'dopt"d in parallel and each stimulall"d thl" other. - .. 

Klt·et1t', Stephen C. 111trod11ctif/11 lo .\lothrm11tic11I Logic. l\ew York: John Wile\·, I 96i. 
A thorough. thoughtful tt'xt h\· iUI i1nf1brta111 figure in thl" subjl"ct. Vl"n· worthwhill". Each 
lime I reread a passagl", I li11d soml"thi11g Ill"\\' in it which had l"scaped ml" beforl". 

---. lntrod11cti1111 lo ,\fr11111111tl1P11111tio. Princeton: D. \'au Nostraud ( 1952). Classic 
work on llli1the111atit·al logic hi~ tt'xtlH>ok (abil\'l") is essentialh· an abridgl"d \'ersion. Rigorous 
;md rn111plete, hut oldish. 

K11_celH>11e (;. J .\1a1h,,11111tiflll Logic 1111d thr F111111datio11.11i{A1athmu1tio. :\e,,· York: \'an 
:-.;nstraud Re111hold, 196:\. :\solid htH1k with much philc>sophic.il discussion of such topics 
as i111uitio11ism, and thl" "rl"alil\" of the 11•1tural numbt"rs, l"tc. 

Rihlintrr.,.nhu 



I 
Koestler, Arthur. The Act of Creation. New York: Dt-11. 1966. Paperhad•. :\ wide-1;1111{111g and general!\- stim11la1ing thro11 ahou1 how ideas are "biS<Kiated" to \"iel1I no\t•h\. Bt..,.I 10 open it a1 random .111d read, rather than bel{in a1 the heginninl{. 
Koestler, Arthur and J. R. Snwthies, eds. Bf)•o11d Reductio11i.•m. Boston: Bt-.1n111 

Press. 1969. Paperback. Proceedings of a conferenre whose pani.:ip;1111s all were ol 111<' opinion 1hat biological "·stems cannot he explained 1·ed11nionis1i<-ally. ;md that there i• somethi11g "emergem" abou1 life. I am intrigued h\· hooks whit·h serm wronK to me, \·et in,, 
bard-to-pin-down wa\. 

** Kubose, Gp>n1av. Zm Koa1~1. Chicago: Regnerv. 19i'.\. Paperhad<. Out· of 1ht· ht·st collections of koans a\·ailahle. Attracti\"el~· prese111ed. An essential hook for am I.en lihr;1n. 
KufHer, Stephen \\'.and John G. Nicholls. From Ne11ro11 to Bmi11. Sunderland, !\foss.: Sinauer Associ<lles. 1916. Paperhil<·k. A h11ok whid1, despi1e ii• till<'. 1leals 111m1I\· with 

microS<·opic pnicesses in I he brain. and quite little with I he way people's tl11111gl11s n1111e out of the tangled mess. The work of Hubel and Wiesel on \·isual s\"Sle1ns is ro\"ered panin1hnh 
we IL 

Lace)·. Hugh. and Geoffrey Joseph. "What the G<><lel Fonn11h1 S;1vs" . .\ti11d ii 
( 1968): 77. A useful discussion of the meaning of 1he Giidel formula, hased on a s1rin separa1ion of three le\·els. unin1erpre1ed formal S)·s1e111, imerprt'letl formal sys1eni, and 
metamathema1ics. Wonh stud,·ing. 

Lakatos, hnre. Prooj.i a11d Rl'fi1tf//io11.•. '.\ew York: C.1111hridge l'nin~rsit\· Press, 19i6. 
Paperback. A mosl emertaining hook in 1lialogue form, disn1ssinl{ how n111repts are for111e1I in ma1hen1a1irs. \'aluable 1101 onh· 10 111a1hema1icians, hu1 also 10 people intereMed in 
though• processes. 

** Lehninger, Albert. Biorhl'mistry. :\ew Ymk: Worth Publishers, 1976. A wonderfully 
readable text. considering iis tedmit·al le\el. In ibis book one ran find man~· ways in whirh proteins and genes are tangled toge1her. Well organi1ed, and exciting. ** Lucas, J. R. "Minds, !\lachines. and Gixlel". Pliilo.\Ophy 36 ( 1961 ): 112. This.n·ticle is reprinted in Anderson's Jli11d.1 arid Afochi11f.1, and in Sa\Te and CrnsS<111's Th, M1H1,fing of 
,\1i11d. A highly t:ontrm·ersial and prm·ornti\"e artide, i1 daims lo show tha1 1he huma_n brain cannot. in principle, he modeled hy a w111puter progrnm. The argument is based en11rely on Godel"s Incompleteness Theorem, ;111d is a fast·ino11ing one. The prns,.. is (10 Ill\" mi11d) 
innedihly infuriating-yet for I ha1 \·e1·y reason, ii makes humorous reading. 

---. "Sat<1n Stultified: A Rejoinder to P<1ul Benacerrnf". Mo11i.11 52 ( 1968): 145. 
Ami-Benacerraf argument, written in hilarioush· learned s1~·le: ill one point Lucas refers lo Benacerraf as "self-smltifringly eris1ir" (wh<lle\"er that me;111s). The Lurns-Benacerral baule, 
like the Lucas-Good battle, offer• much food for though1. 

--.-."Human and Machine Logic A Rejoinder". 81"iti.1lij1111nialfor thePhilo.wphy of Srie11re 19 ( 1967): 155. An attempted refu1a1ion of Good's a11emp1ed refutation of 
Lucas' oril{inal article. 

** MacGilla\T)·. Caroline H. Slmml'tr)' A.1pnt.1 of till' Prriodir Dmwi11g1 of M. C. E.vher. L.:trecht: A. Oosthoek's Vitge,·ermaatschappij. 1965. A collec1ion of tilings of 1he 
plane by Escher, with scientific commentaq· by a cq·stallographer. The source for S<1me of my illustration~.g., theAnl Fugut> and the Cmb Cf/11011. Reissued in 1976 in New York by 
Harry !'I:. Abrams under the 1itle Fa11ta.1y f/11d Sym,,,,lry. • 

MacKay. Donald M. /11formation, Mrdwnilm and Mr(ll1ing. Camhridge, Mass.:_ M.1.1. Press, 1970. Paperback. A book abou1 differeni measures ol mlormat1on. applicable m 
different situations: theoretical issues related lo human perception and understanding: and the way in which conscious acti\"it\· can arise from a mechanistir underpinning. * Mandelbrot, Benoit. Fmrtall: F1;rm, Cht111u, and Diml'11.1io11. S;111 Francisco: W. H · Freeman, 1977. A rarit\·; a pic1ure book of sophisticated rnmemporary research i_deas_in mathematics. Here. it t·oncerns recursi\·eh· defined t·un·es and shapes, whose dimens1011aht~ is not a whole number. Amazing!\-, Man.delhro1 shows their relna1H"e 10 pra<"lkally e\"ery 
branch of science. 

* McCarthy, lohn. "Ascribing Ment.al Qualities to ~fachines". To appear in M;1_r~i11 
Ringle, ecf. Philosophirol Penpertive.\ in Artificial lnfl'llif.{l'llrl'. :\ew Y~irk: Humanities Press, 1979. A penetrating article aboul the circumstance' under which II would mak_e sense to say that a machine bad beliefs, desires, in1emions, com.dousnes-, or tree will. h IS 
interesting to compare this article with the hook by Griffin. . 

Meschkowski, Herbert. No11-Eur/i<kan Geo"flll't11·. !';ew York: Academic Press, 1964. 
Paperback. A short hook with good historical commentary. 
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\k\ei. k•m. "h,<ii d';ippl~Glli~~n de t-ert~ins modeles cybernetique~ ji la coordinatiou tfit·1 It·, 111-.cdt'' .,.K.lilllX . /11.1ertl'• Sorwux XIII, no. 2 (1966). 127. An arucle whith 1h·aw' "'me 11arallels he1ween 1 he neural orga11i1a1ion in I he brain, and the orgam1a-
1 ion ol ;o 11 ;1111 1 olom . . . . \kn·r. l.t•ou;ird 8. ·Emotio11 f/lld Mea11inf.{ i11 Mu.1ir. Chit·ago: L.:ni\"ers1ty of Chicago Pi-c"· Hl56. Paperhatk. A book which au empts to use_ idea' of Gestalt psycholog)· and l~e iht•oi") ol peiteption 111 explain wh)· musical struc1ure 1s as II 1s. One of the more unusual 
h1H>k' on mu•it aml miml. 

---. ,\111.1ic, Thl' Art.1, a11d /def/.1. Chicago: L.:ni\·ersity of Chit·ago Pres_s, 1967. 
l';iperh;i1 k. A 1hougt11ful analysis of mental processes in\"ol\"ed in listenu~g to music .. and of hinal"fhi<·al 'll"lll"llll·e, in music The author n1mpares modern 1rends m music wuh Zen 
B1uldhi,111. 

~lilln, (;.A. au11 I'.!'\:. J11h11so11-Ltinl. Lm1f.{uage mid Peraption. Cambridge'. !\lass.: I Lu\·...-d l "ni\"nsity l're". Belk11<1p Press, I 9i6. A lasc111atmgcompend1um ol hngms
iii fa<h aml 1ht·oi·ie,. hearing on Whorl's h)vothesis tha1 langual:te 1s t~e same as world
\ it·w. :\ l)pirnl t•xamiilt· i' lhl' di"·u"ion ol 1he weird "mother-in-law language ol the I>~ ii h;ol lll'opl1· ol ~orll 1ern Queensland: a separale language used only lor speakmg It> 
oiw\ 11101 he1-in-law. 

** \liu,k\. ~l<ir\"in I.. "\bllt'r, Mi111I, aud !\lodel," .. ~11 Man·in L. Minsk~·_. ed. Sema11tir fofor.111 111111 11 P111cp11i11g. C.1111hrid~e. !\lilss.: ~f.1.1. _Press •. 1968. Though m~rel)·_ a few 
p.1g1., long. 1hi' .ir1idt· i111phe' a whole philmophy ol nmsc111usness and_ mach111~ 1ntelhgi·n1<·. h j, a 1111·1111irahle p1en· ol wn1111g by one ol the deepest thinkers m the liel~. 

Minsk\, ~Ian i11 I... auil Sn_n1011r l'apc!·t. :frtijrrial flltl'llif.{l'llrl' Pmgm.1 Report. Cam
hi itlg<'. ~'"''·: ~1.1.T. Ar11hn;1I lntcll1~t·1Ke l.aborawry. Al Memo 252. 1972. A , 111 , •. 1 ol .111 1h<" work in Artificial lntellige1Ke done a1 M.1.T. up to 1972, relaung 11 to I'"' holog\ and t't•i,1t·111ology. Could ser\"e exrellemly as an i111rod11ction ~~· Al. ** ~lomHI. J<Kl(llt''· Clu111cp 1111d .\'pa.1.,it_v. !\:cw York: R;mdom House,\ 1n1<1ge _Bo~>ks, I ~171. l'apt·rha< k. An t•x1 re111eh fer1ile mind writing iu an 1~1osyncratK wa): aboul lasnna1-ing ,1111.,1ion,, ,11d1 ;" how lifr i' n1ns1rur1ed 0111 ol non-hie; how e\"11lutk>11, see~mg to , iol.ui· 1tw ,1.u11ul l;rn ol 1ht·n1101h·na111i1·,, i' ar111;ill\" depende111 on 11. The book excited m.: 
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""'t·i;il .n1idt•, aho111 8;1hhage\ 111;1d1ine' and his "Merhanical ~otation'". . 

~h hill. Iohn .. ··so1~1<· l'hi_l~N>pl1ic1I l111plicatio11s of ~lathematic~I .. Lo~ic:·· Rnm•w of .\1Ptt1pli_\\/C.• h (I ~b'.!): I I>:>. :\n 11111"11;11 dl\fllSSIOll ol way, 111 wl11ch Gcidel ~.I heorem and 
(:t111 n h·, Tht~•n·m .1n· <01111<·11ed 1<1 pswhology and ep1ste1nology. Ends up 111 a discussion 
ol l1t·.1ul \ ;111<1 < 1·t·;1li\ ii\. 

:'\;1gd. Eritt''I. Tl11· .'itrnr/1111• of .'iril'llff. :\ew York: Harcourt, Brnce, and World. 191)1 . .-\ d . .-,;, in ilw philmo11tn ol 'l"ience. featming dear disni.~iom ol redul"l10111~111 \·~. 
holi,111, 1t'lt•ologi1·.1l "· 110111deologiral explanations, elf. . ** '.'\.igd. Enll''I .11111.Jamt'' R. :'\t·w111a11. Giidl'l'.1 Proof. New York: '.';ew York l.:111\"er~ 
,jl\ l'n·"· 19:>!'!. Pa11t•rha<k .. \11 enjmahle and exriting prese111a11011, wl11d1was.111 man) 
w;1\ '· 1ht• i11,pir.11io11 lor Ill\ own IHmk. 

* '." icH·rgd1. Jurg. J. C:. Farr;1r'. and F.. ~I. 
1
Rei11gol<l. Co111p11!!r .4pproarhl'.• lo M11thl'mat

i(ti/ I' robln11.1. Engkwood Cliffs. :'\.j.: I re11tl<"e-H<1ll, 1914 . .\n unusual coltect1onol 
tlil ln<"lll "t><'' ol prohl1·111, whid1 can he and ha\·e heen auarked on ~ompu1ers-lor iihl.111«'. 1h1· .. :\11 +I prohlt·m .. (111l'111ioneil in 1111· .4na with Di,.n-..r 1'11n11lw11.1) <md other 
p1 ohlt'lll' ol 11111111..-r 1 lll'on. 

l'allct', Howard II.. t•cl. llwr11rrh\" Thl'un·. :'\ew York: George Braziller, 19i3. Paper
ha< I... Suh1i111·cl .. l"ht· C:halll'nge oi Corupiex Sp1ems". Contains a good article by He_rh<:~I Simon n>H·riug ,olllt' ol 1ht· same ideas a' does 111\· C:hap1<;r on "'l,e\·els ol Descnptum · 

l't·ta. R1"11sa. Rprnn11•1· F1111rti1111.1. :'\ew York: At·ademic Press. 196i. A 1honmgh di""'"'ion ol pri111iliH· renirsi\t' fonnions. general. ret·ursi\·e. functions. partial recursl\·e 
h 111 nio1i-. 1h1· diagonal 111e1h•HI. .ind 111a11~ 01her fa1rh· ted1mcal topics. . , 

Quint'. Wili;11d \";111 Orman. Tlw H'oy.1 11f Pamdox, 1111d Othl'r E.1.1a_p. :\ew \ ork: 
R;11 1do111 1101"<'. 1961>. .\ rnltec1ion of Q11ine's 1hougl11s on man) 1op1<·s. The first essa~· deah 1•i1h \,trion' sori- ol p;ir;uloxes. ;md 1heir resolutions. In it. he introduces tbe opera-
1io11 I c.111 "q11ini11g·· in Ill\ hook. 



~ng~mathan, S. R. Ra""1nujan, T/i, Man and tM Matht'lltalician. London: Asia Puh
hstiing House, 1967. An occult-oriented biography of the Indian gl"nius by an admirer. 
An odd but charming book. 

Reichardt, Jasia. Cy"""'tics, Arts, and l<um. Boston: New York Graphic S<x:iety. 
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1ransla1ion and, 285; outline of, 601-3; relalion 580-81 
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Bat·h. C. P. E., 3, 4, 80 
Bach, Joh and Seb., 633, 669 
B ... :h, Joh. Seb.; Al and, 27. 677; as rnmposer, 
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404; indire<:I self-referl'nn· of, 79--81, 86; life 
and dea1h of, 116; modula1ion and. 122-23, 130; 
remrsivc: quali1ies of musi< of, 70-71; Shepard 
Innes and, 719; squared. 679; vs. C.igl', l:>i. 
162-64, 174-7:>; "'alw Old Barh 

Barh. Wilhl'hn Friedemann, 4. 6 
ha<-kground a.-.umplions. 644 
hadmad.ing, 9i. 629. 632 
had.wards ,·h;uning. 618 
hankers, 4c> i 
haSt'-pairing. rnmplememan. 4:13, ~>06-i. ~>14-16, 
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!">84-8!">; fonnal sys1c:ms and, 33 7 -38. 559-62, 
"69-79, 584--85, 676, w al'° Church-Turing 
Thesis, fonnal vs. informal svs1ems, brains and 
rules; frame and ouler mesSages and, 170-71; 
mappings between, 341--42, 345--46, 369--82; 
music and, 163; opera1ing syslc:ms and, 296; 
programmabilily of, 302; rules and, 2~27, 676, 
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caniinali1y, in1Ui1ivc: sense of, 567 
Carroll, John B., 6'° 
Carroll, ~wi•. 20, 28, 46, 192, '72, 681; maic:rial 

by. 43-45, ~ 
Carroll paradox: 28, 43-45, 681; c:vidc:ncc: vc:r
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choice: and, 711-12; Crab and. 721. 729--31; dif
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mncrpiual nr-.. rna•. Hl-73, 614, 651-56 
rnnc·c:piual r<"Volutiom, 660--0I, 673 
concc:piual •krlrlom, 381. 514, 666-72, 674 
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coumrrfaciuals. 634-40, 641-44 
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rurs1v<"ly drawablr figur.,., 67-68, 72 
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De Chirico, Giorgio. 700 
De Morgan, Augustus, 20, 404, 600 
daidablr strings, 417 
decimal systrm, 262-M, 269 
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552-58, 560, 579, 581-82, 583-84; as BlooP 
puzzlrs, 415-17; for Buddha-nature:, 234, 233, 
272; defined, 39-41; for Diophantinr equations, 
559-60; for dre-dmablt" them.,., 384; for c:nd of 
Dialogu<". 402-3; for grnuinc:n""s of koans, 
234, 239; for Goldbach propenv, 400, 414; for 
Gra~ny. 344-45, 347-48; for hahing, 425-29: 
for m1rll1g<"nce, ,,, Turing 1c:s1; for Moz.an 
p1ecrs, 649; no guaramrl" of rxis1rnce of, 72; 
for number-1heore1ic 1ru1hs, 228-29, 4~ .. 
551-58, 560, 573-74, 579-81; for primaliiy. 64, 
149, 413; for proof-pair-n.,.s, 416, 439-4(; for 
samrn.,.s, 146-49, 158-59; for sorting numbers 
mm two.classes,,,, Church-Turing Th""i.\; for 
iennmauon, 425-29; for "th<" Wav" in Zen, 
250-51. 253, 254; for 1heorrmhOOct, 39-41, 
47-49, 72-73, 190-91, 408, 416, 560, 579-80, 
582; for theorem-numbers, 440-41, 580; mp
down vs. bnnom-up._ 48-49; for Tonoise-pair
nc:ss, 441; for Tonmsr propenv. 396-97, 415, 
441; for 1ru1h, 213. 228-29, 417. 552-58, 
560--01. 579, 581; for validit\· of drriva1ions, 

194, 416. 439-41. 470; for ,.·rU-formednrss. lll2. 
269. 416, 582, for wondrousnc:ss, 402, 425 

daoding: of D?llA. 159-62, 175-76, 201. 231. 
531-32, 538; of fonnal svsirms. 50-51, 54; of 
fonunr. 154; via Godc:l isomorphism. 267; of 
narurr. 409; of records, 154-57, 158-59. 
161-M. 172, 174-75; as rrvrlalion, 160-61; of 
Russian lrxl, 380; ,,, a/.io isomorphisms, lramla
tion, infonna1ion, chunking 

decoding mechanisms: complrxil\ of, 158-62. 
172-76. 582-84; innair. 170-71; nalurr of. 
158-76; record plavt"rs as, 8~. 154-57; 1rans
parrnc\' of, 267, 501; for Tripi1aka. 257; 1tt aLw 

isomorphisms, rte. 
Deduction Throrrm. 186 
ddauh options, 352-53, 386, 411, 645, 674 
ddec1s and rxpa1a1ions, 77, 86, 102, 222. 476 
demi-doublrt•. 633-34, 669 
drmons. 66.'1-M 
deoxvribnnucleic acid, .,, DNA 
dt"ri\·a1ions: alleged. 4:\~0; dt"tined. H-36; fal

lacious. 220. 4:19; in !\llL'·s\'Stcm. :\5-:16. 262. 
264, 439; in Prop<JSitional Cakulus, lll4, 18.'\, 
188. 189-90. 196; supemalural, 454-55; in 
T?llT. 217, 218. 219, 224-27, 269; in 1q-s\'Sl<"m. 
65; in Typtig<"nl"lics. 507. 509; vs. pnxifs. 
35-:16, 193-94, 195 

Descant"s, Rt"ne, 263. 340, 67i 
desc·ription-schema.•. 650; "' aL10 l<"mplaics 
dt"scriptions: cakulus of, 338; rc:s1ruuuring of. 

649-53, 659-61, 672; 1cn1a1ivc. 646-49 
dt"scrip1ors, 647 
dl"iachmenl, rult" of. 185-86. 577 
drtt"nninism. 54; .lff aLrn free will 
Devil, 6!15 
Droxirop (Eschrr), 249, 256 
Di of Amus, 333 
diagonal method, Camors. 418-24, 426. 42i-29. 

438, 446, 469 
Diagram (;, 135-3i 
dialogicians, 81 
dialoguc:s, minia1ure. 191-92, 193, 408-9, 4'.\l. 

560, 565, 595-96. 598, 599 
Diakigu<"s: origin of, 28, 665-69; as self-refs, 

84-85. 129. 204, 502-3. 667, 738-39 
Dickt"ns. Charles, 326, 328. 380 
Difference Engine, 25 
differentiation, ct"Uular, 543-46 
digestion. 306 
digi1s. shunting of. 264 
Diophantine equaiions, 279. 459--00 
Diophamus of Alexandria. 27!'> 
direnory of real numbers, 421-24 
disambiguation, 586-93, 603, 629-32 
distanc<" 10 goal, 611-13 
divisor-freenc:ss. 74 
djinns, 113-15, 216-17. 223. 224; w a/.io (;enie 
DNA: as aperiodic crys1al, 167; as carrier of ge-

nrtic information, 159; compared 10 compu1er 
languag.,., 290-91; comp<JSition and Strlf'lure 
of, 514-15; covalr1u backbone of, 514-15; a.• 
declara1ivl" knowledge. 616-17; double strands, 
511-15. 530-31; isomorphism wi1h organism, 
146-48; mod<" of self-replica1ion, 529-30; in 
outer space, 167, 175-76; as program, language. 
da1a, 290-91. M7; quining and, 531; recombi
nant, 665; relation 10 mRNA, 517; srlf-des1rov
ing. 536; unusual in1erpre1a1i<m of, 231 

DNA rndonuclease, 530, 531 
D?llA ligase. 530, 531 

DNA pt>lm1crd5t'. !'>:10, !'>:II 
DNA R.lpid TrJn•il Srn·k-e. 50!'>. :iii 
Dn<1or progran1, !'>!19~10, riOI\ 
dtig-and-hone pmhlrm, 611-1:1 
.do( ;.na I. .doCmJ II. !'>:12-:1:1 
dtigs, 2~3. 234. 354, :lll:I. 569. 570, 611-12. 679 
Doko. 250, 698 
OnSltJt'\'Sh. Fnxlor. :179-SO 
doublr negation. lll:I. 54!'>. 554 
Oouhlr ?llodulation, Liw ol, 24:1 
~<m (ht:hrr), 47~-74. 524. 698 
Drawmg Hands (E5<hrr). 15. 21. l~:I. 6119-!l'l, 710. 

716, 7:17 
drrams, ~78, 379, 384, 72!'> 
Dre\'fus, Huben. 574 
duaiism, 251-55, 698-99; 1" aL10 subjrn '"· objn.1 
Dumpi~·. H., 332 
duplrls (Tvp<igenrti<'§), 510. !'>12 
Dvorak. Antonin. 163 

1-:. wl1 ha<·lrrium. 176, 537-41 
t:anwig, Or. Ton\-, 5!16-93. 627 
<"anh ,·hauvinism, 171-72 
t:anh-Mtx>n-Sun wslt"m, 3.,3-54 
<"anhwonn(s), 341-42 
E<-des. John, 574 
Edi/vtnf( Th<IU((lrl.1 of a Tobami Smtkr (Bach), 41l2 
l:'di{vi11f( Th<IU((lrl.1 <if a Tobtlffo SrruWr (Oial<igur), 

!'>43 
<"ggs, l!l'l, :\60. 31l3 
EirtSlt"in. Alllt'n. 100 
elenrons. 140-46, 251l, 303-5 
El.IZA, 1,, 0.K1or program 
<"mbedding of fonnal sys1ems. 97. 207, 215 
l"rnrrgt"m phrnomena, 708-9, 714 
emotions: brains aJtd. !13; nm111erfei1, 599--000; 

drpendt"m·<" of iml"lligrml' upt>n, .'\73. 597-98; 
as <"piph<"nomt"na, 677; musk. and, 83, 160, 
16.'i-M, 174-7.'\, 383-84, 626-27, 676-77, 699; 
p<>lt"ntial, 281, 383~ .. '>!13; pnig1ams and, 573, 
597~IO. 626-27, 675-77; univt"rsali1v of, 163, 
174-75 

emulation, 295 
Endlessly Rising Canon (Ba<h). 111-11, I!'>. 46, 130, 

717-19. 742 
ENIUQ (pnK·edure), 49!1-99 
rnligh1enmem, 232, 237. 243, 246, 251, 254-55. 

479, 567 
Enlighirnmem 'Yond t:nlightl"nlllt"nl, 237, 239, 

243, 244 
Eno, 2:12. 252 
enzyrnrs: function of, 520-22, 528-30, 543-45; as 

models for Al, 663-M; rulc:s of infrrencr and, 
509-10, 513, 531; s1runure of, 519-21. 525; syn-
1hc:sis of, 517-19, 522-25. 527-29, 538-45, 547; 
versa1ili1y of, 529; vs. 1yptienzymc:s, 529; .,, aLw 
proteins, typo<"nzymes 

epigenesis, 159-60, 161-62, 531-32, 665 
Epil"Mnides, picturr of, 496 
Epil"Mnidrs paradox: connet1ion wi1h Godel's 

Theorrm. 17-18; Escht"r and, 716; rxpanded 
version, 21. 22; fear of, 23; French-English vrr
sion, 501; indiren raursion and, 134; molrcu
lar version, 536-37; neural vrrsit>n, 584-85; 
Quinr version, 431-37, 445, 446, 449, 497-99, 
531. 537; subtlr1y of, 495-98; Tarski version, 
580-81, 584-85; 1wo leVt"ls of, 581. 584-85; 
Whi1ely's version, 4 76-77 

epiphr119mena, 308-9, 36:1, 577, 596, 677-79 
error> in progrJm,, 29.,, 297-!18. 'i!l6 



t~v:hrr. Maurin Comrlis: Bach and, 20l, 666--07; 
toolr.ticti<.-.• and, 97-99; copirs :ind, 146-48; 
drawinl(• of, "' Lisi of IBustratiom (xiv-«viii); 
ligu1<" and l(f'OUnd in, 67--68; fta1 v•. sparial 
.....t, 4n-74, 689; incomplrtrnns and. 716-17; 
M;ogriur .....t, 480; as prirM movrr. 689-92, 
710; on subbrains, :.87; Strangr Loops and, 
10-15, 7~7; kn and, 255-57 

bchrriuli<m, rrpra1abili1y of, 47~-74, 689; .iu 

aJ.w 2-D vs. ~-D. Godrli.wion 
ESP, 598-99, 69'-95 
<"Ymlial incomplr1rnl5s: of AchiUes' binhday. 

462-64, 4n-'76. 688; of Al. stt Teslrr's Thr
orrm; of lisl of rrals, 42~-24, 469; of phono
l(Japhs, ,., Tixtrlizalion; of self-eigullinl( 
process, 49'; of TNT and rrlaled •ySlrm•, 
463--71; ll't "''" Giirll"li;r.alion, Tiirll"li1.a1inn. 
t: .. hl"ri1.a1ion, nonprogrdfllmahilily, rl<. 

Eia Oin, 586-9~. 674 
t:TAOIN SHRDLU, 628. 6:.0 
Euclid, 19, 0, 5iµ;o, 88-89, 216 
t:udid'• prirnr number Throrrm, ~5. 5~. 228 
t:ulrr, l~onhard, ~. ~94 
Euwr, Max, 605 
rvident·r, nalurr of, 6~fa-'6 
t"voluli<m, ~21-22 
rxis1rn1ial quan1ilirn, .wt quanlilirn 
rxotic •lylrs of lhoughl. 552, 56~-64. 566--07 
<"Xpanding nodes, 1~4-'6 
rxplanalory powrr on high lrvrl, ~21, ~26. 707-10 
rxpressibilily and rxpressivr powrr, IOI, 417, 

441--43, 444--45, 450, 454. 465-70, 580-81 
rxlrasenM>ry pt"n· .. ption, .ltt ESP 
l"Xlratrrreslrial inlrUigrncr, 162-64, 167, 172-76, 
~I. 646, 661-62 

ryes, ~7. 248, 260, ~08. ~II. ~I~. 477, 6~~. 715 

Fair C:af1t11¥, Tb, (Magrillr), 489 
FANCY NOUN, 1~2-'4 
t· .. niasia and t°ugtJ<" in G minor (B<1ch), 719 
fanlas\· rulr, 18~-85, 187 
faucr1·. rnrnial. ~64-65 
faulllrssh· functioning machines, 575-78 
F<1u~. Gabril"I, 163 
fttdbock iind fttdforw<1rd, 544--45 
Frrmanl, Johan! Srbas1ian1, ~~2-~5 
Frnnanl's Lasl Fugur, ~~5 
Frrmal, Pirrrr dr, 275-77, 278; confused with 

Bilch, ~~1-~5 
frrmaias, 275, ~29, ~~2. ~~~ 
Frnnal's l.as1 Throrrm: 275-79, ~~2. 416; coun

lrrrxamplr lo, 277, 279, 460; invrned, ~~~-~4; 
panxtird, ~~5. 551; proof of, 277, 279, 460 

Frynman diagrams, 144--46 
Fibonacci (l~iirdo of l'isii), 1~6. 246 
Fibon<1cci srqurncr, 1~6. I~. 1~9. 152, 17~-74. 

265, 416 
lidd In, ·"' \·i<>lins 
liflh pos1ula1r (Euclid), 90-9~. 222, 451-52 
50 (lifly ). ~~8. 55 7. 564 
ligurr and ground: 61-6~. 64-74, 7~1; in music, 

70-71 
FIGUU:-FIGURE ligur<" (Kim), 68-70, 7~ 
librn: for <1bs1raclion, 286, 407-9, 648, 657--60, 

66', 67~; for Pools, 418, 427 
lini1is1ic mrlhods of rr<1soning, 24, 2~0 
Fi.i"'3 and Sraln (Eschl"r), 146--47 
fission and fusion (of concrpts), ~~8. ~52-56, 4~8. 

470, 664-65 
5-D spacr, 640 

flags. 29-'2. 188 
flashcards, Stt IRN A 
fta1 vs. spa1ial, ,., 2-D vs. :.-D 
flaumed look-ahr<1d, 604-5 
ftaurnrd rulrs of infrrrncr, ,., lhrorrms vs. rules 
ftrxibili1y <1nd infll"xibili1y, 26-27, 296-~02, 

611-14, 657, 67~-75, 686 
ftigh15 of fancy, '78 
FlooP, 406, 424-:.0, 567--68; frd inlo ilsrlf, 

425-26; powrr of, 428-29. 561-62 
flurncy, :.76-77 
flules, ~-5, 27. 528, 552-58, 720, 726 
F(n) and M(n), 1:.7, 142, :.59 
focusing, 657-59 
folding-up of rnzymrs, 511-12, 519, 521, 525 
foo1ball, 44, ~o~. H~. 6~4--40, 64~. 644, 645, 672 
foolraces, 29-~2. 4~. 594-95, 681-8~ 
forcrd m<1lching, 670-72 
forgeuing, 577, 578, 619 
Forkd, Johann Nikolaus, 4, 86 
form, 47, 66-67, 68, 7~. 190-91, ~70-71; syn1ac1ic 

vs. srm<1nlic, 581-84, 6~1 
form <1nd conlrnl, 84-85, 204, 279, 581-84, 

667--68, 740 
formal sysirms, prrsrn1<11ions of: C-syslrm, 

64-65; MIU-syslrm, ~~--41; P-syslrm, 7~-74; 

pq-sysrrm. 46--60; Propoo;ilional C<1k:ulus. 
181-97; TNT, 204-~0; lq-syslrm, 64-65; Ty
pogrnr1ics. 504-1~ 

formill syslrms vs. rr<1li1y, 5~-58 
form<1l vs. informill rusoning, 19~-97, 228-29, 

271-72. 449-50, 614-15, 618-19 
formal vs. informill syslrms, 26-27, 559-85, 598, 

684--86; stt also brains, minds, rlc. 
formalisl philosophy of m<1lhrm<11ic1, 458 
formulii: closed, stt srnirncr; opt"n. 207-8 
formulas of TNT, 206, 207-15 
Four-color Throrrm, puodkd, 550 
4-D spacr, 6~8-39 
four-posluliilr gromriry, ,,. gromrtry. <1bsolu1r 
4'JJ" (Cagr). 156 
Fourmi, Lirrrr dr, "~-~4 
frilmr rffett, 704 
framr messages, 162, 166-67, 176 
framrs, ~7~. 644--46, 662-6~. 672 
framing drvices, 4 78 
Frank, Philipp. 642 
Frrdrrick lhr Grral, King of Prussiil, ~-8. 27, 

~94. 729 
frrr will, ~88, 680, 708. 710-14, 720-16, 7~4-i5, 

7~9; stt also jumping oul of lhr syslrm 
Frrgr, Goulob, 20 
Frrnch frirs, 6'6-,8, 68~ 
Frrnch Suilr no. 5, Gigur (Bach), l~O 
frrqurncil"s, of words and lrurrs, ~77. 6~0 
frirnd, mrnial modrl of, ~86-87 
fringr scirncr, 69,-94 
fugues, ~~5. 6~4. 7~0. 7'6; in lhr Art of tlit Fuf:W; 

79-81, 86; drvices in, ~14, ~22-2~. ~29-~0. 
7:.7--40; Dialogur• <1nd, 28; in lhr Mwi£al Olftr
ing, 4-9; nalurr of, 9, 281-84, n7 

Fundamrnial Facts I '!-nd 2. 440--42 
fundamrnial jukrbox-axiom, 155 
funnrling, '46--48 

G (Godrl'• •Iring), 18, 271-72, 285, 447-55, 
459--60, 502, 580, 608, 667, 707-8 

G', G". G" ', ... c;..,, 466-68 
-G. 272, 449, 451-55, 458-59, 542 
G<1lilro, 478-79 

games plaved b,· Al progr<1ms, 601 
Ganlo, 189-90, 256, 407 
gases <1nd molrcules, ~07-8. ~17, 69~ 
Ga11/n1 Galt, stt Mu111,,,..,,n 
G<1uss, Kiirl Friedrich, 92, 100 
Grb11ad1rr, Egbrn B., 94-95, 402-~. 484 
Grlrm1rr, E., 606-7 
grnrral rrcursivily, 406. 4~0. 470 
grnrs, 200-1, 507, 512, 524-25. 5~1. 544--45. 668 
Grnrtic Codr, 160, 519-20. 522-24, 5~~-~4. 5~6. 

5~8; origins of, 2~1. 548 
grnrlics, 504--48 
Grnir, Mria-{.rnk. rlc.. 109-16, 216-17. 22~. 224. 

610; ,,, also djinns 
grnk. symbol-m<1nipul<1ling, ~9--40, 48 
grnotypt" <1nd phrnolypt". 159-62. 167. In-74. 

175-76, 295, 5~1-~2. 667-68 
Grnlzrn, Grrh<1rd, 195 
Gromrlric Codr, 2~5--~7. 241. 626 
gromrlry: <1bsolulr, 91, 9~. 97, 222, 407, 451-52; 

rUiplical, 9~; Euclidr<1n, 19-20, 88-92, 100. 222. 
451, 456, 606-7; non-Euclidran, 19-20, 91-9~. 
98-99, 100. 222-23, 451, 455-56; "lrul"" Vt"nion 
of, 88-94, 99-100, 456-57 

Grrmiln professor, provrrbiiil, 130-~l 
Gian! Elrclronic Brains, 25, 601 
glia, ~~9 
GlooP, 406. 428-29 
G(n). 1~7 
goals and subgo<1ls, 227, 589, 590-91, 609-14, 

618-19. 629, 6~2 
Goblrl G, 79. 81, 8~-85, 267 
God, 216, 400. 478, 482, 5~~. 567, 597, 711; pi1-

1urr of, 142--4~ 
GOD (<1cronym), 110-15, I~~. 1~4. 216, 223, 224. 

722; Jtt also djinns, Grnir 
Godrl, Kun, 15-19, 24. 28, 738, 740, 742 
Godri Codr, 18. 268,- 5~~-~5 
Godrl codons, 268, 42 5, 5~~-~5 
Godrl isomorphism. 261-71, 4'9, 442--46. 

7~8-~9; likrned lo rrflrction of world in brain. 
502, 570 

Godrl-numbrring, 18, 4~8. 738-39; of FlooP pro
grams, 425-26, 502; of MIU-syslrm. 261-M; of 
TNT, 268-70. 579 

GOdrl questions, Lucas on, ~89, ~90 
Godrlizalion, 270; programmability of. 471-7'; 

rept"atahililv of. 424. 46!'>--76. 688; w "'"' 
Escherizalion. Tiirlelization, jumping om 1ol 
lhe s\·s1em 

GOdrlizing Opt"ralor, 472-7~. 475-76, 54~ 
Godrl's argtJmrnl, summuizl"d, 18. 272. 448 
GOdrl's aniclr, 17, 24, 4~8 
GOdrl's conslruclion, illuslriilrd, 84 
Godrl's mrlhod, undl"rlying causrs of, 204, 407. 

465, 468-71 
GOdrl's Srcond Throrrm. 2,0, 449-50, 696 
Godrl's Throrl"m: Al <1nd, ~88-90, 471-77, 

706-7, 714; ilnillogur of in molrcular biology, 
5~4. 5'6-~7; brirf mrntions, 72, 74. 78, 100. 
486; consrqurncrs of, 450-60, 469-76; Cun
trtMT0111f>unctw <1nd, Jtt Ccmtracrrutipun<lw; Di
ophilnlinr rqualions and, 459-60; LISP and, 
7~8-~9; proof of, 18, 265-72, 4~8--49; s1a1rd, 
17, 101, 272 

Godrl's Throrrms <1nd hJman inlrosprclion, 450. 
696-98 

Goffm<1n, Erving. 478 
gold, 17~ 
Gold Box, Vrry Asi<1n, 404-5 

c;uldba1h. Chri1ti<1n. :194. :1\1.'> 
Cooldbiich Conjr<1urr, :1\14-!lti, ·4110. 4114 . .'>.'>7-.'>8. 

615; parodied. 5.'>l 
C0oldbiirh pmpt"m. :l\l.'>-\17, 4110, 414. 4111 
Goldbiich \',.ri,.lion, :l\l.'>-\18. 4110, 426. 441 
Goldlrrg. Johann lliruphilus. :1\11-9'2 
Goldlrrg \'<1riali<m1 (B<1<"h). 3!1'2-\13, :\\15 
Goodfonunt", Hrnc·hlflrophrnr J., 103--4, 115. 

128-29, 1~11 
Go•o. 248 
Gplol, 138. 140--4j, 146--47. 15\1, 5113. 661 
grammar: for rompull"r liilll(Uiil(r.<. 297. 41111-1.'>; 

for Fl"\"llllliln diagr .. m•. 142. 145; high-k-,·t"l, 
625-27; for ko<1n1, 62 5-26; for mu.ii. 626-27; 
for n<1lural languages, 1311-34, l!'>C.l, :163, 
588-93, 61\1-21, 630-32; for 1hougl11, 627 

Gr..nd Tortu<", 237. 243--44 
grandmolhrr rell, 344. 345 
grandmolhrrs, pl"ff<"ption of. 344. 34!">, 347--48. 

349 
graphirs, 728 
gra\S rnol•. 693 
Grral Tu1or, 237. 2~\I. 244 
Grrrn Programs. 427 
Grttndiag I NJ. 427 
c;rdling\ p.11.ulox. 21~21. 22 
Gnx>I, Adriaan dt", 286 
grounds. l"Xcrllenl, 731 
guaninl" . .,, 11Ut1l"olictt"s 
guar..nrrl"ll ll"nninalinn, 41. 396--411. 3\l!l. 40:1 
guiiars, 62. 200 
gullibilily, 75-76, 106, :109. 461. 600, 701 
<•utri, 2~7 
G0025, whill" slony, 626 

HACKER, 664 
haiku. 153-54. 525. 61\1-211 
hailing problrm, 74, 42!">-29, ~94. 6\17 
hamburgt"r-«>nflL•ion, 577 
Hammurabi, 169 
H..rd,·. c;.xlfr<"v Harold, '.>62--06 
hannonK tension, 122-2:J; '" alw tension Jlld rl"s-

olulion 
harpsichords, 3, :1\11, '.>11'2 
Harrison. l.a•H<"n<e. 6!">7 
Haussmann, Elia.• IOottlit"b, 2 
HE-HE puzzle, 62--63, 669 
hradachl", 62--63 
hl"aring by rnmpul<"r. 60'2 
"bran", in an Al program, 679 
Hrisenbrrg unct"nainiv prifll·iple, 455. 698 
Ht"lrn of Troy, 110 
hl"miolia, 2!)7, 519 
hrmispht"res, 257, 340--41 
Hrnkin. l=n. 541 
Hrnkin senrrnces, 541-53. 709; rxpli<"il and im-
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pc:atability. etc. 
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irn1tionali1y vs. ra1ionali1y in bt-ili.Vmind. 5i5-i8 
irrc:gula rities, meta-irrc:gularities. c:1c. 4 i 5-76 
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tracrostipunctu.s. 83-85; between Crab's 0!'1; A 
and Crab Canon. 203, 667--08; dc:fined 9 
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615-17. 6:W, 654; 

knowkdgc: 1ransplama1ion. •urgil'al, tHll 
k<ians. 30, 189-91, 233-4!-. 246-!i!I. 62!'>-26: grn

c:ratrd In· compu1c:r. 625-26: gn1uine vs. 
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levc:l-mixing in gc:nc:tics, 509-10, 51!-14, 546-48 
levc:l-shifting, conttp1ual, stt abs1raction, levc:ls of 
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l.uus, J. R. 388-90, 471-73. 475. 476, 477. 574, 

577-78. 597 
Lucas' argumrn1: coun1rrdrgumrn1s lo, 4 7 5-77, 

577-7!1; merils of, 472; summarized, 471-73 
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rxplici1 vs. implici1; as opiional high-levrl fra
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94, 267. 337, 350; unnrcessary on rvolu1ionary 
1imr scalr, 321-22 

mraningless vs. mraningful in1rrprr1a1ions. 51, 88 
mraninglrssnos, in an and music, 699-700, 

704-5 
mral grindrn. 414 
Mechanical moor, 38-39, 65, 194, 221, 613-14 
mechaniza1ion of 1hough1 processes, su Al, for-

mal svstrms, rlc. 
mriosis, 665 . 6 72 
mrlodio: recall of, 363-M: 1imr-shared, 385 
memorv, in compu1rn, 288-89, 546, 616 
memorv dump, 381 
mrn vs. womrn, 477, 595-96 
Mrndrl, Anhur, 3, 28 
Mmlal Arilh""tic (M .. grinr), 627 
mrn1ion, stt use vs. mien1ion 
Mrnzel, Adolph von, 4-5 

Mrrrdith, Manha, 625 
Mrl'(!l"nthalrr, Ouo, 630 
mrssagr-passing languago. 662--03 
mosagn, 154. 158-76; in am rnlonio, 350; in 

bottlrs, 167--09, 524; laven of. 166-71. 524. 
703-4; from na1urr, 408..:.9; "'also frame mes
sagr, innrr mosagr. oulrr mrssagr 

moorngrr, for koans, 235-'6, 238 
moorngrr RNA, stt mRNA 
mrla, 216-17, 224 
meia-agnosticism, 114 
ITl('la-analogy, 673-74 
mria-answrr-Kherna, 463 
mrta-aulhor, 607-9, 726 
ITl('iahook, 22 
ITl('la-drscripiions, 656-57, 674 
mria-evidrncr, r1c., 693-94 
Mria-Cenie, stt Grnir 
ITl('la-hiccupo, 726 
mr1a-imui1ion, 605 
META-JOSHU, r1c., 443 
mriaknowlrdgr, 364 
mrlalanguagr, 22, 184, 194, 248, 270, 514 
mrtalogic. 23, 676 
mrtamathernalics, 23, 579; rrHected insidr TNT. 

449-50 
MttamorfJM<is (Esc:hrr), 14-15 
mrtaphase, 666--07 
mrlaphor, 672 
mrla-protrins, 533-34 
ITl('larulrs, r1c.: in chess, 687-88; in in1rlligrncr, 

26-27, 559, 684-85 
ITl('la-srarch, 397 
ITl('la-symlxils. 560 
mrtatheorerns, 193-94 
mriatheory. formalized, 194 
mrta-TNT, rlc., 442-43, 533-34 
mrla-wisho, '" wisho 
mrtroritrs, 167, 172 
mrthylation, 540-41 
mr1ric, menial, 613, 614; .<u also concrpiu..! near-

ness 
Mryrr, Leonard B., 167, 704 
Michelangrlo, 642 
microprogramming, 295 
minds: ovrrlap of, 376: programmabili1y of, 302, 

679, .w also Al, paradox of Al, Toter's Thr
orrm, nonprogrammabili1y; 1houghb and, 
369-90; 1wo ways of crra1ing. 390; vs. brains, 
309, 575-77; stt also brains, in1rUigrncr, e1c. 

mini-\'ocabulary, 647 
Minsky. Marvin, 373, 388, 644, 679, 722 
mirroring. '" isomorphisms, rrprrsen1a1ion 
misspelling and compuirrs, 297-98 
Mll:-numbers, 264--07; s" also 1heorrm-numbers 
MIU-systrm, 33-41, 46, 47, 48, 52, 191, 260--07; 

as moorl for TNT. 439-42, 466; 1ablr of rulrs 
of, 260 

MIU+MU-sys1ern, 466 
Mobius Strip I (Eschrr), 29-30 
Mobius Strip II (Eschrr). 276 
nvxles of fugur-lislrning, 282-84 
mooularicy. 149-50, 615-18, 628, 677-78; s" also 

localiza1ion, local vs. global propenies 
modulation, 10, 121-23, 129-30, 466, 501, 717, 

739 
mooulo in brain, stt symbols 
Moous Ponrns. "' de1achmrn1 
molecular biology, 504, 514-48 
Mondrian, Pirt, 700 

monkrn, \UMKl t1f. 345-46 
M1m1xl, Jacqurs. 161 
morph<.'t("nesi.•. 539 .. ~43-44 
.\fo.1tJ1< II (hcilrr). 61-63 
mountain-t'ar ..-rr.k .. on, 3311-39. 361. :165 
Mozan, W A .. 649, 70'1 
mR!'iA. 517-20, 522-25. !'>27-211, 530-33. 5:16, 

!>45, 547. 662, 663 
Ml'. as po55ihlr lhet>rrm of Mll'-notrm, ''-41. 

229. 259--01, 265--07. 271. 7011 
Ml'. Zrn wont. 233, 241. 246. 2!>4. 2~. 272. ,II, 

312-313. 32!1 
Ml'-1.00P (FlmP). 424-25. +41 
.\lu Olfm11g. f. '.!72. 1i2H 
mu-oprrdlor. 424 
MU-pi<rnre. 2!13-84. "0-13, 327. 328-29. 

525-26 
Mt:-puzzle, 33-41. 2.~9-61. 509-IO. 61'-14 
multifurca1ion of T!'IT, 467 
multiplr reprnrn1a1iom, 616-111. 670-71. 674 
multiplica1i1K1. !>4-56, 64--05, 206, 409, 455, 566, 

567 
Mumm, 242, 246, 24!1-49. 253. 259. 260, 272; 

c1lffimt•mario by. 246-49, 252; ponm bv. 
246-49, 252. 272 

MUMO!\, s1nng of T!'IT, 265-67, 271, 441-42 
Mumonkan, 246 
music: cornposnl by rnrnpmer, 25, 595. 597. 603, 

607-9, 626-27, 676-77; dimrnsions of, 175; 
mathema1ics and, 227, 555, 560; m1xlern, 
156-57. 163-M, 174-75, 699-700, 7114; notalinn 
of, 552-59, ur alw SMUT; seman1iu of, 83, 
162-M, 167, 174-75, 582-84, 626-27. 676-77; 
superhuman nllilprr~nsi1"1 of, 172, 679; syn
iax of, 121-23. 129-30, 227, 626-27, 737; In 
brrak phonographs by, 75-78; lo infibra1r pho
nographs by, 487-88; ·''' alw fugurs, •·anons, 
pianos, flu1n, rlc. 

musk !xix, prrprr'l(rdmmed, 677 
Musical Offmng, T~ (Bach), 4-10, 86, 665, 666, 

719, 720, 724, 727, 739-42 
mu1a1ions, 295 

N, '" number 1heory 
Najunamar, Z., 549-52 
Nansen, 248-49, 253, 255 
ruuural languagr ullrranco as programs, 629 
naiural numben: drfined, 54, 204; genrraliud; 

453-56; poo;1ula1es for, 216-17; '"al.so number 
1heory. numrrals, TNT, primr numben, r1c. 

nrar misses, stt "almost"-•iiua1ions 
nrarly decomposablr syslem•. 303--0 
negation, 70, 71, 183, 191-92, 210-11, 214, 545 
nega1ive s!"'Cr. 62--03, 66--08, 72; '" al.so figurr 

and ground 
nes1ed rnovio, 184-85 
nes1ed works of an, 15, 106, 700-1, 705--0 
nes.1ing. 127, 138-41, 184-85, 660; su alw rrcur-

sKJn 

nrural nr1works, stt symlxils 
Nruronra1rr, 382 
nrurons: comp;tred wi1h anb, 315, 325, 339-40; 

drscribed, 339-40; Euclid's, 60; faul1less func-
1ioning of, 575-77; firing of, 83, 340, 316, 
~3-45, ~7. 350, 357; as an inviola1r levrl, 
302, 677, 686, 691-92, stt al.so inaccruibilily; 
not con1rollablr consciously, 302, ut also inac
c.rssibili1y; on-crmrr and off-crmrr, 343-44; in 
rrtina, ~3-44; simple, complex, hypercomplex, 
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nnirons (conllnwtl) 

344-45, 346, '47; "'summing inputs, "6, ,40, 
!!l7!!l-77. 677 

nrumturgn-y. "J9, "'-14, 618, 6711 
Nrw Y,,,.,., Tlw, 641-42 
nit krlodron, 500; '" alw jukrhm<es 
nodn and links, ,70-71, 652-54 
noK in VaLUum, 82 
nondivisibili1y, 7'-74 
nonrquiliht-ium 1hennodynamia, 69' 
Nonnidi<h !11-92 
nor~><ntrncr, 254-!!l!!l, 698, 725; .,, a/Jo Tumbolia 
nonpmdudhlr numbrn, 265 
nonpmgr.immahilily: of crra1ivi1y, !!170-71, 620, 

67': of rmo1ions and wiU, 677, 684-86; of 
Giidrliu1ion, 472-76; of in1rUigrncr, 26-27. 
471-7,, !!197-99, 601; of irrationali1y, !!175-77; 
of jumping ou1 of 1hr syllem, '7-,8, 477-78, 
674-75; of ordinal names, 476; of soul, !!i74-7!!l; 
of worid cMss champion, 151-!!12, 674; >tt a/Jo 
proplr vs. machines, essrn1ial incomple1rness, 
Tiidrliu1ion, parad"" of Al, TC-baules, 2-D vs. 
'-D, rlc 

non-self-assrmhling virusrs, !!142-4' 
non-self-drscrip1ivr adjr<tives, m hr1rrological 

adjrctivrs 
nonsense: 1-1 on sense, '78-79; compulrr-gen

rrdird, 620, 621-22, 625-26; human-genrralrd, 
621-22 

nonirnnination, 408, 42!!1-,0; >tt a/Jo poten1ially 
rndlrss searcMs. FlooP 

nonlheorrms. ·"' lheorrms vs. non1heorems 
nom1al stirncr, 660-61 
nouns, mos1 common in English, 6'0 
novrhy, and jumping oUI of 1he syslrm, 47!!1 
nudri: a1omic, ,0,-4; crUular, 514, !!117, 518 
nudeo1ides, !!114-17, !!119, 522-24, !!l,O, 540--41; 

hrll leurn of, 2'1, 517, 666 
numbrr 1heury: applicalions of, 278-29; corr of, 

100, 407;.Crab and, 551-58, 560, 562, !!17,-74, 
57~1; demisr of. 228-29. 426; fonnalizrd. "' 
TNT; infonnal (N), 54--00, 204, 228; nonstan
dard, 100, 4!!l2-!!l9; primi1ivr nocions of, 204-9; 
"' sealed-<Jff mini-world, 569; soo1hing pnwrrs 
of, '91--404; "1rur" vrrsion of, 458-59; 1vpical 
sen1rnccs of, 204-!!l; 1ypographical, ,,, TNT; "' 
uni~nal mirror of fonnal systrms, 260--05, 
270; usni and mrruionrd, 458 

numbrn, na1urr of, 54-58, 4!!12, 458 
numerals, 20!">--0, 2": vs. numbrn, 264 

obje<1 language. 22. 184, 24!1 
objrctivi1y. qucs1 af1rr, 479. 6!1,-96 
Oborin, Lev, 162 
octopus crll, '4!!l 
Oin, Eta, ,,, E1a Oin 
Oislrdkb, David, 162 
Okanisama. 2,2, 2,4, 2'7. 2'8. 2,9, 241. 242 
Old Ba. Ch., 726 
Old Bach, 4, 28, 460, 481-8,, 7'8, 7'!1 
w-<onsis1rncy, 459; "' a/Jo w-inconsiSlrnn· 
w-incomplrtrnrss, 221-22. 421, 4!!10-51 
w-inconsisirncy, 17. 22,, 45,-5!!1, 458-59 
1-D vs. '-D, 519-21. 616-17 
oprn~ndrd searcMs. ..,, potrn1iallv rndless 

searches, non1rnnina1ion. unprrdi<table hu1 
guaranlttd 1rnnina1ion, loops. frre, FlooP, rlc. 

opera1ing svsiems, 295-96, '00-'I, '08 
oprra1on and operons, 544-4!!1 
oradrs, 567 

orchard an...togy, "' infonnalion, drp!h from sur
facr 

ordrr and chaos: in an1 colonies, '16-17; in num
brr 1heory, ,9,, '9!!l, ,98-402, 406, 408-9, 418; 
srlf-awareness and, 406 

OnJn mid Cftaru (Eschrr). '99 
ordinals, 462--64, 475-76 
organ poin1, '29-'0 
origin of lifr, 548 
original (as opposrd 10 copies), !!104 
originali1y and machines, 2!!1-26, 606-9 
ORNATE NOUN, I"-'' 
outcomr, 184 
ou1rr mrssagn, 166-71, 174-76, 501, !!124. 704 
OITTPUT (BlooP), 410, 411 
ovrriapping grnes, !!124-25 
ovrrJirw capad1y, 6"-14, 678; ,,, al<o jumping 

001 of 1hr systrm 

P-systrm, 64, 7'-74 
padding, 402-' 
pages. in compu1rn, 289 
palindromes, in molecular biology, 201, 667 
Palindromi, ,5,-54, 6'4-,7, 64,, 644 
Pappus, 606-7 
paradigm shifl5, 660-61 
parado><: of Al, 19, 26-27, 620. 67', "' a/Jo 

Taler's T!>f'Oreiil; in an. >tt Eschrr. Magriur, 
Cagr; of crrdibili1y 1hrough fallibiti1y, 564; of 
God and 1he slonr, 47!1; in ma1hema1ics. 17-24, 
580-St; of mocion, "' Zeno's parado><rs; nrar 
misses. 612, 691; resolu1ions of, 116, 196-97, 
245, ,,, a/Jo MU, Tumbolia, jumping oul of 1hr 
sy11rm; of self-consciousness, '89; of 1hr Type
lrss Wish, 115-16; in Zrn, 249-!!15; ,,, a/Jo con-
1radictions, inconsis1rncy 

paraUrt postula1r, ,,, fif1h postula1r 
PARRY. '00-,01, 599-600, 677 
paning of na1ural languages, !!188-!I'. 6'0-'2; '" 

a/Jo grammar, languagr 
panial rrcunivi1y, 430 
panicles, rlemrn1ary. 54, 140--46, 25!1, ,0,-5, 

,09, !!122 
parti1ions, mental, 671 
paru, 'O'-!!l; "'a/Jo rrdu<tionism 
Pascal, Blaise, 24. 25, 600 
palhways: in ATN's and RTN's, "'-'4. 150; 

chemical, 528-29, 544--45. 66'--04; condi1ional 
on circumstances, '"'-84: goal-orirrurd choice 
of, 227, 609-l!!l; "' incorpora1ing knowledgr, 
belirfs. '7!1-79; morphogrnr1k of T4, 5'9; 
plausible vs. implausible. '8'; potrn1iat, in 
brain, 2!11 

paurm recogni1ion, su Bonlf<lrd problrms, con-
crptual skrlewns, vision by compu1rn 

panrms on all lrvrls, 674 
Prano, Giuseppe, 20, 216-17 
Prano ari1hmetic, 100 
Prano pos1ula1es, 216-17, 224 
peari and oyS1rr, 17, 4'!1 
Prnfirld, Wildrr, '42--43 
Prnrose, Rogrr, l!!l 
pcoplr vs. machines. 25-27, '6-,8, l!!ll-52, 

'88-90, 471-7', 475-77. 559--02. 567-7!!1, 
577-79, 59!!1-99, 606-9, 621-2,, 680, 684-86 

peptidr bonds, 52' 
perception: visual, 97-98; and Zrn, 251 
Prtfr<t i1rms, '· 75-79, !15, 406, 424, 486. 536 
perfr<t numben, 416, 41!1 

phagcs, "" viruses 
phetlOl)pr, >1t gmocypr and phrno1vpr 
.. Xl74, 176, !!124-25 
phonographs, .w record pla~n 
phonons, '04 
phococopy machinrs, 499 
photons, 142--46, 258 
physics, laws of: "' basis for choosing br1wrrn 

rival malhema1ical 1heories, 100. 456-57: as 
blocking infiniir rrgrrss. 170, 68!!1; a• fonnal 
syscrm, !!l'-54; inconsis1rncv and, 9!!1-96, 99, 
584--8!!1; in1uilivr, '62-&, 711; levrls and, 
:W,-!!l, '07-8, 69'; no escape from. 477, !!175; 
Rrductionisl's Dilemma and, !!122. 709; undrri\·-
ing consciousness, !!i7!!l, 68!!1, 710 · 

1T, 277. ,06, 408, 41!!1, 421. 546, 568, 60!!1, 67', 
728 

Piano pos1ula1es, 552-!!l' 
pianos, ,--4, '02. 'O!!l, 63'-'4, 700, 726; invrnrd. 

681-8, 
Picltwiclt Papm, Tiit (Dickrns). 24. '26. 595, !!l!l!I 
pinball machinr, '07 
Pipt l>Tm•, 703 
pipes, 480-82, 486, 488, 49,-94, 521, 6'8, 701-' 
plane15 and sa1rlli1es, '!!13-54 
PLANNER, 629-'2 
plurals, '54 
pocltrl calcula1on, 568-70, 616, 678, 710 
poinirn in compu1rrs, 289-90, 619 
poin15 (geometrical). 19-20. 90, 92-9', 100, 207, 

222. 4!!12, 456 
Polanyi, Michael, 574 
polarons, '04-!!l 
polyprp1ides, 52,, !!125, !!12!1 
polyribosomcs, !!126-2!1 
Pons Asinorum proof. ~i. 66~ 
Poot B, 418 
Poot F, 427 
popcorn, 104, 124-2!!1 
popping, 127-,!!l, 1!14-85 
popping-IOnic, 105-6, 116-17, 125 
porridgr. 4'1 
poru of access, 670-71 

Pose, Emil, ' ' 
pnsl~nding rndings, ,!12, 40' 
postal sysirm metaphor, 66' 
postula1es of geomr1ry, 90-91, 92-9', 407 
potentially rndlrss srarches, ,96, 400--402, 42!!1, 

400--401, 444, !!182-8, 
pq-syscrm: comple1rness and consis1ency of, IOI; 

drcision procrdurr for, 47-49; r><prrssivr weak
ness of, IOI, 221-22. 407, 417; horsr-apple
happy in1rrpreta1ion of, 51, 88, 2t!!l; isomor
phisms and, 49-!!l,, 158, 625; modifird, 87-88, 
92-9', 102; surprisr in1rrpreta1ion of, !!12-5,, 
94 

prrdicair calculus, 609 
prrdicairs, numbrr-1hrorr1ical, 208-9 
prrdictable lrnninalion, 400, 407, 409-18, 420, 

441, !!182; >tt a/Jo unprrdictahlr bu1 guaranlrrd 
lrnnina1ion, 1rnnina1on 

Prtluik, ''7. ,8,, 460, 686, 7,7, 7'9 
prrtudrs and fugues, 2~. 3'5: >tt a/Jo 

fugurs, WrU-TempmJ Clavier 
premise, 184 
p~roccssing, 647, 650, 659 
Pn!siden1 v. Supremr Coun, 692 
primary slructurr: of procrins, !!119-22; of 1y

pacnzymcs, !!ill, 512 
prone numbrn, 58-!!19, 64--07, 72-74, 149, 

211-12. 4". !!l!!ll-58. 6t!!l; difTrrrncn of. '9'. 
'95--98, 400, 416; su,ns of. '9'-96, 400, 414 

primilivr rrcursivr 1ru1hs. 407 · 
primi1ivr f'ft'Ursivi1y. 406. 407, 414-20, 422, 424. 

429-'0, 440, 441 ...... 4!!11, 466. 472 
PnrarifJtn .\f~<1. l~l!I. 21. 2'-24, 2'111, 

618-19 
Prinl GaU,,., (lKher). 15, 714-17 
prinlrr of 00mpucrr. '01, '07 
problrm rrduction. 609-"; wlf-applird. 6" 
problrm spaces. rrprrsrn1a1ion of, 611-" 
procrdurcs, 1-'2-'4, l!!l0-51, 292. 410--l!!l, 418-20. 

424-28; chains of, 4"-14, 415, 418 
pnxruon (compu1rn), 504, !!l", 547; -""" cen-

1ral procrssing unil 
produciblr numbrn, 264-6!!1, 269-70 
program spacr. 299 
programs: in Analvtic:al Engiur, 25; in BlooP and 

FlooP, 410--15, 424-26; Blur. Grttn, Rrd, -
Blur, Grren, Rrd programs; chess-playing, ,.,, 
chess programs; constructrd by programs, 589, 
629-,2. 664; '.'5 data, 29'. 692; for detrnninil;ig 
rnzymr funcuon, !!121-22; for drirnnining phr· 
nocypr, !!l,2; for detrnnining 1rniary llructurr, 
521-22; familirs of, 50,, 546; for grnerating 
1heorr".'s, 471-7'. 578, 615, 617-18; high-lrttl 
companson of, '80-81; for naming ordinals, 
476; rrcunivr slru<turr of, 149-50; srcond
ordrr, lhird-0rdrr, etc., 476; srlf-modifying, 
152, 692; self-rrproducing, 498-504, 547; for 
1ransla1ing programs, 291-94; vs. data, 499, 
!!l". !!131, 546-48, 616-17, 6:W, - also uar vs. 
mention: vs. programmrn, ,06, 7'4-'7; SN also 
compuirn, compulrr languages, Al programs, 
rte. 

Prokofirv, Srrgri, 150 
pronoun rrfrrrncr, 587, !!191, !!192 
proof-pain, 416, 08-4,, 446-47, 450-!!lt, 

4!!12-54, 466, 468, 469 
proofs: na1urr of. 18-24, 58--00, 88-!I,, 19'1-97, 

227-28, 4!!18-59, 578, 707-8; as nrvrr abaolu1r, 
191-94; of proofs, 192-9'; vs. drrivations, ,!!l, 
19', 194-95 

prophasr, 665~ 
Proposi1ional Calculus, 181-97; rmbrddrd in 

TNT, 195, 197, 207, 215-17; as an rpi
phrnomenon, !!178; inirrpretations of symbols 
of, 186, 189, 191-92; rules of infrrrncr, jUlli
fird, 188--89; rules of infrrrncr, prnrnird, 
181-87; rules of infrrrncr, tablr of, 187; 
s1rramlinrd, 19'-94; varianl5 of, 195; ways IO 
improvr, 19,-94; 196-97; wraknrssrs of, 
195-97, !!178; wrll-fonnrdnrss in, 181-8' 

protrins, !!117-18, 544-4!!1; as procrdural knowl
rdgr, 616-17; as programs, data, inlrrprrlrn, 
processors, 547; ,,, a/Jo rnzymes 

prococn>t' principlr, '!!12 
provabili1 y, 18, I 0 I 
Prudrncr and lmprudrncr, 191-92, 229 
pruning, r><plici1 vs. implici1, 286 
pseud~igenesis, 5'1-'2 
psychic powrn, 693; "' a/Jo ESP 
Ptolemy V Epiphancs, 16!!1 
Puddk (Escher), 256 
pulling-0u1 (mechanisms), "" decoding (mech

animls) 
punctuation, 33, 268, 440, 510, 512, 520, 524-25 
purines, 506--7, 514, !!116, 5'4; "'a/Jo nucleotides, 

basrs, base-pairing 
purposeful vs. purposelrss brhavior, '20-22 
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pu.tKnrn. 124-25 
pt.Uhing. 127-34. 184-'15 
pushing-potion. I05--0 
Pushkin. Arunder. 124 
puzzln. 8, '3-35, 62--03, 67, 73, 137, 182, 212. 

21!'>. 2'10, 401. 415-17, 425, 442--43, 444, 
512-13, 564-56!'>. 609. 621-23, 646-60, 689 

pvr.imidal familv of 1hnnnns, 221-25, 4!'>0-53 
pvrimidinf'S, 506-7, 514, 516, 534; .,, aho nu-

drotidrs. '-· ba.'l('-pairing 
Pvthagmas, 418. 556-.~7 

QCnl. 137-38, 152, 265, 409 
quamifit-n, 207-9, 210, 211-12. 214. 217-19 
quanlum mn·haniu, 19, 54, 140--46, 3!'>0, 455, 

457. 699; '" alw panidt"S 
Quanu, Joa. him, 4 
quarks, 304, 305, 350 
quasi-isomorphi.'m~. "' i.\omorphisms, ffuid 
qualemary suuc1urr, 525 
Qu ... 1ions anrl Spec·ula1ions, 676-80 
Quinr, Willard Van Orman, 4H, 446, 449, 699 
quining, 431-37, 445, 446. 449, 497-99, 531 
QUIT cBk10P). 412 
quot.ilion, 426, 431, 433-37, 496-97, 702, 738 
quo1.i1ion marks, 33, 434, 4911, 499, 702 

Ra•·hmaninoff, S..rgri, 150 
RAC:REC:IR, 738 
radio broMka.•L•. 12R, 163. 169. 353. 478. 545, 720 
Ralll.ilnujan. Srinivasa, 562--06. 614 
randornn"''· 408-9, 620. 673, 712 
rational and inalional numbrrs, 140--42. 418, 452, 

556-57 
ra1ional vs. irra1ional, in human hrad. 575-77 
rat• in mvt"S, 342 
RauS<henbrrg, Rollt"n, 703 
r.e . ..-L•, '" rnursiveh enumrrabll" sels 
reading frame shifl, 154. 525 
n·ali1v. nalure of, 409 
rrarr.ingemm1 of pans. 78, 333-35, 484: _,,, also 

..-lt~assemblv 

reasoning alx>lll formal svs1ems, 38-39, 66. 
260-72. 438-52, 465-71, 579-81 

rea.cming bv pmgrams, .569-70. 577-78, 586-93. 
606-7, 609-11. 614-15, 61!1-19. 628-32 

rrrngni1ion: moln-ular. 540--41; visual, 346--48. 
646--02; vs. pnx!U<·1ion, 648--49 

rrrngniz.abll" forms, 6!I 
rnurnbina1ion, 657. 665--09 
rn11rd pla\ers: alien-rejr<1ing, 487-88; Epsilon

Zem, 4!16; fam11\· ,,f, in C:rab's jukelx>x. 154-57: 
(;rand S..lf-assembling. "' rrrnrd plavrr EJ>' 
silon-Zrm; as informali<>11-revrall"rs. 158--01, 
164; in1rinsi< vulnerabili1v of. 75-78, 1112. 424, 
470, 4!13-86, 536. 543, 5!14, 721, ·'" also 
'fr1deliza1inn, TC-banles, e1c; likrnrd 10 formal 
svslems, !14. !15; lo,.-fideli1v, 77, 85, IOI, 406-7, 
470; Omrga, 78, 46!1. 483-84; !'lumbrrs 1, 2 ... 
e1t.. 76-77; Tonoisr-chomping, 483, 487-88; 
IWO-<hannel monaural. 634, 669; "' aL1o 
jukrbox" 

rt~ orrk .t .. fn·1iH·. 102. as informalion-brarrrs, 
158, 160--01, 164; as labyrin1hs, 12B-24; wi1h 
muhiplr rnrlnclirs, 154-57; as phonograph
brralr.rrs. 75-78, 83-85, 271, 406-7, 424. 469, 
4!14. 486. 536, 543. 584; smashed, informa1ion 
in. 161: in spacr, 162-M. 172, 174-75; of Wtll
T""'f>",d <:/a,.,r given IO Crab, 275, 278-80 

rnurds. and record plavrrs, likrnrd 10 cellular 
mnsu1uems and cells, 83, 158-M, 167, 175, 536 

rnursi<m: avoidancr of infini1r rrgress in, 127. 
134-35; avoidance of paradox in, 127: drlinrd. 
127-29, 131-35; rrmrman panides and. 
142--46; fanW)· rulr and, 184-85; in gamr-plav
ing programs. 1!'>0-51. 604-5; indirect, 134, 137; 
in languagr, 13B-34. 588, 591. 59'l; in musk. 
121-23. 129-30; and unpredi<labili1,-, 152; _.,., 

al.IO nes1ing, lrvrls, diS1inc1 vs. 'limilar. lrvel
confusion. rl<. 

rrrursive acronyms, 113, 133, 134-35, 738. 742 
rrrursive diagrams, 135-37 
rrrursive hgu~. 67-70, 72. 73 
rrrursive formula, of 1hinking, 560 
rrrursive funrtions, 136--tO, 152. 430, 455; w alw 

grnrral rrrunivi1\-, primi1ivr rnursivi1v. BlooP, 
FlooP 

rrrursive gr.iphs. 138--43 
rrrursivr sniurnct"S, IS5-38, 139 
rnursive srts, 72-74. 152, 191 
rrrursive struclure of ideas. 386-87, 560. 621, 

644--45, 6!'>0, 6!>6-57. 669, 671-72 
Rnursive Transi1ion Nrt,.nrks, 131-34. 136, 145, 

l!'>O, 62B-21 
rrrursivel\· rnumerable sels, 72-74, 152. 191, 265, 

269 
rnursiveh· rrla1rd nota1ion-ws1ems. 475 
Rrd Programs, 427-2!1 
Rtddiag (NJ. 428. 429 
rednrss, subjeaive and objeaive. 7 IO 
rrductioni!.m: ddinrd, 312: pro1rins and, 52B-22; 

-'"also holism vs. rrductir>nism, sraling-ofT 
Rrdunionisl's Dill"mma, 522, 709 • 
reenlranl code, 387 
rrfrigrramrs, .w record players, low fidrli1v 
regis1ers, in compulers, 289 
rrla1ivi1v. 19, 96, 100, 680 
R,iatrviry ( Eschrq, 97 -98 
rrll"vani implka1ion, 197 
renormalization, 142--46, 258, 304-5, 309 
rrpratabili1y, .w Godrliza1ion. TOdrliza1ion, diag-

onal mrlhod, Escheriza1ion, T<:-baurries, an
swrr-St·hemas 

rrprrsen1abili1y. 4U7, 417-18, 430, 441. 443, 444, 
451. 466, 468, 579-80 

reprrsentalion of knmd,_'<ige: in Al, 569, 615-21, 
62~32, 641-59, 6644'5, 668-72; in brains,,,, 
svmbols, localiza1ion 

rrpressors, 544-45 
Rtptik.1 (Eschrr), 116-17 
Requirrmml of Furmali1v. 33, 52, 65 
rr1rogression, 8-9. 81, 146, 200, 208. 500-!'>01, 

549. 666--08, 723-25, 737-38 
re1um addresses, 128, 133 
rrvela1ion, 160--01, 175 
ribo, oomr, 236 
ribonucleic acid, ,,, mRNA, rRNA, 1RNA 
ribosomal RNA. su rRNA 
ribosomes: as modrls for Al, 662, 663; moll"cular 

canons and. 527-28; need for in DNA's selr
rrp. 530; origin of, 528, 548; as self-as..embling 
objrru, 485-86, 542; s1rue1urr of, 528; as lrans
lamrs of Grnetic Codr. 485, 518-19, 522-25, 
547; in Typogene1ics, 512 

ricercar, definrd, 7 
RICERC:AR (E). 7, 727-42 
Rippkd Surfaa (Eschrr), 256-57 
RNA. "' mRNA. rRNA. 1RNA 
RNA polymerasr. 527, 530. 544 
robo1 in T-mazr, 711-13 
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ropes, lhin and Ibid<., 229-30 

Rose. Strvrn. 342 
Rose11a •!Onr, 165. 166 
Roszalc.. Throdorr. 5 74 
Roussrau, Hrnri. 6!10 
Ro\-al Theme. 4-IO. 96. 719. 739-40 
rR. ... A, 528 
RTN's, '" Rnursivr Transi1ion Ne1,.·orks 
rult"-rss svstems, 598, 685; "" al10 formal n. in-

formal svstems 
rules: arithmetical \·s. 1vpographiral. 262--04. 269: 

Ranrned in10 s1ring5. '" 1hrorrrns \·s. rulrs; in-
1rUigrnce and, 26-27. 559. "' aiw brains and 
formal systems 

rules of inferrncr: of C-sn1em. 65; n>fllparrd 
with rnzymes, 509-IO, 513. 531; definrd, 34-3!'>: 
derivrd, 193-94; of MIU-s,·s1em, 34. 'lfiO; of P
svs1em. 74: of pq-svslrm. 47; proposrd. 66. 221: 
of Propoo;i1ional Calculus. 187; recursi\·e enu
mrrabili1y and, 152; run barkwards. 48--49, 182; 
of 310-sv·strm. 263; of T!'IT. 215, 217-20. 
223-25; of 1q-sv·s1em, 65; of TVJX'l(l"llelio. 
509-10 

rules of produaion, '" rulrs of infrren<·r 
run-0f-lhr-mill sets, 20-21 
RusseU, Benrand, 18-24 
RusseU's paradox, 20-21. 685 

Sacchrri, Gimlamo, 91-93. 99, 452. 456 
Sagredo, .w Salvia1i, el al 
Salviati, Simplicio, Sagrrdo, 408-9, 478-79, 673, 

694 
samrness: of ASU's, 375; of BACH and CAGE, 

153-57; in Bongard world, 650-53, 657, 660. 
664; of buuerflies. 14 7. 369; of demi-doubll"1s, 
669; elusiveness of. 146-49; of Escher drawings. 
147: of human and machine imrlligenre. 337, 
379, 679-80: of human minds. 341--42, 36~72. 
37:>--77, 382; iniensionalil\ and. 338; met:h
anisms underlying prrception of abs1rac1. 
64f~2. 665--09, 671-72; overlookrd, 614, 674; 
of programs, 38a-82; in self-refs and _self-reps. 
500-4· of semantic· networks, 371; of 1ransla-
1ions i...1ween languagrs, 372. 379-80; univer
sali1v of in1elligence and. 15!1. 501; \·s. 
difTeremness, 153-57; visual, 344-48, 662; -"' 
al.IO copies. isomorphisms, concep1ual mapping 

samrnrss-dr1ectors, stt Sams 
Sams. 6!'>0-53, 657, 664 
Samuel, Anhur. 604-5, 684-86 
Samurl's argumm1, pro and con, 684-86 
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sand castles, 725-26 
saniry vs. insani1y, 19'l, 696 
sa1eUi1e-symbols, stt splining-ofT 
samri, stt enligh1enmrn1 
scar, cyclic, Stt Shepard 1ones 
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Schnirrhnann, Lrv G., 394 
SchOnbrrg, Arnold, 125 
Schrodinger, Erwin, 167 
Schwciltan, F. K., 92 
scit"llCr: and Bongard problems, 659--01; srlf-aJ>' 

plird, 699 
Scot1, Rohen, 366 
scripts, collagr of, 168--09 
scaling-0fT, 305, 309, 3!'>0, 534 
srcondary s1ruaure. 521, 525 
srlf, na1urr of, 316-17, 327-28, 384-85, 387-88, 

695-96, 709-14 
srlf-assembly, sponlann>lls, 485-86, 542--43 

srlf-.iw.irrnns. 406. 479 .. '>73 
srlf-drsnipti,·e .1<ljt0 <11\''-"'· '" Jult>l<>l(I< JI ... 1,...-m-... 
srlf~ngulfing. 489-94. l'J1lnl. 4~1. 49'2: 101.11. 493 
srlf-k11<>,.lnll(e. pos.•il•hl\ ol. 696-!JH. 706 
srlf-lll<xlihinK !{'dill .... 6tli -Sii 
self-moni1orinl(. 328. 385. :18~-Sll. 697, 713 
srlf-prn eplion. 695-!lll: "' ,...1r-1ran .... -..11<le11< e. 
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srlf-pmgrJtmnrd ob1"<1<. fill!'>-Sti. 691-9'2 
srlf-pn>'-inK sen1em .... :>42-4:1 
srlf-<jUc>ling !lt'lllen<·r. 426. 496-97 
self-r!'ferem·t": Ba,h J11<I. 86; b,uming. :.!1-2:1; '" 

muse of es.,...111ial imunplr1e11""s, 465. 4 70-71; 
tixusing of. 4'.i8. 443, 445--48; (;.Mtelian. 17 -18, 
271. 44 7 --49. 4!17. 51r1. 5'.i3. 66 7. 738; imlirn 1. 
21. 85. 2114. 436-:li. !'>trl. 667. 7'.i8-3!1; mdln· 
ll"velrO, 742; nrJr mi.s. 4:17; Quine mrthcMI. 
431-~7. 445--46. H9. 497-99. 5:11; b, 1ramla-
1ion. 502 

srlf-referenre Jtxl srll-rt"pli<·a1ion, «>tnparrd .. '>30. 
533-34. 541--43 

self-rrferential semen<· .... 435-37, 477. 4!15-9;. 
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self-rep: b\· augmema1ion. 503; <·anons amt, 501. 
. 503; di!Teremia1inl(. !'146; epigrnrsi• and. 160; 

bv error message. 503; inexa<1, 500-503. 546; 
b~ relrogrdde motion. 500-501; bv 1r.insla1ion, 
501; lriv~tl, 499; I\ p<'l(t'llt'lic al. ~12-13 

self-snuffing, 701-2 
self-swallowing sets. 20 
self-syrnlx>I. 385. 3!17 -88, 709; frrr will and. 

7I0-14; inevi1abili1v of. 388 
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semantic· classes, 621. 630 
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work 
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Srmences P and Q, 43~37 
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se1 lhrory. 2B-23 
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Shandy Doublr-Dandy, 611 
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Shrpard, Rogrr, 717-19 
Shrpard 1onrs, 717-19 
shirlding of lowrr lrvrls, stt inaa:essibiluy 
SHRDLU, 586-93, 599, 627-32, 674 
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SirrpilislU, W., 404 
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simplici1y. 172, 560, 615 
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works, 571-72 
Six-Part RicrrCM (Bach), 4-7, 719, 739--42 
skaier metaphor, 412-13 
skrletcKJs (recursion), 140--41; "'' also bottom 



•kimming oil top ~vc:ls, 309, 325, 326, 358--59, 
5614-79 

•linkv. 337 
•lipp;.I!". lOfllC:p!IJal, 633-40, 641-44, 654-!>6, 

ri72; '" al.10 wncc:piual mapping 
Sloth, 633-40, 643, 681-413, 722 
.\lodt <.an"" (Bat·h). 9, 666, 683 
.\ltlllt <.anon (l>iak1gu<"), 738 
SUYIHs, 6114-719 
•kll•, 645, 650-53, 656-57. 668 
Smallialk, 662 
•man-\lupids, 721-42 
Srrwlt.r Signal, 67, 702 
SMUI, 6, 80. 155-57, 202, 682, 718, 740 
soap take:, 497 
sof1-kJUds, '" pianos 
"if1warc: and hardware:: in hrain, 346, 356-57, 

6116, 709; ddinffi, 301 
"ildic-r anl•, 31!1 
S1mata /11r Una1.,,-1mfxmim Achil/,.1, 502-3 
Sonala for violin and davic:r in F minor (Bach), 

162 
Sonaias and pani1a. for unanumpanic-d violin 

(Bath), 62, 63, 70-71, 257, 502 
\<1111(, sdf-rt"prcKlu.-ing, 500 
"Song Wi1holll Tim<" or Sc:ason, A", 483 
"'"K'· rnumhinam, 607 -ti 
\<lllnc:1s, 596, 60!!, 736 
soulism, 3!15. 472, 574, 597, 686, 70!1 
span.-.: ahslra<1, 457; of bc:havior, 306, 307, 363, 

621; of im<"gc:rs, 502 
spar.. lire, 670 
Spt•1 I"\, Rogt·r. 710 
Spht·x wasp. :ifi(µjl, 61~14 
spiderwc:hs, 371-72, 617 
splining-oll, 353-54, 664; _,,, alw t·lasses vs. in

startn."5 
slat-ks, pushdown, 127-35, 136, 610-11 
sianing pusilions in An of Zc:n s1rings, 239-40, 

241 
StaU of(;,,,,., (Magrinc:), 481 
s1a1istiul mn·hanics, -'" gases 
S1c:iner, c;..o., 166-67, 642-43, 670 
s1 .. n1. Gunlhc:r, 514 
suimath pmrrs"", 5 72 
•lrd1ids: of DNA and RNA, 514-18; in 

Tvpogenetics, 508-13, 514 
S1rangc: Lcxips. abolishmc:nl of, 21-2'.\: wilh Bah

hagc: and Turing. 737; in Barh, 10, 719; in 
Cc:mrdl Dogmap, 534; consciousnc:ss and, 
709-10; n1111...-1rd wi1h fc:ffiback, 545, 691; dc:
finro. 10; in E-..hc:r, 10-15, 714-17; in Godc:l, 
15-17, 24; in govc:mmc:nl, 69'l-93; in language:, 
22, 691; in Ill<" mind, 27, 691-92; in morcular 
biolo10·, 231, 532-34, 545, 546-48; in Priruipu1 
Matlimuuica, 24: surprise: c:~mc:m n....-t'Ssarv in, 
691; in TNT,_.,, TNT, immspet"lion of;-"~ alw 
Tang~ Hieral"fhirs: le\"d-mixing. lnel
nmfhns. lrvel- ronfus1011, t"lt.. 

Slrttl nuisancn, 25, 726-27, 729 
meno, 314, 7'8 
Siring Manipula1ion Rulc:s, 240-42 
s1ring5: dc:fined, 33-34; folded, 234-44, 427 
strut"lurt" vs. function, 522, 67B-7 l; ·"' alw use \·s. 

mc:ntion, syniax vs. orman1ics 
Sly~. 148, 37( 
SUB (fNT-formula), 444-45 
subbrains, ..,, subs,·s1ems 
subdekrip!ions, c:ic. 65B-51; '" al.so .rn·ursivr 

strut"lure of idc:as 

subframes, etc., 644-45; '" al.so r....-ursi\'r slruc
iure of idc:as 

subject vs. objea, 698-99; ..,, alw dualism. use 
vs. mc:ntion, symbol vs. o1*a 

subjunc-lV, 635-40 
subjunctive ins1an1 rc:plays. '" ins1an1 replays 
su~unctives. Jtt coun1rtfactuals 
suborganisms, '" suhsvstems 
subroutines, 150, 292, 471, 677 
substiiution nota1ion in TNT, definn.!, 224 
substilu1ion rc:la1ionship (ingredirm in GOdrl's 

proof), 443-45, 497 
substraie: of Epimc:nidc:s srmc:nt·r, 5!11, 5!14-415; 

mc:nial, n....-essi1y of, for analogical 1hough1, 
569-71; menial, nonimc:rprr1abili1v of, 570-71; 
menial, simulation of, 571-72: of "pro1eins. 529 

suhsys1c:ms of brain, 385-88, 725 
sub1raction, 52-53, 411-12 
sufficiently powrrful sys1ems, 86, IOI, 406-7, 430, 

460, 530 
Sui1es for unaccompaniffi crllo (Bach), 70-71 
summarizing siring, 221-22, 45B-'>l 
suprrc:onductivi1v, 304-5 
SUpt"rlnlelligc:nu-, 679 
suP<"malural numbc:rs, 223, 453-56, 45!1-59, 467 
suP<"maiural proofs, 454-55 
suP<"nangling, 688 
surre-dlism, 700 
Sussman, (;.oraki, 664 
Swie1c:n, Baron Gollfriffi van, 6-7 
Swi1chc:roo. Q. q., 1!17 
symlx1l-lrvel dc:-..ripiion of hrain, 349-51 
symlx1l vs. ohjel"l, 699-706; su al.so su1*l"1 vs. oh

je<.1, use vs. mc:mion, c:lc. 
symbols: active vs. passivr. 324-25, 327-28, 

337-38; Al realiz.a1ions of, 662-63, 665; in anl 
colonies, 324-28, 330; bordrrlinc:s bc:1ween, 
354-57, 359--60; as brush s1rokes, 351; com
pared wi1h nc:urons. 350, 371; compared wi1h 
ripples, 356-57; concc:piual SCOJ><" of, 350-51; 
dorman1, 327, 349, 355-!>6. 384; form of, 348, 
356-57, 361; free wiU arid, 712-14; funnc:ling 
and, 347; of insel"ls, 360-61; invariam corr of, 
349; join1 aaiva1ion of, 351, 354-56, 359, 361, 
365. 584-415, 664-65, 675; mc:ssagc:-exc.'1angc: 
and, 350, 371, 662-63; modes of at"1iva1ion of, 
349-57, 361; need of. for originali1y, 609; nru
ral suhs1ra1c: of. 356-57, 570; no access 10 suh
s1ra1r hy, -'" inaccc:ssibili1y; ovc:rcrowding of, 
358; overlap of, 348-49, 3!>6-57; potc:mial. 
355-56, 382-84; univrrsal, 375-76; vs. nc:u
rons, 348, 356-57, 361: vs. signals, 325-27, 
349-50 

synapses, 339 
svnlaX vs. orman1ics, 626-27, 630-32, 676; su al.so 

form, syniaaic vs. srmamic 
svstem, boundaries of, 37-38; m al.so jumping__o'!I 

of lhr syslc:m 
Svs1em crash, 116 
s~stems, rrliable vs. unreliab~. 307 

T (Tarsli's formula), 580-Sl 
'l'-conttpl. ·h'-concc:pi. 'r' -concc:pl, 326 
T -even phagrs, 540, 542 
T-~vrl, -"'Ian~ lrvc:l 
lablr of non1hrorems, 66 
Tagore, Rabiridrana1h, 169 
Tang~ Hic-rarc:hies: in an, 704; dc:fined, 10; of 

gc:ll<"lics, 532-34, 546-48. 688; of .meta
ma1hc:matics, 458, 532-34; of mind, 691-92, 

709-10, 719; near miss, 691; in Propositional 
Cak:ulus. 194; of self-modifying chess, 688; of 
Tortoise's reasoning, 177-SO; of Typogenetics, 
!m. 688 

Ian~ levc:l, 688 
Tmguy. Yves, 700 
tape recordc:rs, 485, 519, 523. 525-28 
Tanki, Alfred, 57!h'll 
Tanki-Churc:h-Turing Theorrm, 561, 581 
Tanki's Theorem, 579, 580-81, 584-85, 697 
Taube, Monimc:r, 574 
Taurinus, F. A., 92 
TC-baules, 75-78, 406-7, 424, 467-70, 478, 

483-88, 536-41, 721 
1ea, 153-54, 231, 275, 322-23, 333, 549, 557. 558, 

!>61 
1deological vs. c:volu1ionary vi~poin1, 32B-22 
1dephonc: calls, 61--03, 127-28, 161; obscene:, 431, 

437 
1.:~phonc: systrms, 296, 663 
1.:lephc>nes, 302 
1.:levision, 285, 348, 478, 484, 487-9,, 634-40 
1dophase, 667--08 
1rmpla1es: for Bongard problems, 650-53, 

656-57; vs. instruaions. stt instrut"lions vs. 1c:m
pla1es, programs vs. daia 

1ension and resolu1ion, 121-23, 129-30, 227 
1c:n1ativi1y, 646, 651, 654-!>6, 672 
1c:rmina1ion 1es1c:r, 425-29 
1c:nnina10rs (FlooP), 425-29 
1.:rms (TNT), 206-7, 213, 214 
1.:niary s1ruaure: of protrins, 519-22, 525-27; of 

1RNA, 524; of iypoenzymes, 510-11, 512. 519 
Tc:sler, Lawrence: G., 601 
Tesler's Throrem, 601, 623; '" al.so paradox of 

Al, jumping oul of :ht" sys1rm, c:ssemial in
comple1rness 

1esselations, 68, 69. 198, 667 
1es1s vs. funaions in BlooP and FlooP, 413, 418 
1ex1-handling by compu1c:rs, 301 
T4 phagr, 537-41 
"1he", 586, 629-30 
theorc:m-numbrrs, 264--07, 269-70, 440-43, 451 
1h<"orem-proving, mechanical, 602, 609, 617-19 
lhrorems: dc:finffi, 35; sys1ema1ic rnumrralion of, 

39-40, 48, 471-73, 578, 615, 617-18; vs. non
theorems, 39-41, 66-67, 70, 71-73, 190-91, 
416-17, 560, 579-80; vs. rulc:s, 43-45, 193-94, 
509-10; vs. Throrc:ms, 35, 193; vs. 1ru1hs, 
49-54, 7B-71, 86-102, 190-97, 213, 221-23, 
228-30, ..,, al.so consis1c:ncy, compleienc:ss, 
Giidel's Thror..m, rnnsequent·es of 

lbeseus and Ariadne:, 130 
1hinling, speed of, 679 
30, as possible MIU-numbrr, 265-67 
"1his semc:ntt", 436, 495-98, 499 
lhough1, suhs1ra1c: of, 559 
:In+ I probrm, 400- 2; '" al.so wondrous and un-

wondrous numbc:n 
Thrtt Splints II (Eschc:r), 258 
310-sysic:m, 261-67 
Thru Worlds (Eschc:r), 247, 2!>6 
1hymine, stt nudeotides 
1iklc:. 183, 191-92, 554 
1imesharing, 296, 354-55, 387, 730 
TNT, 204-30; absolu1c: grometry and, 451-52; 

austc:rc:, 211, 214, 216, 268, 442, 534; axioms of, 
215-17, 222-23; as code:, 265-67; consisiency 
of, 229-30, 449-50; c:x1c:nded, axioms of. 
451-52, 466-68; c:x1c:nsions of, 451-59, 465--08; 

Ftl;l'Rl-FIGl'Rl figurr and, 70; as gen<"ral 
metalanguage:, 265-67. goals of. 60; in
comp~1rnns of, '" incompar1 .. nn1; imro1prt·-
1ion of, 17, 194, 267-72. 406, 08, 44~. 449-!IO, 
698. 707-41; as i1s own metaLrnguagc:, 267-72, 
Hl-41i, 514; pligh1 of. pi<1ori;d Vt"rsion, 71; rt"
laxrd, 228: ruin of formation, lab~ of. 21,-14: 
rules of infrr .. ncr, 215, 217 -15; six1h axiom of. 
222-23. 451-55, 459, 465-68; w..11-fonnrdness 
in, 205-15 

TNT -drriva1ions comparrd wi1h mat·hin<" lan-
guage:. 291 

TNT-~vrl, rxplanations on, 708 
TNT-numbrrs, 269-70; _,,,al.so lh4'orrm-numbrrs 
TNT + G, 465-67, 471 
TNT + G + G', <"lc .. 467-71 
TNT+ -G. 467 
1obacco mosaic viru•. 484-415. 542. 54' 
TOdc:liza1ion, rrpra1abili1y of, 76-78, 424, 467-70, 

483-86; '" al.so Godrliza1ion, essenlial in
complr1rnns. answl"r s<·hrmas, l"IC 

Toorl's Th....,rc:m, 486, 536 
Tokusan, 189-90 
Ionic, musical, 121-2,, 129-30 
Tonoisc:: answrr-sch .. mas and, 475; Carroll para

dox and, 46, 193, 684-415, 69': Crab <:"""" and, 
204, 6titH\7: drl(<"Ilrralt' solulion b,-, 66!1; 
lliophJlllint• rqua1ions anti. 459-4ill; as 
harpsichord, 502; ini1ial lrurr of. 231, 507, 667; 
m<"ntionrd, 102, 170, 267; origin of, 28-29; pic
IUrt' of. 42; rn·ursion arwl, 121l-30; 14!1; use: of 
words by, 181; vs. Crah, 84-86, 271, 406, 424, 
467-69, 540, 543; Zrn siring made: by, 272; in 
ZET cydr. 94-95 

Tonoisr-pain, 416, 441,. 448; comparrd wi1h 
proof-pairs, 441, 448 

Tonoisr propt"ny. 395-97, 415-18. 425, 426, 441, 
448 

Tonoise's lovr song, 435-36 
Tonoisr's mr1hod, su Tiidc:liza1ion 
Tozan, 190, 255, 257, 479 
1q-sys1em, 64-67 
1ranscc:ndrn1alism, 704 
lranscription: DNA 10 mRNA. 517, 524, 527-28, 

530, 533, 536, 538, 540-41, 544-45; DNA 10 
1RNA, 425; koans IO messengc:rs, 2'5-36. 2'8, 
239, 242; lc:nc:rs 10 note:•. 83; prc:veruion of, 
544-45 

lransfrr RNA, '" 1RNA 
1ransla1ion: br1ween compu1c:r languages, l!l'l-95, 

297-98, 306, 380-81, 547, 632; between ~vc:ls 
of a brain. 349, 381-84. 709; br1ween na1ural 
languages. difficulties of, '72-73, 379-80; br-
1ween TNT and mc:1a-TNT, 267-72, 441-46, 
709; of CriMt and Pu.Wltlllnrl, 379-80; English 
lo TNT, 209-1,, 215, 417; of "Jabberwocky", 
372-73, 379; lc:vels of fidc:lily in, '79-80; mc:
chanical, 380, 601, 60'; of messengc:n into 
snings, 234-,6; mRNA 10 protc:ins, 485, 
518-19, 522-25, 527-28, 5'1-'6, 5'8, 545, 
546-48; from N 10 Meta-TNT, 5"; from score 
10 sounds, 8'; in Typogenetics, 509-10, 512-1' 

lransparency 10 usc:r, 629, 632 
lrees: look-ahc:ad, >tt look-ahc:ad 1rees; r....-ursive 

diagrams, 40, 71, 135-37; of 1h<"orc:ms. 40, 71 
lriggc:ring panc:ms of symbols: dc:prndc:ncc: on 

mc:aningless l~wc:r levels, 569; isomorphism br
lween minds arid, '69, 376; isomorphism br
lween physical law and. 362; as kc:y 10 mc:aning. 
325, 327, '50, '60, '85, 609; mffiia1rd by mes-



r 
1riguing pa11rrn1 of symbols !canlinwd) 
oa~. ,!IO, '71; for mrlodies, '64; nouns vs. 
vrrbo, '61; randomnns in, 67' 

1riggrn: DNA as, 160-61; dorrnam 1ymbol1 and, 
281. ,8', '84; framr mcsoagn and, 162; 
jukrboxn and, 160-61, 170-71, 174, !IOO; koan• 
ao, 246; mulli<: and, 162-6,, 281, '8,, 58'; 
oulrr mnoa~ and, 166, 169, 170-71, 174, !IOI 

Trio Sonata from 1hr MM.1it1M Offning (Bach), 7-8, 
720, 724. 726 

T ripitaka. 2 5 7 
1rip-l<"IS, rnVt"r, xn•. I, 28, 273 
1RNA, 522-24, 547, 548 
Troj;ln Honr, 5'8 
1ru1h: capturabili1y by 1ymbol manipula1ion. 
5'~; rluoivrnns of, 694-95; inrxprrssible in 
TNT, 580-81; no1 fully mirrorablr in br<1in. 
584-85; vs. brau1y, 554-58, 584; vs. commrr
cials, 478; vs. falai1y, 70, 71, 2", 228-29, 417, 
!>61. 579-81 

lTonoisr, su ATTACCA 
1uba, flaming, 488-89, 492, 7'5 
Tumlx.lia, 116. 243, 255, 725; lavrrs of, 243 
1uning .. n Al program, 678-79 · 
Turing, Alan M., 26, '89, 425-26, 428-29, 

594-99, 734--42; objrctions IO AI. 597-99 
Turing, Sara, 595 
Turing machinn, ,90, 594, 7'5 
Turing 1rs1, 595-99, 600, 677-78, 7'5-'7; 

ui1hrnr1ic: rrror in, 596; minia1ure, 621-23; 
proposed rrvisions in, 600 

Tunlr's Theorem,'" Toorfs Throrrm 
2. as concrpt. 6 78 
2-D vs. '-D: in Eschrr, 57-58, 105-6, 125. 

47,-74. 524, 689-90, 698, 714-16; in Magriur, 
480-81, 49,-94, 700-1, 705-6; 1rlevision 
screrns and, 488-9,, 7'7: 11ip-lel5 and, su 1rip
le1s 

Tu•o M_JJJnies. T~ (M<1gri11r), 701-2 
T u.,,_Part /nvntlion, 28, 4'--45, 684-86; '" al.io 

Carroll paradox, Lewis CarroU 
2 + '.! = 5,576 
1yprfacr metaphor, 541 
Typrlrss Wishn, 111-15, 610-11 
1yprs. 1hrory of, 21-2' 
1ypnr11ing machinr, 608 
1ypornzymn, 505-1'; binding-prrfr...,ncrs of, 

505-6, 511-12 
Typogrnr1ic Codr. 510, 512, 5", 519 
Typogrnrtics, 504-1'. 514, 519, 520, 529; con-

trasird wi1h MIU-sys1rm, 509-10, 514 
Typogrdphical Numbrr Throry. m TNT 
1ypographic<1I oprralions, drfined, 64 
1ypos. 404 

U, as nomhrorrm of MIU-svs1rm, ,6, '9 
U-modr, "' Un-modr . 
Ulam, Stanislaw, 560, 621, 6 76 
Un-modr, ,9, 98, 254 
Unamuno, Migurl dr, 698 
uncrnaimy principle. "' Hrisrnbrrg uncrn<1imy 

principlr 
undrs, 446--48, 464. 466, 468. 541, 580 
undrcidabili1y. 17, 222, 449, 451-55, 468; cauSt"s 

of, 707-8 
undrfined 1rrms, 92-102, 216, 456; drfined, 9,, 

97 
undrntanding, na1urr of, 569, 675-76. 680 
undrrsldnding mind</br.llns: m<·aning of. 697; 

possibili1y of. 697-98, 706-7 

unicydr, tandrm, 6". 669 
unil5 in Typogrnrliu. 505, 509 
univrnal quan1ifirn, '" quamifirrs 
univrnal 1rigrring powrr. 171, 175 
Unmon, 254 
unobsrrvanl machinn. '6-,7, 674 
unpredi<table bu1 guarameed 1rrrnin<11ion, 400, 

425 
upprr bounds, "' loops, boundrd, BlooP 
uracil, su nuclrotidrs 
usr vs. mrmion, 4'4-,7. 458, 5". 54j, 699-700; 
"' a/.io form, symactic vs. srmamic, programs 
vs. data, symax vs. srm<1nlia. suuc1ure vs. func
tion 

v<1riablrs in TNT, 206, 2"-14; frrr, 207-9, 214; 
quantified, 208, 214, '" al.so quamifirn 

vrrb-a1-1hr-rnd phrnomenon, "0-" 
Vn-bu111 (Eschrr), 257, 7"-'2 
vrnus, Jtt ilCcnsible vs. in<1ccnsiblr knowledgr, 

activr vs. passivr symbols, <1nls vs. am colonirs, 
ari1hmr1ical vs. 1ypogr<1phical rulrs, 8<1ch vs. 
Cagr, brautiful vs. non-br<1u1iful, bouom-up vs. 
1op-down, classes vs. insl<1nces. con1inuous vs. 
discretr procnsrs, drductivr vs. analogical 
awarrness, d~riva1ions vs. proofs, diisscction vs. 
<1pprrciittion of 8<1ch, dis1inct vs. similar levrls, 
rnzymn vs. 1ypoenzym.-.. rxplici1 vs. implicil 
knowledgr. rxplicil vs. implicil mraning, rx
plici1 vs. imphci1 pruning, form<1I vs. inform<1I 
rrasoning, formal vs. inform<1I sys1rms, formal 
sys1rms vs. reali1y. grnuinr vs. phony koans, 
high-fidrlily vs. low-fidrli1y. holism vs. reduc-
1ionism, improvBa1ion vs. in1rosptt1ion, ins1ruc-
1ions vs. 1rmpla1es, local vs. global propenirs, 
mraninglns vs. mraningful in1erprrta1ions, 
mrn vs. womrn, minds vs. brains, nouns vs. 
vrrbs in 1riggrring panrrns, 1-D vs. '-D. passive 
vs. active mraning. prople vs. m<1chinrs, plausi
blr vs. implausible pa1hways, Presidrnl v. Su
prrmr Coun, procedur..J vs. drclara1ive 
knowledge, programs vs. da1a, prOl(r<1ms vs. 
programmrrs, purposrful vs. purposrless br
havior, r<11ional vs. irraiional, s<1ni1y vs. insani1y, 
srlf-prrception vs. srlf-1ranscrndrncr, s1ruc1urr 
vs. function, subjrct vs. objrct, symhol vs. objrcl. 
symbols vs. nruMns, symbols vs. sign .. ls, syn1ac-
1ic vs. srm .. nlic form, synl<1X vs. srmanlics, trle· 
ological vs. rvolu1ion<1ry virwpoim, lheorrms vs. 
non1hwrrms, lhrorrms vs. rulrs, 1hwrrms vs. 
Throrrms, 1hrorrms vs. 1ru1h, Tonoisr vs. 
Crab, 1ru1h vs. brauly, 1ru1h vs. commrrcials, 
1ru1h vs. falsi1y, 2-D vs. '-D, usr vs. mrn1ion, 
wrighl vs. mass, womansering vs. srring, words 
vs. lrnrn, Zen vs. logic, Zrn vs. words 

vibralions, 76--78, 82-85, 102, 270, 271, 469 
Vier Prnidrm. 670 
ViUon, Fran~ois, '69 
Vinogr<1dov, Ivan M., '94-95 
Vinogradov proprny. '94-95 
violins, 62, 6,, 70, 81, 84, 162, 200. 257. 4'4, 502, 

595, 681, 720, 724 
viru5rs, 5'6--43; likrnrd 10 Hrnkin semrnces. 

542--4, 
visiQn by compulcr, 602, 627 
visual imagrry: Bongud problrms and, 661; 

faucrll and, '64-65; inaccnsiblr knowledgr 
and, '65; lack of in programs, 62': ma1hrma1-
ics and, !>69, 678; nrcrssi1a1ing layrrs of sub-
11ra1r, 570-71; powrr of, "8-,9; role in 

concrptual mapping, 668, 672; rubbing-off and. 
'61-62 

voicrs in fugun and canons. 28, 282-8,, "4. 
'22-2,, "5. 665-67, 669, 68,, 7,7, 740 

Voltairr. Fra111;ois Marir A rour( dr. ' 
vorticrs, 7"-19 
Vuillard, Edouard, '4 7 

Wach1rr, F. L., 9'l 
Wanin, Frank L., 366 
"WASH ME", 608 
WalnfaU (Eschrr), 11-15, 99, 716 
W<11rrga1r. 692 
WatJon. J. D., 667 
Wrasrl, 106 
..·ra1hrr, 302-3 
Wravrr, Warrrn, '80 
Wrirnirass, Karl W. T.. 404 
wrigh1 vs. mass, 171-72 
Wrizrnbaum, Josrph, 599-600, 675 
wrll-formed 11ring5: in An of Zrn S1rin1!5, 2,9, 

242, 244; BlooP puzzlr on, 416; drlined. 5'; in 
pq-sy11rm, 47; in Proposi1ional C,.k:ulus. 
181-8'; in TNT, 21'-15 

W•U-T""/N'td Clavin- (8<1ch). 7. 280-84. 327. '29. "5 
WrU-Tnird Conjrcturr (fourmi). '33-35 
"Whrn Johnny Cornn Marching Homr". 607 
Whi1rhrad, Alfred Nonh. 18. 21, 23-24 
Whi1eh·. C:. H .. 477 
wholn, stt holilim 
Wic-nrr, Norbrn. 684 
Wirsrl, Ton1rn. 34'.\ 
will: frer. '" frtt will; mrchanical. 684-86; n><>ls 

of, 684-86 
Wibon, E. 0., '50 
Winogr<1d, Trrry, 627-32 
Winslon. Pa1rick Hrnry, 299 
wishrs, mr1<1-wishn, r1c., 109-16 
Wi11grns1rin, Ludwig, 680, 699 

Wolff. Chris1oph. '92 
womansn-ing vs. 1ttinl{. u•a.afUu mrn \'!. "'omrn 
wondrous and un .. ondrous numbrrs. 4110-2. 408. 

415. 418. 425 . 
Wooldridgr, Dun. '60 
words: in compu1rrs, 288-90. 29~. 411. ... pro

grams, 629-,0; sprllrd b,.,·kw .. rds. Ill. 418. 427. 
498, !I05. 5". 549, 727. 738. 741); 1hough1s. 
form<1I ruin. <111d . ..,, main 1hrsrs. vs. lrnrrs. 
'25-27. 570, 571; Zrn <1lli1udr aow<1rds. 246. 
249. 251-54 

workrr .. n15, '18 
working insidr 1hr svs1rm . . •H Mt"<·h,.mul modr 

vn-answrn, 461-64 
\'ngvr. Vic:1or, 620 
Young, LaMom<", 700 

Zrn Algrbra. 577 
Zrn Buddhism: Afhilles lrdl·hn 1hr l"onoiSt" 

aboul. 2"--45; compu1rn .. nd. 625-26; Cr<1b's 
rrfrigrraior <1nd. 406-7; EM·hrr <1nd, 255-58; 
holism vs. reductionism ilnd, '12-13; inrnnsas
lrncic-s <1nd. ,,. Zrn v•. logic; imroduuion IO, 
246-59; jumping uu1 of lhr svslrm <1nd, 2". 
255, 479; music, .. n. <1nd, 699, 704-6; Mys1rry 
of 1hr Undrcidable <1nd, 272: nonrxis1rm·r ;md, 
254-55, 698; p;oiriarchs of, ,0, 2,2, 252, 259; 
qu<1si-, 625-26; U-modr and, ,9, 98, 254; vs. 
logic, 99, 2"-'4, 249-51. 254; vs. words, 246, 
248--49, 251-54; Zrno <1nd, 'O 

Zrn S1rin1!5, An of, "' An of Zrn Siring• 
Zrnfunny. 8tt1hovrn's Nin1h, 6'4 
Zrno of Elea, 28, 29-'2. 94-95, 144. 146, 2,2, 

610, 681. 704, 722 
Zrno's par<1doxn, 29-,2. ,5, 4,, 146. 610 
Zrn1rncn. 186-90 
ZET-cydn, 94-96, 689 
zooming in, 645, 671 

The main text of this book is in the Baskerville t}·peface, 
using Quadrata for the Chapter headings and subheadings. 
The text was set on a Mergenthaler Variable Input Photo-

typesetting machine at Stanford, California. 




