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Introduction

One of the most striking facts about human beings is that we live in a world that
is, to an unprecedented extent, populated by our own creations. We are literally
surrounded by artifacts of all shapes and sizes, ranging from simple objects,
such as tables and chairs, to vastly complicated feats of technology, including
televisions, automobiles, computers, power grids, and water-treatment plants.
Given their prevalence, it is only natural that we should take these things for
granted. But a moment’s reflection reveals the significance of human artifacts for
our daily lives. All you have to do is look around you. As Henry Petroski has
remarked (1992, p. ix):

Other than the sky and some trees, everything I can see from where I now sit is artificial.
The desk, books, and computer before me; the chair, rug, and door behind me; the
lamp, ceiling, and roof above me; the roads, cars, and buildings outside my window. If
truth be told, even the sky has been colored by pollution, and the stand of the trees has
been oddly shaped to conform to the space allotted by development. Virtually all urban
sensual experience has been touched by human hands, and thus the vast majority of us
experience the physical world, at least, as filtered through the process of design.

Moreover, urban areas aren’t the only ones that are populated by human artifacts.
Just about everywhere on the planet where humans live, you will find both an
abundance of artifacts and a landscape that has been substantially altered to meet
human needs—from the roads and fences that cross-cut farmlands to the docks
that protrude from small fishing villages.

Many artifacts have clear functional uses. They cook our food, they keep us
warm and dry, they take us where we want to go. But human artifacts aren’t
purely utilitarian objects. They also have enormous cultural value. There is a
big difference between driving a Volkswagen Beetle and a Hummer, or between
wearing the latest Armani suit and an old pair of ripped, baggy jeans. The artifacts
we surround ourselves with speak volumes about what is important to us, what
groups we identify with, and who we are as individuals.

Artifacts are also important because of their potential to reveal distinctive
features of the human mind. The image of ‘man the tool-user’ has been
complicated by recent discoveries about the ecology of non-human animals (see
Gould, this volume), but it is still quite reasonable to point to theoretically
significant facts about human artifacts that may distinguish us as a species. Even
if non-human animals might be said to produce artifacts of their own—as when
chimpanzees employ small branches to collect hard-to-reach termites—it bears
explaining why we humans are so much more prolific in the types of artifacts we
create and why we are so much more flexible and creative in how we use them.
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Humans clearly outstrip all other animals in our technological accomplishments.
Why is that? Is it because we have a more powerful general intelligence? Is it
owing to our possession of natural language? Is it because we have specialized
cognitive systems or a special sort of psychological organization?

These are just a few of the questions that this book aims to address. Our goal
has been to bring together theorists from a wide variety of disciplines that have
a shared interest in the nature of artifacts and their implications for the human
mind. The book is divided into four parts, although we should say at the outset
that the divisions are somewhat artificial and that many of the chapters bear
heavily on the issues that are featured in other parts of the book. We view this
interplay of thought across subject areas and disciplines as a gratifying outcome
and as a clear sign that researchers coming from rather different backgrounds and
perspectives have a lot to say to one another.

Part I is primarily concerned with the metaphysics of artifacts. In one way
or another, all of these chapters are concerned with the existence and nature
of artifacts, for example, the question of whether artifacts are mind-dependent
entities and whether being mind-dependent would make them any less real than
other sorts of entities, especially natural kinds. Not all of the authors maintain
that artifacts are mind-dependent, but among those who do, there is a further
question about how artifacts depend on our thoughts about them. For something
to be an artifact of a certain type (e.g. a chair) does it have to be the case that
its creator had a specific intention in creating that object? And is there a way to
distinguish the intention that may be necessary for an ordinary artifact from the
intention that may be necessary to render something a work of art? Finally, one
further question that is addressed in this section is whether it even makes sense
to distinguish artifacts from natural kinds. On views according to which artifacts
aren’t mind-dependent, the distinction may seem artificial. But there are also
numerous examples that challenge the distinction on intuitive grounds.

Part II is primarily concerned with concepss of artifacts and the caregories
they represent. Just as artifacts are ubiquitous in human life, so thoughts about
artifacts are also ubiquitous—much of our daily thought is concerned with
artifacts, making artifact concepts central to the study of concepts in general.
Also, irrespective of the metaphysical dispute about the mind-dependence of
artifacts, there remains the purely psychological question of how we do in fact
think about them. For example, under what conditions would people think or
say that something is a boat? Would it affect things to learn that the object lacked
the function that is ordinarily associated with standard boats? How about the
appearance? Is it possible that our judgments about artifactual identity are highly
sensitive to the contextual features of a cognitive task? And what can we learn
about artifact concepts by looking at case studies in neuropsychology and in the
rapidly developing area of neuroimaging? Finally, Part II takes up the question
of whether words for artifacts, and the concepts they express, pick out their
referents without embodying a description of what they refer to. This approach
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to semantics is popular for natural kind terms and concepts but previously has
received less support in discussion of artifacts.

Part I1I is primarily concerned with cognitive development. To what extent are
infants able to categorize their experience in terms of artifact-related concepts,
as opposed to simple low-level perceptual properties? At what point in cognitive
development does an understanding of artifacts emerge? Are there important
stages that children go through in developing artifact concepts? This part of
the book also explores whether there are innate domain-specific systems for
representing artifacts or whether the adult competence is based on a confluence
of more general systems.

Part IV is primarily concerned with the evolution of artifacts and the use of
artifacts by non-human animals. One facet of this issue is the widespread use
of tools or tool-like entities among non-human animals, from chimpanzees to
birds to insects. Another is the dispute about whether the underlying cognitive
mechanisms are different for these animals than for humans. Yet another is the
fascinating question of what can be said about our hominid ancestors and the
role that artifacts play in helping us to determine when and how the modern
mind first appeared.

This book has been in the works for a long time. We want to express our deepest
gratitude to the authors and thank them for their patience. Thanks also to Peter
Momutchiloff of Oxford University Press for his support of this project.

Eric Margolis and Stephen Laurence
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1

Social Ontology and the Philosophy
of Society!

John R. Searle

The argument of this chapter will be a summary of some of the themes in
my book The Construction of Social Reality> and a continuation of the line of
argument I presented there. I want to make a plea for a branch of philosophy
that in English speaking countries does not yet exist. It is what we might call
the ‘philosophy of society’ and I see this subject as centering essentially around
questions of social ontology.

We already have something called ‘social and political philosophy’ and we have
the ‘philosophy of social sciences’. But if you look closely at those disciplines you
find that social and political philosophy really tends to be political philosophy.
And the philosophy of social sciences really tends to be about questions of
methodology in the social sciences. What I'm going to urge is that, in the sense
in which there is a separate branch of philosophy that we now think of as the
philosophy of language, but which didn’t exist at the time of Kant and Leibniz,
we should think of the philosophy of society as a separate branch of philosophy.
And we should think of such topics as the nature of the appropriate methods
in the social sciences, which you get in the ‘philosophy of the social sciences’,
or ‘the moral implications of social organizations’, which you get in ‘social and
political philosophy’, as special topics within the philosophy of society. In this
chapter I am going to make a plea for the central branch of the philosophy of
society which deals with the question of ‘social ontology’.

1 This chapter is based on a lecture originally delivered at The Einstein Forum in Berlin and
subsequently published in Analyse und Kritik, vol. 20 (1998), copyright John R. Searle. These
ideas are developed further and improved in John R. Searle, “What is an Institution?,” journal
of Institutional Economics, vol 1, No. 1, June 2005 and ‘Social Ontology: Some basic principles,’
Anthropological Theory, vol. 6, No. 1, 2006.

2 John R. Searle, The Construction of Social Reality. New York: The Free Press, 1995.
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The question is: ‘what is the ontology of social reality?” To begin with,
I am going to make an assumption which I won’t justify in this chapter.
The assumption is that we should abandon the traditional Western distinction
between mind and body. We have in the Western intellectual tradition been
cursed with this dualism, with the idea that there is a fundamental distinction
between the mind and the body, between the mental and the physical. And
in some respects the situation is made even worse by those philosophers who
say that in addition to two worlds, we also live in a third world. Philosophers
such as Frege and Popper, and more recently Jiirgen Habermas, have said we
should think of reality as dividing into three different worlds. My own view is
we should never have started counting. Descartes started counting and got up
to two, Frege got up to three. I am saying: don’t start counting. We live, as my
colleague Donald Davidson puts it, in one world at most. That is enough for
us. And the basic structure of this world is pretty much as described by physics
and chemistry. Ultimate reality consists of entities we find it convenient to call
‘particles’. They are organized in systems. These systems are defined by their
causal relations, some of those systems are organic systems, some of the organic
systems have consciousness. With consciousness comes intentionality, and when
we have consciousness and intentionality, we have reached the evolutionary
stage of animals, mammals, and especially primates like ourselves, who form
social groups.

1. SOME PUZZLING FEATURES OF SOCIAL REALITY

Now with all that by way of introduction, here is my problem. If you look at
our social life, it is a remarkable fact that there is a class of entities that have
a very important role in our lives, but they only are what they are, because we
believe that that is what they are. I will take an obvious economic example: I
carry around in my wallet these sordid bits of paper. And they are really not
very important as physical objects, but they matter to us. They are examples of
‘money’. Now here is my puzzle: It is only money, because we believe that it is
money, and yet it is an objective fact that it is money. That is, when I go into a
store and I give them one of these, they don’t say: “Well, maybe you think it’s
money, but why should we care what you think?” They accept it as money. So,
here is the initial formulation of my puzzle: How can there be an important and
objective class of entities that only exist because we think they exist?

I believe that when you start a philosophical investigation you have to start
naively, and I am just going naively to tell you some of the puzzling features
about social and institutional reality. After having gone through a stage of naivety
we must become immensely sophisticated in giving answers to our puzzles. I have
never found the algorithm for deciding when you have to stop being dumb and
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naive and start being smart and sophisticated. We shall just play it by ear as we
go along. Anyway, here goes with half-a-dozen puzzling features of social reality.

Problem number one is that there is a kind of self-referentiality in social
concepts. In that it’s only money if we believe i’s money, and it’s only property,
marriage, government, a cocktail party, tenure, a summer vacation, if that’s what
we believe it is. But now, if money is partly defined as that which is believed to
be money, then philosophers are going to get worried. If it has to be believed
to be money in order to be money, what is the content of the belief? It looks
like you are going to have circularity or infinite regress, because if part of the
ontology of money is believed to be money, then part of the definition of ‘money’
is believed to be money, and consequently, the belief that something is money
has to be in part the belief that it’s believed to be money. And that means you
are in trouble, because then the content of that belief is that it is believed to be
believed to be money, and so on. So that’s the first puzzle: how do we avoid
circularity or infinite regress in the definition of ‘money’ if the concept has this
self-referential component? And what goes for money also goes for property,
marriage, government, and all sorts of other social and institutional phenomena.

Let me nail down the problem about self-referendality a lictle more closely
with examples. I said, it’s only money, property, marriage, government, etc.
if we think that that is what it is. This actually has important consequences.
Suppose, we decide we are going to give a cocktail party and we invite the
whole population of a town, and we have a hell of a great cockrail party. But
suppose things get out of hand and the casualty rate is worse than the batte
of Gettysburg. All the same, it’s not a war. It’s not a war, unless people think
it’s a war. As long as they think it’s a cocktail party, then it’s a cockrail party,
it’s just a hell of a cocktail party. This feature of self-referentiality is actually
of some historical importance. I have always wondered, how could Cortez with
150 or so bewildered Spaniards beat the entire Aztec army? Not to mention
Toltec, Mixtec, Aranhuac, and other tribes. Well, part of the answer is, they had
a different definition of what they were doing. You see, the Aztecs were fighting a
war according to their definition. That means you get close enough to an enemy
so that you can hold him without bruising him and later on you sacrifice him
to the Great God Quetzalcoatl by cutting out his living heart with an obsidian
knife on the top of a pyramid. Well, that may be a great definition of warfare for
Central American tribes; but it is very ineffective against Europeans on horses
with metal weapons. So the sorts of phenomena I'm talking about actually
have historical consequences. It isn’t just that we are dealing with philosophical
puzzles.

Now that leads to a second question, and that is, what is the role of language
in the constitution of social and institutional reality? It looks as if in the case
of these institutional phenomena, language doesn’t just describe a pre-existing
reality, but is partly constitutive of the reality that it describes. It looks like the
vocabulary of money and government and property and marriage and football
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games and cockrail parties is partly constitutive of the phenomena. Otherwise,
how do we account for the differences between animals that are incapable of
language and consequently incapable of this sort of institutional ontology, and
language-using animals like ourselves, where the words, in some sense we need
to explain, seem to be partly constitutive of the social and institutional reality?
Let me nail that down with an example. My dog Ludwig is very intelligent, but
there are limits to his intelligence. Suppose I give him a pile of dollar bills and I
train him to bring me a dollar bill whenever he wants to be fed. All the same, he
is not buying anything, and it’s not really money to him. His bringing me the
money is not an economic transaction. Why not?

So far I have covered two sources of puzzlement. The constitutive role of
language and self-referentiality. A third related source of puzzlement for me (and
this has a special interest to me) is the special role of performatives in the creation
of social and institutional reality. For a very large number of institutional facts
you can create the fact just by saying you are creating it, provided you have the
appropriate authority in the appropriate situation and the context is correct. So,
you can adjourn the meeting by saying ‘T adjourn the meeting’. You can declare
war by saying “We declare war’. You can pronounce somebody husband and wife
by saying ‘I pronounce you husband and wife’, and so on with a large number of
cases. Now why is that? How can you create institutional reality just by saying
you are creating it? You cannot do it with everything. You cannot score a goal in
football by saying T score a goal’, or even “We hereby score a goal’. So what is
the difference? What is going on here?

I will give you a couple of more of these puzzles and then we will start to
try to solve them. A fourth puzzling feature of social reality is the complex
interrelations among the elements. They seem to be systematic. So you don’t
just have money, but in order to have money you have to have a system of
exchange, ownership, payment, debts; and in general you have to have a system
of rights and obligations. It might seem that games are an exception because
games are self-enclosed in a way that money and property and marriage are not.
But even in the game you understand the position of a batter and the position of
a pitcher only in terms of understanding the notions of rights and obligations.
And that already involves you in more general social and institutional notions.
So I am struck by the pervasive interlocking character of the kinds of social and
institutional phenomena that I'll be talking about.

There is one last puzzle I will mention. We could go on listing puzzles, but
let’s settle for five. The fifth puzzle that interests me is: though there exists a real
institutional reality of elections, wars, property exchanges, stock markets, and
so on, nonetheless you can’t have an institutional reality without an underlying
brute physical reality. Here is an interesting fact. Money can take a very large
number of forms. It can be in the form of gold or silver or paper or copper, it
can be in the form of credit cards, and some primitive tribes use wampum or
seashells. By the way, most of your money underwent a dramatic physical change
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in the past ten or twenty years that you didn’t even notice. It happened in the
middle of the night. Most of your money is now represented by magnetic traces
on computer discs in banks, and it doesn’t make a bit of difference: you didn’t
lose any sleep at all over this, though there was a revolutionary change in the
physical representation of your money. Now, here is the point. Almost anything
can be money, but at some point it has to have some physical reality. There has
to be something, whether it be gold or magnetic traces, that counts or could
count as money or at least as the representation of money. Why is that? Why is
the physical necessary, and why is there a primacy of the brute physical fact over
the institutional fact?

2. CONCEPTUAL TOOLS NECESSARY TO ACCOUNT
FOR SOCIAL REALITY

Now we have a problem. Let’s go to work to solve it. In order to solve i,
I want to make another distinction that I have been presupposing and that I
think is absolutely essential for understanding our position in the world. There
are classes of objective facts in the world which have to be distinguished from
certain other objective facts in the following regard. Many things that we think
of as real nonetheless only exist relative to observers, in the form of reality that
they have. We need to distinguish those features of the world that we might
call ‘observer-independent’ from those features that are observer-dependent.
Observer-independent features are those that, so to speak, don’t give a damn
about human observers, and here I am thinking of things like mountains and
molecules and galaxies and processes like photosynthesis and mitosis and meiosis.
All of those phenomena are observer-independent. But in addition to them,
there are lots of other phenomena in the world whose existence depends on
being treated or regarded in a certain way by human agents. Observer-dependent
phenomena would include such things as chairs and tables and glasses and
money and property and marriage. So, we need a general distinction between
those phenomena whose existence is observer-independent and those whose
existence is observer-relative.

Typically an observer-dependent entity will have both sorts of features. So
this object, which I carry around in my pocket, has a certain weight, and that
it has the weight that it has is observer-independent. It doesn’t depend on me
or anyone else, it depends on the gravitational relations between the object and
the center of the earth. But this object is also a Swiss army knife, and the feature
of being a Swiss army knife is observer-relative. So we need a general distinction
between those phenomena that are observer-independent and those that are
observer-relative. Typically the natural sciences deal with phenomena that are
observer-independent, phenomena like mountains and molecules and tectonic
plates. Typically the social sciences, such as economics, sociology, and political
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science, deal with phenomena that are observer-relative. And here I am thinking
of such things as political parties, elections, social classes, and money. We can
now specify our topic a little bit more precisely: we are discussing the ontology
of a certain class of observer-relative social and institutional reality.

For the analysis of this social reality I need exactly three devices, three tools to
try to analyse that ontology.

Here is the first one. We need to call attention to the class of entities to
which we have assigned functions. Many of the most common concepts that we
use in dealing with the world, for example, concepts like ‘cars’ and ‘bathtubs’
and ‘tables’ and ‘chairs’ and ‘houses’, involve the assignment of function. It is a
remarkable capacity that humans and certain animals have, that they can assign
functions to objects, where the object does not have that function independently
of the assignment. And I want to make a strong claim about this assignment of
function. I want to say: all functions are observer-relative. It is only relative to
agents, only relative to observers, that something can be said to have a certain
function.

We are blinded to this fact by the practice in biology of talking about functions
interchangeably with talking about causation. But there is a subtle difference. We
do indeed discover such facts as the fact that the function of the heart is to pump
blood. We do indeed discover that the function of the vestibular ocular reflex is
to stabilize the retinal image. But we discover those functions only against the
background presupposition of certain norms. We have to assume that life and
survival have a value, and it is against the presupposition of the norm, against
the assumption that life and survival and reproduction are valuable, that we can
say such things as that the function of the heart is to pump blood. If we thought
that life and survival were worthless, that the only thing that really mattered was
death and extinction, then hearts would be disfunctional, and cancer would have
a useful function: it would hasten extinction. We don’t think these things, and
it is crucial to our assignments of function that we don’t. But it is only against
the background of the presupposition of normativity that we can discover such
facts as the fact that the function of the heart is to pump blood.

One way put to this point is to ask: what is the difference between saying that
the heart causes the pumping of blood, on the one hand, and saying that the
function of the heart is to pump blood, on the other. And it seems to me there
is a crucial distinction, because once you introduce the notion of function you
introduce normativity. Once you introduce the notion of function, you can talk
about such things as heart disease, malfunctioning hearts, hearts that function
better than other hearts. Notice, we don’t talk about better and worse stones,
unless we assign a function to the stone. If you think this stone will make a good
projectile, then you can evaluate it. You can say this one is better than that one.
Or if you assign it an esthetic function, you can say this stone is an objet dart
trouvé, and with such an assignment of function you may think the stone has
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some artistic value. So that’s the first point, we assign functions and all functions
are observer-relative.

The second notion I need is that of collective intentionality. All genuinely
social behavior contains collective intentionality on the part of the participants.
You can see the centrality of collective intentionality if you contrast genuine
cooperative behavior with behavior which merely happens to be coordinated
with other behavior. Suppose, for example, that we are playing in a symphony
orchestra. Suppose I am playing the violin part and you are singing the
soprano part, and together we are part of the performance of Beethoven’s Ninth
Symphony. We have to be able to make the difference between me sawing away on
the violin and you independently but by chance simultaneously singing ‘Freude,
schoner Gotterfunken’, and us doing this intentionally together in concert. So a
basic ontological fact about social and collective behavior seems to be collective
or shared intentionality in the form of collective beliefs, desires, and intentions.

But in my intellectual tradition the existence of collective intentionality
creates a real problem. If all the intentionality I have is in my head, and
all the intentionality you have is in your head, how can there be such a
thing as collective intentionality? There are a lot of ingenious efforts to try
to solve this problem in philosophy. Basically they try to do it by reducing
collective intentionality to individual or singular intentionality. They try to
reduce we-intend, we-believe, etc. to I-intend plus I-believe that you have such
and such an intention. And then on your part it is I-intend plus I-believe that
you have such and such an intention.

On the view that I am opposed to, the assumption is that We-intentionality
must reduce to I-intentionality. Collective intentionality must reduce to indi-
vidual intentionality. Otherwise you would have violated the ‘principle of
methodological individualism’. If you say that collective intentionality is primit-
ive, then it seems you are in very bad company. It seems that you are postulating
some kind of Hegelian Weltgeist that is floating around overhead, or something
like that. Where I live you don’t want to be caught doing that, otherwise you’ll
lose a lot of friends. Given that puzzle—How can there be collective inten-
tionality, when all intentionality is individual?—it looks like we have to reduce
collective intentionality to individual intentionality. An enormous amount of
intellectual effort has been spent, in my view wasted, trying to do that. The
analysis that comes out involves something called ‘mutual belief’.

For example, consider a case where we are pushing a car together to try to get
it started. Now that is a case of collective intentionality. So how is that supposed
to be analyzed? The idea is this. When we are pushing the car together, then I
intend to push the car and you intend to push the car. And I believe that you
believe that I intend, and I believe that you believe that I believe that you believe
that I intend, and so on up in an infinite hierarchy. And for you it is the same.
It’s ‘T believe that you believe’, etc., on up. Now I think my poor brain will not
carry that many beliefs, and I want to suggest that there is a very simple way out
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of this puzzle. The puzzle is, assuming that all intentionality is in the heads of
individual human and animal agents, how can it be the case that it’s all in our
individual brains, if some of it is irreducibly collective? And the answer is, that
we can have intentionality in your brain and my brain which is in the form of
the first person plural as much as we can have it in the form of the first person
singular.

On my view there is a trivial notational solution to the puzzle. The irreducible
form of the intentionality in my head, when we are doing something collectively,
is ‘we intend’. And I don’t have to reduce that to an ‘I intend’ and a set of
mutual beliefs. On the contrary, I have the ‘T-intends’ that I do have, precisely
because I have an irreducible ‘we-intend’. To nail that down to cases, I am indeed
playing the violin and you are singing the soprano part, but I am only doing
what I am doing and you are doing what you are doing, because we together are
collectively playing the chorale movement of Beethoven’s Ninth Symphony. I
hope everybody sees that point.

As 1 said, the problem I am discussing has a traditional name. It’s called
‘the problem of methodological individualism’. And the assumption has always
been: either you reduce collective intentionality to the first person singular, to
‘T intend’, or else you have to postulate a collective world spirit and all sorts of
other perfectly dreadful metaphysical excrescences. But I reject the assumption
that in order to have all my intentionality in my head, it must be expressible in
the first-person-singular form. I have a great deal of intentionality which is in the
first person plural.

Nothing comes without a price, and we do pay a price for the solution that I
am proposing to this puzzle. The price is this. It turns out that I can be mistaken,
not only in what is happening in the world, but I can be mistaken about the very
mental state that I have. That violates the Cartesian assumption that we cannot
be mistaken about our intentions. But I think that is the right way to think of it.
Suppose, in the case where we are pushing the car, I discover that you weren’t in
fact pushing? You were just going along for a ride, I was doing all the pushing.
Well, then I was not only mistaken in one of my beliefs, but it turns out that in
a way [ also was mistaken about what I was doing. I thought I was pushing as
part of our pushing, and in fact that’s not what was happening. I was doing all
the pushing, you were just pretending. So that is a price that we have to pay. You
can be mistaken about the nature of the activity you are engaged in, if you have
an assumption about the collective intentionality which is not shared by your
apparent cooperators. But that seems to be the situation we are in in real life.

The third tool is this. Years ago, when I first started working on speech acts, I
made a distinction between brute facts and institutional facts. Those facts that I
said were ‘institutional facts’ presuppose a human institution for their existence,
for example, such facts as that somebody is checkmated in chess, or somebody is
elected president of the United States. I wanted to distinguish those facts, which
are called institutional facts, from brute facts whose existence does not require a
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human institution, the fact, for example, that the earth is 93 million miles away
from the sun. You need an institution in order to state or describe that brute
fact; you need the institution of language and the institution of measurement in
mileage to describe it that way, and you could state the same brute fact using
different institutions. For example, you could state the same fact in French, using
kilometers as units of measurement. But the point 'm making is, the fact of
distance between the earth and the sun does not depend on a human institution,
though of course you have to have institutions in order to describe or state the
fact. Now here is the point. There is a class of facts that are institutional facts
and another class of facts that are brute facts, because they do not require human
institutions. And then the question is, how are institutional facts possible?

[ also made the claim that you need a distinction between two kinds of rule.
One sort of rule regulates antecedently existing forms of behavior. Another sort
of rule doesn’t just regulate antecedently existing forms of behavior, but creates
the possibility of new forms of behavior. I call the difference between these
two sorts of rule—using a Kantian terminology here— ‘regulative’ rules, that
regulate antecedently existing forms of behavior, and ‘constitutive’ rules, that
constitute new forms of behavior. Examples are obvious: the rule ‘drive on the
right-hand side of the road” doesn’t create the possibility of driving. Driving can
exist without that rule. That is a rule to regulate the already existing activity of
driving. But the rules of chess are not like that. It wasn’t the case that there were
a lot of people pushing bits of wood around on boards and somebody said: ‘Look
fellows, we have to get some rules so we don’t keep bashing into each other. You
stay on the right with your knight and I go on the left with my bishop!” Rather,
the rules of chess are constitutive in the sense that they create the possibility of
the activity in question. Playing chess is constituted by acting in accordance with
at least a certain large subset of the rules of chess.

Now here is the bottom line of this discussion. Those rules have a typical form.
The form is X counts as Y’ or X counts as Y in context C’. That is, such and
such a move counts as a ‘legal knight-move’. Such and such a position counts
as ‘you being in check’. Such and such a position counts as ‘checkmate’, and
checkmate counts as ‘winning’ or ‘losing’ the game. And what goes for chess goes
for much more elaborate institutions: such and such noises count as ‘making a
promise’, such and such marks on the paper count as ‘voting’ in an election, such
and such number votes counts as ‘winning’ an election, and so on with a large
number of institutional structures.

3. STATUS FUNCTIONS

We now have three tools to solve our problems. These are, first, the assignment
of function, second, collective intentionality, and third, constitutive rules, rules
of the form X counts as Y. With all this apparatus assembled, let’s go to work. I
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will now try to put it all together. I want you to imagine a simple community of
(let’s call them) hominids, beasts more or less like ourselves. Now it’s very easy to
imagine that such organisms, such primates, can assign functions to objects. It’s
easy to imagine that they use a stick to dig with, or they use a stump to sit on.
They can assign a function of being a digging tool or a stool to sit on. But now
i’s not a big step to imagine that they do that collectively. That collectively they
have a very big stick that they use as a lever, or they have a big log that they use
as a bench to sit on collectively. So it’s very easy to tie collective intentionality to
the assignment of function.

But now I want you to imagine the next step. Imagine—to take an
example—our group of hominids live in a series of huts, and they build a
wall around the huts. Imagine that they build a wall to keep intruders out and to
keep their own members in. And now this is a case of the collective assignment of
function, where the function is performed in virtue of the physics of the object on
which the function is assigned. We just assume the wall is too big to climb over
easily. But now imagine that the wall gradually decays, to the point where it is no
longer able to keep the members of the community in, in virtue of its physical
structure, nor to keep intruders out, in virtue of its physical structure. But now
let’s suppose that, out of habit or whatever, the people involved continue to
recognize the wall as a boundary, that is, they continue to acknowledge or accept
that you are not supposed to cross the boundary. It is important to notice the
vocabulary we use of ‘acknowledge’, ‘accept’, and ‘recognize’. That is, we imagine
that the wall continues to serve its function, but no longer in virtue of its physical
structure. It serves its function in virtue of the fact that it has a certain recognized
status.

Now [ wanted that to sound innocent, but I think that the move I just described
is the basic move by which we create institutional reality of a specifically human
sort. What happened was this. We imagine that an entity is used to perform a
function, but it cannot perform the function in virtue of its physical structure. It
can only perform the function in virtue of the collective recognition or acceptance
of the entity in question as having a status and a function that comes with the
status. And I want to say that the underlying idea behind that is X counts as Y’.
This line of stones, which is all that is left of the wall, now counts as a boundary.
It now has a deontic status, it now has a form of power, which it exercises not
in virtue of its physical structure, but in virtue of the collective assignment of
function.

And I want to introduce a name for this sort of function—let’s call these ‘status
functions’. A status function is a function that an entity or person performs not
in virtue of its physical structure alone, but in virtue of the collective imposition
or recognition of the entity or person in question as having a certain status, and
with that status a function that can only be performed in virtue of the collective
recognition of the status. And the structure of that—logically speaking—is the
collective imposition of a function of the form ‘this entity X counts as having
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this status and therefore this function as Y in this context C'. Now, 'm making
a strong claim: this little device is the foundation stone of all institutional reality.
So let’s go to work and explain that claim.

I want to extend this account to the case of money. And just to nail it
down to historical example, I want to talk briefly about the evolution of paper
currency in medieval Europe. (I love the Middle Ages, because it is, in a sense,
the childhood of our civilization. In medieval Europe you see institutional forms
that are growing and decaying, and the development of paper money is a very
good example.) Initially people carried around gold and silver coins and the use
of gold and silver was a form of barter. It was a form of barter, because the value
of the coin was exactly equal to the value of the gold or silver contained in the
coin, and the valuable coin was exchanged for other things. Now, if you look in
the textbooks they tell us there are three kinds of money. There is ‘commodity
money’, there is ‘contract money’, and there is ‘fiat money’. But what they don’t
tell you is, What's the relation between them? The initial case we are talking
about, where people actually had gold and silver, is a case of commodity money.
Barter in gold and silver is both dangerous and inefficient, so people found they
could leave the gold and silver with a group of people who worked on benches,
and they were called ‘bankers’, and the bankers would give them bits of paper on
which it was said, “We will pay the bearer of this note a piece of gold on demand’.

With the introduction of the bits of paper we have now moved from
commodity money to contract money, because the bit of paper is a contract to
pay in gold or silver on demand. Later some genius discovered that you can
actually increase the supply of money in circulation if you give out more bits of
paper than you actually have gold in the bank. And as long as not everybody
runs to the bank at once, it works. The bits of paper are still as good as gold.
Much later on some genius discovered—and it took a long time to make this
discovery—you can forget about the gold, and just have the paper. And that’s
the situation we are in now. We moved from commodity money, which is barter,
to contract money, to fiat money. If you look at these bits of paper that I was
waving around earlier, they seem to me good examples of the form X counts as
Y’, that is, such and such bits of paper count as ‘currency’. As it says on the piece
of paper that I'm holding here: “This note is legal tender for all debts public and
private.” It counts as money in the United States. But that it counts as money
is a matter of collective acceptance of the status function in accordance with the
structure: ‘Such and such counts as so and so.” These bits of paper count as legal
currency in the United States, just as these other bits of paper count as legal
currency in the German Federal Republic.

Now, notice that once you have that structure X counts as Y’, then auto-
matically certain forms of abuse become possible. If I go into my basement and
produce a lot of things that look like these bits of paper, I will be producing
counterfeit money. Thus a dollar isn’t just anything that looks like this, but it
has to be issued by the Bureau of Engraving and Printing under the authority
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of the Treasury. So one form of abuse is counterfeiting. The structure automat-
ically makes it possible to have abuses, because you can present something as
satisfying the X term even if it doesn’t in fact, and that’s counterfeit. Another
form of abuse is if you get too many of the entities in question. Then you have
inflation, and in hyper-inflation the entities are no longer able to function as
money. And what goes for money goes for other forms of social institutions.
You can have counterfeit lawyers and counterfeit doctors, that is, people who
don’t actually satisfy the conditions, but who masquerade as lawyers and doctors.
In the state of California we now have so many lawyers that there is a kind of
inflation.

Now here is a puzzling question. If I am correct in describing the logical
structure of status functions, if it is just a matter of imposing status and with it a
function, then how can the system be so powerful? How can these structures have
such an enormous effect on our lives when, as I have described it, it all seems so
fragile? There are two parts to the answer to that. One is this: the structure can be
iterated indefinitely. Let me give an example. I make noises through my mouth,
I just emit this acoustic blast. But these count as sentences of English. And in a
certain context making noises of that sort, uttering those sentences of English,
counts as making a promise. Making that kind of promise in that kind of context
counts as making a contract. Notice how we are going up in the hierarchy. The
X-term at one level will have been the Y-term at an eatlier level and you keep
going with it. Making that sort of contract counts as getting married. And in
the State of California, once you get married all kinds of things happen. You are
entitled to spousal benefits, income-tax deductions, all sorts of rights concerning
property, taxes, and so on. So you get an indefinite iteration.

The second point is that you get interlocking structures. I don’t just have
money, but I have money in my bank account at the Bank of America, which
is put there by my employer, the State of California, and which I use to pay
my debts to the Pacific Gas and Electric Company as well as my federal, state,
and local taxes and my credit-card debts. Now, just about every phrase I uttered
in that litany was an institutional notion. We are talking about interlocking
institutional facts. The whole point of the institutional is often to structure
the brute. For example, recently I went and stood in front of a woman at a
counter. I made noises and she made noises, I gave her a plastic card, she gave
me sheets of paper, and the next thing is I was on an airplane on my way to
Berlin. The movement of my body was a brute fact. My body moved from
California to Betlin. (My body is still complaining about the jetlag.) But the
institutional facts made the brute fact possible. We are talking about a structure
whose point is not just to empower other institutional structures, but to control
brute reality.

However, the structure is also fairly fragile, and the amazing thing is how
rapidly it can collapse. I will never forget the moment when I saw the people
coming over the Berlin Wall on television. It was an amazing moment, because
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I was of a generation that thought the two-power division of the world would go
on indefinitely. But there came a point when the system of institutional reality
was simply no longer acceptable, and it just collapsed quite suddenly. So you
can have a collapse of the institutional structure, if it’s no longer accepted, and
you can have a decay of the institutional structure of the sort that I have been
describing.

4. SOLUTIONS TO THE PUZZLES

Let us turn now to see how we can solve these puzzles I began with. First, how
can there be self-referentiality without circularity or infinite regress? Well, the
answer is, you don’t have to use the word ‘money’ in order to define money.
The word ‘money’ functions as a summary term or as a placeholder for being a
medium of exchange, a store of value, a payment for services rendered, a measure
of value of other currencies, and so on. And if something performs all of those
functions, then it’s money. So we do not have a vicious circularity or infinite
regress. If I say that in order for something to be money, people have to believe
that i’s money, there is no circularity, because they can have that belief without
having the word ‘money’. The word ‘money’ here just is a place-holder for a large
number of other functional expressions.

Now, what about our second and third points, the role of language and
especially performatives? How can performatives create institutional realicy? And
the answer to that is, that where the X-term is itself a speech act, then typically
you can create the reality by performing that speech act. So you can make
somebody husband and wife by saying ‘I pronounce you husband and wife’, or
you can find somebody guilty in a court if you are a judge by saying ‘I find you
guilty as charged’. And the creation of the institutional fact need not even take
the performative form. It says on this twenty-dollar bill: “This note is legal tender
for all debts public and private.” Now, I am an epistemologist and my natural
worty is, ‘How do you know?’, and I want to write to the Treasury and say:
‘How do you guys really know that it’s legal tender? Have you done a survey,
have you done an empirical study?” And the answer is, it isn’t an empirical claim.
They make it legal tender by declaring that ic’s legal tender.

Our next point—and this is the most important—is the constitutive role of
language. Why is language constitutive of institutional reality, in a way that it’s
not constitutive of other forms of reality? Why is it that money and property and
marriage and government require a vocabulary in a way that tectonic plates and
gravitational attraction and galaxies do not require vocabulary for their existence?
That is in fact a very hard question to answer and I spent a whole chapter on it
in The Construction of Social Reality, but now I will just summarize the answer
in one sentence: for institutional facts there has to be some form of symbolism,
because there isn’t anything else to mark the transition from X to Y. We just
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count the X-term as having a Y-status. But if we so count it, there must be some
way to represent that counting feature. My dog can see somebody cross the line
while carrying a ball, but can’t see him score a ‘touch-down’. Why not? Because
in order to see him score a touch-down you have to have some way to represent
the extra status function, and that requires language.

Now you might ask, well, why do you need words? And the answer is in some
cases you do not. Suppose we kept score in a soccer match by piling up stones. I
score a goal so I get a white stone to put on my side, and you score a goal so you
put a white stone on your side, and these are points. I got a point and you got a
point. But now here is the ‘point’: these stones now play a linguistic role. They
are now symbolic. They now play the role of symbolizing scoring in the game.
So the language or some other symbolism has to be constitutive because there
isn’t an independent ontology. The move from X to Y is itself a symbolizing
linguistic move and there has to be some way for us to represent it, otherwise it
doesn’t function.

Well, our last questions had to do with systematic relations of institutional
reality and also with the priority of the brute over the institutional facts.
The answer to the first of these questions is this: the reason we have all this
institutional ontology is to organize and regulate our lives. So there has to be a set
of interlocking institutions. What I haven’t had time to tell you is that all of this
at bottom is about power. We are talking about how society creates and organizes
power relations. It normally does it through the institution of status functions.
Somebody is the boss and somebody else an employee, somebody is an elected
president, somebody is defeated, and so on. And all of this is designed precisely to
intersect with other elements of the society. So, in order to have money you have
to have a system of rights and obligations. You have to have the ability to buy
and to sell, to store value in the form of money, to receive money as payment for
services rendered. So, that is the reason for the interlocking complexity. That’s
what we have the system for. It is designed and has developed to enable people
to cope in complex social groups, in power relations.

The final question was, why is there this priority of brute facts over institutional
facts? And the answer to that is, because the iterated structure of X counts as
Y’ has to bottom-out somewhere. For instance, my making a contract can be
derived from my signing my name, and my signing my name can be a matter
of certain words being written on a page. But then you reach the point where
there isn’t any more ‘X counts as Y. You just have the brute fact, for example
the signature, as X-term. So institutional reality of ownership and obligation is
built on top of physical reality, it has to bottom-out in physical reality.

Now, to conclude, I said I would like us to think of the possibility of creating
a philosophy of society, where our first task would be to get an understanding of
social ontology. If we got that, then, I think, it would give a different cast to our
political and social theories. I think that political philosophy in the West contains
a large fantasy element about how we make social contracts with each other, and
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about when people can violate or not violate the social contract. But in real life it
isn’t like that, in real life it’s a matter of accepting or rejecting, or furthering or
fighting against institutional reality. And one way to create institutional reality
often is to act as if it already existed. This is how the United States was created.
There was no legal way that a group of people could get together in Philadelphia,
all of them subjects of the British Crown in a British Crown Colony, and declare
themselves to be an independent nation. There was no institutional structure to
enable them to do that. But they just did it. They did it and they got away with
it. It helped that they had an army and had the support of the French, and so on.
But you can do this if you can get away with it. You can create an institutional
reality just by acting as if it already existed.

One last thought I want to leave you with is this. In order to articulate this
process, I have made it look much more conscious than it really is. Most of these
things develop quite unconsciously, and indeed people typically are not even
aware of the structure of institutional reality. It often works best when they have
false beliefs about it. So there are a lot of people in the United States who still
believe that a dollar is only really money because it is backed by all that gold in
Fort Knox. It’s the gold in Fort Knox that makes the dollar money. This is a total
fantasy, of course. The gold has nothing to do with it. And people hold other
false beliefs. They believe someone is king only because he is divinely anointed,
or they believe that marriages have to be made by God in heaven, and so on. I am
not trying to discourage them from these beliefs, because often the institution
functions best when people hold false beliefs about it. But I think as philosophers
we must, as a first step in understanding social reality, and as our first step in
creating a philosophy of society, understand the basic ontology of social reality.
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Artifacts: Parts and Principles

Richard E. Grandy

1. INTRODUCTION AND A PUZZLE

In thinking about artifacts and concepts of artifacts, it is difficult to know where
one should start let alone where one hopes to end. As always, we want to do
justice to our intuitions, but there is the question of who the ‘we/our’ is and
whether the intuitions are coherent. For example, there are three metaphysical
principles which are widely accepted and which come into conflict. One is that
in some sense of basic physical objects, objects are spatially continuous; the
second is that objects are temporally continuous; and the third is that when 1
disassemble a bicycle and reassemble it a week later it is the same bicycle. (I am
not here addressing ‘ship of Theseus’ issues,! I am discussing the case in which
we reassemble exactly the same pieces.) We are forced in this situation either to
accept that:

o the bicycle’s existence has a temporal gap, that it does not exist for the week it
is disassembled, or

» the bicycle exists as a spatially scattered object for a week, i.e. during that week
its location is a discontinuous spatial region, or

e to deny that it is the same bicycle, i.e. the bicycle we assemble a week later is
not the same one that we disassembled.

It is easy to multiply examples, but much easier with artifacts such as bicycles,
and in addition to the main question about which intuition to sacrifice, I want
to explore the question of whether and why this seems special to artifacts.

1 In Greek mythology Theseus replaced various parts of his ship during a journey until none of the
original material remained. In 1655 the philosopher Thomas Hobbes (1994: 136—7) embellished
the story by imagining someone following Theseus, gathering the discarded planks and re-creating
a ship from the original material, posing the question which ship is the original.
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2. THE ARTIFACT-NATURAL KIND
DICHOTOMY—MUDDYING THE H,0

Before moving further down that path, I think it will be salutary to examine
the range of artifacts. One typically contrasts artifacts with natural kinds, and
we usually have in mind as examples of artifacts middle-sized objects associated
with sortal predicates: bicycles, cups, clocks. But this represents only a small
subset of the kinds of artifacts. For example, there are many kinds of artifacts
which are described by sortals but which are somewhat anomalous as ‘objects’:
cities, roads, and lakes; and there are many artifacts which are not objects but
substances: polystyrene, decaffeinated coffee, stainless steel. In addition there are
also kinds of artifacts that involve a sortal together with a substance term: piece
of polystyrene, cup of decaffeinated coffee, sheet of stainless steel.

Prima facie there is a sharp distinction between natural kinds and artifacts,
but I think that on reflection this is an illusion due to thinking of natural kinds
as biological and chemical kinds and artifacts as medium-sized manufactured
objects. If we consider not just items to which sortal predicates apply, but also
stuff, then the distinction immediately becomes much more blurred. When I say
that the distinction becomes blurred, I don’t merely mean that many words have
both a natural kind and an artifactual sense. Bloom (this volume) argues that
‘water’ has two meanings: in one sense it denotes a kind of artifact, in the other
a natural kind. I mean that the objects and kinds of objects fall on a continuum.
I will argue that while prototypical natural kinds and prototypical artifacts are a
considerable distance apart on this continuum, there are no principled points, ot
reasons, to draw a metaphysical distinction somewhere on this continuum.

For example, consider iron. Iron, as one of the basic chemical elements, would
seem to be a prototypical natural kind. Its essence seems to be given by, or
determined by, the structure of the relevant atoms, and there are laws about its
melting point, conductivity, magnetizability, and so on. But in fact the pure
element Fe almost never occurs naturally on Earth, but is almost always found
in an iron oxide that has to be chemically purified. Still, the intuition that such
a substance is a natural kind is very strong. And while iron oxide may be a
natural kind, it is quite a different natural kind from iron. The same is true of
most of the metals, and many of the gases. Even hydrogen and oxygen are rare
in their elemental form and are much more ubiquitous as components of H,O.
Kornblith (this volume) gives as his example of baptizing a natural kind the
creation of a new chemical compound in the laboratory!

The thoughtful reader will already have noticed that none of the substances
I mentioned a few paragraphs ecarlier— polystyrene, decaffeinated coffee, or
stainless steel—exist in nature. But they also have essences determined by
their molecular structure, and there are laws about their structural strength,
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conductivity, and so on. In this regard there seems to be no significant difference
between natural kinds of stuff and some artifactual kinds of stuff.

It appears that there is a psychological difference in the usual concepts of
natural kinds and artifacts, and evidence to support and understand this is
adduced by the papers in this volume by Kelemen and Carey, Keil, Greif, and
Kerner, and Mandler. In this case there is an objective dichotomous difference
in children’s concepts or in the ‘folk concepts’, but in this paper I leave the
psychological differences in children’s developing concepts and in adule ‘folk
theories” to the psychologists and the editors. We know there are differences
among expert concepts since in this volume Sperber (Ch. 7) questions the
dichotomy and Elder, Thomasson, and Kornblith (Chs. 3, 4, and 8) accept it.
Bloom (this volume) argues for some recategorization and rethinking, but it
seems that he still accepts the basic distinction. My goal is to develop the best
understanding I can of artifacts and other related categories and to focus on
metaphysical issues, though some issues of semantics cannot be avoided.

On the other side of the alleged dichotomy, natural kinds seem to have three
features:

1. they are things, or kinds of things, that occur naturally,
2. they are subject to laws, and
3. they have essences.

That artifacts and natural kinds are disjoint is clear from the definitions.
For example, Hilpinen (2004) characterizes an artifact as ‘an object that has
been intentionally made or produced for a certain purpose’, so artifacts violate
condition (1). However, if these categories are not exhaustive, then our conception
of how different they are may change. For example, if natural kinds and artifacts
are not dichotomous, then the question considered by Elder (this volume) of
the ontological status of artifacts becomes more complex. While Thomasson
and Kornblith (both this volume) are not concerned with the ontological status
of artifacts, they address questions about the epistemic and semantic status of
artifacts.

It is also important to think about a range of cases, both among artifacts and
natural kinds. Artifacts range from slight modifications of naturally occurring
objects, for example, stone handaxes which are constructed by chipping away
some flakes from a rock, to highly iterative complex objects such as computers
and airplanes. By describing some artifacts as iterative, what I mean is that
they can only be manufactured using other artifacts, which typically in turn
can only be manufactured ... through many iterations. I have no realistic idea,
for example, how many layers there are between naturally occurring items and
substances and an airplane, but am confident that it is very large. In the other
direction, it is also important to have a view of the full range of biological entities.
We tend to focus on the familiar middle-sized objects such as dogs and trees, but
other examples are amoebas and hives of bees. And it is not only amoebas that
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can split, many species of plants can be multiplied by judiciously dividing the
plant into two portions.

3. WHY ARE ARTIFACTS PROBLEMATIC?

Why do we feel there are philosophical problems specific to artifacts? One reason,
which is close to a common-sense philosophical intuition, is that artifacts— their
existence and their features—depend on human interests. The second, more
technical, is that it seems that if we believe something like the Kripke—Putnam
story about kinds, artifacts lack essences and therefore aren’t real kinds. This is
a modern echo of Locke’s distinction between simple modes, which the mind
takes from external sources, and ‘mixed modes’. Of the latter he says that ‘these
Ideas are called Notions: as if they had their Original, and constant Existence,
more in the Thoughts of Men, than in the reality of things’ (Locke 1690, bk. II,
ch. XXII, 1).

3.1. Dependence

There is a crucial distinction to be made with regard to Locke’s comment, and that
is between ‘original existence” and ‘constant existence’. There are many artifacts
whose continued existence depends on our thoughts and intentions. Money is
an excellent example: those little pieces of paper would have no value if they
were not embedded within a stable network of social expectations, intentions,
and beliefs. Notice that money has evolved from barter, through forms (gold
coins) in which the value was independent of the social circumstances, to paper
currency whose value was dependent on the social structure, to the electronic
forms whose character it is difficult to describe. Chickens and loaves of bread
have an intrinsic value to almost everyone, so my accepting chickens and bread
does not depend on what I believe anyone else values. Gold coins may be of
no use to me, but I may still value them highly if I know that others do and I
can exchange them for chickens and bread. At the final stage (so far) my bank
doesn’t have any physical object or substance which is the money in my checking
account (see Searle, this volume).

Thomasson (1999, this volume), in a slightly different context, made the
very important distinction between dependence of origin and dependence of
continuing existence or properties. The value of my paper dollar bill, both the
exact amount and the fact that it has any, depends on the current attitudes of an
indeterminately large number of people. On the other hand, my steak-knife owes
its origin to a designer and a factory, but its current properties and functioning
have been independent of the designer and factory since it left there (except when
I send it back for resharpening, but we can ignore that complication).
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There are gradations within the blurred region too. It seems natural to say
that iron has the chemical properties and some of the physical properties it has
independently of our intentions or desires. That this sample of Fe exists depends
on human intentions, but not its melting point or solidity. In fact, its existence
is due to the human desire to have something that has those properties. Not
all physical properties of the sample are independent, of course, since its shape
and mass may have been chosen to serve our purposes. On the other hand, a
sample of bronze (an alloy of copper and tin), once created, has its properties
independently of humans, but to some extent what those properties are depends
on human intentions (since the proportion of copper to tin may vary somewhat)
in a way that the properties of iron do not.

In some cases at least, the involvement of human intentions in the creation
of a sample does not seem to have any effect on its status as an instance of
a natural kind. Almost all of us in chemistry class combined hydrogen and
oxygen to form water—not artificial water, just plain water. In fact, it is much
closer to pure HyO than what falls from the sky or pours from the faucet.
So it appears that for at least some natural kinds, having the same essence is
determinative and overrules the condition that the substance be created by a
‘natural process’. So, to summarize our conclusion so far in this section, either
we recognize that naturalness of origin is not required for something to be a
natural kind, or else we give up on most chemical elements and compounds as
natural kinds.

3.2. Species

The other standard example of a natural kind is species, and there are three
complications of the standard story here. The first is obvious given what was
said above, and the point is made in at least two other papers in this volume.
Biological entities are often manipulated by humans for human purposes, and so
by the definition above these species are artifacts and not natural kinds. Sperber
(this volume) cites seedless grapes (and many other examples) and Keil, Greif,
and Kerner (this volume) mention square watermelons. From the point of view
of a biologist, how a species (or variety) acquired some specific properties is
irrelevant for predicting and explaining how the species or variety will function
in an ecological niche.

A second complication is that the explanation of how our biological terms refer
(independently of the descriptions we may associate with the term) assumes that
our biological terms in fact refer to species. For some nouns (e.g. ‘tiger’) this is
true. But for many others it is not. Dictionaries disagree over whether ‘elephant’
is a name for the pachydermate order (OED), the family Elephantidae, which
includes two living species, commonly referred to as the African elephant and
the Asian elephant (Merriam—Webster 2005), or whether it refers to members
of those two species (American Heritage Dictionary, 423). It is unclear in the
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last case whether the claim is that the noun is ambiguous or that it expresses
a disjunctive concept. All of these definitions are wrong, however, for in 2001
it was discovered that what had been regarded as a single species, the African
elephant, is in fact two distinct species (Roca ez a/. 2001).

Other nouns which speakers regard as ‘natural-kind” terms do not correspond
to genera or families or any other biologically accepted classifications. Two
examples are ‘grass’ and ‘tree’, both of which are regarded as natural kinds by
ordinary speakers, but not by botanists. In these cases, speakers appear to defer
to experts who disagree with the classification rather than providing a description
of the essence (Atran 1990, 67).

If the Kripke—Putnam story were the correct account of reference, when it
was discovered that African and Asian elephants are different species the reaction
should have been to find out which species was present when ‘elephant’, or more
accurately ‘€Népac’, was first used, and to declare the others imposters. And the
news story in 2001 should have been that many animals that were thought to be
African elephants in fact were not, because they were a different species than the
one that was baptized.

How common is this? I haven’t carried out a systematic random investigation,
but Putnam’s favorite examples of ‘beech’ and ‘elm’ each refer to a genus, not
a single species. There are approximately ten species of beech and twenty of
elm. ‘Oak’ also denotes a genus, one with over 100 species, including both
deciduous and evergreen members. ‘Crocodile’ names a family with about a
dozen members.

Part of the Putnam account still seems correct; speakers typically don’t know
details about the meanings or referents of familiar terms and defer to experts. But
the experts don’t seem to defer to initial baptizers, perhaps because the latter are
so difficult to locate and interrogate concerning their intentions.

The third complication is that, at least according to a large number of
philosophers of biology, species don’t have essences, so even for those nouns
that pick out species rather than a family or genus, the account doesn’t work
in detail.

In a pre Darwinian age, species essentialism made sense. Such essentialism, however, is
out of step with contemporary evolutionary theory. Evolutionary theory provides its own
methods for explaining variation within a species. It tells us that the boundaries between
species are vague. And it tells us that a number of forces conspire against the existence
of a trait in all and only the members of a species. From a biological perspective, species
essentialism is no longer a plausible position. (Ereshefsky 2006, sec. 2.1)

There is disagreement among biologists about how to define ‘species’ and
whether species are individuals, sets, or some other kind of entity (see Dupre
1993; Ghiselin 1974; Hull 1965; and Kitcher 1984). The traditional notion
that a species is defined by interbreeding conflicts with contemporary notions of
species— the African and Asian elephants can interbreed.
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3.3. Lack of essence

I suspect that for many philosophers the ontological concern about the status
of artifacts is connected with the contrast to natural kinds and what may
appear to be a lack of essence in artifacts. On this interpretation, the prob-
lem is not with individual artifactual objects, but with kinds of artifacts. (As
Elder notes in this volume, however, it may be the predominant philosophical
view that no medium-sized objects exist.) I have argued in an earlier section
that there seems to be no significant ontological difference between artifactu-
al substances and natural substances. (And I have even suggested there may
be no principled difference at all!) But at least some of this point carries
over to artifactual objects if we look widely enough. If there is continuity
between natural kinds and artifacts, then it doesn’t seem that there should
be a metaphysical distinction. Dredged lakes seem no less real than natur-
al lakes, and seedless grapes no less real than seeded ones. Two possibilities
come readily to mind: one is that there is a threefold metaphysical distinc-
tion, there are the truly natural kinds independent of human interests or
classification or manufacture, and then there are the conventional kinds depend-
ent on human interests and classifications, but not on human manufacture,
and finally there are those that depend on human interests classifications and
manufacture.

But again this suggests a trichotomy, where the reality is much more complex.
Sperber (this volume) discusses at some length the fact that many species have
been shaped by human rather than natural selection, so that current domesticated
dogs, cats, and many other domestic species are artifactual, that is they would
not exist in their current form without human intervention. These are cases
where there was, at a past historical time, a natural kind that has been rendered
(at least somewhat) artificial over generations. Even in this genre there are
gradations, ranging from the smaller changes in dogs that occurred rather
unintentionally when they were accepted as part of the earliest communities, to
the quite intentional and highly artificial changes that are produced to create
and maintain pure breeds for show. Other kinds of mixed examples can be
generated, for example rivers are typically dredged to make them more navigable,
natural lakes are often expanded, forests are thinned, and so on. It does not
seem plausible that a river changes its ontological status when it is made more
navigable!

There are even more extreme consequences of the view that if human intentions
are involved in the creation of some entity, then it has a lesser ontological status
than otherwise. On this view, among humans there is a distinction between those
whose parents intended to procreate and those who did not. Surely there is not
an ontological distinction along these lines!
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3.4. The causal-historical account revisited

Something like the Kripke—Putnam (Putnam 1975; Kornblith, this volume)
account of natural kinds is now part of the general philosophical background, butI
believe that some of the subtleties of that account have been insufficiently attended
to. This is especially relevant to issues about artifacts, one of them being that
the causal-historical account suggests that the intentions of the originator of the
artifact should dominate since that seems closer to the account for natural kinds.

So let us review the argument in some detail: We are given, in thought, a
twin Earth on which the substance that looks and acts like water has chemical
composition XYZ, which has a quite different chemical structure from H,O.
The conclusion of the thought experiment and argument is that on Twin Earth
‘water’ refers to XYZ. We are given particular inhabitant Oscarrg whose beliefs
and language use are the subject of our discussion, and it is postulated that
Oscarrg is similar in his qualitative psychological states to his doppelganger
Oscar on Earth. (Some less-than-careful statements of the thought experiment
say that Oscar and Oscarrg are molecule-for-molecule duplicates, but of course
that can’t be since most of Oscar’s molecules are H,O while most of OscarTg’s
are XYZ, and those are supposed to be chemically very different.)

Premise 1. When the reference of ‘water’ was fixed on Earth in, say, 1700
speakers referred to a sample of (what turns out to be) H,O and intended to
refer to it and to things that are similar-L to it.

Premise 2. When the reference of ‘water’ was fixed on Twin Earth in, say, 1700
speakers referred to a sample of (what turns out to be) XYZ and intended to
refer to it and to things that are similar-L to it.

Premise 3. “Water’ on Earth in 2007 has the same referent as it did in 1700.

Premise 4. “Water’ on Twin Earth in 2007 has the same referent as it did in
1700.

Premise 5. H,O is not similar-L to XYZ.

From these premises it follows that ‘water’ refers to HyO and not XYZ on Earth
in 2007, and that ‘water’ refers to XYZ and not H,O on Twin Earth in 2007.
There is little discussion in Putnam of the similar-L relation. One tempting
analysis is that it means ‘similar in chemical structure’, but of course there are
different conceptions of chemical structure at different stages of the development
of chemistry. And additionally it would have been anachronistic for someone in
1700 to describe something in terms of ‘chemistry’, since the subject either did
not exist or was not distinguished by that term. Perhaps it should be understood
as ‘similar in atomic structure according to the natural philosophers’, but of
course atomic theory was not generally accepted at that time so that would not
have been a natural thing for the common speaker to think.
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So a better approach might be along the following lines: L is the relation
between things when the underlying properties that explain/cause the surface
features are the same according to the natural philosophers or the community
that takes over from them the concern with explaining surface features on the
basis of underlying properties. I have emphasized the problems in how to fill out
the L in similar-L because it seems that once we see these complications both
Premises 3 and 4 seem less certain. If the linguistic community continues to use
as its underlying reference fixing, things similar-L as I am now recommending,
the L relation may well change over time as the general linguistic community has
differing views about the relevant community of experts. In addition, Premise
5 must be seen as only probable since, although our chemists would regard
H,0O and XYZ as chemically different substances, their descendants may discern
some similarity we currently do not see. (After all, the apparently disparate
underlying structures produce the same density, freezing-point, boiling-point,
and interactions with human bodies when ingested.)

One of the weaknesses in most versions of the causal-historical account of
reference is that they ignore the social dimension and the other referential
intentions that speakers have. The theory is more plausible with respect to
proper names, since we very frequently refer to people whom we have never
met. In such cases our intention is to refer to the same person as did the
person from whom we first heard the name. And in many cases of unfa-
miliar substances or species, the same may be true. I don’t know whether I
have ever encountered molybdenum and I know I have never encountered an
aardvark.

However, with many other nouns we not only intend to refer as did the
person before us, we simultaneously intend to refer to specific things in our
vicinity. When I refer to ‘water’ I intend to use the word the way my mother did
(assuming I learned it from her), but I also intend to use it to refer to the stuff
in my glass, or your swimming-pool, etc. And it seems to me that in these cases
where the uses and substance are widespread, the latter intentions outweigh the
former. Imagine that we discover the first user of ‘water’ was in fact referring to
XYZ, the only sample ever on Earth—one which was briefly introduced here
and was subsequently removed by the mischievous Twin Earthians! Would we
say that we have discovered that water isn’t really H,O or that none of the stuff
we have been calling ‘water’ is water?

Another thought experiment, this one less esoteric, is to consider what we
would say if we discovered that the first user of ‘water’ was actually intending to
refer to a cup, not its contents, but was misunderstood by the audience, which
then intended both to refer as the baptizer did but also to refer to the familiar
stuff. I do not think it is plausible to describe this situation as discovering that
‘water’ really refers to cups and has all along. A more likely scenario is that we
would say that the initial history of ‘water’ is anomalous, but that ‘water’ refers
to the familiar stuff.
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These examples have accepted the idea of a baptizer as unproblematic, but
is it? The causal-historical picture of baptism may seem neat and plausible
when applied to baptisms of people in Modern English. But the picture becomes
somewhat less clear when we discuss an example like ‘Aristotle’, where the relevant
baptism didn’t use a token of that type but perhaps “AptoToréAns’. It becomes
much less clear if we think seriously about the history of a common noun like
‘water’. Either we draw (an apparently arbitrary) line where we determine that
was the first use of ‘water’ or we follow the history further back through the use
of the old English ‘weter’, and then we draw an arbitrary line where it was first
used, or we look further back at its ancestor ... In addition to the arbitrariness, we
would face the problem that what we were declaring the first use of the modern
‘water’ was almost certainly not thought of as a baptism by the person who used
the term, but rather he or she was not intending to invent a new word but to
continue to refer to what he or she had learned to call ‘weter’.

We earlier were close to the qua problem (see Thomasson, this volume) of
what is being baptized. In the case of water, the baptizer presumably had to
intend to be baptizing the stuff' in the cup, not the cup, and to cither intend that
the name apply to all phases of that stuff or that the name apply only to the liquid
form of it. (The English word ‘water’ is ambiguous—in one sense it includes
steam and ice, in the other it contrasts with ice and steam.) We saw earlier that
while some biologically oriented nouns refer to species, others pick out a genus,
order, or family. If the baptizing is to be unique and successful, the baptizer
must intend a specific one of these options. And arguably having an intention to
specify one of these requires knowing the differences among them, and I find it
doubtful that most speakers of most languages know those differences.

4. INTENTIONS OR FUNCTIONS?

I have already argued that artifactual substances, at least many of them, have as
essential a nature as most natural substances, and that in many cases the distinction
between artifactual and natural substances is artificial and unsubstantial. But that
leaves the central problem of kinds of artifactual things. In specifying the L in
similar-L for artifacts there are two obvious choices, the function of the thing
and the intentions of the manufacturer.

On the first choice, a kind of artifact is identified by taking a particular example
and generalizing to objects created with the same intention. On the second choice,
a kind of artifact is identified by taking a particular example and generalizing
to objects created with the same function. Both raise problems, especially with
recursive artifacts that evolve over time. For example, however we identify the
inventor of the electronic computer, it is likely that their intention was to solve
mathematical equations, probably having to do with artillery trajectories. In this
case, it may be that we have to have a finer set of distinctions and not consider
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‘electronic computer’ as a single kind of artifact but instead see a succession of
different devices. A similar example is the airplane. (Lest you conclude that this is
a special problem for artifact kinds, let me remind you that if evolutionary theory
is correct there is a very analogous problem for species, one of our prototypical
kinds of natural kind.)

Instead of dealing with that problem (left as an exercise for the reader), I want
to address the issue of deciding between our two approaches. In many cases of
prototypical artifacts the intentions and the functions will coincide. The two
types of cases where it appears that they can diverge is when either the kind of
artifact has functions not envisioned by the inventor or when the object fails to
serve the intended function. But the first kind is an illusion which disappears if
we recognize that if a kind of artifact has a function that was not intended by the
original designer, then someone else recognized that possibility and so we should
simply broaden our criterion and recognize that in many cases a kind of object
has multiple designers/creative users.

There is a familiar difficulty of vagueness, of course, in when some kind of
artifact has a new use. A single case of using my desk to open a bottle will not
suffice. Something like a broad social recognition of the new possible use, along
with questions of what conflicting pressures and alternative language choices are
available will enter into the equation. We do know that in other respects the
original intentions of baptizers, even when they were very clear and explicit,
can gradually lose their force to the repeated intentions of later users. After a
while Xerox machines become a subset of xerox machines, and Kleenex suffered
a similar fate.

If this line of argument is correct, then setting aside the relatively small and
unimportant cases of non-functional artifact kinds, we can let both designers’
intention and function play roles in indicating the similar-L relation for artifact
object kinds. For artifact substances, invented kinds of stuff; it seems to me that
the properties of the stuff should determine the extension of the kind term, just
as it does for ‘natural’ kinds like iron. The designer may have some functions in
mind, that is, some kinds of object that are envisioned as being made from that
stuff, but new kinds of material often lend themselves to myriad applications that
were not envisioned.

On the other hand, artifactual objects appear to be more differentiated by
function. One of the better examples may be clocks. Water clocks, sand clocks,
mechanical clocks, and digital clocks are physically very different but all provide
ways for humans to track the passage of time. Many writers have commented
that, aside from problems of whether artifacts can have modal essences, they
vary too much within a kind for inductive generalizations. This may well be
because we are looking at the wrong level of abstraction. I illustrated earlier
that many biological nouns that might be thought to refer to species actually
refer to higher-level categories, and thus are going to support fewer inductive
generalizations than you might have expected. If we make a similar analysis
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of artifacts, it may be that the proper level of artifact grain is not ‘clock’, but
< . b 3 bl . .

mechanical clock’ and ‘water clock’. There are few generalizations you can make
about automobiles, but many that can be made about Ford Focuses. (In some
ways this point is close to one of Elder’s main points (this volume), though I
arrive at it from a different direction.)

5. SCATTERED OBJECTS?

5.1. The problem and the positions

The boring, naive, and common-sense solution to my initial puzzle is that some
objects, some of the time, are not spatially continuous. This view is subject to
criticism from those who think no object is ever scattered, and I recognize that
nothing I have said here addresses the concerns of the nihilists who think no
macroscopic objects exist. For current purposes, I will be satisfied if I can make
out the case that artifacts are not worse off ontologically than other macroscopic
objects. The more common criticism of the common-sense view is that it does
not go far enough, recognizing only a very small percentage of the scattered
objects in the universe. How one goes on to expand the category varies.

For one example, Jubien (1997) opts for the obvious things plus arbitrary parts
of them and then allows arbitrary mereological sums of the starting objects and
their parts. Note that this brings with it temporal as well as spatial discontinuity
since we can take the mereological sum of objects that exist at disparate and
non-overlapping times. Quine famously opts for the view on which ‘the material
content of any region of space-time, however irregular and discontinuous and
heterogeneous’, constitutes an object (1981, 10). Cartwright (1975) also argues
for scattered objects, though he does not provide a characterization of how many
or what kinds he thinks exist in any detail.

Jubien uses the example of a bicycle, and Cartwright of his pipe, and in both
cases it seems plausible that these constitute scattered objects when disassembled
for cleaning or repair. Notice though that both the intent and functioning of
these kinds of object foresees their being disassembled and reassembled. We can
even think of examples of objects that are, or could be, disassembled more often
than not. For example, we might have tables that, instead of folding for storage,
easily disassemble and reassemble; they might spend most of their existence
disassembled in our storage closet.

So those examples fit ordinary intuitions, and the rub comes in providing
principled reasons for rejecting the general extension of these ideas by means
of other examples and arguments. Some examples, such as Cartwright’s two-
volume edition of 7he Nature of Existence and Jubien’s three-piece suit, seem
easily disqualified as collections of objects whose function involves all of the
pieces, but each of which is a separate object. Similar remarks apply to decks
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of cards, chess sets, and pairs of shoes. Some of Jubien’s other examples are not
designed artifacts, but also do not seem to be compelling as single entities: flocks
of geese, forests, and galaxies.

Cartwright and Jubien also both deploy the argument from atomic theory.
‘If natural scientists are to be taken at their word, all the familiar objects of
everyday life are scattered’ (Cartwright 1975, 174). An important consequence
(of assuming something approximating atomic theory is correct) is that ‘ordinary
things that are large enough to be seen with the naked eye are what philosophers
call scattered (or discontinuous) objects’ (Jubien 1997, 155).

There are two ways of responding to these claims. First, there is the somewhat
ad hominem tack that if we take quantum theory seriously then it is not at all clear
that Jubien is entitled to talk of ‘things’ at the atomic or subatomic level. Early
versions of atomic theory conceived of atoms and electrons as miniature versions
of macroscopic objects, but quantum theory presents a very different picture.
Electrons and other ‘particles’ at that level don’t have locations most of the
time, nor velocities or shapes. Quine’s quantification over ‘occupied’ space-time
regions seems equally implausible—if most electrons don’t have locations, which
regions of space-time are occupied? (See Chiara and Di Francia 1995, for further
discussion with respect to Quine.)

5.2. Spelke objects

A more constructive approach is to attempt to provide a principled alternative
that draws a plausible boundary. My own preference is to appeal to the idea
of a maximal dynamically cohesive collection of matter. This conception, or
something close to it, is the notion of object that developmental psychologists are
studying in infants. Xu (1997) argued that this is the (a?) meaning of object in
English, but a number of serious objections were raised (in Ayers 1997; Hirsch
1997; Wiggins 1997), and the idea needs more careful reformulation; also it is
probably advisable to introduce a technical term, such as Spelke object, rather
than make the bold claim Xu did that this concept captures one meaning of
‘object’ in English. (Elizabeth Spelke was one of the most important researchers
in developing this area; see e.g. Spelke 1990 and Spelke ez 2l. 1992.)

There are two patts to the definition: first, a collection of matter is dynamically
cohesive if it moves as a unit. In other words, moving one part of the collection
moves, or tends to move, the other parts. An ice-cube or an iceberg is a Spelke
object; the liquid water in a puddle is not. Each volume of Cartwright’s two-
volume The Nature of Existence is a Spelke object, the two volumes considered
together are not. A pile of sand is not a Spelke object, but if we saturate it with
enough superglue and let it dry it becomes one. The other important condition is
maximality, the Spelke object consists of all the matter that moves together; the
left half of a Spelke object is not a Spelke object. As Eric Margolis has suggested:
‘If you can pick it up with a fork, it is a Spelke object’ (personal communication).
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A perfectly rigid sphere would be a paradigm example of a Spelke object;
a blanket is a poor one. There are problems of vagueness with this defini-
tion—however dynamically cohesive some collection of matter is, there is a
conceivable force that would rip it asunder. It is unclear whether a soap bubble
floating in the air is a Spelke object, nor at what stage in the freezing of an
ice-cube it becomes a Spelke object. Some artifacts, for example jars with lids,
come apart casily when a very specific force is applied but resist coming apart
under considerably greater forces in all other directions. I am attempting to
deal with these and other problems elsewhere, but ask your forbearance while I
attempt to at least partially unpack some of the desirable consequences of this
notion. Let me note in passing that many of these issues of vagueness also afflict
paradigmatic natural kinds, like cats (Lewis 1993).

However desirable Jubien objects or Quine objects may be for a nicely
rounded-out ontology, there are features of Spelke objects that neither of the
others have in general. Given that « and & are parts of a Spelke object at # and
that # is moving in a particular direction at #, it is highly probable that & is
moving in the same direction at 7. (A more careful formulation would raise the
probability by incorporating a suitable clause for spinning objects.) Given that 2
and 4 are both part of a Quine object or a Jubien object and that # is moving in
a particular direction, we have no reason to think that 4 is moving in the same
direction.

Our interest in such facts depends on—well—on our interests. Sometimes
we want to move furniture, avoid oncoming traffic, pick up an (unsliced) loaf of
bread, or kick a soccer ball. So how we use the information about Spelke objects
depends on us and our aspirations and fears and other sentential attitudes; we
care because the information is useful. But it is objective information. In a world
without humans there would be fewer Spelke objects, but those that existed
would still have the same properties and be subject to the same laws of motion.
If a tree falls unseen and unheard in the forest, it falls as a Spelke object.

This suggestion lets us bypass the question of continuity at the atomic level;
continuity is not part of the definition. Perhaps, one might argue, the interior of
the atom does not truly contain empty spaces because of the fields present there,
but I prefer not to tangle with those issues for lack of competence. However, it
is a deep physical fact that almost all Spelke objects appear continuous at the
macroscopic level, and so it is not surprising that previous definitions that have
attempted to capture something like this notion have appealed to continuity.

Given the importance of discerning and tracking what is and is not a Spelke
object in the environment, it is not surprising that from a very early stage infants
can track a (small) number of Spelke objects both visually and in memory. In
one variation of the common experiments, a toy duck or cup is placed on a table
in view of the infant, and then a screen is placed to obscure the object. Shortly
after, when the screen is removed, very young infants are surprised if there is no
object there, or if two objects are there. But they are not surprised if the duck
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has been replaced by a cup. Similar results can be obtained with up to about
four objects. So at this stage children seem to categorize and remember things as
Spelke objects and not as items in more specific categories.

To demonstrate the importance of maximal cohesiveness, similar experiments
were also carried out by pouring one or more piles of sand on the table, obscuring
them from view, and covertly changing the number of piles. Changed numbers
of piles of sand did not surprise the infants. On the other hand, when the
experiment was done in yet another variation, this time with piles of sand which
had been superglued into Spelke objects (i.e. the child saw the object being moved
cohesively onto the table), they had the same expectation of numeric constancy
as they did with a cup or duck (Huntley-Fenner, Carey, and Solimando 2002).

The ability to discern and remember maximal cohesive objects in the per-
ceptible environment is very basic in humans, as witnessed by the fact that it
is present very early in infants. Its roots are undoubtedly older than humans
as the ability has been shown to be present in cottontop tamarins and rhesus
monkeys (Sulkowski and Hauser 2001; Uller, Hauser and Carey 2001; Hauser
et al. 2003).

6. CONCLUSION

I have attempted to develop the conceptual machinery of Spelke objects in the
hopes of constructing a coherent and persuasive case that we can make sense
of the disassembled bicycle as a spatially discontinuous object without being
forced to accept all mereological sums of objects as objects. The objects which
we naturally regard as maintaining their objecthood while spatially dispersed are
those which can be reassembled and resume their function. Indeed, in many cases
artifacts are intended to be disassembled periodically for maintenance or cleaning.
These objects are not Spelke objects while disassembled, but their components
are. We can mark out as a significant category the category of Spelke objects
plus those entities which are for some part of their existence discontinuous and
not Spelke objects if and only if those objects are at an earlier (and later?)
stage a Spelke object which was designed to be disassembled and reassembled or
whose functioning is facilitated by being disassembled and reassembled (along
with some cleaning, sharpening, or whatever). On this criterion, the bicycle of
paragraph one of my introduction and Cartwright’s pipe are spatially scattered
objects for portions of their careers.?

2 T am indebted to Eric Margolis, John O’Neal, and Daniel Osherson for helpful discussions of
these and related topics. They bear no responsibility for errors, omissions, unclarities, or confusions.
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On the Place of Artifacts in Ontology

Crawford L. Elder

Suppose that a carpenter shapes pieces of wood and arranges them together so
as to compose a desk. In ontological strictness, what has happened? Is it just
that certain pieces of wood or bundles of cellulose fibers have gotten arranged
differently towards one another, or has some object different in kind from either
the pieces or the bundles been created? Suppose that the desk gets crushed,
perhaps by a collapsing roof, and no longer can function as a desk. Is this just a
matter of certain objects’ being set in a new arrangement— perhaps very small
objects, for example, cellulose molecules, if the crushing is severe—or is it a
matter of some one object’s being destroyed?

Contemporary metaphysicians find it hard enough to believe that even the
pieces of wood out of which the carpenter makes the desk really exist, in ontologic-
al strictness. Worries about composition (van Inwagen 1990), vagueness (Unger
19794, b), and coinciding objects (Zimmerman 1995, 106 ff.) seem to rule out
any such claim. Even less easy to believe is it, then, that an assemblage of wood
pieces produced by the carpenter’s intentional activity is a new object in its own
right. The intentions of the artisans among us, and the uses to which the rest of us
put their products, simply seem to play too lightly over the surfaces of our material
surroundings. It can seem unbelievable that matter upon which such intentions
and uses are focused thereby comes to be a material object different in its essential
nature from what would exist in its place, in the absence of such focusing.

Thus it is very widely agreed that in the world which serious ontology invent-
ories, there are no artifacts. Artifacts exist only in what Sellars (1963) called ‘the
manifest image’. Their careers are projected by people onto indifferent materials.

This chapter argues that, to the contrary, an artifact-free ontology is unne-
cessary and probably incoherent. Artifacts—at least many artifacts—are, in
ontological strictness, objects different in kind from whatever composes them.
The essential properties which characterize (many) kinds of artifacts hang together
in just as mind-independent a way as do the essential properties that characterize
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members of familiar natural kinds—from argon atoms and H,O molecules
to glaciers and geodes. True, the reason for the clustering is different in the
case of the kinds to which (many) artifacts belong—1 shall call these ‘copied
kinds’—from what it is in the case of the natural kinds usually discussed. In the
case of the natural kinds usually discussed, the characteristic properties accom-
pany one another in instance after instance, sample after sample, because of a
common physical composition or microstructure. In the case of copied kinds, the
properties essential to the kind accompany one another in instance after instance
because of a common history of function (Elder 1995, 1996). The sameness
in the instances stems from their surroundings, not from their insides. But the
clustering of the properties is just as genuine and just as mind-independent.

This chapter will argue, in sum, that (many) artifacts have no worse a
claim to being genuine objects than do many familiar medium- and large-sized
objects—e.g. glaciers, hailstones, and stars. It will leave largely unaddressed the
worries which prevent many contemporary metaphysicians from believing that
even these objects exist, in ontological strictness. For the position which this
chapter opposes is that the careers of artifacts are mere projections by people onto
objects that include no artifacts. This position affirms the existence of people. And
it is hard—if not altogether impossible (cf. Lowe 1991)—to dispute that people
are medium-sized material objects of the familiar sort. People, that is to say,
seem to be—if real at all—compositionally vague, mereologically incontinent,
coincident with modally different aggregates of matter, etc. Any ontological
doubts which these features raise therefore afflict the projectivism which this
paper attacks as much as the position for which it argues. Dispelling the doubts is
as much the projectivist’s assignment as mine, and I will do little to discharge the
assignment here— though I will (in section 3) offer a solution to ‘the problem of
coinciding objects’.

But projectivism faces a problem which my position does not. This problem
concerns not the ontological credentials of us projectors, but rather the causes of
our alleged projection. To the naive question, ‘what gets us to believe that there
are artifacts in the world around us?’, the naive answer is that our interactions with
artifacts themselves do this—we make artifacts, we use them, we observe them.
To the less naive question, ‘if strictly there are no artifacts in the world, what then
causes us to believe in them?’, the natural answer would be that our culture or
conventions or customs do this; belief in artifacts is instilled by the sentences we
hear at our mother’s knee. But a true projectivist must be careful, in formulating
an answer to this less naive question, to cite as acting upon us only such objects
as are recognized by his artifact-free ontology. Quite possibly these objects do 7oz
include such things as customs or sentences at all. What objects are included? For
projectivists who are bold, objects eligible to act upon us might include familiar
medium-sized objects such as glaciers and geodes; for more cautious projectivists,
the objects said to act on us will be very small, for example, ‘physical simples’
such as leptons and bosons (e.g. van Inwagen 1990, 98-9), or very unfamiliar,
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such as parcels of primal stuff (e.g. Sidelle 1989, 54—5). In any case there is, as I
shall argue, a great gulf fixed between any answer to our less naive question that is
available to a true projectivist, and the kind of answer that seems natural. For the
realm of our culture, our conventions, and our language is bristling with copied
kinds. Thus if the projectivist offers an answer rich enough to depict the action
on us of items in this realm, he concedes that members of at least some copied
kinds really act and really exist. Then he has no principled way of denying that at
least some artifacts exist. If on the other hand the projectivist denies that there are
in the world any copied kinds, he denies that there are any objects which might
plausibly be said to cause, by their action on us, the projection he believes in.

Strictly speaking, this chapter is an ontological vindication not directly of
artifacts, but of copied kinds. Copied kinds inc/ude many kinds of artifacts, but
more besides: kinds of biological devices, kinds of naturally selected behaviors
(e.g. mating dances), kinds of customary performances (e.g. rain dances), and
kinds of linguistic structure. Kinds of artifacts picked out by the sortals of
ordinary language often amount to copied kinds, but not invariably: chairs do
not compose a copied kind, and neither do neckties or nose rings (see section 3).
I will be content if T have staked out a place in ontology for at least some artifacts.

I should add—to clarify the relation between my project and Amie Thomas-
son’s (this volume)—that my aim is to stake out a place for (some) artifacts in
a realist ontology. Thomasson argues that one can defend the reality of artifacts
without assigning to them mind-independence: that artifact-makers and users
harbor the right thoughts and intentions, she argues, is constitutive of artifacts’
existing, and artifacts do really exist. I aim to establish a stronger position. I
cannot shake the misgiving that Thomasson’s defense of artifacts differs only
verbally from the projectivist’s rejection of artifacts. If the very existence of
artifacts consists in the fact that people harbor certain thoughts concerning the
material contents of the world, then, I cannot but think, an ontology that posits
only those thoughts themselves can explain everything that an ontology also
positing artifacts can explain.

1. THE SORTS OF PROPERTIES THAT ESSENTIALLY
CHARACTERIZE COPIED KINDS

Artifacts do have a place in ontology if, in fashioning a desk, a carpenter does not
merely set pieces of wood or bundles of cellulose into a different arrangement
towards one another, but brings a new object into existence. So too do they
have a place if, when the desk is crushed by a collapsing roof, what happens
is not just that the pieces or the bundles get arranged differently again, but
also that something is destroyed. But just how is the question to be decided:
just what marks the difference between ‘substantial change’, that is, change
involving creation or destruction, and ‘accidental change’, change involving mere
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alteration? The question is most easily addressed, I suggest, by focusing first on
destruction. For in that way we can begin by asking what marks the difference
between substantial and accidental change where the subject-matter of both is
the same. We can ask, that is, what marks the difference between a case in which
an object is altered, but continues to exist, and a case in which that same object
gets destroyed and exists no more.

Verbally, of course, the answer is obvious: it all depends on whether the
object has lost an accidental property or an essential one—a property the object
has just contingently, or one it has necessarily. The hard question is what the
essentialness of an essential property consists in. In this section I offer a realist
answer to this question. I then use the answer to sketch an argument—which
the following section will fill in— that artifacts of many kinds possess essential
properties which the materials that compose them do not. Thus when a desk is
crushed, it is true in ontological strictness that an object is destroyed.

But why not an antirealist position on essentialness? Why not the position
variously called ‘conventionalism’ or ‘constructivism’? On this position, it is our
practices that ultimately fix which sorts of properties are essential to the members
of any given kind. On one version the practices come into play when we first
introduce our term for the kind in question: we point to a sample, and get the
new term to refer to a kind essentially characterized by just those similarities,
among members or portions of the sample, that are of the right sorts—similarities
with respect to the general sorts of properties that we choose to make crucial
(Thomasson, this volume).! On non-historical versions, we have conventions of
individuation which make certain sorts of properties mark differences in kind,
among items of the same very general category (e.g. among animals, among
minerals), and make certain properties mark out the points at which a individual
member of such a kind begins its existence and ends its existence.

So, why not such a position on essentialness? The answer is that a conven-
tionalist stance on the essentialness of a given kind’s essential properties is off
limits both for my intended opponent and for me. (In fact I consider it off
limits for anyone, but that is a different story—Elder 2004, ch. 1.) It is off limits
for my intended opponent because this is the philosopher who holds that the
careers of artifacts are merely projected by us—Dby our conceptual or linguistic
practices—while our careers are nor mere projections, and while the careers
of the indifferent material surroundings onto which we do the projecting are
likewise not mere projections. For my intended opponent, that is, the facts as to
where our existences begin and end, and as to where the existences of leptons or
of molecules or of parcels of cellulose begin and end, are fixed independently of
us. But the career of any human or any lepton extends just so long as that human

1 This account of what fixes the reference of our terms for natural kinds is sometimes attributed
to Putnam and to Kripke. I have argued that it is an untenable account, and not one endorsed by
the Kripke of Naming and Necessity (Elder 2003). For a better account, see Millikan 2000.
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or lepton retains whatever properties are essential to it. If the status of those
properties as essential were itself but a projection of human custom, the facts as
to where those careers begin and end would not after all be fixed independently
of us. So my opponent cannot embrace a general conventionalism with respect
to essentialness. (Thus Thomasson, who does embrace a general conventionalism
about essentialness, is not the sort of ‘projectivist’ I am targeting in this chapter.)
Neither can I embrace across-the-board conventionalism about essentialness. My
position is that artifacts have genuine, mind-independent existence— existence
caused by us, to be sure, but not constituted by our believing what we do about
where artifacts are to be found. Artifacts trace out mind-independent careers,
mind-independent existences. But these existences too continue just so long as
artifacts retain their essential properties, and so again the status of those properties
as essential cannot itself be mind-dependent; otherwise it would after all follow
that we carve out or construct the careers of artifacts.

In any case, a realist position on the status, as essential, of the properties
essential to nature’s kinds and stuffs and phenomena is now neither exotic nor
unfamiliar. Ever since Kripke’s and Putnam’s writings in the early 1970s (e.g.
Kripke 1972/1980; Putnam 1975), philosophers have been accustomed to the
idea that what makes a property essential is not how it figures in our concepts
or our conventions, but is rather the way the world works. What makes being
composed of H,0 molecules an essential property of water is its underlying,
not just the surface-level features which the folk have all along associated with
‘water’—or perhaps a ‘weighted most” of these properties—but its underlying a
host of scientifically measurable properties even more crisply distinctive of water.
Being composed of H >0 molecules underlies water’s boiling-point and freezing-
point, its index of refraction, and its viscosity. In general, we are accustomed
to thinking of essentialness as fixed by the laws of nature. An essential property
of a given stuff or kind or phenomenon, on this accustomed way of thinking,
is in the first instance one around which a number of other properties lawfully
cluster— properties which, either individually or in combination, are distinctive
of the stuff or kind in question, are found in no other stuff or kind (see e.g. Elder
1989, 1996). In the second instance, at least for some philosophers, essential
properties of the stuff or kind include all those in the cluster (Elder 1994, 1995).

But this familiar realist picture of essential properties may in one way be
too restrictive. What, traditionally, is a natural kind? It is a family of instances
over which careful inductions will non-accidentally turn out to be true—a
family united by possession of a common nature. But this traditional conception
provides no reason for supposing that every natural kind will be characterized
by some one property that is distinctive of it alone—some one property never
found in members of any other kind. So far as the traditional conception goes, a
natural kind might be characterized by some distinctive combination of properties
which individually are undistinctive, even ‘run of the mill’. There need be no
one property responsible, by virtue of the laws of nature, for the presence of
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others which, singly or in combination, distinguish that kind from all others.
Rather, the traditional conception leaves room for this possibility: that properties
P1I> ... > pn are essential properties of Xs just in case enough other properties cluster
together with py, ..., p,, by virtue of the laws of nature, that Xs are bound to
possess properties or combinations of properties found in members of no other
kind. Our realist analysis of essentialness, I maintain, should take exactly this
more liberal form. We should not insist that among the properties essential to
the members of a given natural kind there need be any properties found in that
kind alone. We should require only that the essential properties must cluster
together non-accidentally, and in a cluster found in no other kind.

The members of what I call ‘copied kinds™ (Elder 1996) are characterized by
three properties which, as I shall argue in the next section, are essential on the
more liberal analysis. First, the members of any copied kind are characterized by a
particular qualitative make-up or ‘shape’. This will /izerally be a shape in the case
of artifacts or biological devices, for example the household screwdriver or the
double-lensed eye of the eagle; it will be a shape somewhat metaphorically in the
case of reproduced behavior, for example the mating dance of the stickleback fish
or a ritual rain dance performed by a particular human culture; it will be a ‘shape’
in a purely metaphorical sense in the case of linguistic forms or constructions,
such as the indicative mood in a particular language. Second, the members of
any copied kind are characterized by what Ruth Millikan calls a ‘proper function’
(Millikan 1984, chs. 1 and 2; cf. Millikan 2002). That is, the members are
produced by a process or mechanism which copies them from previous members
similarly shaped, and does so as a causal consequence of performances, by those
previous members, of certain functions— productions by them of certain effects.
The process is, in other words, such as to produce more copies of previous items
that produced such effects than of previous items that produced 7o such effects,
or more copies of items that produced a particular such effect more offen than of
different items that produced it less often, or more copies of items that produced a
more wide-ranging such effect than of different items that produced one less wide-
ranging. In consequence there is, in a historical sense, something which members
of a copied kind are ‘for’ doing, something current members are ‘supposed to’
do.2 Third, the members of any copied kind are characterized by what one might

2 Any historical account of proper function, like the one I take over from Millikan, faces a
‘poser’ concerning the very first item from which a copied kind comes to be copied. An example:
didn’t the very first telephone, fashioned by Alexander Graham Bell, already have a proper function
(Plantinga 1993, 203)? From Millikan’s perspective (to which I subscribe) the answer is ‘Yes and
No’. The first telephone had no direct proper function, but it did have an adapted and derived
proper function—that of enabling remote conversation. In just the same way, if a chameleon turns
a shade of puce unprecedented in chameleon history, its skin color has an adapted and derived
proper function—that of matching its puce surroundings (Millikan 1984, ch. 2). ‘Derived” here
means that the telephone or the skin color inherits its proper function from that of the program
in Bell, or the device in the chameleon, which produced it. In Bell’s case, the derivation probably
extends further still: beyond the program which underlay production of the telephone, to a program
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call a ‘historically proper placement’.3 That is, the operations by past members,
on which production of the current ones causally depends, were cooperations with
members of specific ozher copied kinds located alongside those past members.
Past double-lensed eyes, in eagles long since dead, did something that causally
contributed to the replication of eyes just like them in the eagles of today, but
this ‘something’ would not have helped eagles, nor contributed to the replication,
if the eyes had not been accompanied by brains equipped to read the complex
neural signals which the eyes sent. Screwdrivers have served to fasten objects
together, but only because environed by screws suitably slotted and shaped.

What I shall argue in the next section is that around any actual combination
of three such properties—any actual copied ‘shape’, proper function, and
historically proper placement—there cluster other properties, sometimes many
and sometimes few, but always enough to constitute a combination that can be
found in members of no other kind. Copied kinds truly have essential properties,
then, in the same traditional sense as do any other kinds that occur in the world.
When a collapsing roof crushes a desk, causing the shape of a desk to be present
no longer, an essential rather than accidental property is lost; the collapse involves
not just alteration, but the destruction of an object.

This is so, at least, provided the arguments of the next section are successful.
But just the identification of candidate essential properties, for artifacts and
members of other copied kinds, may help dispel some of the scepticism canvassed
at the outset of this paper about the place of artifacts in ground-level ontology.
When an artisan fashions an artifact, he works on materials such as wood or steel
or stone. As stuffs, these materials already have essential natures of their own.
It can, as we noted, seem unbelievable—too much like magic—that merely by
shaping and joining parcels of such materials in ways that reflect his intentions
the artisan brings about the existence of a new object, one possessed of an
essential nature not present before. But if the position of this chapter is correct,
the creation does not begin with the artisan’s intending what he does. Rather the
essential properties which his product will inherit stem from a history of function

for forming such programs, and perhaps to a capacity for forming programs for forming programs.
The derivation ends at a device which operates independently of Bell’s conscious intentions, and
which has a direct proper function. This brings up the ‘poser’ concerning the proper function of
the first item from which a biological copied kind comes to be copied. Suppose the first wings
(tokens) arose as a result of a single, massive mutation. Didn’t those very first wings already have
a proper function? But there is no intuitive pressure upon Millikan to answer yes. The onset of
(direct) proper function, she can plausibly reply, depends on the intensity of selectional pressure on
the gene pool. It depends on how soon the capacity for flight, bestowed by early wings, conferred
replicative advantage on the genes which coded for wings—and replicative disadvantage on the
alleles. This is a causal question. The answer to it—and to the question where (direct) proper
function begins—may be somewhat vague. But it would be poor practice to throw out causation,
or the theory of natural selection, out of preference for a neatly segmented universe.

3 Tsay ‘historically proper placement’ rather than ‘environment’ because the latter suggests a broad
cross-section of the historical surroundings; placement is a matter of co-location, and consequent
cooperation, with tokens of specific other copied kinds.
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and of copying that began well before the artisan undertakes his work. This
history reaches forward through the artisan’s motions—it shapes his shaping.
Its existence and its efficacy are independent, largely or even entirely, of the
artisan’s will. (In other words, artifacts commonly are what Sperber calls ‘cultural
artifacts’ —Ch.7 this volume, sec. 1, esp. Fig. 2.)

For similar reasons we should have no compunctions about terming copied
kinds natural kinds. It is true that artifacts belong to the kinds they do by virtue of
how we shape them—that is, as a reflection of our intelligence and agency. But
we ourselves, with our intelligence and agency, are items which nature produced
(cf. Sperber, ibid., sec. 2). So the kinds into which we make artifacts fall are kinds
which nature fashions through us.

2. FURTHER SORTS OF PROPERTIES ESSENTIAL
TO MANY COPIED KINDS

My central contention is that around any actual combination of copied ‘shape’,
proper function, and historically proper placement, a number of other properties
will reliably cluster—enough properties, at least, to form a combination found
in no other kind in nature. This is so whether the combination characterizes
a particular kind of artifact, a kind of biological device, a behavioral routine
installed by natural selection, a custom embedded in a human culture, or a
linguistic structure. But before beginning to argue for this contention, I must say
a few words to justify placing items seemingly so disparate under the common
rubric of ‘copied kind’. The justification rests on the idea that items of all
these disparate sorts are produced by copying processes which, while differing in
details, are alike in broad and important respects.

The differences admittedly catch the eye more quickly than do the similarities.
The process which copied genes for double-lensed eyes, so effectively that they
emerged from lucky mutations in a few proto-eagles to fixation in the gene pool
of the eagles of today, was unsupervised and ‘blind’—it was natural selection.
Natural selection may also be said, as I will presently argue, to have copied the
eyes themselves in today’s eagles from the eyes of ancestor eagles. But a competent
craftsman who fashions a screwdriver, on the model of previous screwdrivers that
have proven effective, copies consciously and deliberately. And between these
extremes there may seem to be a spectrum of interestingly different copying
processes. The current generation of an indigenous people may deliberately copy
its ritual rain dance from the dances of previous generations, but with no clear
understanding of the benefit to social cohesion which is the real reason for the
dance’s continued existence. An automobile manufacturer might stay in business
only because its automobiles replicate the design of pollution-free prototypes
developed by a competitor, but may thus design its automobiles out of concern
for profit alone; the replication of a pollution-free design may be not unconscious,
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but not intentional either. Beavers are not operating unconsciously when they rep-
licate, in the dam they build, the design followed by generations of their ancestors,
but neither (it seems) are they explicitly intending that the weave of the branches
should impound water, nor that the underwater supports driven vertically into
the stream-bed should keep the woven horizontal branches from washing down-
stream. (If placed in a room with audio speakers that emit the sound of running
water, beavers will pile sticks on the speakers.) A spider spins the web characteristic
of its variety, but without intending that that sort of web should entrap prey; cad-
disfly larvae deploy silken seine nets into the streams where they live, but without
intending to catch food (Gould, this volume). And time after time, in building
their ‘castles of clay’, termites place new globs of dirt atop each pillar in a pair,
at just the right offset to form at length a perfect arch uniting the pillars (ibid.).

There is a crucial similarity among the copying processes that produce these
seemingly disparate items. They are all causally sensitive to the performance, by
the past tokens which figure as ‘originals’ in the copying process, of certain sorts
of functions— perceptual or behavioral functions among ‘originals’ embodied in
the physiology of animals, functions of fitting and turning and bending among
‘originals’ embodied in tools, functions affecting performance and ease of use
among commodities. The processes are such as to copy for a longer time, or
in greater numbers, previous items which have served some such function than
previous items which served none; or previous items which served such a function
more often or more effectively than items which served the same function less
well; or previous items which served a more urgent such function than items
which served one less urgent. The copying processes or mechanisms are not
confined by the ways they work to copying items of just that qualitative make-
up found in the items currently produced. They will have copied qualitatively
different items, to a lesser degree. Their histories will have warranted the claim
that if originals more functional than the current products had historically
been available for copying, those more functional originals would have gotten
copied instead.

This is why it is indeed legitimate to speak of natural selection as copy-
ing, not just genotypic configurations from generation to generation, but also
the phenotypic traits which express those genotypes. Directly, of course, it
is only genes that get copied. The offspring of an amputee do not inherit
wooden legs. But what causes a particular genotype to get replicated more
and more widely, in generation after generation, is often not random genet-
ic drift, but the adaptive (and hence reproductive) success of the phenotypic
trait for which it codes. In such circumstances the consequent spread through
the gene pool of the underlying genotype in turn causes a spread through
the species of that phenotypic trait. Hence often, the successes achieved by
earlier tokens of a phenotypic trait cause the production of later tokens.
There is a process which produces eyes in present-day eagles that resemble
eyes in ancestor eagles, and it is Causally sensitive to the successes scored
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by those ancestor eyes. There is a mechanism responsible for the presence
in present-day beavers of dam-building behavior, and it is causally sensitive
to the successes achieved by past tokens of just such behaviors. In short,
while what directly gets copied from generation to generation are genes, it
is also true that indirectly phenotypic traits get copied across generations,
copied as a causal consequence of functions served in the past. It is in this
sense that the dams made by present-day beavers can be said to be cop-
ies of dams made by ancestor beavers; as Dawkins (1982) points out, the
dam is as much a part of the beaver’s naturally selected phenotype as is the
beaver’s tail.

Items produced by such success-sensitive copying processes, then, are the
subject of my central contention. (My contention thus concerns not only
‘replicators’ but ‘propagators’, in Sperber’s terminology—this volume.) The
contention is that where a particular copied ‘shape’, a past performance causally
responsible for the copying (i.e. a proper function), and a historically proper
placement all come together, further properties will typically cluster with them.
Inferences from examined samples will non-accidentally hold true for copied
kinds, just as for natural kinds more familiar in philosophical discussions. These
further properties fall into three main categories. There are properties connected
with material composition; there are functional peculiarities of the design that is
copied; and there are specific propensities for historical change when and if the
proper placement should alter.

First, then, the members of a given copied kind can warrantedly be expected
to be made of the right sort of stuff.# This is obviously true for artifacts and
kinds of phenotypic hardware; it is true in a transposed sense for even reproduced
behaviors. Household screwdrivers, for example, can warrantedly be expected
to be made of fairly firm materials. For the screws they turn must be firm
enough to penetrate the materials to which they are applied, and the screwdrivers
themselves must turn the screws without being bent in the process. The materials
composing a beaver dam must be firm enough that, when woven together in
the characteristic design, they do not snap or dissolve under the pressure of the
impounded water. But they must not be so firm or dense that beavers cannot
grasp pieces of them with their teeth. The mating dance of a particular species of
fish must not have a choreography so acrobatic that almost no male can dance it,
nor so complex that almost no female can recognize it.

Second, the members of any copied kind will embody a particular design
solution to what might broadly be termed an engineering problem, and with
that solution will go particular excellences and liabilities. The mechanism in
humans for localizing sounds has a simple, ‘low cost’ design, but a recurrent
and predictable failing: it commonly fails to differentiate a sound emanating
from a source 30°—60° removed from ‘straight ahead’ from a sound emanating

4 Much the same point is made by Ned Block (1997) in his discussion of ‘the Disney Principle’.
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from 30°-60° removed from ‘straight behind’. The stereoscopic visual systems
found in mammalian predator species embody a solution to the task of achieving
depth perception, but one achieved at the cost of a narrowing of the visual field.
Human rituals involving sacrificial offerings embody solutions to the challenge
of meeting social and emotional needs, but in times of famine predictably entail
suffering and disruption as well.

Finally, the members of at least some copied kinds will have propensities to
shift in their qualitative make-up, or a history of having actually done so, in ways
that coincide with changes in their historically proper placement. The hunting
behaviors in a predator species will alter as the customary prey species acquires
new routines of evasion and escape, or dies out and gets replaced by other prey
species. New strategies for responding to social defection may develop in a given
population as defection comes to be more common. Mating dances or plumage
may become more stylized and exaggerated in a given species, when females start
favoring by their responses the more colorful of the dances or plumages originally
on offer. The syntactically significant suffixes and markers in a language will shift
as the phonemes of that language come to be typed differently by its speakers.

The natural kinds most cited in contemporary discussions are chemical kinds,
such as water, or physical elements, such as gold. These kinds are characterized
by fairly rich clusters of properties which, singly or in combination, distinguish
those kinds from other generically similar kinds. It does have to be said that
copied kinds, in contrast, may be characterized by relatively thin clusters of
properties. There may even be copied kinds characterized only by a particular
copied ‘shape’, a particular proper function, and a particular historical placement.
Yet even so members of such copied kinds will be characterized by combinations
of properties which can be found in members of no other copied kind. (Thus
even such copied kinds will satisfy the requirement that an individual belongs
to the natural kind it does in virtue of its properties, and no individual can
belong to two different same-level kinds.) An example will help make the point
clear, and the mating dance of the male stickleback will do as well as any. A
dance having just thar ‘shape’, that choreography, can have gotten replicated
on account of its historical successes at causing replication of the dancers’ genes
only if performed in the presence of females disposed to respond by releasing
eggs. Thus thar shape and thar proper function can have combined only in thar
historically proper placement; the combination can be found only in mating
dances of male sticklebacks. Similarly, a dance bearing that choreography can
have gotten replicated by a success-sensitive copying mechanism, on account of
its historical interactions with females attuned to release eggs, only if whar the
choreography succeeded at was propitious timing of a release of milt. That copied
shape can have combined with that historically proper placement only if the
success causally responsible for the copying amounted to success at replicating
the dancers’ genes.
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3. CLASSES OF ARTIFACTS WHICH ARE AND ARE NOT
COPIED KINDS; COINCIDING OBJECTS

Thus the members of copied kinds are characterized by properties that cluster
together in just the way that the essential properties of more familiar natural
kinds do. We therefore have at least prima facie reason to judge that when a
member of a copied kind is created or destroyed, a genuine substantial change has
occurred— that members of copied kinds can be said, in ontological strictness, to
exist. But just what does this say about the ontological status of artifacts? Is every
kind of artifact for which there is a sortal in common usage—for example, chairs
and tables and sweaters—a copied kind in its own right? If not, what marks the
division between the artifacts that may be admitted to our ontology and those
which must be treated as mere projections of our language and culture?

In this section I defend and refine the position that broad and inclusive kinds
of artifacts are less likely to constitute true copied kinds than are kinds more
specifically delimited. Chairs are less likely to compose a copied kind than are
desk chairs, and desk chairs are less likely than Eames desk chairs of the 1957
design. But this is not to say that where one kind of artifact is a specific version
of some broader kind, only the more specific can claim to be a true copied kind.
Given a modicum of specificity, bozh may be perfectly genuine as copied kinds.
The difference may be only that the more specific kind is characterized by a
richer, more interesting cluster of properties.

The basic rationale for this position is obvious: kinds as broad as chairs
and tables can barely be said to have any one ‘shape’ or qualitative character
in common at all. Moreover, they have no well-defined historically proper
placement: there are dining-room chairs, electric chairs, birthing chairs, and
camping chairs. The challenge lies not in finding reasons for thinking that
artifact kinds must be fairly specific to qualify as copied kinds. It lies rather in
defending the claim that a fair degree of specificity is enough— that where one
artifact kind is a specific version of another, the former need not always usurp
the latter’s claim to being a copied kind. For suppose that one artifact kind is
a specific version of some broader artifact kind, that both do amount to copied
kinds, and that some one artifact is a member of both. Suppose, to make it
concrete, that some one chair is both a desk chair and an Eames 1957 desk chair.
Then we seem to be faced with ‘the problem of coinciding objects’. Exactly where
that chair is located there is an object which essentially has the characteristic
Eames shape, and an object which does not essentially have that shape. But if
object A differs in its essential properties from object B, A and B are distinct. So
in that location there are two objects. Each of them is a chair. Yet if the 30-1b.
desk chair and the 30-1b. Eames desk chair are both placed on a scale—which
can be done, mirabile dictu, in a single motion— the scale reads ‘30’, not ‘60’.
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The problem of coinciding objects has indeed been lurking in the wings since
this chapter began. It is a main reason why many contemporary metaphysicians
judge that artifacts do not really exist in the world (see Rea 1997). For
suppose—to sketch their reasoning—that an artisan fashions a large lump of
gold into a statue of Goliath. Then surely the lump still exists, and occupies
exactly the boundaries of the statue. But the lump has different essential
properties from the statue. The statue has its shape essentially; if flattened,
it ceases to exist. Not so the lump of gold. So unless we want to allow
that distinct objects may occupy the very same place as one another—and
face the embarrassment that two of them together weigh the same as any
one singly does—one of these objects must go from our ontology. Many
contemporary metaphysicians judge that what must go is the statue (e.g.
Zimmerman 1995).

Now the problem of coinciding artifacts seems to me genuine, and I will
return to it presently. The problem of coincidence between any artifact and a
matter-object is another matter. Why need we suppose that there is some one
matter-y thing, possessed of a spatio-temporal career of its own, which at present
composes the statue, but may later not do so? Our ontology must to be sure
admit that there is such a stuff or substance as gold; gold, like water and bronze,
is what Aristotle called a secondary substance, one which by nature occurs in
spatially localized quantities. Our ontology must also recognize the individual
atoms which between them compose any localized quantity of gold, and the
molecules which compose any sample of water. But why need we say that in
addition to the one stuff of which a homogeneous artifact is made, there is some
one object which composes that artifact?

What nature are we to think of such a matter-object as having—what features
should we think of as marking out its career? One answer is that the object is
the aggregate of gold atoms now within the statue. 7575 matter-object by nature
survives just as long as those very individual atoms continue to exist, and just
where they come to be; unlike the statue, it can survive radical dismemberment,
but also unlike the statue, cannot survive the destruction of even one of those
atoms. An alternative answer is that the matter-object in question is a parcel of
gold, defined by its having exactly that statuesque shape. When even a small
chunk is clipped from Goliath’s ear, the statue continues to exist, albeit in
damaged condition, but the parcel exists no longer.

There is a third answer as well, a more promising answer, and I will consider
it in a moment. The problem with these first two matter-objects is that they
are said to have, essentially, properties which do not test out s essential on any
remotely plausible realist test of essentialness (Elder 1998). The test I identified
before involved seeing whether a particular essential property of Xs clustered
together, by virtue of the laws of nature, with enough other properties to yield
a cluster found nowhere else but in Xs. Now an essential property of the
aggregate-object is (supposedly) that it is composed of exactly, numerically, those
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atoms of gold. But can being-composed-of-numerically-those-atoms-of-gold engage
the laws of nature in such a way that yet other properties will cluster together
with it? No, since the laws of nature are never engaged by bare numerical
identity, by haecceities. They apply to things by virtue of the things’ properties or
circumstances or relations—by virtue of repeatables. (The same reasoning shows
that origin, i.e. being-derived-from-numerically-zhat-matter or being-derived-
from-numerically-zhat-source, also cannot be essential; I will return to this point
presently.) As to the parcel of gold coincident with the statue, it is said to have
essentially the property of being of exactly rhat extent or size or mass. But, with
rare exceptions such as piles of Uranium-235, that a sample of some stuff is of
one precise size or another makes no further difference, under the laws of nature,
to what other properties it has.

Then might we think of the matter-object with which Goliath appears to
coincide in yet a third way—as just zhar sample of gold, that expanse or
chunk of gold? The persistence-conditions for this matter-object would be more
loosely defined than for either of the first two; they indeed vary with different
conversational contexts. Sometimes asking ‘where is that sample of gold now?
Does it still exist?” will amount to asking whether 90 per cent of the atoms in the
original statue are still joined together, sometimes to whether half or more of those
atoms are joined together, sometimes just to asking whether some percentage
of them still now exists. My response is that all such questions are perfectly
genuine. But they are questions about many objects, in the plural—many gold
atoms—not questions about some one object.

At the same time, the problem of coinciding artifacts does seem perfectly
genuine. Artifacts belonging to one copied kind often do coincide with artifacts
belonging to some other copied kind—typically another kind more specific, or
less. An Eames desk chair, 1957 design, occupies exactly the same volume as does
some desk chair; and, as in Sidelle’s (1998) example, a single long piece of woolen
yarn, itself an artifact, might compose the whole of a sweater. How then can two
distinct artifacts—which differ, after all, in their essential properties—be wholly
present at exactly the same place?

The sting of this question comes from the realist position on essentialness
endorsed both by this chapter and by the projectivism which this paper attacks.
If essentialness is really out there in the things, it may seem, a thing must have
essentially those properties that are essential to it strictly in virtue of its own
material make-up, its being composed of just zhose atoms. And then if thing A
and thing B have exactly the same material composition, they cannot differ in
respect of their essential properties.

But what I have argued is that, in the case of copied kinds, essentialness
can be out there in the things in virtue of the histories of function which lie
behind the causes that produced the things. The long piece of yarn springs
from a copying process long under way, continued over generations because
of successes which its earlier products scored at composing primitive socks
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and mittens and cords as well as sweaters; the ‘shape’ in virtue of which it
figures as product of this process involves its thinness and the criss-crossing
of wool fibers within it, not the sweatery form it currently assumes. Eames
desk chairs spring from a copying process that began long after the copying
of some desk chairs or other, and that process continued because of special
features unique to its products— their exiguous and sinuous shapes, their bright
color, and so on.

Because the Eames desk chair and the desk chair possess different essential
properties in virtue of their different histories, and not in virtue of any difference
in material composition, it is unsurprising that when the two are put on the
scale, the scale still reads ‘30’. The two are composed of exactly the same matter!
Now true, this answer would prolong our difficulties about coinciding objects,
rather than resolve them, if expressed as the claim that e parcel of matter which
composes, for example, the Eames desk chair also composes the desk chair, or if
expressed as a parallel claim about #he aggregate of atoms which composes either.
But it need not be expressed that way. It can rather be expressed as the claim
that every atom found within the boundaries of the Eames desk chair is found
in the boundaries of the desk chair, and vice versa. (Refinements may be needed
to reflect the fuzziness of the boundaries of ecither object. But they reflect ‘the
problem of the many’, not the problem of coinciding objects.)

My position, in sum, is this. Commonly recognized kinds of artifacts that are
very broad and inclusive are unlikely to constitute copied kinds; fairly specific
familiar kinds of artifacts are all likely to do so (more on this in a moment); and
among these fairly specific kinds the more specific will in general be the more
interesting copied kinds, the ones which display richer clusters of characteristic
properties. Eames 1957 desk chairs are a more interesting copied kind than
are desk chairs in general. But now why is that, exactly? Ruth Millikan has
argued that for the special sciences, ‘historical kinds’ are especially likely to
sustain a rich range of inductive inferences (Millikan 19994). ‘Historical kinds’
are defined as ones whose members not only bear qualitative resemblances
to one another but derive from numerically the same historical process of
copying as one another. Are Eames 1957 desk chairs a richly characterized
artifact kind because they all stem from numerically the same originals in the
Eames’ studios? Is it true in general that the most interesting copied kinds are
historical kinds?

Millikan’s contention seems to me to give distorted expression to an important
truth. By speaking of historical kinds, not just groupings, she suggests that there
would be a difference in essential nature between, say, an Eames 1957 desk
chair and another chair qualitatively just like it that were derived from a
historical copying process just like the one that produced the Eames chair. But
this difference between the genuine Eames chair and its lookalike would be
a difference which made no difference, which entrained no further properties
in either chair; the laws of nature simply are not sensitive to bare numerical
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identities. So ‘kinds’ is an exaggeration.5 But there is an important truth here.
It is that in studying highly specific copied kinds, we should acr as if’ part of
what constitutes membership in that kind is descent from numerically just har
historical copying process. For in this way we will focus our study on individual
copied items which may bear to one another qualitative similarities we did
not originally know to look for. Copied items that stem from numerically the
same copying process may resemble each other in many details of historically
proper placement, or of copied qualitative ‘shape’, some of which we did not
initially recognize.

One last word about certain specifically delimited kinds of artifacts. We copy
from one another, half knowingly and half unwittingly, a thousand minor details
of personal behavior—turns of phrase, bodily gestures, styles of dress, and articles
of personal ornamentation. Much of this copying is entirely uninfluenced by
any history of function which the items copied may have. The psychological
and social mechanisms which underlie the copying are either sensitive to past
functionality only sometimes— perhaps mainly in larger and more consequential
aspects of behavior—or are distinct from the mechanisms that underlie function-
sensitive copying of cultural items. Or, indeed, the copying may occur because
there is a function served by the copying itself—for example, that it affirms
group affiliation—rather than by the items copied. In any case familiar artifacts
such as neckties, high-heeled shoes, and nose rings are very unlikely to amount
to copied kinds. The behaviors of wearing such personal articles may fall into
copied kinds, but the articles themselves probably do not.

The main reason for this is that members of true copied kinds have a
characteristic shape—in a literal or metaphorical sense—and replication of that
shape causally depends on something which previous members of the kind did
in consequence of having that shape. Now neckties (for example) do literally
have a typical shape: a necktie typically is shaped like two elongated kites joined
at the tail. But what causes that shape to get replicated, in one bolt of silk after
another, is not some performance which earlier neckties were disposed by their
shape to carry out. The causes which produce new neckties have nothing to do
with performances which past neckties, as physical objects, effected. That is why
neckties can vary widely in width, can have parallel sides, can get fashioned from a
wide variety of macterials, and why inferences from the shape of this year’s neckties

5 My contention is that no copied kind is essentially characterized by descent-from-numerically-
just-that-historical-process. Millikan’s endorsement of historical kinds, however, is not just a
comment on the nature of certain copied kinds. She also recognizes historical kinds that are not
essentially characterized by any proper function at all—notably, biological species. I do now agree
with her, contra Elder 1995 and 1996, that (many) biological species are natural kinds. But I deny,
for the reasons just identified in the text, that descent-from-numerically-zhat-origin is essential to
the members of any biological species. What holds a species together is something distinct from any
historical singularity: roughly, it is the capacity of the genes within its gene pool to cooperate, in
producing viable organisms, with randomly assembled re-combinations of the other genes (types)
in fact present in its gene pool. There are no historical kinds at all.
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to the shape of neckties in 2010 will only accidentally be accurate. In contrast,
the ways in which neckties get knotted around the neck, and the circumstances
in which neckties thus knotted get displayed, actually are matters over which we
may run inferences that non-accidentally succeed. The reason why is that it is
wearings of neckties which form a true copied kind. These have a characteristic
physical and social ‘shape’, and get reproduced because, in the historically proper
placement of a specific dress code, they have afforded their agents social access
or acceptance. Ontologically, there are manufactured materials such as silk
and cotton yarn, themselves copied kinds, which are secondary substances in
Aristotle’s sense (cf. Grandy, and Bloom, both this volume); these materials exist
in spatially localized quantities, and of these there are some shaped like two
elongated kites joined at the tail; and there are wearings of neckties. That is
all. The expanses of silk or of cotton yarn which satisfy the sortal ‘neckties’ do
not have essential properties distinct from those of any other parcels of these
materials. Like any such expanses, they are essentially characterized only by the
properties essentially characteristic of silk and of cotton. They do not amount to
unitary matter-objects which trace out spatio-temporal careers of their own.

4. THE PROBLEM WITH PROJECTIVISM: CUSTOMS
AND CONVENTIONS

If there really are in the world instances of copied kinds, there are in the world
at least some artifacts. So any philosopher who holds that artifacts do not, in
ontological strictness, exist must deny that copied kinds are instanced in the
world. At the same time such a philosopher must allow that we project onto the
world existences of artifacts—creations of artifacts, courses of existence which
they trace out, destructions of artifacts. What elements in the world act on us
to cause this projection, according to such a philosopher? The only plausible
answers must cite our customs or conventions or linguistic practices. But the
arena of custom and convention and language is rife with copied kinds, as I now
briefly shall argue. If this is correct, an artifact-free ontology is incoherent.
Consider, to begin with, some typical customs. It is customary among many
peoples to mark national holidays with public spectacles or the singing of patriotic
songs. There are customary ways of preparing meals, there is a custom of taking
a siesta, and there is a custom of bringing casseroles to the homes of people
recently bereaved. It seems hard to doubt that at least part of what causes such
patterns of behavior to get copied from person to person, and from generation to
generation, is some function which the patterns have repeatedly, if not invariably,
served. Thus such copied patterns have not only a characteristic ‘shape’ but also,
it seems, a proper function. It is no objection to this claim that different patterns
or practices could have served the same function as well. So long as we are
confident that the mechanisms which copied these behaviors would have copied
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them (perhaps actually did copy them) more widely than behaviors which served
no function, or which served the same functions less well, or which served
functions less useful, the attribution of proper function is warranted. Moreover,
these customary behaviors serve functions only when and as cued to customarily
recognized settings— to holidays, to meal-times, to members of the family of the
deceased—and can therefore be said to have historically proper placements. At
least many customs, it seems, are copied kinds.

To call a copied pattern of behavior a ‘convention’, in contrast, often is to
suggest that it lacks a proper function. It is a convention in countries other
than England, Australia, and Japan to drive on the right side of the road. But
obviously right-side driving is not intrinsically useful, nor is driving on the left
intrinsically a poorer practice. It is a convention to say ‘hello’ when answering
the phone, to extend one’s right hand when greeting someone, and to call a chair
‘a chair’ —but in all of these cases the intrinsic content of the act confers by itself
no benefit or gain.¢ But coincident with every case of such conventionally copied
behavior there is something which does have a proper function, and is a member
of a copied kind. It is that same behavior relationally described— that behavior
as a copying, as a replicating of conventional behavior. Replicating right-hand
driving, where right-hand driving already has the status of a widespread behavior,
copied from person to person over long periods, is indeed extremely useful.
Replicating an expected sound by saying ‘hello’—as opposed to producing just
that sound for its own sake—is indeed useful. Followings of conventions have
specific shapes, they often have proper functions, and they have historically
established conventional settings. They too are then copied kinds.

Finally, a word about linguistic practices. There has been considerable debate
as to whether, and in what sense, language is governed by conventions (see
Millikan 2003). Whatever the outcome of this debate, it seems virtually certain
that at least sometimes some linguistic patterns get copied in consequence of
functions which earlier tokens of those patterns have served, and that the copying
is cued to contexts similar to those of the earlier tokens. If so there are in
our linguistic behavior tokens of copied kinds: the current copyings have a
characteristic ‘shape’, a proper function, and a historically proper placement.

5. CONCLUSION

Do the sortals by which common speech picks out artifacts—for example,
‘screwdrivers’, ‘desk chairs’—designate real kinds in nature? I have argued that
at least some of them do. They designate copied kinds, the members of which
are characterized essentially by a certain qualitative make-up or ‘shape’, a proper

6 These are examples of the particular kind of convention Ruth Millikan (1998, 2003) calls
‘coordination conventions’.
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function, and an historically proper placement. To say that these properties
are essential to the members of such copied kinds is to say that they cluster
together in distinctive packages because of the way the copying processes in the
world work. They cluster together mind-independently, and not just because we
intend that objects bearing a certain make-up should serve a certain function, or
because the concept we wield for a given kind of artifact ties shape and function
together. There is no joint in nature between the artifacts copied by intelligent
and conscious artisans, such as desk chairs, and the devices produced by naturally
selected behaviors, such as beaver dams (cf. Gould, this volume). What is written
in the title of this chapter is ‘artifacts’. What is written in the book of nature is

copied kinds.”

7 An earlier version of this chapter appeared as chapter 7 of my 2004 book Real Natures and
Familiar Objects, MIT Press.
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Artifacts and Human Concepts

Amie L. Thomasson

It is frequently observed that artifacts and other social and cultural objects are in
some sense ‘creations of the mind’, depending in certain ways on human beliefs
or activities. But in what sense are such objects and kinds dependent on human
concepts and intentions? And what difference does this make to the place of such
objects in our philosophical theories?

I have argued elsewhere (2003) that the dependence of institutional objects on
the collective acceptance of certain constitutive rules (on a theory like Searle’s;
1995 and this volume) entails that we have certain sorts of epistemic privilege
with regard to our own institutional kinds that we lack with respect to nacural
kinds. I have also argued (2001) that the ways in which some social objects and
kinds depend on human intentionality have consequences for our capacity to
acquire knowledge and make discoveries about social facts.

But the role of human intentions in the creation of artifacts seems rather
different from their role in creating social and institutional facts and objects.
Unlike social and institutional objects, the existence of artifacts doesn’t seem
to presuppose any collective intentions of any kind—it makes perfect sense to
suppose that a solitary human could create a knife, though not a government or
money. Thus artifacts don’t seem to be essentially social objects at all. On the
other hand, it seems to be part of the very idea of an artifact that it must be the
product of human intentions.

At first glance, it might seem that #4is sort of dependence on human intentions
has no special consequences for metaphysics, epistemology, or reference, if we
think of humans as simply the causal origins of artifacts. After all, many plants
and animals are in some sense causally produced by humans in agriculture,
without ceasing to be natural objects of natural kinds, and human beings
themselves, of course, are the products of other human activities. So having a
causal origin in humans does not seem to have any obvious metaphysical or other
consequences.
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And indeed it has often been argued that the fact that artifacts are the products
of human intentions in fact makes no substantial difference to their metaphysical
standing as mind-independent kinds, to our epistemic relation to them,! or
to the way our terms for them refer (Putnam 1975; Kornblith 1980 and this
volume). In fact it might seem that one has o take this position to defend the
view that there really are such things, since it is often thought that any element of
mind-dependence or epistemic privilege regarding certain objects or kinds must
rule them out of a realist’s ontology.

I believe, however, that this is not so. On the contrary, I have argued (2003)
that artifacts and artifactual kinds are closely related to human concepts in at least
three ways: metaphysically, epistemically, and semantically. First, it is not just a
causal fact but a conceptual truth that artifacts must be the products of human
intentions, indeed of intentions to produce something of that very kind. As a
result, I have argued, the metaphysical natures of artifactual kinds are constituted
by the concepts and intentions of makers, a feature that sets them crucially apart
from natural kinds. I have also argued that the role of makers in establishing
the nature of the artifactual kind they create endows them with some protection
from certain kinds of ignorance and error about that nature, providing them with
a much closer epistemic relationship to their artifactual kinds than anyone has
to natural kinds. Finally, I have argued that this even impacts the ways in which
the reference of the corresponding general terms is determined, since it turns
out that there can be no reference to artifactual kinds without someone having a
relevant concept that in turn plays a role in determining the term’s extension.

These results are based on analyzing the concepts associated with our artifactual
kind terms. It might be thought, though, that conceptual analysis of our artifactual
kind terms is simply the wrong way to go, for even if it is part of the ordinary
idea of an artifactual kind that its nature bears certain essential relations to
human intentions, surely (it might be said) we could all be wrong about that.
If our ideas about what sort of nature artifactual kinds have are as open to
error as any beliefs about natural kinds, then perhaps human intentions don’t
really play any essential role in the natures of artifactual kinds, with these instead
being determined by some mind-independent property such as function, or some
mind-independent cluster of properties surrounding a core of properties such as
qualitative make-up, proper function, and historically proper placement (Elder,
this volume).

Thus in this chapter I will remake the argument from the bottom up, in two
steps: first, (sec. 1) by addressing the very idea of artifactual kind concepts and

1 Crawford Elder (this volume) argues that at least some kinds of artifacts, namely those he
calls ‘copied kinds’, have essential natures based in properties that cluster together in just as
mind-independent a way as those of natural kinds. He also argues (1989) that, for at least some
culturally generated kinds (like natural kinds), beliefs even of members of the relevant culture could
be massively false for all that is ensured by who they are and the fact that those beliefs are about

those kinds.
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why we should accept that they refer (if at all) to kinds whose natures are
determined by human intentions, and second (sec. 2) by elucidating exactly how
human intentions are involved in determining the natures of artifactual kinds,
and why that metaphysical difference should have consequences for epistemology
(sec. 3) and reference (sec. 4). These points need to be made carefully, however,
for (despite their dependence on human intentions) artifactual kinds are certainly
not entirely transparent to us. I will thus also discuss the limits of epistemic
privilege regarding artifactual kinds, and address a number of objections based
in pointing out kinds of error to which people may still be subject (sec. 5).
Finally, accepting that the natures of artifactual kinds are mind-dependent, and
that humans have certain forms of epistemic privilege regarding them might be
thought to undermine the idea that such things really exist. Thus in closing
(sec. 6) I will address this worry, arguing that the mind-dependence of artifacts
and artifactual kinds should in no way be taken to interfere with accepting that
such entities really exist.

1. ARTIFACTUAL KIND CONCEPTS AND NATURAL KIND
CONCEPTS

Artifactual kind concepts and terms such as ‘table’, ‘chair’, or *knife’ seem to be-
long to a distinct range of concepts and terms, not (on the whole) reducible to
or extensionally equivalent to familiar natural kind concepts and terms such as
‘iron’, ‘maple’, or ‘aluminum’. The question then arises: how do these general
terms acquire reference??

Direct reference theories (Kripke 1980; Putnam 1975) hold that natural
kind terms acquire their reference not in virtue of any concepts competent
speakers hold about the nature of the kind, but rather in virtue of a causal
relationship to a certain sample of entities, so that a term like ‘iron’ or ‘maple’
refers to whatever real natural kind all or most of the entities in the sample
belong to. The nature of the kind and conditions for kind membership are
thus determined by the mind-independent boundaries of the kind, and may
be discovered empirically through the work of natural scientists. One heral-
ded result of this view is that it preserves the epistemological independence
of such kinds from all human beliefs and concepts: a kind may exist (and
we may refer to it) even if everyone is in complete ignorance regarding its
nature, and any beliefs anyone may have had about the nature of the kind
or specific conditions for kind membership may turn out to be completely
in error.

2 Since most of the debate about the reference of artifactual kind terms has focused on the
tenability of direct reference versus descriptive (and hybrid) theories, I will limit my discussion here
to those theories of reference.



Artifacts and Human Conceprs 55

There has been a great deal of discussion about whether or not the same
theory of reference can apply to other general terms, especially artifactual kind
terms (Putnam 1970, 1975; Schwartz 1978, 1980; Kornblith 1980; Nelson
1982). Much of that discussion has focused on the possibilities for ignorance
and error in our artifactual concepts—some of which I will return to below.
For now, however, it is enough to notice that (as long as one acknowledges that
artifact kind terms are not equivalent to natural kind terms) one cannot hold
a pure direct reference theory for both natural kind terms and artifactual kind
terms. For suppose a speaker is faced with a sample of teak lawn chairs, and
attempts to apply a new term to refer to ‘that kind of thing’. As those who have
drawn out the qua problem have repeatedly argued (e.g. Devitt and Sterelny
1999, 91), the reference of the speaker’s term will be radically indeterminate
unless she disambiguates the sort or category of kind she means to refer to.3 For
any sample of entities will instantiate many different kinds (chemical, biological,
artifactual, cultural, legal, etc.), and so to disambiguate and establish the reference
of a kind term, a speaker who seeks to ground that term’s reference must have
at least a very high-level background conception of what sorss of features are
relevant to being a member of this sort of kind (i.e. whether it is sameness
of underlying causal/explanatory constitution, sameness of legal standing, etc.).
This then establishes the category of kind to be referred to (if the term refers at
all), by establishing what sorts of features are relevant to unifying the kind.

In sum, then, it seems that we need to accept a hybrid theory of reference
for kind terms, acknowledging that grounders of a term’s reference must at least
intend to refer to a certain caregory of kind, where this is a matter of intending
some rather than other sorss of common features to be relevant to unifying the
kind (Devitt and Sterelny 1999). Whatever distinguishes intentions to refer to an
artifactual kind from intentions to refer to a natural kind then determines what
sorts of features (though perhaps not what particular features) are relevant to
membership in an artifactual kind as opposed to membership in a natural kind.
As such, these essential elements of our artifactual kind concepts that distinguish
them from natural kind concepts will not be open to revision through future
‘discoveries’. Thus, there is a first element of privilege regarding the natures of
artifactual kinds (and presumably many other kinds as well): those who ground
the reference of any artifactual kind term must themselves have some conception
of what general sorts of features are relevant to determining the kind’s nature
and the term’s extension, for it is this that establishes the term as a would-be
artifactual kind term. About this, they cannot be proven to be in error through
later empirical investigations, since this establishes the sort of nature that is
relevant to the reference of the term, if it refers at all.

3 In addition, of course, she must disambiguate what leve/ of kind of any type she means to refer
to, whether e.g. to teak, wood generally; lawn chairs, chairs generally, furniture generally, etc. I
will leave that problem to one side here. For further discussion of the need for a hybrid theory of
reference sec ch. 2 of my Ordinary Objects (2007).
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But what is it that distinguishes intentions to refer to a natural kind from
intentions to refer to an artifactual kind? Paul Bloom (this volume) reports that
psychological evidence suggests that natural kind and artifactual kind concepts are
acquired and comprehended differently: “Natural kinds are understood in terms
of internal essences; artifacts are thought of in terms of considerations such as
creator’s intent, characteristic function, and the social and cultural context of the
artifact’s creation and use’ (p. 154). It seems quite plausible that considerations
like these are what distinguish the attempt to ground the reference of a nacural
kind term from that for an artifactual kind term.

Most attempts to describe the difference between natural kind terms and
artifactual kind terms have focused on the second factor mentioned by Bloom,
taking function rather than internal essence to be the distinctive sort of feature
appealed to by artifactual concepts. Thus, for instance Hilary Kornblith (1980,
114) draws out an example that seems to be as close as one can get to a ‘direct’
application of an artifactual kind term that might parallel that for a natural kind
term. He asks us to consider a case in which Martian anthropologists are faced
with a sample of apparent (Earth) artifacts, whose nature is unknown to them,
and coin a term ‘glug’, declaring ‘Let’s call the kind of which this is a member
“glug”’ (ibid.). But if their term ‘glug’ is to be grounded as an artifactual kind
term rather than as a natural kind term, the Martian anthropologists must take,
for instance, the exact chemical or physical make-up of members of the sample
to be potentially irrelevant to their membership in the kind. What is relevant?
Kornblith suggests that—at least for the most part—it is sameness of function
that is relevant to membership in an artifactual kind (p. 112), and for a time the
suggestion was widely followed that artifactual natures are based on functional
rather than physical, chemical, or biological kinds.

But what sense of function could be relevant here? Sharing actual causal
powers that enable objects to function in certain ways cannot be sufficient for
belonging to a common artifactual kind, since any sample of entities will share
a great many causal powers, without belonging to a great many (or even any)
common artifactual kinds. Actual causal powers also cannot be necessary for
items to be of the same artifactual kind, since our artifactual kind terms such as
‘knife’ or ‘can-opener’ generally apply as much to broken or malformed members
of the kind as to functioning members. So it has been suggested instead that
it is a common proper function in something like Ruth Millikan’s sense that
is appealed to as the general sort of property relevant to delineating artifactual
kinds, as opposed to natural kinds.4

A thing’s proper function, on Millikan’s view, may be acquired in either
of two ways: either it is some function past members of the kind successfully
performed, such that because of that successful functioning, this reproduction

4 Elder (this volume) takes proper function to be one of three essential properties of any ‘copied
kind’, at least some of which are artifactual kinds.
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was made (though this particular reproduction may be malformed)—this is a
‘direct’ proper function—or the thing is the product of some prior device that
has the relevant proper function, and normally performs this function by means
of producing an item like this—this is a ‘derived’ proper function (Millikan
1993, 13—14). The latter clause applies to prototype artifacts, which are created
by human intentions and behaviors that themselves have the proper functions
that are passed on to the artifacts created to help fulfill them. So, for example
the proper function of a desire for food might be to gain nourishment for the
organism. If, in a particular environment, that desire causes someone to invent a
new hunting device, the hunting device inherits the proper function of acquiring
nourishment for the person from the intentional state that produced it.

It is important to notice that, where artifacts are concerned, the relevant
function (whether it’s the derived proper function or direct proper function)
must be its intended function. This is obvious in the case of derived proper
function, since artifacts inherit the proper functions of the intentional states
that produce them, and as a result ‘artifacts have as derived proper functions
the functions intended for them by their makers’ (Millikan 19996, 205). It is
somewhat less obvious in the case of those artifacts that may plausibly be thought
to have direct proper functions. An item acquires a direct proper function F only
if it is reproduced from predecessors (in part) because those predecessors were
able to perform F. But unlike biological creatures, artifacts do not reproduce
themselves. A certain kind of artifact is reproduced because of the functioning
of its predecessors only if human beings believe the predecessors were useful for
some purpose, and create the new object with the intention that it also fulfill
that function. So if function is what is relevant to membership in an artifactual
(rather than natural) kind, it must be intended function that is relevant, and
when Martian anthropologists coin their term ‘glug’, they must mean it to refer
to whatever has the same intended function as these Earth artifacts.

But while intended function does seem to be a relevant feature for determining
membership in a great many of the artifactual kinds picked out by our standard
artifactual kind terms, appeal to a common intended function does not seem
a sufficiently general way of describing what distinguishes the application of
artifactual kind terms (as opposed to natural kind terms or other general terms).
For, as Bloom (1996, 5-06) argues, there may be members of various artifactual
kinds that are 7o# intended to have the function of other members of the kind, for
example, something can be a boat or a chair even if its maker desires that it never
be placed in water or sat upon (perhaps intending it only ‘for show’). Moreover,
some artifactual kinds may have no intended function or no essential intended
function (for example, arguably, it is not necessary to have any, or any particular,
intended function to be a member of the artifactual kinds sculprure or symphony),
and in many cases sameness of intended function is not sufficient for being a
member of the same artifactual kind, since other factors such as shape, form,
origin, and so on may be held to be necessary as well or instead (Bloom 1996).
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Thus, in drawing out what sorts of features artifactual kind terms (as opposed
to natural kind terms) appeal to as relevant for determining membership in the
kind, we might do better to focus on the first of Bloom’s suggestions: the creator’s
intentions generally (whether or not they specify an intended function) are most
relevant to determining whether or not her product is in the extension of an
artifactual kind term. This fits well with the frequent observation (Bloom, this
volume; Hilpinen 1992) that intentions play a central role in artifact concepts.

But what sorts of intentions of makers are relevant to determining whether or
not their products belong to a given artifactual kind? First and foremost, what
seems to be relevant is the intention to create something of that kind. Artifacts,
in the strict sense, must be not just the products, but the intended products of
human activitdes (Hilpinen 1992, 60); pollution and scrap metal also must be
produced by human activities, but these are not artifacts properly so-called. In
fact, we can distinguish essentially artifactual concepts (from other concepts such
as gold sphere that may just happen to include only artifacts in their extension)
by delineating essentially artifactual concepts as those for which any member
of the kind must be the product of an intention to create zhat very sort of
object (cf. Thomasson 2003). So understood, essentially artifactual concepts, like
institutional concepts on Seatle’s description, exhibit ‘self-referentiality’, though
this self-referentiality here takes a somewhat different form. Whereas for a certain
sort of thing to be money, it is necessary (and sufficient) that it be the sort of
thing that is collectively regarded as money, for an individual object to be a chair,
it must itself have been intended to be a chair.5

The proposal, then, is that attempts to ground the reference of an artifactual
kind term differ from attempts to ground the reference of a natural kind term
by appealing not to a common internal essence in members of the sample as
the sort of property relevant for determining what is and is not a member of
the kind, but rather to the objects’ being the products of intentions that have
something in common: namely, the intention to create something of that kind.
But how are we to understand the relevant intentions to create something of a
given artifactual kind? Bloom has argued that the relevant intention for being
of any artifactual kind K is being intended to be of the same kind as ‘current
and previous’ members of the kind (1996, 10). I have argued elsewhere (2003),
however, that this intention cannot be understood merely transparently, as a
bald intention to make ‘one of these’ (pointing to a sample). Such an intention
could not be necessary, or else we could not accept that prototypes are members
of the relevant artifactual kind, nor that people in distinct cultures and traditions
could all create the same kind of artifact. Such a transparent intention also could
not be sufficient, since an artifact must be the product of a controlled process of

5 On the other hand, kinds such as ‘path’ and ‘village’ are not essendially artifactual, since
some things in their extension may not be things intentionally created under that description. For
discussion see my 2003, and Hilpinen 1992, 66.
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making (Hilpinen 1992), involving imposing a number of intended features on
the object—so the maker cannot just intend to make ‘one of these’ without any
idea what features are relevant to being one of these. As I have argued (2003),
the relevant sort of intention to make a thing of artifactual kind K must thus
involve a substantive (and substantively correct) concept of what a K is, including
an understanding of what sorts of properties are K-relevant and an intention to
realize many of them in the object created.

One other condition is also necessary: for a member of any essentially artifactual
kind K to be created, it is also necessary that that intention be at least largely
successfully realized. Otherwise the would-be creator may, like so many who sit
down with grand intentions at the potter’s wheel, have only made a mess, not
even a malformed member of the kind.

2. THE NATURES OF ARTIFACTUAL KINDS

We have seen that (in light of the gua problem) grounders’ concepts of what
general sorts of features are relevant to being a member of an artifactual (as opposed
to chemical, biological, or physical) kind determine what sorts of properties are
relevant to membership in an artifactual kind and are not themselves open
to revision. (It does not, though, mean that those speakers have any detailed
knowledge of the specific nature of any particular artifactual kind.) If chis is
correct, then speakers can’t all be wrong about what distinguishes artifactual kind
terms and concepts from natural kind terms and concepts, making conceptual
analysis an appropriate method for determining what sorzs of common features
must distinguish membership in an artifactual kind. Thus if this analysis is
correct, one cannot argue that, although we commonly treat creators” intentions
as relevant to membership in an artifactual kind, this is not what is truly relevant
(actual causal powers, or a combination of shape, function, and historically
proper placement, being the sorts of criteria really relevant for membership in an
artifactual kind).

The relevant sorts of properties appealed to whenever one attempts to ground
the reference of a distinctly ar#ifactual kind term, I have argued, are distinct from
those appealed to in grounding physical, biological, or chemical kind terms in
being fundamentally intentional. More specifically, an artifactual kind term will
pick out entities that are the products of largely successful intentions to create
something of that kind (where that intention must involve a substantive, and
substantively correct, conception of what features are relevant to being a member
of the kind). It turns out that, as a result of this appeal to intentions, human
concepts determine the natures of artifactual kinds on a second level as well:
according to the sorts of conditions presupposed by speakers’ concepts, makers’
concepts of what features are relevant to being a member of the kind (whether
function, shape, etc.) determine what specific features (shape, function, etc.) are
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relevant to being a member of a particular artifactual kind, and thus collectively
determine the boundaries of the kind and the kind’s specific ‘nature’.¢ And that,
in turn, has interesting consequences for the epistemology of artifactual kinds
and our reference to them that distinguishes them from paradigmatic natural
objects and kinds. But these last two claims need fuller explanation and defense.

To see the ways in which makers’ concepts must be definitive of the specific
features relevant to membership in artifact kinds and why this has consequences
for epistemology and reference, let us begin from an admittedly simplified case.
The hope is that there we can see the essential features of the situation clearly,
just as botanical drawings and anatomical drawings deliberately simplify the
represented subject in order to make the crucial features come to light more
clearly. Once the structure is made evident, we can gradually reintroduce the
complications of our full real-world situation.

So consider first an individual artisan single-handedly creating a prototype
artifact of a kind of her own invention. In order for the artisan to be involved
in creating an artifact, her creative activities must be directed and controlled
(otherwise she is merely ‘messing around’), namely directed to producing an
artifact of a certain kind. Since she is producing the prototype, there is no
question of her intending merely to produce ‘one of these’ of an extant kind
of artifact; there is no sample of previous members of the kind to refer back
to. Yet she must have some goals to direct her activity, including some features
she intends to impose on the object created. Thus she must have a substantive
idea of what sort of a thing it is she intends to create (say, a K), where that
idea incorporates certain features relevant to being a K, so that she can judge
her activity’s success in terms of the degree to which the product instantiates the
relevant features.” In this case, clearly, there is no question of the artisan getting it
right or wrong about what it would take to be a K, what features are K-relevant.
At this stage, what is relevant to being a K is purely a matter for invention or
stipulation by the artisan based on her goals or intentions; she is not trying to
discover what makes something a K (so that she could then be said to gert it
right or wrong); instead, she is delineating a new kind by establishing success
criteria for her activity. Thus she creates not only an artifact, but delineates a
new artifactual 4ind, complete with normative success conditions for creating
something of that kind.

The artisan can, of course, fail to successfully execute the concept, and can
also fail to know whether or not she has successfully executed the concept. But
nonetheless, since in order to make an artifact of any properly artifactual kind,
the maker must intend to make something of that kind, she can know that if she

6 This enables us to get a more general view of what is distinctive about artifactual concepts and
the sorts of features relevant to determining membership in these kinds, while still acknowledging
that intended function is most often of central importance (though it need not be in all cases).

7 This, of course, does not preclude the plan beginning quite vaguely, and evolving or changing
in the creative process.
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has made any kind of artifact, she has made a K, and she can ‘know’ what it takes
to be a K, not in the sense that her beliefs correspond to an independent reality,
but rather in the sense that she is the one who stipulates this by establishing
success criteria for her activity.

As a result, an artisan constructing a prototype for a new kind of artifact has
a very different relation to the artifacts and artifactual kinds she creates than a
scientist does to the natural objects she studies. The artisan knows what kind of
artifact, if any, she has created; the scientist may not know what kind of natural
object (if any) is before her. The criteria the artisan holds as being relevant to
whether or not the product is a member of the new artifactual kind also cannot
be mistaken (any more than parents can be ‘mistaken’ when they name their
child), for this is a matter of her own stipulation, not (as the case of the scientist
investigating the nature of a chemical or biological kind) a matter of discovery
of independent facts. Finally, where K is an essentially artifactual concept, if a
K does exist, it follows from this that someone (namely, at least the maker) has
a substantive concept of the nature of Ks that is not subject to massive error,
whereas members of natural kinds may well exist without anyone having any
concept whatsoever of that kind or its nature.

Now, consider the case of a later artisan in a world containing at least one
token of an essentially artifactual kind K. Either that person knows of the extant
K or he does not. If he does not, he is in precisely the same position as the original
artisan, with the exception that, if his concept largely matches that of the original
maker, we may count him (if successful) as independently (and coincidentally)
producing things of the same artifactual kind K. Thus members of separate
cultures, for example, may all have independently made artifacts under similar
concepts (elongated object with a handle and blade, sharp on one edge, to be
used for cutting food), and so all be aptly treated as creating knives. They will
each share the same forms of privileged knowledge regarding their creations and
the nature of the artifactual kind as the inventor described above, although of
course none of the knife-makers may use the same word or know of the existence
of other knife-making traditions.

If the later artisan does know of the existence of the extant K(s), then he may
have the intention to create one of these, with an implicit reference back to the
earlier K. Yet even so, as I have argued elsewhere (2003), his intention cannot be a
mere transparent intention to create one of these (with de re reference back to the
prior K) without any substantive concept of what ‘these’ are, of what features are
relevant to being of artifactual kind K. In order for his making to be controlled
and directed, his intention to make a K must be filled out with intentions
regarding what features are to be imposed on the object of his creation in order
to succeed at realizing his intention to make a K (cf. Hilpinen 1992, 64-5).
Here (unlike the prototype-maker) he can get it wrong: if his concept of what
features are relevant to creating a K is wildly different from or inconsistent with
the inventor’s concept, the later maker cannot without reservation be described
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as intending to make a K, or else we would have to allow that he may succeed at
making a K just in virtue of imposing on the object all of the features he rhinks
are relevant. Bloom’s own examples (1996, 19—20) nicely illustrate this point:
if a madman happily presents a tiny pile of dirt as a chair, or a child happily
presents a clay disk as a cup, we will with justice say that they have misunderstood
what a chair or cup is, not that they have created a chair or cup just because their
product satisfies their own idiosyncratic concept associated with the term.

So a later artisan succeeds at making a K only if he has a substantive, and
substantively correct, concept of what a K is and succeeds at imposing on the
object all or most of the features relevant to executing that concept. Having a
substantively correct concept, in turn, must be a matter of substantially matching
the prior concept of Ks, since inventors’ concepts were originally definitive of
what counts as relevant to kind membership.8 As a result, if someone is a genuine
K-maker, he is guaranteed to have a largely correct concept of what Ks are, and
if there are Ks, someone is guaranteed to have a largely correct concept of the
nature of Ks. This again differs from the case of natural kinds, since no one’s
concepts about the specific natures of natural kinds are immune from massive
error, and members of the relevant kinds can exist without anyone having any
concept whatsoever of their nature.

Hilary Kornblith argues against this that: “The maker could not insist, “I
know what these things are; after all, I made them”, since the term is part of a
public language which the maker cannot constrain through a sheer act of will;
being the maker of an artifact does not provide one with a grant of immunity to
error’ (this volume, sec. 2). But having the right concept of the artifactual kind
in question is one thing; having command of the customary term associated with
that concept in a particular natural language is another. While the maker can
legitimately insist that he knows what kind of artifact, if any, he has made, this
does not mean that he has the right customary term attached to that concept.?

As the production of artifacts of kind K continues, things get trickier.
Artifactual kinds are notoriously malleable and historical in nature—indeed the
possibilities for this are built into our description above. For each subsequent
maker needs only have a concept of which features are K-relevant that largely
matches those of prior makers of Ks (if any there be). Thus, over time, the

8 The requirements that a new maker’s concept be only substantively correct and mostly well
executed reflect the fact that some vagueness is essentially built into artifactual kind concepts.

? So what have the madman and the child of Bloom’s examples made? Assuming that each is
satisfied with his product (that it matches certain substantive intentions), it may be that each has
made an artifact of a new kind, to which he attaches the wrong public word. It is easy to imagine
that if, e.g., the madman made a series of piles of dirt, clearly intending them to belong to some
artifactual kind regarding which he was imposing his own success criteria (occasionally sweeping
one away in disgust at it’s not having succeeded), we might count him as creating things of his own
mysterious artifactual kind, and even perhaps even coin a (less misleading) term, like ‘dustlets’ to
refer to members of his obscure kind. (‘I see he’s made four dustlets today’, one employee of the
psychiatric institution says to the other.)
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concept of Ks, spelling out which features are K-relevant, may gradually change.
Note that what is essential (or indeed relevant) to being a K is still determined
stipulatively by the features makers consider relevant to being a K; it is not a
matter of discovery of a mind-independent nature. It is just that the process of
stipulation has become much more gradual and diffuse, as it is responsive to
the intentions of a great number of makers over an extended period of time.
Nonetheless, something is a K only if it largely matches a substantive concept of
some group of makers (minimally, its own). And those who successfully make
Ks are guaranteed to have a substantially correct concept of what it takes to be a
K, at least of that time and tradition.

3. OUR EPISTEMIC RELATION TO ARTIFACTUAL KINDS

The crucial structural point from above is that there are essential connections
between artifacts, the nature of artifactual kinds, and human concepts. At the
first level, the conceptions of those who ground the reference of artifactual kind
terms about what sort of features are relevant to distinguishing artifactual kinds
are definitive of what sorts of features are relevant. The relevant sort of feature, I
have argued, is that the things be the products of successfully executed substantive
intentions to create something of the kind.

As a result of this appeal to intentions, it turns out that there is also a
second level at which the natures of individual artifactual kinds (unlike those of
individual natural kinds) are determined by human concepts: substantive features
that determine the boundaries of an artifactual kind are determined (perhaps
collectively and diffusely) by the concepts of makers regarding what features
are relevant to membership in that kind. This fits well with the idea that the
methodology of many social sciences, unlike natural sciences, must involve an
empathetic understanding of the intentional states of others and their ways of
understanding and carving up the world they live in (cf. Hilpinen 1992, 67). If
those grounding the reference of the term ‘glug’ are good Martian anthropologists,
it seems that what they should take as relevant is the criteria the relevant earshlings
would have used to categorize things as being or not being in that kind. The
categories that are of primary interest to the anthropologist, human geographer,
historian, or archeologist are the categories that were used and understood and
relevant to the lives of the people studied.

Thus the sense in which these artifacts and artifactual kinds are human
creations does have important consequences for their metaphysics, and for
our epistemic relation to them—-consequences that mark them as importantly
different from the objects and kinds of the natural sciences. In the former but
not the lacter case, the mere existence of objects of that kind entails that there
is substantive knowledge of the kind’s nature: their existence is not independent
of human knowledge of them. And makers of artifacts are (as such) guaranteed
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certain forms of immunity from massive error about the objects of their creation,
whereas scientists are not guaranteed a similar freedom from error about their
objects of study.

There has been a great deal of discussion about whether or not there is any
sort of epistemic privilege about the nature of artifactual kinds. Against the idea
of a built-in epistemic privilege, Kornblith writes: “To the extent that the makers
are in an epistemically privileged position, the privilege is a product of their
extensive interaction with the artifacts in question, not a product of any semantic
competence’ (this volume, sec. 2). But this overlooks the crucial difference I have
been drawing out: any epistemic privilege of chemists over laypeople regarding
chemical natures is indeed a product of their extensive interaction with the
chemicals in question, and the epistemic superiority of botanists over ordinary
folk regarding the features of trees is likewise a product of extensive interaction
(of a certain kind—different from that of lumberjacks or syrup-makers) with
trees. But the sort of epistemic privilege I have been arguing applies to makers is
neither the product of their ‘extensive interaction’ with the artifacts in question,
nor a product of semantic competence; it is a consequence of the fact that the
concepts and intentions of makers are constitutive of the nature of the kind they
create, whereas the concepts and intentions of scientists (or anyone else) are not
constitutive of the natures of the kinds they study.

4. REFERENCE TO ARTIFACTUAL KINDS

There is a widely accepted view that natural kind terms and indeed most general
terms may refer directly to genuine kinds in the world with natural boundaries, so
that the term’s extension is determined by the nature of the kind, independently
of all human beliefs and concepts, thus enabling the term to refer even if everyone
is in ignorance or error about the real nature of the kind in question.1°

If T am correct, there are two ways in which this theory must be modified for
the case of artifactual kind terms. At the first level I have argued that, owing to the
qua problem, we should accept a hybrid theory of reference acknowledging that
would-be grounders of the reference of a general term must have some high-level
concept of what category of kind they intend to refer to, thereby establishing the
general sorts of features relevant to unifying members of that kind. This gives
those who ground (and re-ground) the reference of the term some privileged
knowledge about what sort of kind (if any) their terms refer to, and what sorts of
features unify its members. This much, of course, applies equally to any general
term (not just artifactual kind terms).

10 Tam not concerned to argue that all of this is part of the essential core of direct reference views
(if it is not, so much the better for those views), but merely to point out some interesting differences
between the reference of natural kind terms and artifactual kind terms.
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Accepting a hybrid view of reference may still leave much of the spirit of the
above view intact, for it does not impugn the idea that general terms may pick out
their referents independently of any human concepts about the particular nature
(though not the category) of the kind involved; regarding that nature, everyone
may remain ignorant or in error. Thus, for example Kornblith argues (1980
and this volume) that artifactual kind terms may be introduced, for instance by
anthropologists to name a kind of artifact found in a remote culture, in which
case the term refers to artifacts of that kind (whatever it is), allowing for everyone
in the anthropologist’s language community to be ignorant or in error about the
nature of the artifactual kind in question.

While that much is surely true, it is nonetheless not true that artifactual kind
terms could refer to kinds independently of #// human beliefs and concepts
about the nature of the kind. An anthropologist’s term for an artifactual kind
she discovers in a remote culture has a reference only if there is such a kind
to refer to. And there is such an artifactual kind to refer to (and there are
artifacts of that kind) only if there are people who intentionally created those
artifacts, with some substantive concept in mind of what were to be the
relevant features for being of that kind. It is those concepts that not only
were behind the creation of members of the kind, but that determine what
sorts of features are relevant to being of the kind, and thus determine which
things are or are not members of the kind. So, at some level, human concepts
(not necessarily those of the language group which coins the term) about
the nature of the kind play a crucial role in the reference of artifactual kind
terms, whereas this is never the case (on direct reference theories) for natural
kind terms.

It should be clear, however, that this is not a matter of accepting a descriptive
view of reference for artifactual kind terms—unlike descriptive reference theor-
ists, I have not argued that every competent speaker, just in virtue of being a
competent speaker, has knowledge of the essential features of artifactual kinds,
nor that the reference of all artifactual kind terms is determined by the sense of
the description competent speakers associate with the term. Nor is the resulting
immunity from wholesale error a matter of anyone’s descriptions being assured
of matching the independent natures in the world picked out by them. Instead,
it is a result of the fact that, for artifactual kinds, the concepts of those who create
and sustain the kinds (not of speakers) are constitutive of the natures of the kinds
available for reference.

5. OBJECTIONS AND REPLIES

I have been arguing that there are close conceptual connections between the idea
of a maker, an artifact, and the nature of an artifactual kind, and that in virtue
of these connections makers are guaranteed certain forms of epistemic privilege
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about the natures of the artifactual kinds they create. There has been, however, a
great deal of resistance to the idea that anyone has any such privilege, and many
cases have been raised in which makers appear to be ignorant about the natures
of the artifacts they produce.

One line of objection holds that makers may be completely ignorant of the
natures of the artifacts they create, for modern makers may be merely indifferent
production-line workers, not artisans creating products of their own design.
Thus, for example, Kornblith (this volume) introduces Harry, who works in a
factory manufacturing carabiners, with no concept of what these artifacts are,
and no intentions beyond earning himself a living (cf. Elder, this volume, sec. 2).
Of course such kinds of ignorance (or error) are possible; those working on the
production lines may not (individually) have any overall concept of what sort of
artifact is supposed to be produced. But properly understood, that observation
does not undermine the conceptual connections between makers and artifacts I
have elucidated above.

For (as might be expected given the intentionalist approach I defend) the
‘makers’ in the sense I have been describing them above need not be identified
with whoever (or whatever) is causally relevant to the physical existence of
the object in question. Instead, they are those whose intentions to produce
something with certain features enable the production of an arsfact. For, as
I argued above, for something to be an artifact at all (rather than a mere
human by-product) and ipso facto to be of any essentially artifactual kind, it
must be the product of a controlled intention to produce something of that
kind—the intention may be that of a designer (or team of designers) who
controls execution of the intention by way of the movements of hundreds
of other people, or by way of specially designed machinery, rather than by
way of the movements of her own limbs and hand-tools. But in any case,
whoever it is whose intentions guide the creation of the product is the ‘maker’
in the sense in which I have been using the term (noting that this may
be a collective), and wherever there is a genuine artifact, there must have
been a maker in this sense. Makers in this sense retain the sorts of epistemic
privilege I am describing, even if others who play a causal role in production
may not.

In fact, it is worth noting that, since it is the controlled and detailed intentions
that are crucial to ‘making’ in this sense, the activities of ‘making’ may also be
quite minimal, and involve expropriation of natural objects (for instance, to be
paperweights, doorstops, etc.) with little or no physical change imposed on the
world. As has often been noted (e.g. Hilpinen 1992), there is a close relation
between the concept of artifacts and that of actions, and so just as (on Goldman’s
view: 1970, 18) refraining from physical motion (e.g. intentionally nor raising
one’s hand during a vote) may still count as an action, so may intentionally 7oz
changing anything about this rock while appropriating it as a doorstop count as
a minimal kind of artifact creation, as may appropriating and intentionally 7oz
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changing anything abouc this piece of plumbing count as creating a work of art
(cf. my 2005).11

A related line of objection holds that such a close epistemic relation cannot
obtain between all artifacts and their makers, since there may be animal artifacts
such as beaver dams and anthills, yet we surely cannot ascribe such structured
intentions and knowledge of the natures of their kinds to beavers or ants. But
again, the sorts of conceptual link I have been describing apply only where we
are speaking of artifacts proper—that is, as the intended products of human (or
other intelligent) activity. I have given reason above for thinking that intentions
are at the core of our normal artifact concepts, beginning with the fact that this is
essential to distinguish our artifactual kinds (tables, pencils, neckties) from types
of unintended by-product of human activity (pollution, scrap metal, footprints).
Of course, the term ‘artifact’ also has a variety of other uses (including uses
to describe unintended by-products of our conceptual scheme, methodology, or
tools) that I make no claim to explicate. As a result, while we might speak of
beaver dams or anthills as ‘artifacts’ in some sense (based on analogy with human
dams and homes), they are only artifacts in the core sense I am discussing, and
the results about epistemic privilege only apply, if these objects have ‘makers’
with the kinds of substantive structured intentions I have been describing, in
which case the relevant conceptual connections do hold up. Whether or not ants
or beavers could be thought to have such intentions (and thus whether they are
makers of artifacts in the core sense of each term I am seeking to explicate) I will
leave for animal (or insect) psychologists to determine.

Another common line of objection to the idea of epistemic privilege arises
from the fact that it is always open to doubt whether any particular individual

11 Jerrold Levinson (this volume) raises the interesting question of whether or not the analysis I
provide of artifact concepts also applies to the concept ‘artwork’: do makers of art need to have a
substantive intention of what sort of thing a work of art is (understanding what sorts of properties
are relevant to that) and intend to realize many of these features in the object created? The worry
about this is that requiring any kind of substantive intention would be too restrictive to account for
the varieties of contemporary art and art-making, including Conceptual Art, Found Art, and the
like. T am not committed to the idea that the very general term ‘artwork’ (as opposed to ‘sculpture’,
‘collage’, or ‘painting’) is an artifactual kind term in precisely the sense I seek to explicate above, and
the issue deserves more detailed discussion. Nonetheless, I think worries that treating ‘artwork’ as an
artifactual kind term on the above model would be too restrictive to account for much contemporary
art can be mitigated in three ways. One is by noting that, on the account I give, the substantive
features relevant to being a member of the kind may change over time; e.g. representation may once
have been central among the art-relevant features, but plausibly no longer is; a Conceptual artist
may adopt certain relevant sorts of features from prior Conceptual Art, rather than considering
those appropriate to, e.g., Renaissance painting. The second mitigating factor is that intentions and
beliefs about what features are relevant to being of a certain artifactual kind (including work of art)
may include relational features about the role these objects are to play in human life, vis-d-vis other
sorts of artifact and human practice, etc., so that in this sense intending them for certain kinds of
treatment or regard may count as one relevant feature. The third mitigating factor is that mentioned
above: that intentions, like actions, may be negative, so that (in the case of Found Art), intending
not to alter various found features may count as part of a structured creative intention (different in
degree only from a sculptor intentionally not altering the texture of her stone).
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really 7s a maker, or any particular object really 75 an artifact or really does belong
to any particular artifactual kind. But these observations do not undermine the
idea that there are conceptual connections between genuine makers, artifacts,
and artifactual kinds. Kornblith (this volume) writes:

While it is true that the boundaries of natural kinds are determined, in the typical case,
by features of the world wholly independent of any individual, and yet the boundaries
of artifactual kinds are determined by intentions, which are properties of individuals,
the way in which intentions determine artifactual kind boundaries does not provide any
individual with privileged access to the essential features of artifactual kinds. (sec. 2)

The truth of this, I would say, is that no individual, qua individual biological
person, is guaranteed privileged access to the essential features of artifactual kinds.
Buct this does not count against the point that  am drawing out: that it is necessary
that, if some individual 7s the maker of a certain kind of artifact, she is (qua
maker) guaranteed to have a largely correct conception of the essential features
of the artifacts of the kind she is creating (at least of that time and tradition). So
similarly, no one (qua biological individual) is guaranteed the right to operate a
motor vehicle, but this doesn’t count against the claim that all licensed drivers
(qua licensed drivers) are guaranteed the right to operate a motor vehicle.

Many of the most prominent objections to the idea that there is any sort
of epistemic privilege regarding the natures of artifactual kinds trade on this
ambiguity. James Nelson (1982, 362), for example, claimed that we could be
wrong about the nature of artifacts like pencils, since pencils could turn out to
be alien listening devices. But this does not tell against the view that someone
(namely makers) has privileged knowledge regarding the nature of artifactual
kinds; it only shows that we can be wrong about who the makers are. Putnam’s
idea that we could be all wrong about the nature of pencils, since they could turn
out to be organisms (1975, 242-3), similarly does not tell against the view that,
where there are members of an artifactual kind, there must be some knowledge
(among makers) of the nature of the artifactual kind. It only shows that we can
be wrong about which objects are artifacts.

So in sum, none of these apparent cases of ignorance undermines the idea
that, given the way our core artifactual concepts work, there is a constitutive link
between the intentions of makers and the natures of artifactual kinds, in virtue of
which genuine makers have certain forms of epistemic privilege about the natures
of the artifacts they produce. Nonetheless, while I think it is important to notice
the differences between artifactual and natural kinds, it is also important not
to exaggerate the sorts of epistemic privilege that result from their metaphysical
differences. Those who are guaranteed some knowledge of the nature of the kind
are makers, but this is only firsc-order knowledge by actual makers (considered
as such). As the above examples suggest, no one has any higher-order privileged
knowledge that he or she really is a maker, and thus there is no privileged
knowledge that one has such knowledge. The knowledge of any individual maker
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is also limited to a protection from massive error about what it takes for there
to be artifacts of that sort for that time and tradition, but things may gradually
change in significant ways.

Finally, the makers” concepts of what features are relevant to membership in
that artifactual kind must be considered intensionally, and are typically superficial,
leaving room for ignorance and error in any beliefs they may have about what,
for example, physical conditions are nomologically necessary (or sufficient) for
artifacts to possess the surface-level characteristics that are accepted as criterial for
membership in the kind. Thus, for example, makers may accept it as a necessary
feature of a knife that it be solid enough to cut through many foods, and it may be
nomologically necessary that an object have rigid bonds between its constituent
atoms to be so solid, without knife-makers having any knowledge of this fact.
Makers may also remain ignorant of a great many other facts about artifacts
of the kind they create, including causal factors to do with their economic or
political role in the relevant society, unintended functions they turn out to serve,
and so on. There thus remains much open for discovery by the social sciences
even about artifacts of one’s own time and tradition— these things and kinds
certainly are not completely transparent to anyone.

6. REALISM ABOUT HUMAN CREATIONS

I have argued that artifactual objects and kinds differ metaphysically from natural
objects and kinds, and that these particular metaphysical differences also entail
that humans are involved in a much closer epistemic relation to these objects
and kinds than to natural kinds. I think that these implications have been
litcle noticed, first since the focus in analytic philosophy has lain so heavily
on understanding the objects and kinds of the natural sciences, and secondly
because (given the way in which that has set the agenda for much of metaphysics,
epistemology, and reference) even those who have had interests in the cultural
world have had reason to downplay any apparent differences between natural and
artifactual kinds if they would have the latter taken seriously, or even accepted
ontologically at all.

Indeed, those who seek to defend the existence of artifacts and artifactual
kinds sometimes valiantly attempt to do so precisely by accepting criteria for
‘real’ existence suitable for members of natural kinds, and trying to show that
at least certain artifactual kinds meet those criteria and so should be part of
our ontological inventory. Thus Crawford Elder defends realism about (at least
some) artifacts and artifactual kinds by arguing that at least some artifactual kinds
have mind-independent natures just as natural kinds do (this volume), and that
at least some culturally generated kinds are like natural kinds in that no one has
epistemic privilege regarding the nature of kinds just in virtue of who they are,
and what the beliefs are about (1989).
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It is easy to see why one might think this is the route one must take.
According to some formulations of realism, any metaphysical dependence on
human intentionality vitiates a purported entity’s claim to reality. Thus George
Lakoff takes it to be a central feature of objectivism that: ‘No true fact can depend
upon people’s believing it, on their knowledge of it, on their conceptualization
of it, or on any other aspect of cognition. Existence cannot depend in any way in
on human cognition’ (1987, 164). According to other, related formulations of
realism, certain forms of epistemic privilege with regard to a certain (purported)
fact or kind may preclude it from being admitted to a realist’s ontology. Elder
defends such a view when he writes, ‘T shall myself construe realism as a denial
of epistemic privilege’, namely that: ‘... for any component of the world and any
set of beliefs about that component, the mere facts that those beliefs are (i) about
that component and (ii) are held by the particular believers, by whom they are
held, never by themselves entail that that set of beliefs is free from massive error’
(1989, 440-1).

If my arguments above are on track, it is fairly clear that artifacts (and also
institutional objects) would fail such a test. For the fact that a particular entity
is of a given artifactual kind does depend on human cognition in ways we have
described. Conversely, beliefs by makers about what sorts of features are relevant
to being of a particular artifactual kind must be largely correct about the features
relevant to being artifacts of that type (at least in that time and tradition), and so
these, too, are assured of being free from massive error, just in virtue of the fact that
the beliefs are by makers about their creations. In both cases the relevant beliefs
are constitutive of the nature of the kind created, and so protected from sorts of
error that inevitably threaten beliefs about the mind-independent kinds of nature.

At other times it is assumed that realism about a particular object requires
that we have a non-conventional way of tracking its creation and destruction,
while realism about a kind requires not just that its nature be opaque to us,
but that it involve a mind-independent cluster of essential properties over which
one may perform inductions. Thus, for example, Elder (this volume) defends
a realism about artifacts and artifactual kinds by arguing that at least some
artifactual kinds (those which are ‘copied kinds’) have a common history of
function that leads to a mind-independent cluster of properties surrounding its
shape, proper function, and historically proper placement, thus also providing a
non-conventional criterion for when an individual artifact has been destroyed.
While I applaud the effort to defend a broader ontology including artifacts and
artifactual kinds, I think that showing that artifacts and other cultural objects are
like natural objects and kinds in ways like these is not necessary to accept that
there truly are such things, and that they form a genuine part of our world.

Claims that there will be reliably clustering properties for such ‘copied kinds’ of
artifacts, over which we may be able to perform inductions, are surely empirical,
and so their fate cannot be settled here. The recent essays on the history of certain
artifacts in The Evolution of Useful Things (Petroski 1992), however, provides
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recurrent evidence against the idea that a common function is sufficient to yield
a predictable cluster of properties definitive of an artifact type, even for such
standard artifacts as paperclips and forks (and other eating utensils). Instead,
Petroski details the multitude of contingent historical, aesthetic, and sociological
factors that influence the design of our familiar artifacts, noting that: ‘Different
innovators in different places, starting with rudimentary solutions to the same
basic problem, focused on different faults at different times, and so we have
inherited culture-specific artifacts that are daily reminders that even so primitive
a function as eating imposes no single form on the implements used to effect it’
(p- 20). Even Elder notes that such clusters of properties are unlikely to be found
for a great number of standard artifactual kinds such as neckties and nose rings,
leading to some rather odd results, for instance, that there are bolts of cloth but
not neckties. As a result, even if this approach were to ontologically save those
kinds that are ‘copied kinds’, it would not save our ontology of familiar artifacts.

Even where it happens to be true that there are such predictable clusters of
properties for an artifact kind, if my earlier arguments are correct, then it is
only accidentally true. For as we have seen, the defining properties of artifactual
kinds are determined by the features makers accept as relevant to something’s
being of that kind—not necessarily by shape, proper function, historically proper
placement, or any other properties that happen to cluster around these. It seems
that Elder is providing us with the basis for replacement concepts of artifact kinds
(which more closely fit the criteria associated with natural kinds) rather than
with a justification of claims for the existence of our actual artifactual kinds.

But could we not be mistaken in thinking that makers’ concepts are relevant to
membership conditions for the kinds of artifacts they create, while our artifactual
kind terms really pick out whatever shares the properties that more ‘natur-
ally’ cluster around function, shape, and historically proper placement? Not if
the arguments of section 1 were successful, for those showed that, to avoid the
qua problem, we must accept that speakers’ intentions at least regarding the
most general sorss of features that are relevant for belonging to an artifactual
kind (as opposed to a natural kind) are definitive of what sorts of features are
relevant—about that, at least, we could not be wrong. While Martian anthro-
pologists may be wrong about what the essential features of glugs are (and may
discover themselves to have made errors about this, when they discover Earth
documents) they cannot be wrong that (assuming the members of their sample do
belong to a common Earth artifactual kind) whatever features earthling makers
of glugs would take to be relevant to membership in that kind are definitive
of what features are relevant to kind membership. If our basic idea of what it
is for something to be an artifactual kind is not open to revision in this sort
of way, then however successful Elder’s arguments may be in demonstrating,
for example, that there are copied kinds which have properties that cluster in a
mind-independent way, this is neither necessary nor sufficient to establish that
there are things corresponding to our normal artifactual kind concepts.
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But if artifactual kinds as we normally think of them can’t be shown to have
natures built of properties that mind-independently cluster together in a way that
is relevant to inductions, is it so much the worse for artifactual kinds? I suspect
that the thought that it would be comes from borrowing an idea suitable for
realism about natural objects and kinds and assuming it must apply wholesale.
Buct this, I think, misconstrues what it is to be a realist about cultural objects
and kinds. For if the real ontological question is whether or not we should
accept that there are artifacts and artifactual kinds, then the above analyses, if
apt, have shown that it is just part of the very idea of artifacts and artifactual
kinds (suitably explicated) that they lack mind-independence in certain ways. If
so, then accepting such criteria for realism does not provide an argument against
accepting the real existence of artifacts and artifactual kinds, it merely begs the
question against them.

Is it at all possible, then, to propose a non-question-begging strategy for
determining what entities should be accepted into one’s ontology? I think it
is: for any purported kind of entity, first, determine what it would take for
there to be such an entity, then attempt to establish whether those criteria are
fulfilled.’? Then, if natural kinds are supposed to be kinds of entities possessing a
mind-independent nature involving clusters of properties over which inductions
non-accidentally turn out to be true, then anything purporting to be a natural
kind had better fulfill those conditions. But our artifact concepts were never
designed to pick out mind-independent kinds over which such inductions could
be successfully performed, and so the fact that we may have certain forms of
epistemic privilege with regard to artifactual kinds (if there are any), and that
their natures are at some level constituted by human intentions gives us no reason
to conclude that #hese things do not exist.

According to the criteria built into the idea of something being an artifactual
kind term, what must be the case for there to be artifacts and artifactual kinds?
There must, as we have seen earlier, be people with certain intentions to create
objects of a given kind, where these intentions are substantive and involve certain
success criteria that control their activity, and they must be largely successful in
executing their intentions. Do we have reason to think this is ever done? Barring
radical conspiracy theories, of course we do.

Such a procedure does not amount to an ‘anything goes” ontology, admitting
phlogiston and ghosts along with chairs and knives. For, according to the original
scientific concept of phlogiston, for there to be phlogiston there would have to
be some kind of substance essentially given off during combustion, and we have
strong experimental evidence that there is no such substance. According to folk
belief, for there to be ghosts, there would have to be dead people who come back
in a form that is publicly visible and spatio-temporal, but not material, and who
causally interact with the world (affecting the eyes of certain viewers, moving

12 For further discussion and defense of this strategy, see my Ordinary Objects (2007).
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objects, etc.). And we have pretty good evidence that there are no such things.
But what would it take for there to be chairs? That there be objects fashioned
by people intending them to be chairs, where they have a substantive concept of
what features are relevant to being a chair (e.g. being a solid device for seating
one person, with a seat and a back) and are reasonably successful in executing
that intention. We have pretty good reason to believe that zhose conditions
are sometimes fulfilled. So such a procedure does seem to make appropriate
distinctions between what there is and what there isn’t, without collapsing criteria
for there being things of diverse kinds into criteria suitable only for one kind.

7. CONCLUSION

We began by asking in what sense artifacts and artifactual kinds are human cre-
ations, and what difference, if any, this makes to their place in our philosophical
theories. If it were just that artifacts are brought into existence through human
activities, this might aptly be thought to have little impact. But I have argued that
not only are artifacts causally produced by humans, but also that, in virtue of the
different ways in which our artifactual terms and concepts function (ways that are
established definitively by speakers’” and thinkers’ intentions), the specific natures
of artifactual kinds are determined (often gradually and collectively) by makers’
concepts about what features are relevant to kind membership. As a result it
is not just artifacts, but the natures of artifactual kinds themselves, that are, in
some sense, human creations. This metaphysical point in turn has consequences
for epistemology and reference— putting at least some humans in a much closer
epistemic relation to the artifactual kinds they create and sustain than anyone can
be in to the natural kinds they may study, and entailing that the reference of arti-
factual kind terms must, at some level, be determined by way of human concepts.

These differences, in turn, may make a great deal of difference elsewhere.
They help explain why different methods seem to be required for pursuing social
sciences such as anthropology and archeology, versus natural sciences such as
chemistry and biology, for in the former, though not the latter, case human
concepts will play a crucial role in determining the boundaries of many of the
concepts central to the scientist’s theories. They also make a difference to how we
conceive of realism, suggesting that we should not assume that criteria suitable
for determining whether or not there is a particular natural kind are suitable
across the board, so we are not left in the position of either forcing artifactual
kinds into the mold of natural kinds or denying their existence. Although they
may be, in various senses, human creations, artifacts are as ‘real’ a part of our
world as most of us ever expected them to be.13

13 T am grateful to Crawford Elder, Hilary Kornblith, and the editors for helpful comments on
an earlier version of this chapter.
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Artworks as Artifacts

Jerrold Levinson

1. THE INTENTIONAL-HISTORICAL CONCEPTION
OF ART

What kind of artifact is an artwork? The answer to that question depends, clearly
enough, on the conception of art that one is inclined to adopt. Past conceptions
of art, according to which art was essentially a mode of representation, or
a vehicle of emotional expression, or a display of skill in fashioning, or an
exploration of form as such, or the pursuit of the beautiful, no longer seem
remotely adequate to the nature and range of what have been accounted artworks
in the past hundred years or so. The abstract canvases of Kupka and Kandinsky
are almost a century old; John Cage’s aleatoric music of the 1960s seems devoid
of emotional expression; Robert Rauschenberg’s Erased De Kooning Drawing
displayed no notable skill; Tolstoy’s The Death of Tvan Ilych does not strike one
for its exploration of form; and Francis Bacon’s tortured portraits are anything
but beautiful. Accommodating art’s development since the nineteenth century
seems to call for a more circumspect approach, one that is noncommittal as
regards medium, style, form, content, and artistic objectives.

I have defended a conception of art of this sort, one along intentional-historical
lines, according to which something is art in virtue of being governed by certain
intentions with an essential historical, or backward-looking, content. More
specifically, what I claim is that an artwork, in the current understanding of the
term, is something that has been intended by someone for regard or treatment
in some overall way that some earlier or pre-existing artwork or artworks are
or were cotrectly regarded or treated (Levinson 1979, 1983). The arc-making
intention involved may be either of an opaque sort, having roughly the content
just expressed, one that simply references prior art as such, or of a transparent
sort, invoking specific ways of regarding or treating objects that, as a matter
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of fact, and whether known to the agent or not, figure in the set of correct
ways of regard or treatment for earlier or pre-existing artworks. In either mode
of art-making, the concrete history of art-making up to a given time is thus
ineliminably implicated, in whole or in part, in any art-making undertaken at
that time.

This conception of arthood has obvious points in common with the art-
theoretical and social-institutional conceptions of arthood elaborated earlier by
the philosophers Arthur Danto and George Dickie. Like those conceptions, it
looks for a relational, situational, or contextual defining feature of art, rather
than a formal, intrinsic, or perceivable one. All three conceptions have their roots
in the enforced revision of traditional ideas about art that was effected by certain
revolutionary ventures in art-making in the early and middle twentieth century,
notably those of the Dadaists, Marcel Duchamp, Andy Warhol, Jasper Johns,
Robert Rauschenberg, and others. By appropriating, reframing, reconfiguring,
and reprojecting as art any number of things theretofore assumed to lie outside of
the ambit of art, artists such as the preceding managed to establish—since their
ventures must be regarded, at least from our present vantage-point, as undeniably
successful—that more or less any object could be made into or could become a
work of art, if suitably repositioned, reconceived, or, in Danto’s famous term,
‘transfigured’. Among the objects that were thus transfigured into art in those
years, with little or no physical alteration or manipulation, were the following: a
urinal, a snow-shovel, a bottle-rack, a beer can, a coffee cup, a disordered bed,
and a postcard reproduction of the Mona Lisa. It no longer scemed necessary,
then, that an artwork be fashioned by its maker with technical skill, that it make
use of traditional materials in its construction, that it display form of any notable
complexity, that it have any obvious aesthetic appeal, or that it inevitably reflect
in its handling the individual personality of the artist. It is difficult to deny that
the concept of art that emerged in the wake of those developments, now almost
a century old, was an altered and notably broadened one, covering all that had
previously been recognized as art, to be sure, but much that would not have been
recognized as art under the traditional concept that had held sway, with only
minor modifications, since at least the Renaissance.

The intentional-historical conception of art differs from the art-theoretical and
social-institutional ones, though, in positing as the crucial contextual condition
of arthood not a relation to some prevailing artistic theory, nor a relation to
a surrounding social institution, but a relation to the concrete history of art-
making and art-projection into which the candidate object hopes to enter. The
intentional-historical conception differs also from its contextualist predecessors
in taking its most direct inspiration not so much from the readymade and
appropriational modes of art-making that had been established by Duchamp
and others, but from the subsequent, more radical activities of Conceptual
artists—such as Robert Barry, Robert Morris, John Baldessari, Joseph Kosuth,
Sol LeWitt, Vito Acconci—which seemed to establish that art per se had no
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need even of any concrete object, whether appropriated, readymade, or fashioned
from scratch, but could apparently consist merely in concepts, words, statements,
gestures, thoughts, and the like, with the apparent consequence that anything,
or at least anything thinkable, demonstrable, or designatable, of whatever
metaphysical or logical sort, could be, or at least could become, a work of art.!

Not surprisingly, the intentional-historical conception of art has elicited a
certain number of critiques, turning on such issues as the apparent circularity
of such a conception, the status of ‘first’ (or earliest) art on such a conception,
the extendability of the conception to cultures or histories other than our
own, and the problematic recursiveness of the procedure for identifying objects
as art that the conception appears to entail. I have addressed those critiques
elsewhere, if perhaps not to the satisfaction of all, so will not address them again
here (Levinson 1988, 2002). I will instead simply assume that the intentional-
historical conception is more or less adequate to what it now is to be an artwork,
in the most comprehensive sense, in order to ask what that implies for the status
of artworks as artifacts, and for the extent to which the artifactuality of artworks
differs, if at all, from the artifactuality of artifacts in general.

2. ARTWORKS VERSUS OTHER ARTIFACTS

The cognitive psychologist Paul Bloom has recently extended the intentional-
historical theory of artworks so as to cover artifacts of all kinds (Bloom 1996).
Bloom proposes that for any artifact kind X, to be an X is to be an object
successfully created with the intent that it be an X, where what it is to be an X
at a given time is informed inescapably by past instances of X. Bloom’s insight
is thus that all artifact concepts, and not just that of artwork, have an essential
historical component, so that the past deployment of such concepts ineluctably
enters into their present and future deployment, through the backward-directed
intentions that the makers of such artifacts must of necessity possess. Bloom’s
explicit statement of his proposal is as follows: “We construe the extension of an
artifact kind X to be those entities that have been successfully created with the
intention that they belong to the same kind as current and previous Xs’ (1996,
10). Bloom is persuasive in pointing up the superiority of his proposal to existing
competitors, those which analyse artifact concepts in terms of necessary-and-
sufficient conditions, family resemblances, characteristic functions, or prototypes.

1 The ontology of Conceptual Art, though, is not as simple as it seems. Arguably there is always
something concrete involved in the making of a work of Conceptual Art, and in which its identity
as that artwork, of that artist, created at that time, is anchored. This applies even to one of the most
emblematic of Conceptual Art works, Robert Barry’s All the things I know but of which I am not at
the moment thinking: 1:36 p.m., 15 June 1969, New York. For this work was created by a particular
individual at a particular time and place, and was presumably embodied in some particular physical
inscription.
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But it remains to be seen whether Bloom’s own, original and sweeping, proposal
is entirely acceptable.

Suppose for the moment that Bloom is right, and that an analysis of the sort
that captures what it is to be an artwork also captures what it is to be an artifact
of any sort. What, if anything, would remain of the special historicality of the
concept of artwork, as opposed to those of chair, pencil, house, or other standard
artifacts? Two things, it seems.

First, on Bloom’s analysis something is an X in virtue of being intentionally
related in the right way to preceding X’s generally. But on the intentional-historical
analysis of arthood, something can be an artwork through being intentionally
connected in the right manner to a particular past artwork or artworks, whether or
not intentionally connected to past art invoked generally. For example, someone
could make an artwork of a sculptural sort by assembling pieces of wood and
plastic with the intention of the assemblage being regarded in an overall manner
appropriate to Henry Moore’s Reclining Nude, but without any intent explicitly
invoking the category of art or even the subcategory of sculpture. The history of
art, it appears, enters more concretely into what can be art at a given point in
time than the history of a given artifact kind enters into what can be an instance
of that kind at that time. So to establish that something was an artwork might
require tracing intentional relations to a particular item or episode in the history
of art, but nothing comparable would seem to be required to establish that a
candidate chair, pencil, or house was an instance of those respective kinds.

Second, it is arguable that standard artifact concepts, in contrast to that of
artwork, retain at least some necessary conditions as regards form or function,
whatever the historical dimension of their correct deployment. For instance, a
chair must exhibit shape within a given broadly circumscribed range, with certain
shapes, such as that of a javelin, being excluded in advance. And a chair must
answer to a certain purpose—in the case of chairs, that of being sat upon with
some degree of comfort—or at the very least, be aimed at answering to such
purpose.

But I maintain that that is not the case with artworks as such, which in contrast
to perhaps every other sort of artifact, retain only certain purely intentional-
historical necessary conditions. In other words, nothing can be declared a failed
artwork, in the sense of not succeeding in being an artwork at all, through failing
to display a certain broadly specified form or a particular sort of functionality.
But something can be declared a failed chair, in the sense of not even being
a chair, if shaped like a javelin or if incapable of being sat upon at all. Thus
even were an intentional-historical account of artifacts in general to be accepted,
artwork would remain distinctively historical, in contrast with other artifact
concepts, in respect of the creation involved requiring only the satisfaction of
certain intentional-historical conditions.

It is difficult to say whether these differences between artworks and other
artifacts, which amount to the latter being less purely intentionally-historically
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determined, would be contested by Bloom. And that is because of the specific
way he formulates his intentional-historical theory of artifacts, in which crucial
appeal is made to the action of successfully creating an X. What is it, though,
to successfully create an X2 Does successfully creating an X differ from simply
creating an X? If so, it should be possible to create an X, but unsuccessfully,
which is not, I think, what Bloom is after. So successfully creating an X, it
would appear, is just creating an X. What the adverb serves to call attention
to, however, is a minimal success condition that Bloom apparently regards as
constraining intentional-historical artifact-making in general. This is evident in
his illustration of how chair-making, for example, might fail, even though the
intentional-historical condition of such making was in place: ‘If someone intends
to create a chair, but it falls to pieces as soon as it is finished, the person would
not view this creation as successfully fulfilling his or her intent, and thus has not
created a chair’ (1996, 10).

Thus for Bloom, something intended to be a chair but that was merely a heap
of materials incapable of being sat upon would not be a chair regardless of how
firm the intention involved that it belong to the category of chairs. That seems
right, but Bloom’s justification of this judgment is rather peculiar. He implies
that such an object would fail to be a chair #nor because it could not fulfill the
basic function of affording single seating, but rather because its creator would
not recognize it as the successful product of an intention to create a chair, that is,
something effectively affording single seating. This is peculiar, because it seems
that whether or not something counts as a chair, though it may depend crucially
on the intentions of its maker, should not ultimately depend on whether from
the point of view of its maker those intentions are fulfilled, but rather on whether,
from some objective point of view, those intentions really are fulfilled. For after
all, a would-be chair-maker may be deluded or confused, thinking that a pile of
nails or a coiled length of rope for which he is responsible conforms well enough
to past chairs to count as a successfully created new one.

It seems that what is relevant to satisfaction of the minimal success condition
is not the maker’s conception of a chair based on past acquaintance with them,
but rather the conception of a chair endorsed by competent users of the term
‘chair’ in general, one that imports at least some minimal features of form or
function. Given satisfaction of that condition, the identity of a candidate thing
as a chair may indeed be entirely determined, as Bloom’s account would have
it, by an appropriate chair-history-invoking intention in its making. But the
insistence on a minimal success condition, which rules out piles of nails, lengths
of rope, decks of cards, javelin-shaped rods, and so on as chairs, shows that
some non-purely-historical conception of chairhood is in play in circumscribing
the boundaries of the category. As regards artworks, however, it is far from
clear that any such non-purely-historical conception of arthood is in play, or
that there is any minimal success condition of a substantive sort on the making
involved.
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Why is that so? It helps to recall what, in the post-Duchampian era, are two
salient features of art-making in contrast to standard artifacc-making. First, one
can more or less simply declare something a work of art, and it becomes such. Or
at least one can, in certain contexts, or with a certain standing, do so. Second,
anything, whatever its material constitution, cultural category, or ontological
status, can become, or can be incorporated into, a work of art. These features are
arguably enough in themselves to distinguish the concept of artwork from that
of other artifacts, even if such artifacts, if Bloom is right, share with artworks the
primary determining of their categorial status by a historical, or past-invoking,
intention in their making. What is special about the artifact concept artwork,
one might say, is that it is a wholly relational one; it is more like those of observed
thing ot beloved object or prize-winner than it is like those of standard artifacts,
such as chair or cup or cabin, for which there are at least minimal conditions of
form as regards finished shape, of constitution as regards material, of making as
regards the activity of the maker, or of functional success as regards usability of

the final product.

3. ART-MAKING AND SUBSTANTIVE CONCEPTIONS

If the above is correct, then however sound the inspiration of Bloom’s intentional-
historical theory of artifacts, he errs in blurring the difference between artworks
and other artifacts, failing to appreciate that though minimal success conditions,
rooted in some not-purely-relational conception of the kind of artifact in
question, are ineliminably involved in the making of the latter, that is not the
case with the former.

Amie Thomasson, in a careful essay (Thomasson, this volume) highlighting
the insufficiently acknowledged role that background conceptions of artifacts
play in their creation, holds Bloom’s analysis at fault precisely for not sufficiently
acknowledging that role, and for thinking that artifact creation can proceed in
a more conceptually thin or purely historical way than it in fact can. According
to Thomasson, even the intention to create something of a given artifact kind
K cannot consist merely in intending the object to belong to the same kind
as existing examples of K to which one can point or refer. Thomasson instead
maintains, as a completely general principle, that a substantive conception of an
artifact kind K must be involved in the intentional production of an artifact of
that kind: ‘the relevant sort of intention to make a thing of artifactual kind K
must thus involve a substantive (and substantially correct) concept of what a K
is, including an understanding of what sorts of properties are K-relevant and an
intention to realize many of them in the object created’ (this volume, p. 59).2

2 She adds that for an artifact of that kind to be created, the intention in question must be
‘largely successfully realized’. This is the minimal success condition implicit also in Bloom’s account
of artifactuality.
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Assuming that Thomasson’s principle is true for the making of garden-variety
artifacts, is it also true for the making of artworks, that most elusive species of
artifact? Can one create an artwork without a ‘substantive conception’ of what
artworks are? More specifically, does art-making on an intentional-historical
account of it require that an art-maker have a ‘substantive conception’ of what
he or she is making?

The answer depends, in part, on how ‘substantive’ is ‘substantive’. Can one
make an artwork merely by intending something for the sort of regard or
treatment appropriate to artworks, but without knowing what artworks are, in
any qualitative sense, but only that there are such things, and that they are some
sort of artifact, and without knowing what sorts of regards or treatments are
appropriate to them, but only that there are such?

I claim one can, and if so, one needn’t have a substantive concept of what an
artwork is, one implicating characteristic properties or functions. Does one need
to possess in any measure a theory of art, 4 /a Danto, in order to make art, or
need one only know that there are such things as artworks and that there are ways
it is correct to approach them? I claim not, and if so, once again an art-maker
need not possess a substantive concept of what an artwork is—though of course
virtually all art-makers will possess such, which concept will vary from artist to
artist, and from art-form to art-form.

Elsewhere in her discussion Thomasson offers an argument that could be seen
as directly aimed at undermining the possibility just affirmed, one that according
to the intentional-historical theory is sometimes realized in the making of art,
that an artifact of kind K might be made merely by intending an object to stand
in certain relations to existing instances of K:

If the later artisan does know of the existence of extant K(s), then he may have the
intention to create one of these, with an implicit reference back to the earlier K. Yet even
so ... hisintention cannot be a mere transparent intention to create one of these ... without
any substantive concept of what ‘these’ are, of what features are relevant to being of
artifactual kind K. In order for his making to be controlled and directed, his intention to
make a K must be filled out with intentions regarding what features are to be imposed on
the object of his creation in order to succeed at realizing his intention to make a K. (This
volume, p. 61)

But I think it clear that the stricture Thomasson here invokes, of a making
filled out with feature-conscious or feature-directed subsidiary intentions, whose
satisfaction is necessary for the making to succeed, though applicable to the
making of standard non-art artifacts, such as chairs, as well as traditional art
artifacts in established media, such as paintings, is inapplicable to art-making
in an appropriational or conceptual mode. Arguably nothing more is needed
for successful art-making in that mode than the belief that there is a practice
of art, that various things are exemplars of it, and that there are correct ways
of regarding, treating, or interacting with those things. So far as I can see, this
necessarily involves the maker in some conceptions about art, to be sure, but not
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in substantive conceptions, in the sense Thomasson seems to have in mind, about
the nature of artworks and their characteristic properties.

4. TRADITIONAL ART-MAKING

It would be remiss to end this short essay on the nature of artworks as artifacts
without some remarks on the special character of art-making of a traditional sort,
that is, all art-making before Duchamp, Warhol, and Conceptual Art, and most
art-making after them as well. In art-making as traditionally conceived—and
for simplicity I confine my attention to artmaking in the visual arts—there are
distinctive raw materials, for instance, paint, clay, charcoal; there are distinctive
techniques, for instance, carving, etching, impasto; and there are distinctive aims,
such as visual beauty, representational verisimilitude, and emotional expression.
But the making of chairs and pencils also involves distinctive materials, distinctive
techniques, and distinctive aims, albeit utilitarian ones. So even if art-making
in the comprehensive, post-Duchampian sense distinguishes itself from other
sorts of artifact-making by its presumed purely intentional-historical character,
is art-making of the traditional sort, though issuing in a physical object whose
interest is primarily aesthetic rather than utilitarian, fundamentally different from
the making of physical artifacts generally, including the making of craft objects
such as rugs or pots? To a degree.

Collingwood and Dewey were two philosophers of art who had insightful and
consonant things to say on the distinctive character of the making involved in
traditional art, especially as in contrast with the making involved in the overtly
similar activity of craft (Collingwood 1938; Dewey 1934). What both thinkers
stressed is that the making of an artwork is an open-ended, indefinitely extended,
creative-critical process, with alternating phases of making and assessing, or
‘doing and undergoing’, but one not governed by any fixed goal or preconceived
idea of what the artwork must be, or how it must turn out. An artist making
a sculpture, for example, in contrast with a craftsman making a rug or a pot,
need not envisage what its dimensions will be, what it will look like, or what
form it will have. This is unsurprising if one recalls that making a traditional
artwork is, as much as anything, an expressive activity, but one in which, as
Collingwood underlined, the artist does not know precisely what he has expressed
until the process is completed. The maker of a craft object, though, must first and
foremost assure the creation of a usable object of the craft in question, some of
whose features, such as flatness or water-holding capacity, are accordingly non-
negotiable, thus enjoining a preconception of some specificity on the craftsman’s
part of the object to be created.

Granted the above, the upshot for our discussion is this. If, as Thomasson
urges, the making of standard artifacts is always governed by a substantive
conception of the artifact in question, one that sets clear terms for success
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and failure in such makings, and if traditional artworks be accounted standard
enough in that respect, then what is most noteworthy about the making of
such artifacts is that the substantive conceptions involved in their creation are
relatively insubstantial, that is, not such as to notably constrain them in formal,
material, or functional ways. A sculpture, say, needs to be physical, perceivable,
and perhaps smaller than the planet, but apart from that, it can be of any size, any
composition, any shape, any color, and any subject. The relative insubstantiality
of the conceptions governing the making of traditional artworks fits well, of
course, with the innovative and exploratory aim often ascribed to art, both
traditional and non-traditional.

5. CONCLUSION

So what sort of artifact is an artwork? In the past, and thinking primarily of
the visual arts, one might have answered: a physical object, fashioned with
skill, involving a recognized medium, designed to be of aesthetic interest, and
whose making is governed by a fairly substantive conception of the genre of
artwork in question. And such an answer would still be largely adequate to at
least traditional art-making today. But at present, and just confining ourselves
to the activities of visual artists, such an answer is no longer even remotely
adequate. That is because of alternate modes of art-making that have become
entrenched in the past hundred years, whereby artworks need not be fashioned
by their creators, need not involve recognized artistic media, need not be aimed at
satisfying aesthetic interests, and whose making need not be governed by any very
substantial conception of a genre in which the artist is working. Those modes
of art-making have revolutionized the concept of art, making it the case that
the concept-of-art-2005 is something fundamentally, and not just marginally,
different from the concept-of-art-1905. Artworks are necessarily artifacts, since
they are things intentionally brought into being through human agency. That
much remains true. But if I am right, to be an artwork today is simply to be
something governed by an intention relating it in a certain way to what have been
accounted artworks in the past. By contrast, more is required to be an artifact
of a standard sort, such as a chair, even if the intentional-historical connection
sufficient for being an artwork plays a crucial role there as well, in the manner
that Bloom has underlined.
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Artifact Categorization: The Good, the Bad,
and the Ugly

Barbara C. Malt and Steven A. Sloman

1. INTRODUCTION

A sizeable subfield of cognitive psychology is devoted to how humans categorize
entities in their world, yet there has been little explicit consideration of what it
means to categorize. One straightforward perspective, the one perhaps held at
an intuitive level by most laypeople, is that categories are objectively defined,
metaphysically real groupings of entities. The process of categorizing is thus a
judgment about which grouping any given entity belongs to, a judgment that
is objectively right or wrong. Applied to artifacts, this perspective suggests that
when people see an object such as a table or bench, they judge to the best of
their ability what metaphysically real category of objects this particular object
belongs to.

If pressed, though, most cognitive psychologists would probably claim to be
agnostic about whether or not there are objectively defined, metaphysically real
groupings of artifacts. Relegating such determinations to the realm of philosophy
(see, in this volume, Searle, Elder, and Thomasson, all of whom argue for the
metaphysical reality of artifact categories), they would suggest that what they
mean by artifact ‘kinds’ are psychological kinds: groupings recognized by humans
that might or might not correspond to the kinds that would be identified by
philosophers as metaphysically real (see Medin and Ortony 1989). Given this
reformulation, the process of artifact categorization is the process of judging
which psychologically real, if not metaphysically real, grouping an object belongs
to. This framing would likely be subscribed to by most cognitive psychologists
studying artifact categorization (if not by most philosophers; e.g. Thomasson,
this volume).
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To study how an artifact gets categorized, then, one must choose a task or
tasks to reveal how a judgment is made about what grouping it belongs to.
And in order to make that choice, one must have an idea of what the relevant
psychological groupings are; a task that requires judgments about groupings
that are not psychologically meaningful or natural would be of little value. An
almost universal assumption is that the psychologically real groupings are stable
groupings that map directly onto mental representations constituting ‘concepts’
(see e.g. Keil, and Mahon and Caramazza, this volume). These concepts in turn
map onto names and images, and serve induction, planning, and other higher
processes. Under this assumption, nouns provide a convenient entry-point into
the system—the words b4/l and dol/ delimit psychologically real groupings of
objects, are associated with distinct concepts and images in memory, and so
on—and so are frequently used to index the categories of interest, but they do
not otherwise have special status. (Hence, for instance, in the developmental
literature, word and concept learning are often not distinguished; see e.g. Kelemen
and Carey, this volume.) Following from the assumption of stable groupings that
map directly onto names, concepts, images, and so on, selecting an appropriate
task is relatively simple: one can study categorization through any of a number
of tasks, such as naming, sorting, property projection, or clustering in memory.
All will tap the same groupings.

But closer examination suggests that both of these assumptions are faulty. Any
given artifact can participate in more than one grouping. The same rubber ball
may, at different times, be grouped with other spherical, bouncy objects, with
other things called 64/ (including non-bouncy beanbag balls and non-spherical
footballs), with other toys such as dolls and board games, or with other things to
take to the playground such as a tricycle and a snack. What the relevant grouping
is depends crucially on the situation at hand (Barsalou 1983, 1991; Ross and
Murphy 1999; Sloman and Malt 2003). And different tasks may invoke different
processes that operate under different constraints. Naming, for instance, is a task
that engages language in order for communication to take place, and it must
therefore be sensitive to influences such as a language’s history and the particular
history of a speaker and addressee. In contrast, tasks such as storing information
in memory, projecting properties, or planning in order to achieve goals are not
about communication; each has its own unique demands (Malt ez a/. 1999; Malt,
Sloman, and Gennari 20034).

Below, we discuss the variety of distinct mental activities that people engage
in in daily life that can reasonably be considered ‘categorization’, and we analyze
the cognitive demands of each activity. We consider how these activities relate to
tasks used in research on categorization. We discuss the nature of the laboratory
tasks involved and how they influence the category judgments that are made, and
we argue that the tasks used often do not map well onto the activities of daily life
that they are meant to shed light on. We review central findings about how people
group artifacts that have accumulated and suggest that some of these are useful
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with respect to understanding one or more of the mental activities we identify
as categorization. We also suggest that some of them are unlikely to contribute
usefully, given the discrepancy between the nature of the research tasks used and
the nature of the activities of interest. We suggest that given the distinct nature
of the activities that involve grouping artifacts, each must be understood on its
own terms. To achieve this understanding, researchers must commit explicitly to
the type of categorization they are interested in and select methodologies that are
appropriate to that type. We argue further that because the term ‘categorization’
does not carve the space of human endeavors at its joints, no coherent account
of artifact categorization is possible, and ‘categorization’ is not a coherent field

of inquiry.

2. CONNECTING OBJECTS TO WORDS

A prominent form of everyday mental activity that involves judging what
grouping an artifact belongs to is that of connecting objects with words. In
speaking (and writing), people frequently produce names for objects. In almost
every utterance, they use nouns, and many of the nouns are intended to refer to
artifacts. To produce the utterance, they will usually have an intended referent
in mind. They then select a name for the entity: haz, table, or ball, etc. In doing
so, they are in effect grouping the object with other objects that have the same
name. In comprehension, people hear (or read) artifact names and interpret them
by connecting them with objects, real or hypothetical. In some cases—as in
hearing ‘Hand me that hammer’— potential referents are physically present and
the addressee must decide which among them is most likely being called by that
name. In other cases, referents are not present—as in discussing needing to buy
a hammer—and the addressee must construct in her mind a potential referent.
In both cases, the person is, again, in effect grouping the object or objects with
other objects that have the same name.

A large proportion of research on artifact categorization uses tasks involving
connecting objects with words. The bulk of the research uses a type of task we
will call ‘name appropriateness judgments’; a smaller portion uses free naming,
For each type of task, we first consider its relation to how objects get connected
with words in daily life and then review and evaluate findings that have emerged
from studies using the task.

2.1. Name appropriateness judgments

In most instances of connecting objects to words in ordinary discourse, there
are many options on one end or the other. The speaker chooses among many
names; the listener chooses among many possible referents. On relatively rare
occasions, a more restricted and explicit form of naming choice is called for.
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Such judgments are required in response to questions like ‘Is that a telephone?”
or ‘Is that a telephone or a fax machine?” In such situations, one object and
only one or two names are under consideration. Situations of this sort arise
mainly when someone sees an object with unfamiliar properties and seeks
information about the nature of the object by asking about the appropriateness
of a particular name.

Despite the rarity of explicit, constrained name appropriateness judgment in
the real world, it is the most common type of problem posed to participants
in research on artifact categorization. The task differs from most naming
choices in daily life in that it combines elements of both production and
comprehension. Names are given (as in comprehension) rather than generated
(as in production) but the referent is already known to the respondent, unlike
in most comprehension situations, and respondents must decide if the name(s)
offered correspond to ones they would produce for the object. Further, laboratory
name appropriateness judgments have several distinctive characteristics not shared
even by the explicit judgments in real world situations. First, the communication
goal for the respondent has little to do with achieving reference. In real-world
situations, the goal is to illuminate the puzzled inquirer; in laboratory situations,
itis merely to satisfy an experimental requirement for a response. Second, because
the primary goal is not to achieve reference, discourse context plays relatively
little role in determining appropriateness. In real-world situations, context may
have some influence even in explicit name appropriateness judgments in that the
respondent may consider whether the names offered would suit the questioner’s
presumed communication needs. In the laboratory, however, there is little
basis for inference about communication needs. Finally, response possibilities
in the laboratory task are highly limited. In forced choice versions, one of a
fixed number of options, often two, must be selected; there is no option to
choose neither or more than one, nor to choose a modified version of a name
offered (a respondent cannot say ‘i’s a cell phone’ or ‘i’s a phone-fax’ in
answer to ‘Is it a telephone?’). Likewise, rarely does the respondent have the
option of indicating that a name might be acceptable but only marginally so,
or acceptable under some circumstances. In one-option versions, the offered
name can be rejected but the respondent still cannot offer alternatives or
modifications.

In the forced choice laboratory task, then, the participant must consider the
names given and decide which of the alternatives is a better name for the object,
with the discourse goal and context providing only weak constraints on the
operationalization of ‘better’. In the one-option version, the participant must
consider the name given and judge its acceptability, again with weak or unclear
constraints on what should be acceptable. The key decision on the part of the
participant is thus what sort of criterion (or criteria) to use in judging the
appropriateness of names offered.
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2.1.1. Findings

The goal of studies using name appropriateness judgments is usually, though not
exclusively, to determine what type of information is most important in artifact
categorization or serves as the ‘core’ of artifact concepts (e.g. Ahn ez a/’s 2001
response to Strevens 2000; Kemler Nelson, Russell, ez /. 2000). Among the
bases that have been examined are the form (physical features), current function,
original function intended by the creator, category membership intended by
the creator, and features having a particular causal status with respect to other
features.

2.1.1.1. Form vs. function

The most extensively studied contrast is that of form vs. function. Results of
some studies have suggested that form drives naming choices, whereas others
have favored function. Some have suggested a developmental trend from form
to function, and others have suggested that neither form nor function heavily
dominates choices.

In an early study, Gentner (1978) showed children and adults two novel
complex objects, named them, and demonstrated their functions. Participants
were then shown a test object that had the form of one but the function of the
other and asked whether it should be called by the name that had been associated
with the same function or the name that had been associated with the same
form. Young children and adults both preferred the name associated with the
form (though older children tended to make more function-based choices). Rips
(1989) presented verbal descriptions of objects created with an intended function
associated with one common name (e.g. /amp) but an appearance associated with
another (e.g. umbrella) and asked people to choose between the two names. In
contrast to Gentner’s results, he found that people preferred the one associated
with the intended function.

Several subsequent studies found evidence for variable responses within a
single paradigm. Landau, Smith, and Jones (1998; see also 1992) presented novel
or familiar objects along with names and, in some conditions, demonstrated the
object functions. They then asked children and adults whether objects having
either the same function or same shape should be called by the training name.
They found that the children tended to accept the name for objects with similar
shapes. Adults tended to accept the name for those with similar functions,
but they did so more for unfamiliar objects than familiar ones and more
when function had been demonstrated during training than when not. Malt and
Johnson (1992) used verbal descriptions of objects and varied whether the objects
had the physical or functional features normally associated with familiar artifact
names. Their participants (adults) judged some objects that had the normal
intended function but unusual physical features to be acceptable examples of the
name, but not others. At the same time, participants rejected some objects that
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had the normal physical features associated with a name but an altered intended
function, but they accepted others. Malt and Johnson concluded that neither
physical features nor intended function alone fully determine whether people
would view an object as an acceptable example of an artifact name category.

Kemler Nelson, Frankenfield, e /. (2000) suggested that people may reject
a name associated with the stated function if that function is not a plausible
explanation for the physical properties displayed. They presented 4-year-olds
with novel complex objects and taught them a name for the object. In one
condition, the object’s function was plausibly connected to its physical features;
in the other, the function was something that the object could do but did not
appear to have been designed for. Participants chose which of two objects—one
similar in function but dissimilar in form, and one similar in form but incapable
of performing the function—was another example of the name. The children
showed a much stronger bias, though not absolute, to choose objects that
preserved the function of the training object when the function had been
plausibly connected to the physical features.

2.1.1.2. Current function vs. intended function

Another contrast that has been examined is that of the object’s current function
vs. original intended function, again with conflicting results. Keil (1989) showed
kindergarteners through fourth graders pictures of familiar artifacts (e.g. a
coffeepot) and then described alterations that gave the object both the appearance
and function associated with a different type of object (e.g. birdfeeder). He asked
children to choose between the name associated with the original version and
the name associated with the new features. In this case, with both appearance
and use altered, the children had a strong tendency to prefer the name associated
with the current function and appearance. Matan and Carey (2001) presented 4-
and 6-year-olds and adults with ambiguous pictures of objects (pictures in which
the object was partially hidden) and told them that the object was made for one
purpose but was currently being used for another (for instance, an object made to
be used as a watering-can was currently being used as a teapot). Participants were
asked to judge whether the object belonged to the first category or the second.
In contrast to Keil’s result, all participants tended to favor the original intended
function, with adults doing so more than children.

2.1.1.3. Intended category membership vs. form and function

The intended category membership of an object refers to what category the
creator of the object had in mind for it. Motivated in part by several free naming
studies examining the impact of intended category membership on naming (see
below), Chaigneau (reported in Barsalou, Sloman, and Chaigneau 2004) used
scenarios describing familiar objects or variations of them to test the relative
impact of several factors including the intended category membership on name
judgments. In one type of scenario, the object had the usual properties of an
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object such as a mop, but it was created accidentally (not intended to be a mop).
In another, the object was made by its creator to be a mop but it did not have
typical mop features and would not function very effectively as a mop. In others,
the object was made by its creator to be a mop but it was used by an agent to
perform other actions, or was made by its creator to be a mop but was used
to wipe up water only accidentally. Participants judged whether the object was
an example of the name associated with target category. Chaigneau found that
intended category membership had some influence on judgments but mattered
less than the form and use of the object.

2.1.1.4. Causes vs. effects

Several studies have examined the relative impact on name appropriateness
judgments of features that serve as causes for other features vs. those that are
effects of other features. Ahn (e.g. Ahn 1998; Ahn and Kim 2000) proposed that
causes would be treated as more critical to category membership than effects.
Ahn ez al. (2000) gave participants descriptions of named objects, including
artifacts, that specified the causal relations among the features (one feature was
the underlying cause of the others; another was an intermediate cause, and the
third was the effect of the others). Test objects were missing one feature or
another, and participants judged how likely the objects were as examples of the
named category. Objects missing the most fundamental cause were judged least
likely to be an example of the named category, and objects missing the effect
were judged most likely. However, Sloman, Love, and Ahn (1998) argued that
effects of feature centrality (on naming as well as other tasks) were not due to
causal relations per se but rather to dependency relations in general: a feature is
central for naming to the degree that other features depend on it. In a similar
vein, Rehder and Hastie (2001) suggested that the critical variable may not be
depth in a dependency graph, but rather the number of causal relations that
a feature participates in. They presented adult participants with information
about categories of artifacts (cars and computers) including attribute values and
base rates of attribute values in the categories. In some conditions, participants
were also given information about causal relations among the attributes, with
the attributes being either causes or effects of other attributes. In transfer trials,
they were asked if a described object was a member of the learned category or
not. Which attribute was weighted most heavily in the decision depended on the
number of relations it was involved in, not on whether it was a cause or an effect
per se.

2.1.1.5. Influence of background knowledge

Murphy and Medin (1985) suggested that people’s background knowledge or
naive ‘theories’ about the world influence how people understand the relation
between features of entities and judge their relevance to category membership. A
number of studies examining the role of background knowledge in categorization
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have used other sorts of tasks or stimuli (e.g. Kaplan and Murphy 2000; Spalding
and Murphy 1996), but Lin and Murphy (1997) focused on artifacts in a name
appropriateness task. They asked participants to learn names for sets of novel
objects, giving participants in different conditions different explanations of how
the objects were used. They then asked whether test objects missing one feature of
the learned set were examples of the name categories. Participants gave different
judgments to the same objects depending on how central the missing feature
was to the explanation they had been given. For instance, when training objects
were long and narrow with a handle on one end and a loop on the other, a
test object with a missing loop was less likely to be judged to belong to the
training category when participants had been told that the training objects were
for catching animals than when they had been told that they were for spraying
pesticides.

2.1.2. Implications of name appropriateness data

By their nature, the strength of laboratory name appropriateness judgments is
in revealing what criteria, of those made available by the stimulus construction,
a person uses to decide which of two presented names is better for a test object
(in the forced choice version) or whether a presented name is justified (in the
one-alternative version). Although experiments using name appropriateness judg-
ments have exploited this strength to try to determine what type of information is
most important in artifact categorization or serves as the ‘core’ of artifact concepts,
the results suggest that a number of different types of information can influence
name judgments of this sort. Different factors gain importance depending on the
information made available by stimulus construction and experimental demands.
These factors include the form of the object, its original intended function, its
current function, its intended category membership, and the structure of the
relations among its features. One factor may dominate another in an experiment
in which two are selected to be the main sources of variation in the stimuli,
but the aggregate results do not point to one factor as the sole or primary basis
for judgments in name appropriateness tasks. The body of research using name
appropriateness tasks has thus failed in the attempt to identify specific types of
information that are most central to artifact categorization or serve as the core of
artifact concepts, although it does offer the conclusion that a variety of different
factors may influence judgments.

A second implication that emerges from the data is that people do not treat the
manipulated features as independent pieces of information. Instead they often
try to understand the causal relations of the features to one another, and they
consider how this relation relates to that of typical objects associated with a name
(Barsalou, Sloman, and Chaigneau 2004). This suggestion emerges from studies
on causal relations among features (Ahn ez /. 2000; Rehder and Hastie 2001)
and those on background knowledge (Lin and Murphy 1997), from Kemler
Nelson, Frankenfield, ez a/’s (2000) manipulation of the relation of intended
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function to form, and from informal evidence in both Matan and Carey’s (2001)
and Malt and Johnson’s (1992) studies. Matan and Carey noted that adults, and
to a lesser extent children, often gave justifications for their decisions that drew
not only on the original intended function but on the relation of the functions to
possible forms. For instance, a participant might reason that a frisbee can more
feasibly be used as a plate than vice versa and so judge that an object that has been
used as both is more likely to really be a frisbee. Consistent with Kemler Nelson’s
suggestion that judgments are influenced by the plausibility of the relation of the
physical features to functions, Malt and Johnson noted that their objects with
unusual physical features that were most reliably accepted as examples of a name
tended to have an interpretation as viable futuristic versions of current objects.
Because evidence of this tendency to understand and interpret relations among
features emerges from studies that are not designed to make such relations salient
as well as from those that are, it appears to be a pervasive feature of how people
deal with artifacts rather than one made prominent only by the nature of the
experimental tasks.

2.2. Free naming

As already noted, in daily life, people frequently make judgments about artifact
groupings in the process of language production. They generate nouns intended
to refer to artifacts in many of their utterances. We call the production situation
‘free naming’ because the names considered and produced for a given object are
not restricted to a small set explicitly provided by an external source. In contrast
to name appropriateness judgments—rare in the real world but common in
the laboratory—free naming is relatively less studied in categorization research
despite its ubiquity in daily life.

Free naming has several characteristics that set it apart from name appropri-
ateness judgments. Memory demands are greater because speakers must retrieve
potential names from memory. The set of names stored in memory is extremely
large, and the subset activated by an object may be more than just one or two,
so the choice set at several points in the production process is potentially much
larger than in name appropriateness judgments. In addition, because the speaker
may choose to name in whatever way he or she finds most useful, a given head
noun can be modified in various ways. Finally, in real world discourse, free
naming usually has a specific goal—typically, the goal of achieving reference
for some intended audience.! The context in such situations can help constrain
understanding of the intended referent by an addressee and so may influence
what name(s) can be used to successfully refer to it. Free naming within the

! Naming in ordinary discourse may have additional, usually secondary, goals as well, such as
conveying attitude (e.g. in calling a dwelling a hovel vs. palace). In adult speech directed to young
children, teaching names may also be a frequent goal.
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laboratory shares most of the characteristics of free naming in daily life except,
importantly, that (as for laboratory name appropriateness judgments) the goal
for the respondent has less to do with achieving reference than with satisfying
an experimental requirement for a response, and the context provides little
constraint on what name would be a useful choice. However, some studies create
semi-natural communication contexts for naming.

2.2.1. Findings

Evidence about artifact categorization from free naming comes both from
observations of naming in the real world and from laboratory situations in which
participants are presented with stimuli and asked to name them. The data have
been used to address a range of issues about how people name artifacts.

2.2.1.1. Form vs. function as a basis for naming

Laboratory free naming data have been used to address the controversy over
whether form or function dominates naming choices for artifacts, and they suggest
that neither is clearly dominant. Sloman, Malt, and Fridman (2001) examined
the ability of three different versions of similaricy— physical, functional, and
overall—to account for names produced for three sets of sixty objects: bottles,
jars, and other small containers for food; boxes, cartons, and other storage
containers; and bowls, plates, and dishes. Participants gave judgments of the
similarity of the objects to one another (via either sorting or pairwise similarity
ratings), judging either similarity of form, of function, or overall similarity. They
were then asked what they would call each object in ordinary conversation.
A prototype, nearest neighbor, and weighted sum model were applied to the
similarity data to predict the names given. Results showed no clear advantage
of one type of similarity over any of the other types in predicting names. A
small advantage was seen for physical over functional information, but it was
not consistent across models. A subsequent study entered features obtained in
a feature-listing task into a Bayesian probability model to try to predict names
for the same stimuli. No single feature could predict names fully, but the feature
with the greatest predictive power for each stimulus set was a physical, not a
functional, feature.

These outcomes are compatible with observations of naming in the real world,
which suggest that names are sometimes extended based on form, sometimes
on function, and sometimes on a substantial or partial match to both (Malt
1991; Malt ez al. 1999). Table 6.1 provides examples of objects that appear
to share a name based primarily on similarity of form, and Table 6.2 provides
examples that appear to be based primarily on similarity of function. Table 6.3
provides examples of objects that appear to share a name based on substantial
or partial similarity of both form and function. All examples in the tables were
observed within discourse contexts (although recorded without details of the
contexts). Note that cases of each are rarely pure; for instance, although the



Artifact Caregorization 95

Table 6.1. Examples of names extended on the basis of form

Name Typical example Form-based extension
blanket bedroom blanket (keeping warm picnic blanket (sitting on)

in bed)
boat sailboat (transportation) jail boat (holding convicts)
bowl soup bowl (holding and eating pasta bowl (holding and eating solids)

liquid)

sugar bowl (holding and serving
granules)

box shoe box (holding solids) juice box (holding liquids)
broomstick kitchen broomstick (sweeping) witch’s broomstick (flying)
chair kitchen chair (sitting) electric chair (killing)
fork from place setting (bringing carving fork (holding meat)

food to mouth)
fish fork (serving from platter)
tuning fork (making sound)

gun pistol label gun

glue gun

staple gun
knife kitchen knife frosting knife (spreading)
paper note paper (writing on) waxed paper (covering food)

tissue paper (wrapping gifts)
fly paper (catching flies)
toilet paper (wiping)
spoon soup spoon (scooping liquids) pasta spoon (lifting pasta from cooking
water)
grapefruit spoon (serrated edge for
cutting)
slotted spoon (draining)
umbrella rain umbrella (keeping rain off) beach umbrella (keeping sun off)
wheel on auto for tires steering wheel
Ferris wheel
spinning wheel

Note: Functions are provided in parentheses for some examples to highlight contrasts or when function might
be unfamiliar.

primary function of an electric chair is quite distinct from the primary function
of a kitchen chair, the similarity of form does afford a shared component of
function in that one sits in both. Likewise, although shared function seems to
be the primary reason that manual razors and electric razors share a name, their
shared function leads them to be not entirely dissimilar in form. In general,
form and function will tend to be correlated, which may be why Sloman ez 4.
found that neither was distinctly superior at predicting the names that artifacts
in their sample received. The examples in the tables are categorized according to
whether the primary link appears to be one or the other, or whether both appear
to contribute about equally to motivating a shared name.
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Table 6.2. Examples of names extended on the basis of function

Name Typical example Function-based extension
auto Honda Accord Model T Ford
can opener manual opener electric opener
chair kitchen chair beanbag chair
computer Pentium 4 PC ENIAC (room-sized; vacuum tubes)
corkscrew with metal spiral with two prongs
with propellant cartridge
fan electric box fan Japanese paper fan
drill power drill dentist drill
hydraulic drill
key traditional door key hotel doorkey (plastic card, magnetic strip)
electronic car door key (remote control)
razor manual razor electric razor

Note: Forms are provided in parentheses for some examples to highlight contrasts or when form might be
unfamiliar.

2.2.1.2. Variability in naming patterns across languages

Languages may have different naming patterns for the same sets of artifacts.
Kronenfeld, Armstrong, and Wilmoth (1985) found that speakers of English,
Hebrew, and Japanese partitioned a set of eleven ordinary drinking vessels by
name in different ways. For example, English-speakers asked to name the objects
called a paper drinking vessel and one for drinking tea both cup, but Israelis labeled
them with different names. Japanese participants used three names in partitioning
the objects, but they were partitioned by only two different names in English and
in Hebrew. Malt ez al. (1999) asked speakers of American English, Mandarin
Chinese, and Argentinean Spanish to name sixty common containers and found
substantial differences in the naming patterns across the three languages along
with similarities. Malt, Sloman, and Gennari (20036) examined the relation
among the linguistic categories of the three languages for the sixty containers
in more detail and found a complex pattern. Some of the categories shared
prototypes across the three languages but others did not; some cases of nesting
occurred (the categories of one language were contained within those of another);
and some cases of cross-cutting were found (pairs of objects were put into a single
category by one language but into different categories by another language).
These divergent patterns have consequences for second-language learners: Malt
and Sloman (2003) found that non-native speakers of English failed to match
native naming patterns for these same sixty containers and for sixty examples of
housewares, and some discrepancies persisted even for non-natives having many
years of immersion in an English-speaking environment.

2.2.1.3. Variability in name choices within a language
Even for a given language, artifacts often have more than one acceptable name,

both across and within people. Malt ez al’s (1999) data showed that although
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Table 6.3. Examples of names extended on the basis of shared form and function
or partial overlap of both form and function

Name Typical example Multi-factor extension

bed in bedroom (sleeping) sofa bed (sitting and sleeping)

bottle Coke bottle (holding and aspirin bottle (holding solids)
drinking liquid)

spray cleaner bottle (holding and
spraying liquid; spray top)
box shoe box litter box (no lid)
bread box (metal; curved)
lunch box (metal; domed top)
plastic animal-shaped juice box (for
liquids; has straw)
camera film-based digital camera
chair kitchen chair dentist chair (for dental procedures,
not just sitting)
rocking chair (for rocking, not just

sitting)
fan electric box fan ceiling fan
knife kitchen knife butter knife (cutting and spreading)

paring knife (peeling)

butcher knife (chopping)

cheese knife (forked tip for spearing)
ladder extension ladder (for climbing step ladder (for climbing up to reach)

up to reach)
rope emergency ladder (for climbing
down to escape)

oven electric oven Dutch oven

microwave oven

toaster oven

phone touch-tone phone cell phone
1920s dial phone
table kitchen table drafting table (slanted; for drawing)

Note: Forms or functions are provided in parentheses for some examples to highlight contrasts or when they
might be unfamiliar.

consensus among speakers of a given language was very high for some familiar
containers (e.g. a glass juice bottle was called borrle by all participants), for other
members of the set names varied considerably (e.g. a gallon container of milk
was called jug by some, container by some, and bottle by others). In a pre-test
for a matching task involving artifacts (see below), Malt and Sloman (2004),
using free naming followed by name verification, readily identified a number of
familiar objects that had two commonly used names. (For example, one object
was called a trashcan, a wastebasket, and a trash container, and another was called
both a booklet and a pamphlet; individual participants verified that all names
were acceptable.)
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2.2.1.4. Previous exposure effects

Given the existence of more than one potential name for an artifact, the question
arises of what determines choices among them on any given occasion. One factor
appears to be the creation of an implicit agreement between participants in a
conversation about what name will be used to refer to an object (e.g. Brennan
and Clark 1996; Clark and Wilkes-Gibbs 1986). Brennan and Clark (1996)
had pairs of participants carry out a matching task in which one participant
arranged the pictures in an order described by the other. In the course of the
task, participants established tacit agreements about how to refer to the pictures,
taking into account the level of specificity needed to discriminate the objects from
one another. Brennan and Clark found that these agreements, once established,
influenced naming in later discussions even when the context of those discussions
would have allowed reference to be achieved with simpler expressions. For
instance, if a picture set contained two types of shoes, participants gave them
names such as sneaker and high heel; they continued to use such names later
for picture sets in which only one type was present and shoe would have been a
sufficient label.

Another factor influencing the choice is what names have been recently
retrieved from memory and used, regardless of their relation to any previous
agreement with a conversational partner. Sloman, Harrison, and Malt (2002)
asked participants to name artifact stimuli created by morphing two familiar
artifacts (e.g. a pen and a marker). Participants had previously been exposed
to other objects that were named with one label or the other. Names given
for the target stimuli were influenced by the previous exposures. Malt and
Sloman (2004) had pairs of participants discuss artifacts pre-tested as having two
acceptable names (e.g. #rashcan and wastebasket) in carrying out a matching task.
One participant was a confederate who introduced one of the two names for
each object. In subsequent trials, the naive participant performed trials of the
same task with another naive participant. Names used with the new partner were
influenced by which name was initially used by the confederate, suggesting that a
bias toward a particular name, once established, carries over (at least in the short
term) beyond conversation with the original partner.

2.2.1.5. Sensitivity to intended category membership

Bloom (1996) suggested that naming is sensitive to the intended category
membership of an object’s creator: People name artifacts in accordance with the
category that they think the creator intended for it. Bloom and Markson (1998)
asked 3- and 4-year-old children to draw pictures of a lollipop, a balloon, the
experimenter, and themselves, and later asked them to say what the drawing
was a picture of. The pictures of lollipops and balloons were generally not
distinguishable from one another, nor were pictures of the experimenter and the
child, but children of both ages tended to name pictures in accordance with
their original intention in producing the drawing. Gelman and Bloom (2000)
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described objects as either intentionally or accidentally created; for instance, a
newspaper was folded into the shape of a hat either by a person or by being
run over by a car. Children and adults were asked what the objects were. All
age groups gave an object name (e.g. ~az) more often than a material name (e.g.
newspaper) when the origin was intentional and vice versa when it was accidental.

2.2.2. Implications of free naming data

The free naming data that exist have been collected under conditions that capture
many of the demands and constraints of naming in daily life. A shortcoming
of much of the research using free naming tasks is that it does not provide
natural discourse contexts and goals for naming, and so outcomes cannot reflect
their potential influence. Some exceptions do exist, however (e.g. Brennan and
Clark 1996; Malt and Sloman 2004), providing insight into these influences.
The aggregate data provide a number of important pieces of information
about naming.

The free naming data indicate that there is no unique grouping of artifacts
by name, either between languages or within languages. Patterns of naming
for the same artifacts differ across languages, and the same artifacts can receive
different names from different speakers within a language, and even from a single
speaker on different occasions. The variability observed here does not involve
labels at different levels of abstraction (e.g. table vs. firniture), nor does it involve
fundamentally different types of groupings such as those invoked in the service
of momentary goals (e.g. things to take out of the house in a fire; Barsalou 1983,
1991) vs. those that are taxonomic (e.g. car). Rather, the same objects may be
grouped by name differently using basic level, taxonomic labels as a function of
the individual speaker, the language he or she is speaking, and the circumstances
of the utterance.

Some of the variables that affect name choice can be thought of as short-term
influences in that they influence the choice made by a speaker on a particular
occasion from among those names available in his or her language. The effects
of recent retrieval episodes on what is retrieved from memory for a subsequent
stimulus is one such factor (Sloman, Harrison, and Malt 2002; Malt and Sloman
2004). The others involve adjusting to the conversational context in ways that
are under greater speaker control. These include taking into account the name
agreed upon with a conversational partner (Brennan and Clark 1996), and taking
into account the presumed intention of the creator (Bloom and Markson 1998;
Gelman and Bloom 2000) even when no name has as yet been explicitly offered
and accepted.

In contrast, the variability in naming patterns across languages appears to be
the consequence of longer-term factors that establish what names are available for
objects within a language and what the preferred assignment of names to objects
within a domain is. Malt ez a/. (1999, 20034, 20036) suggest that the name for
a given object in any particular language is influenced by what names happened
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to exist in that language at some earlier time and so were available for extending
to new objects; what objects happened to exist in the culture at some earlier
time and either formed a similarity cluster that was given a name, or extended
outward from a cluster and caused a name to be extended to less similar objects
by chaining (Brugman 1983; Lakoft 1987; Taylor 1995); what names happened
to be bestowed on objects by a manufacturer either from within that culture
or from outside for marketing purposes; and what domains were of particular
interest to a culture at some point in its history and so required finer linguistic
differentiation of the conceptual space. The consequences of each for a given
language will vary as a function of the linguistic and cultural history involved,
and so languages will diverge to some extent in their naming patterns even when
showing commonalities driven by shared perception of the stimulus space.

From the longer-term perspective, perhaps it should not be surprising that
languages differ in their naming patterns for the same set of artifacts, nor that
names can be shared across objects based on similarity of form, function, or both.
Within the domain of artifacts, possibly more than within any other domain,
new variations on existing entities are created on a frequent basis. Each new
variant is not likely to be given a unique name unless the intention of the maker
is to isolate it from its predecessors. Instead, existing words will be extended to
cover new cases. Often the variations for each new object, either in form or in
function, are relatively minor and so the object retains many of the properties of
its predecessor. For users of the language, there is little to impede comprehension
if the word is extended to cover such variants.2 However, the cumulative result
of these small steps of extension can be that a word is associated with a set of
objects that vary considerably in form, function, or both. For reasons suggested
above, languages may follow different paths of extension, with the result that
they accumulate different sets of objects sharing a name.

The observed diversity in how objects are grouped by name might seem to
work against the usefulness of names for conveying information about objects
(that is, allowing the addressee to identify a physically present or hypothetical
object and make appropriate inferences about the properties of the object
referred to). However, other characteristics of the free naming task in real world

2 Petroski (1993) provides a fascinating example of how the knife and fork evolved in Western
culture. In the 1500s table knives were narrow and had a pointed tip, and were used not only for
cutting meat but also for spearing food and conveying it to the mouth. Pointed tips later gave way
to blunt tips for safety reasons. At that time, forks had only two tines and were used primarily for
holding meat steady while it was being cut. Foods that could not be easily speared by the two-tined
fork, such as peas, were conveyed to the mouth by piling them on knives, and knives developed a
wide blade that was bulbous at the tip to provide a better surface. Later, forks evolved to have three
or four tines and became used as the primary means of bringing food to the mouth. The wide,
bulbous blade of knives then reverted back to a narrower, straighter style. Each step in this sequence
involves a relatively small change, but both the forms and functions of knives and forks changed
over the course of the evolution. The names ‘knife’ and “fork’ (with some variation in spelling) were
used in English for these objects throughout this time-period (Oxford English Dictionary 1989).
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situations may make this diversity unproblematic. The discourse context can
greatly constrain interpretation of a noun. If a gallon container is just out of
reach of a person wanting to fill it with water, it matters little if the person
asks for the bortle, jug, or container to be passed, because any of the names will
be sufficient to achieve reference. In addition, the open-endedness of the free
naming task allows speakers to use noun-noun or adjective-noun combinations
to clarify referents and direct inductions. Someone hearing a noun such as bortle
or chair will look for (if potential referents are physically present) or imagine (if
not) different objects and induce a partially different set of properties depending
on the modifiers attached. Hearing electric chair will lead a person to assume
different properties than hearing kitchen chair, as will hearing baby bottle vs.
aspirin bottle. Brennan and Clark’s (1996) data indicate that speakers adjust the
specificity of names as needed to disambiguate intended referents from other
potential referents in the discourse context. The open-ended nature of the task
also makes it possible for speakers to take into account what name they think
their conversational partner intends to be applied to an object or what name
they have previous established with the partner for referring to the object, which
contribute to the likelihood of successfully achieving reference.

In addition to the specific information provided by the data about how naming
choices are made, these data make evident the extent to which naming isan activity
that is embedded in a linguistic and communicative context and that reflects
the demands and possibilities made available by this context. We suggest that it
will be impossible to understand name choices for artifacts without considering
communicative issues such as what a particular addressee can understand or
will understand most readily (reflecting speaker—addressee naming history and
the availability of discourse context to constrain understanding, among other
things), and linguistic issues such as the historical linguistic forces that shape
the vocabulary available to a speaker of a given language and the language’s
conventions for applying that vocabulary and the availability of modifying
phrases to accomplish goals of naming. Research that has a goal of understanding
how people choose names for artifacts but that eliminates most or all of these
influences from the judgment process is not likely to substantially advance
knowledge about naming,.

3. CONCEPTUAL (NON-LINGUISTIC) GROUPING

So far we have been considering forms of categorization that involve connecting
objects to words in order to communicate. However, people also group artifacts
in other sorts of situations where the primary goal is not to communicate about
an object. We now consider a range of other mental activities occurring in
daily life that can reasonably be considered ‘categorization’. For each, we discuss
the laboratory tasks using artifacts that have the greatest resemblance to that
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particular activity, and we review findings from those tasks and implications of

the findings.

3.1. Object recognition: connecting objects with stored knowledge

Perhaps the most frequent form of artifact grouping in daily life is making sense
of objects encountered by connecting them with stored knowledge about objects.
When someone walks into an office, for instance, and sees an object with a
flat wooden surface, four legs, and drawers, he or she recognizes the relation of
the object to previously experienced objects (and/or abstractions across them)
having similar properties. Doing so allows the person to interpret the visual
input in terms of the past experience, yielding an understanding, for instance,
that the surface of the perceived object will be rigid and afford writing, that the
drawers may contain paper-clips and stationery, etc. This recognition process
goes on almost continuously, as people move about the world encountering
and making sense of objects. In a familiar environment, much of the time the
process will be one of connecting familiar objects with stored knowledge of
the same objects (as in recognizing one’s own desk, rug, armchair). Sometimes
the process will be a matter of connecting a novel object with knowledge of very
similar objects (or abstractions)—as for a not-previously-encountered chair of
traditional design—and occasionally it will be a matter of connecting an object
with more novel features to knowledge about objects that may be less similar—as
for example, in an initial encounter with a chair in the shape of a hand or a chair
made of rope that is hung from a ceiling.

Notably, this recognition process does not require engaging language. A
person can appreciate the relation of a visual stimulus to stored knowledge
without needing to retrieve a name for the object. This is amply evident from
the fact that such recognition occurs in many situations where a name is not
available for an object: an infant who has no word for a bottle nevertheless
interprets the bottle offered to it by virtue of previously experienced bottles; a
chimpanzee interprets a tree never encountered before by virtue of previously
experienced trees (see Hauser and Santos, this volume, for discussion of artifact
concepts held by non-linguistic animals); an adult human who is introduced to
a novel object will recognize a second object of the same type as such without
knowing a name for either. Indeed, even familiar, everyday objects are sometimes
appreciated without being named. Many people discriminate several species of
birds in their neighborhood without knowing names for them, and Malt ez al.
(1999) found that some participants had no well-established name for certain
common objects, such as a plastic container of baby powder with a shaker top.
When pressed for a name, participants resorted to phrases such as a thing of
baby powder. To the extent that encountering a desk may tend to bring to
mind the word desk, this word retrieval likely occurs as a result of having made
contact with stored non-linguistic information associated with the word, rather
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than the word retrieval preceding and enabling contact with the non-linguistic
information. Recognizing artifacts in the environment is thus an activity most
centrally having to do, not with language, but with the processing of visual input
and with memory retrieval and comparison processes.

A second characteristic of this form of grouping is that there are no boundaries
to the groupings and hence no discrete categories to which the object belongs or
does not (Malt ez 2l. 1999; Sloman and Malt 2003). Any given object simply has
a resemblance to each previously encountered object to a greater or lesser degree.
For instance, a newly encountered wooden object for sitting on that has a round
seat, four legs, and a low back will make contact with stored knowledge about
various other forms of seating that it resembles, and some of those may have
taller backs and arms while some have neither. The former may be called chair
and the latter szo/, if naming is required, but coming to understand the new
object itself requires no choice between the two. A gradient of relevance to the
novel object may exist, but retrieval of stored information across this gradient is
not constrained by category boundaries.

3.1.1. Findings

3.1.1.1. Name appropriateness judgments

When psychologists studying artifact categorization talk about a person categor-
izing an object as a chair, or table, or desk, and so on, they often secem to
have in mind the non-linguistic process of connecting an object in the world to
stored knowledge of similar objects. However, perhaps because communicating
about such processes almost inevitably involves using names—we talk about
someone categorizing an object ‘as a chair’ or ‘as a desk’—researchers typically
have not discriminated between the non-linguistic process of interest and the
process of naming. As a result, studies that may be designed to shed light on
non-linguistic categorization often use the choice of a name as the dependent
measure. They ask participants whether they would call the object a chair or
a stool, a cup or a glass, and so on, and in doing so they conflate the process
of selecting a name with the process of object recognition. We have already
considered the large literature using name appropriateness judgments from the
perspective of how naming choices are made, and have argued that understand-
ing naming as it occurs in daily life requires studying naming as part of a
linguistic and communicative system. Because this literature has, as we argued,
tended to present naming choices in an impoverished context that does not fully
engage this system, might it, in fact, usefully shed light on object recognition
instead? Unfortunately, the use of names as a response measure and the failure
to discriminate naming from the non-linguistic recognition process has led to
a focus on issues that appear to be more relevant to naming than to object
recognition. For instance, debates about whether form vs. function or current
function vs. original intended function are more influential in determining name
choice seem to have little relevance to understanding how an encountered object
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makes contact with knowledge about objects stored in memory. Furthermore,
because the task requirement is to make a choice between discrete categories
whereas object recognition requires no such choice, the task itself seems to have
little bearing on the recognition process. The primary useful finding from this
literature may be the notion we highlighted earlier, that people do not treat object
features as independent pieces of information but rather attempt to understand
the causal relations among them. This causal analysis is presumably relevant
to appreciating the nature of an object non-linguistically, not only to choosing
a name.

3.1.1.2. Similarity judgments

A frequent assumption in the literature on artifact categorization is that the
task that most directly reflects the representational structure tapped by the
object recognition process is similarity judgments. If perceived objects evoke
stored knowledge by virtue of their features, then similarity judgments have the
potential to reveal the basis on which a gradient of relevance for retrieval of that
stored knowledge operates. (Similarity itself, of course, may also play a role in
the groupings generated by other mental activities, as we will discuss later.)

When people recognize the relation of objects in their environment to stored
knowledge of similar objects, they often do so without conscious awareness,
and the end result is simply an understanding of the nature of that object. In
laboratory similarity judgments, however, participants usually make deliberate
comparisons of presented objects and provide an explicit judgment about their
likeness. In some cases, similarity judgments are collected by presenting pairs of
objects (usually in the form of pictures) and asking for a numerical similarity
rating. In other cases, participants sort objects (again, usually pictured) into piles,
and a measure of the similarity between each possible pair of objects is derived
from the number of participants who sort them into the same pile. The extent
to which making such judgments conscious, requiring an overt response, and
having the judgments be entirely among physically present objects (instead of
comparing an object at hand to stored knowledge of objects) alters the pattern of
grouping indicated is unclear.

Two salient results have been obtained from judgments of artifact similarity.
First, perceived similarity is remarkably constant across cultures, despite the
variable naming patterns discussed earlier. When Kronenfeld er al. (1985)
asked the same native speakers of Hebrew, English, and Japanese who produced
divergent naming patterns for drinking vessels to sort them into groups according
to their similarity, they found that the correlations among interpoint distances
in multi-dimensional scaling solutions of the similarity matrices ranged from
.81 to .89. Malt ez al. (1999) had the same speakers of English, Spanish, and
Chinese who produced divergent naming patterns for sixty common containers
sort the pictures into groups according to their overall similarity. They found
correlations among the similarity matrices ranging from .91 to .94. The high
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degree of consensus across cultures suggests that the featural analysis of artifacts
is universal in nature (perhaps based on a universal causal analysis relating form
to function, as suggested by the studies discussed earlier) as are comparison
processes and will yield a shared understanding of the nature of objects.

Second, despite the consistency of similarity judgments (in parallel neutral
contexts) across cultures, perception of similarity for any given population is not
fixed across all contexts but rather is influenced by the nature of the comparison
at hand. For instance, a given object A may be judged more similar to object
B when in the context of object C than when in the context of object D.
Medin, Goldstone, and Gentner (1993) found a variety of context effects on
similarity judgments for stimulus materials that included some artifacts (see also
Barsalou 1983, and Ross and Murphy 1999). Shiftings of perceived similarity
based on the comparison objects themselves may be infrequent in actual object
recognition, where the perceived object is compared to a relatively stable base of
stored knowledge rather than to a small and deliberately varied comparison set,
but it does suggest that the broader context in which the perceived object occurs
may alter the gradient of relevance.

3.1.1.3. ‘Object perception’ tasks

A large literature examining how objects are perceived exists outside of that
traditionally considered to be categorization research. This literature has addressed
a range of topics including how objects are isolated from a complex visual scene,
whether recognition is orientation dependent, what the relative roles of parts,
outlines, and shading are, the effects of expertise, whether processing occurs
at different scales, and whether different brain systems subserve perception of
different classes of stimuli such as faces vs. objects. In doing so it has used tasks
including word—picture matching, naming, old/new judgments, and familiarity
judgments. Reviewing this literature is beyond the scope of this paper, but we
note that it does directly examine some of the processes that are central to
object recognition. From that perspective, this literature is better focused on
issues that are genuinely about recognition. However, as the list of issues above
suggests, and as the phrase sometimes used to label this field—‘visual object
recognition’—implies, the work has focused primarily on lower processes that are
part of the initial visual processing that must take place in order for a percept to
make contact with stored knowledge. As such it does not directly illuminate how
stored knowledge about the properties of objects (beyond their visual features) is
brought to bear on understanding the nature of a perceived object.

3.2. Induction

Another form of grouping is induction, in which people use information about
one (or more) object(s) to infer properties of others. Induction is not a process
that laypeople would be inclined to call ‘categorization’. However, it depends
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crucially on judgments of whether and why entities are alike and as such can be
thought of as a form of categorization.

One frequent situation in which induction occurs in daily life is in the
recognition process. When someone recognizes the relation of an object with
a flat wooden surface, four legs, and drawers to stored knowledge of objects
sharing some or all of these properties, that recognition provides the basis for
making inferences about properties not readily apparent. When visual input is
interpreted in terms of past experience with the same object (e.g. viewing your
own desk), and the perceived object is projected to have properties that are not
deducible directly from the visual features (e.g. understanding that the surface
is rigid and will afford writing, and that the drawers can open and will contain
stationery), an inference has been drawn. Likewise, when there is no stored
knowledge corresponding directly to the perceived object but it is interpreted by
reference to stored knowledge of similar objects (e.g. walking into an unfamiliar
room and viewing a desk never seen before), properties of the object are projected
from experience with similar known objects. Induction that occurs during the
recognition process is typically rapid and non-conscious, and the particular
inductions generated are presumably a function of the memory comparison and
retrieval processes that take place during recognition.

Induction also occurs in everyday situations in which the inductive process is
slower and more deliberate. On a relatively infrequent basis, when recognizing
objects, a person may encounter an object with quite novel features and engage
in conscious consideration about the nature of unseen features, given knowledge
of other objects. For instance, a person viewing an unfamiliar kitchen gadget that
fits over the neck of a wine bottle and has a needle may infer that it is made for
removing corks, based on familiarity with other forms of corkscrew. More often,
the conscious projection of properties occurs within a learning context. When a
person learns from external sources or discovers through direct experience with
an object that an object has a property previously unknown to him or her, the
person may conclude that certain other objects have that same property. For
instance, if a person learns that the ink in her ballpoint pen has a certain chemical
composition, she may infer that the ink in other similar objects (e.g. other
brands of ballpoint pens) probably has the same composition. In such cases, the
induction is from a single object to others, but inductions may also be from a
group of objects to others. For instance, if a person learns that all waterproof
inks have a certain substance in them, she may infer that the ink in her ballpoint
pen does. In either case, the person considers what other objects might sensibly
be considered to have the same property as the known one(s), given the nature
of the known object(s) and other possible ones.

Names can be useful cues to the appropriate projection of properties, since
objects that are labeled with the same name tend to share at least some properties
in common. Much of the research on induction in the developmental literature
has focused on how children make use of category names to guide inductions



Artifact Caregorization 107

(e.g. Gelman and Markman 1986; Davidson and Gelman 1990; Gelman and
O’Reilly 1988). Nevertheless, as with recognition, induction does not inherently
involve language. One can project a property from one object (or a set of objects)
to others based on beliefs about the nature of the objects, without reference to
their names. Indeed, names are not always reliable cues to properties, especially
for artifacts. The fact that baby bottles are made to be unbreakable does not imply
that Coke bottles are. (However, it may imply that toddler ‘sippy’ cups are.)
The essential demand in inductive situations is to draw appropriate conclusions
about properties of objects that are not readily apparent, regardless of how they
are named.

Although induction does not inherently involve language, names are, in fact,
present in many inductive situations that involve learning because information
transmittal often takes place via language. Rather than discovering new facts
about an object through direct observation, people are often told of such facts. In
such cases, an added demand to the task of projecting properties is the retrieval
from memory of knowledge associated with the words. For instance, if someone
is told that ‘All carpentry tools are subject to a stiff tariff’, in order for her to
consider what objects might be subject to a stff tariff, the phrase ‘carpentry
tools’ must activate information in memory and cause retrieval of knowledge
of particular objects or sets of objects. The objects retrieved may or may not
be the full set of objects that could reasonably be called ‘carpentry tools’, and
the particular knowledge about the objects that is activated may or may not be
the same as the knowledge brought to mind when actually seeing or using such
objects. Thus inductive situations that engage language add elements of memory
and lexical access to the task.

3.2.1. Findings
3.2.1.1. What is the probability that object X has property Y?

A common paradigm in research on induction provides information to parti-
cipants about the properties of one or more objects and asks them to decide
whether another object would have that property, or what the probability is
that it would have that property. In most research with adults, the objects are
presented by means of words, as just discussed.

Sloman (1998) used this paradigm to investigate whether people would use
class-inclusion relations in projecting properties. For instance, given information
about a property of electronic equipment, and given agreement that stereos are
electronic equipment, will participants agree that the property must be true of
stereos? Sloman found, for artifacts as well as natural and social kinds, that people
did not consistently follow class inclusion relations in their judgments. Instead,
they agreed more often when the objects in question were typical (e.g. stereos)
than when they were atypical (e.g. kitchen appliances) of the larger grouping.
Sloman found that the effect occurred even when people verified that the named
objects were electronic equipment shortly before responding to the induction
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questions. Although the paradigm in general raises the question of whether the
effects obtained are driven by the limitations of memory retrieval in response to
the linguistic stimulus, given that this effect occurred even after a recent probe
for the information, this particular effect seems less likely to be due to memory
retrieval problems upon hearing the phrase ‘electronic equipment’ than to a
reasoning process in which people assess featural (similarity) relations between
the set of objects in question and the set encompassed by the superordinate name.

Gelman (1988) used a variant of this paradigm that included pictures to
investigate whether pre-schoolers and second-graders were sensitive to differences
in the projectibility of properties across different groupings and property types.
A child might be shown a picture of a rabbit and told that the rabbit likes to eat
alfalfa. The child would then be shown other entities and asked if she thought the
others also had the property. The child responded to four test items that varied
in their relation to the standard in each case—for instance, another picture
of the same rabbit (same name, same appearance), a different-colored rabbit
(same name but different appearance), a dog (different basic-level name but
same superordinate name—animal), and a telephone (different basic level and
superordinate name). Half of the standards were artifacts (the remainder were
natural kinds). Children showed an almost linear induction gradient across the
four test item types, agreeing to the inference less often as degree of relatedness
decreased. They also agreed to the property inferences somewhat more often
overall for the natural kinds than for the artifacts, but properties concerning
function were projected more for artifacts and those concerning substance more
for natural kinds. This study provides an important illustration of the fact that
induction patterns are not simply a reflection of naming patterns. Children did
not consider all and only objects with the same basic-level name to share a
property. Rather, children considered the nature of the relation of each entity
to the standard and they projected properties based on this relation. They also
considered the nature of the property in question along with the nature of the
objects in judging whether the property should be projected to the test items.
(The same conclusion is suggested by Mandler and McDonough’s (1996, 19986)
work on induction in children under 2 years old, using an object manipulation
paradigm; see also Mandler, this volume.)

3.2.1.2. Forced choice judgments

An induction paradigm used in many developmental studies and in some studies
with adults presents a new fact about an object and then presents alternatives, of
which one (or more) has one type of relation to the first object and the other(s)
have a different type of relation to it. Participants are asked which is more likely
to share the property. This paradigm has a similarity to the forced choice naming
tasks discussed eatlier, in that participants have no option to indicate that both
choices might support the specified inference, or that neither does, or that other
possibilities not given might be better than either choice offered. These studies
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can therefore indicate which of two specific options is preferred but do not
indicate whether both choices might be acceptable, or what the most likely object
to project the property to given free choice would be. Davidson and Gelman
(1990), following work by Gelman and Markman (1986) that used only natural
kinds, showed children unfamiliar objects, half of which were artifacts, and test
objects that cither shared a name with the standard or were perceptually similar.
They found that the value of names in promoting inferences for children was
integrally tied to the conceptual relatedness of the objects associated with the
name: if the objects did not share substantial properties in common, children
did not prefer inferences based on a shared name. Thus the power of names in
these tasks appears to reflect the non-linguistic understanding of relations among
objects. Children do not draw inferences based on shared names per se but rather
on an assumption that objects sharing multiple observable properties will share
unseen properties as well. Farrar, Raney, and Boyer (1992) found similar results
using a paradigm more similar to that of Gelman (1988).

Ross and Murphy (1999) used a forced choice task to investigate whether food
groupings of different types supported different types of inferences. The new
properties they presented were either biochemical or situational, and the choices
were between an object with a taxonomic relation to the first or a script-based
relation. Thus, for instance, in the biochemical condition they asked: ‘Suppose
that an enzyme, metacascal, has been found in bagels in the country Quain.
What food is more likely to contain metacascal: cracker or egg?” where ‘cracker’
is the taxonomic choice and ‘egg’ is the script-based choice. The situational
property was that the object is used in an annual initiation ceremony. For the
enzyme property, choices were primarily taxonomic, and for the ceremony, they
were mostly script-based. Consistent with Gelman’s (1988) finding contrasting
artifacts and natural kinds, Ross and Murphy suggested that different types of
groupings support different types of inferences.

In sum, although induction research using artifacts is limited in quantity,
three central points emerge from it. First, people consider the similarity among
objects in judging whether a property that holds true of some is likely to be
shared by another. Second, they also engage in more sophisticated reasoning
that takes into consideration both the nature of the property and the nature of
the objects involved. Finally, the patterns of property projection indicate that
induction is not constrained by the linguistic categories associated with objects.
Instead, it is based on knowledge of the shared properties of objects and beliefs
about whether they will share additional, unseen properties. Names are useful
as guides to induction only to the extent that they are indicators of such shared
properties.

A much larger literature on induction exists that is focused on natural kinds
rather than artifacts (for a review, see Sloman and Lagnado 2005). Some of
the central findings in this literature concern the role of similarity in driving
inferences. For instance, given the premise that robins have sesamoid bones,
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people find the conclusion that sparrows have sesamoid bones more plausible
than that ostriches have sesamoid bones, and they also judge robins and sparrows
to be more similar than robins and ostriches. This literature also makes clear that
when people reason about familiar objects and properties, they also engage in
causal reasoning by attempting to explain the relations between categories and
predicates. For instance, when told that a particular type of tree has a disease
and asked if another tree will have that disease, people having high familiarity
with the forest ecosystem may make a judgment based not on the overall extent
of shared properties between the trees but rather on what the likely mechanism
of disease transmission would be and whether the mechanism is likely to operate
among the trees in question (see Medin et /. 2002). The findings discussed
above suggest that people engage in a parallel analysis for artifacts.

3.3. Planning and problem-solving

People also frequently create groupings of artifacts in planning and problem-
solving in daily life. Some of the groupings are formed in service of temporary
goals (Barsalou 1983, 1991). When planning a trip to the beach, people may
retrieve from memory knowledge of objects to take to the beach (a towel, a book,
sunscreen, a drink); when considering a baby gift for a friend, they may retrieve
possible purchases (a receiving blanket, a silver spoon, clothing, a mobile). Other
groupings are formed in the service of enduring goals. In order to meet the goal
of recycling properly, people may construct a mental grouping of all the types
of objects they should not throw in the trash but should save for the recycling
bin. In order to eat, people may maintain mental groupings of foods that are
appropriate for breakfast, for lunch, and for dinner (Ross and Murphy 1999).
Still other groupings may be formed for recurring as opposed to ongoing goals.
For instance, people often need objects to contain substances or items. In each
episode of need, they will retrieve knowledge of a set of objects that would suit
the materials to be contained: round glass containers with wide mouths to hold
the firefly their child caught; round and squarish plastic containers with lids to
hold their dinner leftovers. Retrieval of appropriate knowledge for enduring and
recurring goals may become highly practised and stabilized.

As with recognition and induction, knowing the names of the objects is
usually incidental to formulating the thought or solving the problem. Retrieval
may activate names associated with objects, and activating the names may be
critical to communicating the thought or action plan to someone else, but the
central demand of the task is to choose objects that will effectively serve the goal
regardless of object names.

3.3.1. Putting objects together that ‘belong together’

A laboratory task that has been little used in connection with artifacts is asking
participants to sort objects according to what objects belong together (rather
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than on their similarity per se). This task presumably taps the more stable,
practised groupings used in planning and problem-solving. Its infrequent use is
perhaps because researchers are inclined to think that they already know what
stable groupings people use— those labeled by common nouns such as zable and
ball. However, the set of objects labeled by a particular noun need not be the
grouping used in any given goal-directed task, as our discussion indicates. Some
stable groupings may have no single word name, and some single words may
label a diverse set of objects only some of which are relevant in the service of any
particular goal.

Ross and Murphy (1999) provide one of the few cases of this type of sorting
task using artifacts. They asked people to sort foods such as cereal, hamburger,
and milk. They found that when instructed to, participants were able to readily
form both groupings based on the composition of the foods (e.g. putting dairy
products together) and groupings based on the role the foods play in daily life (e.g.
putting breakfast foods such as cereal, eggs, and bacon together). When allowed
to sort without direction, they spontaneously produced some groupings of each
type. This outcome underscores the fact that the same objects can participate in
multiple groupings having different bases and indicates that people may maintain
such cross-cutting groupings in memory rather than having a strictly taxonomic
organization of knowledge.

The sorting task as Ross and Murphy implemented it does differ crucially
from natural situations in that there was no task context establishing a particular
goal to be served by the groupings. Presumably if specific goals were induced,
participants would tend to use whichever type of grouping best served the goal

at hand.

3.4. Organizing novel information

Finally, people group objects when they are confronted with an array of novel
objects and try to make sense of them by constructing groupings of entities
sharing important properties. For adults, this situation arises relatively rarely but
may occur when beginning to learn about a new domain. For instance, a person
taking a job in an electronics company may need to learn about a large number
of different electronic devices, varying in form and function, that she has never
encountered before. This person seeks to understand the domain by constructing
groupings of the devices sharing one or more properties. For children, being
confronted with an array of novel objects in a previously unfamiliar domain may
arise more frequently as they explore the world around them.

As with the other tasks we have discussed in this section, knowing or using
names is not inherent in the process of organizing novel information. One can
appreciate the shared properties among objects and form groupings without
having names for them. Indeed, in cases of true discovery—for instance, a
scientist exploring a distant land and encountering an array of insects or plants
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never before known to science—conceptual organization of the new entities
must precede generating labels for the groupings. As with induction, though,
in many cases language is a medium of input into the formation of groupings.
The adult learner who encounters a new domain may not be left to create the
groupings entirely on his or her own. He or she receives some input about
appropriate groupings from other adults in the form of names for the objects and
sometimes explanations of their properties or reasons for being grouped together.
For young children, as well, the process of grouping the objects based on shared
properties is often guided in part by input from adults in the form of labels and
explanations.

3.4.1. ‘Category construction’— creating groupings from arrays
of novel objects

A number of studies in the general categorization literature have used a task that
has been labeled ‘category construction’. In this task, participants are given an
array of novel objects that they are asked to place into groups in whatever way
seems natural. The groupings are examined to determine on what basis they have
been formed. This paradigm closely resembles real-world situations in which a
child or adult is exposed to a new domain containing many unfamiliar entities
and seeks to organize knowledge of them without external input. It differs from
those real-world situations in lacking input from others in the form of labels or
explanations about useful groupings, and in lacking a task goal to suggest what
sorts of groupings might be most useful.

The bulk of studies using this paradigm have not used artifacts as stimuli.
Because of the need to provide novel entities to group, many have used highly
artificial entities as stimuli such as geometric shapes. In a few cases, the stimuli can
be liberally interpreted as artifact-like. Ahn and Medin (1992), using starfish-like
shapes that did not necessarily appear animate, found a strong tendency for people
to base their groupings primarily on a single dimension (and add in anomalous
exemplars at the end). Regehr and Brooks (1995) tested sorting of various shapes
under a variety of conditions and found a bias toward one-dimensional sorts
but that more sorting based on multiple dimensions occurred when participants
did not see all the stimuli at once, and when they did see them all at once but
alternated which group they were adding to rather than building one in its entirety
and then the other. Wattenmaker (1992) used verbal stimuli consisting of four
features, including some describing artifacts, and found a heightened tendency
for people to rely on a single dimension when they were making groups based on
memorized rather than physically present stimuli. These results are compatible
with previous studies using non-artifact stimuli (e.g. Medin, Wattenmaker, and
Hampson 1987) demonstrating a bias toward one-dimensional sorts, but they
also indicate that the attentional demands under which participants construct
the groupings influence whether they attend to multiple dimensions or just one.
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Other studies suggest that sorting strategies are influenced by the knowledge
base that is engaged by stimuli. Lassaline and Murphy (1996), using stimuli
that included artifacts, found that participants were more likely to create multi-
dimensional sorts when their attention was first drawn to feature correlations
within the stimulus set by answering induction questions (e.g. ‘If a vehicle
has bench seats, what kind of top does it have?’). Kaplan and Murphy (1999)
found that mult-dimensional sorting increased when stimuli could be related to
familiar ‘themes’ (e.g. arctic vehicle vs. tropical vehicle). Ahn (1999) provided
background information about stimuli by manipulating whether the features of
the prototypes were described as all having the same cause, or all as causing the
same effect, or whether the features are related in a causal chain (one causes the
second which causes the next, and so on.) Participants were more likely to create
multi-dimensional sorts when they had causal knowledge that allowed them to
construct explanations of feature variability (i.e. the common cause and common
effect conditions; the causal chain provides no explanation for feature variability
because each feature predicts a fixed other feature). Category construction tasks
thus show that people have a tendency to group objects along a single dimension
in laboratory tasks but that they may group based on multiple similarities under
some circumstances. They also show that when provided with richer stimuli and
information about causal relations among their features, people make use of this
information to create groupings that overlap on multiple dimensions.

3.5. Implications of data on conceptual (non-linguistic)
categorization

The aggregate data from the laboratory tasks that are not centrally about
connecting objects to words, along with our analysis of task demands, highlights
several facts about non-linguistic groupings. First, the perception of similarity is
an important influence in determining the groupings. The empirical evidence
explicitly implicates judgments of similarity in the projection of properties. But
our analysis of task demands suggests that it must also be involved in other
forms of non-linguistic grouping, influencing what stored knowledge is retrieved
in interpreting objects encountered in the environment, what objects will be
grouped together in the course of planning and problem-solving, and what objects
will be grouped together in making sense of novel domains. Second, analysis of
the causal relations among properties of artifacts occurs in these non-linguistic
tasks (as it appears to in naming tasks), and, further, in tasks that involve conscious
reasoning (as in the more deliberative instances of induction), causal reasoning
about the relation of properties of one object to properties of another may take
place. Third, despite these common components, the groupings produced in
each case are not necessarily the same. This fact derives, in part, directly from
the varying demands of each type of mental activity. The previously experienced
objects that will be most useful in interpreting an encountered object will not
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necessarily be the same as the set of objects to which one might project a particular
property of the encountered object, nor will it be the same as the set of objects it
might be grouped with to serve some temporary goal, or to organize knowledge
of the domain if the entire domain is novel. The difference in groupings also
derives, more indirectly, from the flexibility of perception of similarity given such
differing task demands. The data show that under parallel task demands, people
from different cultures speaking different languages nevertheless share perception
of commonalities among artifacts, presumably because they all understand the
object properties and their causal relations to one another in the same way.
However, the data also demonstrate that what properties are most relevant to
the judgment of commonalities varies depending on the task demands. As our
analysis makes clear, different mental activities that involve grouping artifacts
non-linguistically do make distinct demands.

The relative scarcity of data using artifacts in such tasks, though, and the rather
loose connection of the tasks to instances of categorization in daily life, indicate
that there is much left to learn about the nature of artifact groupings that are
formed in the course of the mental activities that can be considered conceptual
categorization.

4. GENERAL DISCUSSION

In our analysis so far, we have identified five types of mental activities occurring in
daily life that can be thought of as categorization and considered the requirements
of these activities. We have reviewed laboratory tasks that have been used to shed
light on categorization, discussed the relation of the requirements of these tasks
to those of the activities of daily life, and reviewed findings from those tasks. We
now consider what has been learned about the nature of artifact categorization
from the research reviewed, and we draw out the larger implications from our
analyses for what the study of categorization should look like.

4.1. The good

A number of important findings have accumulated from categorization research.
We have already summarized the central findings about different forms of artifact
categorization and highlighted those we consider most valid. In the case of
linguistic categorization, these include that the form of an object, its original
intended function, its current function, and its intended category membership
may all influence judgments of name appropriateness. In addition, people actively
seek to understand the causal relations among features of an object and they
consider how the relations relate to that of typical objects associated with a
name when they judge name appropriateness. When naming freely, short-term
variables influence choices including what names have recently been retrieved
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from memory and what name for an object has been agreed upon with a
conversational partner or appears to be the name the object’s creator has in
mind. Longer-term historical variables also contribute to naming choices; these
establish what names are available for objects and what the preferred pattern of
assignment of names to objects within a domain is.

In the case of non-linguistic categorization, several findings also stand out.
To the extent that explicit similarity judgments reflect the kind of similarity
gradients that must operate in recognition, it can be concluded that what will
be perceived as similar in the recognition process is stable across cultures when
the context of judgment is similar, but that context may shift what objects are
seen as most similar to each other. In induction, the groupings reflected in
patterns of property projection are influenced by the similarity among objects
and by reasoning processes that take into account the nature of the properties
and objects involved; names are a useful guide to appropriate projections but
only to the extent that they are understood as indicators of shared properties
among the objects. In planning and problem-solving, the same sets of objects
may be grouped in different ways depending on the goals and contexts of the
situation. In organizing novel information, people draw on their understanding
of the causal relations among objects to create groupings of objects that overlap
on multiple dimensions.

From these findings, several more general conclusions also emerge. Each
has already been noted in the context of non-linguistic grouping tasks; con-
sidering them in conjunction with the findings on linguistic categorization
makes clear the generality of the phenomena. One general theme is that sim-
ilarity is a crucial contributor to most or all forms of groupings. We have
discussed its involvement in all the variants of non-linguistic grouping. It
appears to play a role in determining how perceived objects are connected
with stored knowledge, how properties are projected, how novel information
is organized, and what groupings are constructed to serve goals in planning
and problem-solving. In the case of naming, although cross-linguistic differ-
ences in naming patterns are striking, we also noted a degree of cross-linguistic
consistency that is presumably driven by a shared perception of similarity
among objects.

A second general theme is that the analysis of causal relations among the
properties of artifacts occurs spontaneously and is a fundamental part of people’s
appreciation of the nature of the artifacts. Causal analysis influences people’s
choice of names and also their grouping behavior in non-linguistic tasks such as
property projection and grouping novel stimuli.

Finally, a third theme emerges from contrasting the nature of the groupings
that arise in each of the five types of mental activities, and that is that the
particular groupings formed vary substantially according to the activity involved.
For instance, linguistic categories do not map directly onto the groupings involved
in induction. Groupings formed in the service of a particular goal may have little
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to do with the way that objects from the same domain would be grouped when
making sense of them as a novel array.

Can these findings, then, in some way be integrated to begin to provide a
truly general and complete theory of artifact categorization? We first review what
we consider weaknesses of the research on artifact categorization, and then ask
whether a more careful approach will solve the problems and permit development
of a unified theory of categorization.

4.2. The bad

Although some useful findings have resulted from the categorization research
we have reviewed, we believe that other arenas of investigation have been less
fruitful. In particular, findings in some cases have accumulated from paradigms
that do not map well onto the nature of the mental activities in which grouping
takes place in daily life. If the demands of the research task are substantially
different from those of the grouping task in daily life, results from the task are
unlikely to be useful in shedding light on the mental activities of interest.

Results from the highly studied forced choice version of name appropriateness
judgments are a major case in point. As we have pointed out, explicit name
appropriateness judgments are rare in the real world, and so a task that requires
this sort of judgment is not likely to capture the nature of most naming. In
particular, because of the demands of this task, it is likely that any factor
manipulated in controlled contrasts will show an effect. The paradigm requires
that participants always choose between two options somehow. Although random
responding could occur, a cooperative participant responding to the experimental
demand for a judgment is likely to seek some systematic basis for choosing. If an
experimenter were to present named objects having particular colors and sizes,
and then present test objects having the color associated with one label and the
size associated with the other, participants would most likely select either color or
size as the basis for their responses rather than respond at random. If a consistent
choice emerged across participants, that would suggest that participants see the
chosen dimension as more important to naming than the other. However, it
would not indicate that the dimension chosen is the sole basis for naming
decisions outside of the experimental context. Further, it might not even indicate
that one dimension is given more weight outside of the forced choice contrast.
For instance, participants may treat function as more important than form in
making the explicit judgments because they feel they can justify a judgment
based on function more easily than one based on form. In natural naming
situations, though, choices may be pushed in one direction or the other by
factors outside of the speaker’s conscious awareness. Indeed, the free naming
observations we have discussed suggest that the preference for function over form
that has tended to show up in forced choice data is not mirrored by natural name
extension patterns.



Artifact Caregorization 117

Of course, as we pointed out earlier, it is not clear that researchers using
name appropriateness judgments are always interested in naming in particular.
They do not necessarily talk of ‘naming’ but rather simply ‘categorization’. This
raises the question of whether name appropriateness judgments may, instead, be
useful as a task for tapping the groupings that are demonstrated in the course
of understanding objects encountered in the environment by reference to stored
knowledge. As we argued, the task seems poorly suited for studying this form of
grouping activity because it requires a choice between names, whereas recognition
does not involve choosing between discrete categories. In addition, because the
task measure is a name choice, whereas recognition does not inherently involve
language, it can at best be a somewhat second-order reflection of the processes
involved.

But the tendency of researchers who use name appropriateness judgments to
often talk about ‘categorization’ rather than ‘naming’ as the issue of interest
highlights the somewhat schizophrenic nature of much research on artifact
categorization. On the one hand, methodologically, the research treats names
as if naming is what categorization is about—thact is, the dependent measure
is what name an object is judged to have. On the other hand, the discussion
that introduces the issues and tasks used is typically not about how objects are
named. It is divorced from any considerations of the communicative function
of naming, how reference is achieved, how languages evolve patterns of name
extension, or the like. Likewise, the tasks themselves rarely are designed to
engage naming in any natural sort of discourse context. The primary interest
often appears to be something about how objects are grouped non-linguistically:
how objects are put into ‘categories’. Name choices clearly are attractive as a
dependent measure because they provide a tractable overt behavioral response.
Nevertheless, we propose that if the issue of interest is not naming, other sorts of
measures are necessary. In particular, if the question at hand has to do with how
people understand an encountered object by reference to stored knowledge, then
the response measures need to be ones that are revealing of how visual inpuc is
processed and how memory retrieval and comparison processes operate.

We noted earlier that forced choice judgments about induction—for instance,
asking participants whether they prefer to generalize a property to an object that
shares a name with the standard or that shares perceptual features with it—have
some of the limitations of forced choice naming judgments in that they require
the participant to choose one option, when generalizing to neither or both might
be reasonable given free choice. Like the naming paradigm, they can reveal the
importance only of those options that the experimenter presents, and so run
the risk of making especially prominent those factors that current theorizing
specifies as of interest but that may not be most central to inductive judgments
in general.

Also potentially problematic in the induction arena is the paradigm widely
used with natural kinds as well as in some studies involving artifacts in which
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participants are asked to judge the validity of conclusions given a premise that is
introduced verbally. If reasoning as it takes place when mediated by language is the
issue of interest, then the paradigm may be well suited to the issue. If the question
of central interest is, however, how people understand the nature of some objects
by drawing on their knowledge of the properties of others, then introducing
information about objects verbally adds demands—in particular, lexical access
and retrieving information associated with words from memory—that may
alter responses. Indeed, the type of inference about properties that takes place
in the rapid, non-conscious appreciation of objects when encountering them
in the environment is surely not mediated by language and operates in a
distinctly different time-scale than the processes that are engaged when language
is involved.

Other tasks that seem of limited value include sorting tasks intended to
illuminate the groupings used in planning or problem-solving that do not specify
goals or contexts for the sorting, and category construction tasks that do not
allow the participant to engage any background knowledge or construct a causal
understanding of relations of stimulus properties. Free naming tasks that involve
no discourse context or communicative goal will also be less revealing of naming
in daily life than those that do.

Finally, there is a large literature that we have not reviewed in this paper in
which people are asked to learn to divide abstract patterns into groups and then
are tested to see which group they believe a test stimulus belongs with. Because
of the need to create novel stimuli to be learned, artifacts are not generally
used in such research. However, this literature has the goal of understanding
how categorization in general, presumably including artifact categorization, takes
place, and so we note our concern with it here. Research in this tradition is not
intended to be about naming; category designators are usually arbitrary labels
such as ‘I’ and ‘2’. The main concern in this literature appears to be with how
a newly encountered stimulus is associated with stored knowledge; in our terms,
with the object recognition process. We have argued that in daily life this process
does not involve bounded categories, nor does it involve making any choices
between groupings. The relevance of this paradigm to the process of interest thus
seems quite limited, in parallel with our comments on the relevance of forced
choice name responses for experiments using artifact stimuli.

Given that we have argued that a number of types of task commonly used to
study categorization may not be good choices, one might ask whether there is a
‘right’ task to use. The answer to this must be ‘no’. An essential requirement for
a good choice of task is that it engages the processes that are normally engaged in
the real-world activity it is meant to shed light on. As we have argued repeatedly
by now, there is no single real-world activity that constitutes categorization. As
a result, there can be no single right task for studying categorization. Many
tasks may be appropriate, but their appropriateness can only be judged against
a clear specification of what form of categorization is of interest. Is it how
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people connect objects with words, and if so, in the case of production or
comprehension? Or is it how people understand the nature of objects in the
world as they encounter them by making contact with stored knowledge and
by drawing inferences? If the interest is in inference, is it in those inferences
that may be drawn rapidly and non-consciously in the process of recognition,
or in those that are drawn in more deliberative situations, perhaps when a
new fact has been learned about one object? Or is the activity of interest what
groupings people construct or retrieve from memory in the course of planning
and problem-solving? Or about how people deal with organizing knowledge of
a set of novel objects?

Little progress will be made if researchers treat ‘categorization’ as a topic of
inquiry that needs no further differentiation or analysis. Selecting appropriate
methodologies requires identifying what the mental activity of interest is and
carefully analyzing the demands and constraints of that activity. Our suggestion
is not intended to serve to champion ecological validity in experimentation for its
own sake. Indeed, we believe that the purpose of an experiment is not to mimic
the world but to explain it. Our point is that in order to explain, one must know
what one wants to explain, and one must use methodology that will be revealing
of the thing to be explained. In the absence of any common referent in everyday
behavior, the class of ‘categorization’ tasks is itself artifactual.

4.3. The ugly

Thus far, we have been discussing the problems of choosing appropriate tasks
to reveal the nature of the categorization activities of interest. But we believe
that there is also a more profound problem for categorization research than the
need for researchers to make explicit the form of categorization that they are
interested in and select research methodologies accordingly. The deeper problem
is revealed in the diversity of the groupings resulting from the different types
of mental activity, reflecting the different demands and constraints of each type
of activity. The problem is that the term ‘categorization’ does not carve the
space of human endeavors at its joints. The sets of mental activities that can
reasonably be called ‘categorization’ are diverse and operate in different ways to
accomplish different ends. Indeed, in the traditional terms by which cognitive
processes are organized in textbooks and allocated to journals, some of the
mental activities we have discussed would be labeled ‘higher cognitive processes’
or ‘thinking’ (the conscious induction situations; planning and problem-solving;
organizing information in novel domains), some would fall under ‘language’
(naming), and others would be considered ‘lower cognitive processes’ and given
labels such as ‘pattern recognition’ or ‘object perception’ (what we have called
‘object recognition’ and the associated rapid, automatic inductive processes).
These traditional labeling distinctions reflect the differing sets of issues that must
be addressed in order to understand the processes involved. Thus we believe
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that there will not be any useful or coherent account that covers the various
forms of mental activity involving grouping artifacts and sets them apart from
other components of higher and lower cognitive processes. In other words,
‘categorization’ is not a coherent field of inquiry. We propose that it will be more
fruitful to abandon the goal of having a general theory of artifact categorization
and instead focus on understanding, each on its own terms, what people do
when they produce and understand names for artifacts, when they recognize
artifacts and draw inferences about their properties, when they draw on stored
knowledge of artifacts in the service of plans and goals, and when they organize
their understanding of a novel domain.

A second consideration also argues against the coherence of ‘categorization
research’ as a field of inquiry. Underlying the notion of categorization research is
the assumption that not only stable but bounded categories exist. Categorization
researchers talk about objects being members of categories and people putting
an object into a category. Such talk may be a result of the fact that both
in ordinary discourse and scientific discourse about objects, communication
about objects requires using names—we refer to an object as ‘a chair’ or ‘a
table’—and names impose discrete structure on continuous conceptual space.
But we have argued that much of what researchers are interested in when they talk
about ‘categorization” does not actually involve bounded groupings. As we have
discussed, understanding objects in the world by reference to stored knowledge
is what researchers often seem to mean when they talk about categorization. Our
analysis of what is involved in making sense of an object by connecting it to
stored knowledge indicates there is no need to place the object in any discrete
category in doing so. Likewise, there are no discrete boundaries that limit the
projection of properties nor the set of objects that may be usefully grouped to
meet a goal. Although we have at points followed tradition and talked about the
mental activities that yield groupings of artifacts as artifact ‘categorization’, once
the notion of fixed categories, and indeed of bounded categories at all (except in
the case of naming), is discarded, then it is not clear that it makes sense to talk
about artifact ‘categorization’.

Of course, some cognitive processes surely exist that are common to two
or more categorization tasks and that map onto some coherent psychological
system. The data we have reviewed suggest that a comparison operator that
carries out similarity judgments is one, and a causal reasoning system is another.
Additional candidates include a perceptual integrator, a decision-making system,
and memory storage and retrieval processes. All of these processes are worthy of
study. But none of them is unique to grouping activities. Studying them across
the different kinds of activities that they participate in may be more useful for the
development of cognitive theory than focusing on their operation within only
the set of activities that involve grouping.
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4.4. Are there such things as artifact kinds?

Finally, we consider two issues that are raised by our arguments about the nature
of artifact categorization. First is the question of whether there are such things as
artifact kinds.

At the outset of this paper, we noted that psychologists talk of artifacts
as coming in ‘kinds’, where kinds are taken to be stable, psychologically real
groupings. We have argued that not only are the psychologically meaningful
groupings not stable, but there are no bounded groupings in conceptual space
except by virtue of names associated with objects. These arguments suggest
that the notion of psychologically real artifact kinds is not viable (Sloman and
Male 2003). The intuition that artifacts do come in kinds, though, remains
strong. For instance, in ordinary discourse, it is common to speak of two objects
as being the same kind of thing. And such talk is not idle chatter; it usefully
serves a speaker’s goal of highlighting the existence of commonalities between
the objects. Thus some account is needed of why the intuition of kindhood is
part of ordinary discourse and what it means for objects to be the same kind
of thing in these cases. Notably, however, providing such an account need not
require a notion of artifact kinds that are stable and clearly bounded. In ordinary
discourse, although it is often relevant to speak of objects as being the same kind
of thing, whether any two objects actually are considered the same kind of thing
may depend on the context and goal of the particular discourse taking place.
A wooden kitchen chair and a beanbag chair may be called the same kind of
thing in some circumstances (for example, if being contrasted with tables); on
the other hand, the kitchen chair and the beanbag chair may be thought of as
different kinds of things in other circumstances (for example, when a wooden
desk chair and a wooden rocking chair are also salient in the context). If the goal
is to find firewood, the kitchen chair and a broom-handle may be the same kind
of thing. Under scrutiny, then, even the lay notion of artifact kindhood is flexible
and task-dependent. Thus it may make perfect sense to talk about two objects
or a set of objects being the same kind of thing, even while it is impossible to
define stable groupings of artifacts that can be identified as the members of an
artifact kind.

4.5. Given the considerations about the nature of categorization,
what is a concept?

A final issue is what our arguments suggest for thinking about concepts. Much
of the goal of research on artifact categorization is to reveal the nature of
artifact concepts. That is, the grouping behavior that can be overtly observed
is of interest because it is taken as an indication of the contents of a mental
representation underlying it. Finding out what type of knowledge determines
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grouping choices is assumed to directly illuminate the nature of stable, coherent
packets of knowledge that reside in memory.

Two aspects of our analysis create problems for this assumption. First, and
most important, the fact that there is no unique segregation of artifacts into
groups raises a puzzle. If there is no unique segregation of artifacts into groups,
what grouping or potential grouping corresponds to something that should be
called the concept?

Second, in the case of categorization as naming, factors appear to influence
the groupings that names pick out that are not directly represented in individual
language users’ knowledge base. For instance, speakers of English label a stuffed
seat for one person with the same name they use for a wooden seat for one person
(calling them both ‘chair’) but speakers of Mandarin Chinese label the stuffed
seat for one person with the same name they use for a stuffed seat for multiple
people (although English speakers would call the latter ‘sofa’), and the source of
the difference may be longer-term historical factors rather than anything having
to do with understanding of the properties of the objects by speakers of the two
languages. Within a single language, the notion that uses of an artifact name may
be extended in various directions on different dimensions also suggests that the
knowledge associated with groupings picked out by names does not necessarily
form a coherent packet (as in the case of a beanbag chair that is called ‘chair’ by
virtue of a functional relation to kitchen chairs and an electric chair that is called
‘chair’ more on the basis of its form). The common notion in the literature that
artifact concepts are packets of knowledge that map directly onto names, thus,
in particular, does not appear to be a useful one.

One way to think about what artifact concepts are, rather than taking them
to be stable, pre-packaged sets of knowledge that map onto names, is to consider
them to be flexible and situation-dependent (e.g. Barsalou 1987; Barsalou and
Medin 1986). That is, each time mental activities take place that result in a
grouping of artifacts, one could say that a concept has been formed. This approach
captures well the idea that the groupings formed in planning and problem-solving
vary from occasion to occasion but constitute coherent packets of knowledge.
However, it is less satisfying when thinking about the groupings picked out by
names, which we have just suggested may not correspond to coherent sets of
knowledge. And conversely, the groupings formed in the recognition or induction
process may be coherent but seem not to fit the pre-theoretical notion of ‘concept’
that implies a packet of knowledge that can be consciously appreciated. It also
violates the general intuition that a ‘concept’ should be something stable and
resident in long-term memory.

An alternative is to more explicitly identify concepts with the knowledge
retrieved when asked about the knowledge associated with the word. This version
corresponds to the lay use of the term and captures the researchers’ inclination to
associate concepts with words. Thus, for instance, if a person is asked what her
concept of chairs is, she will retrieve knowledge associated with the word ‘chair’,
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most likely having to do with four legs and a back and arms and being for sitting
on. We may consider this knowledge the ‘concept’ of a chair. This knowledge
likely reflects the properties most frequently associated with the word ‘chair’ and
so constitutes a prototype associated with the word. Critically, it does not capture
the full set of knowledge that generates the use of the word ‘chair’ across the full
range of potential discourse contexts. Nor does it capture or delimit the range
of non-linguistic groupings that may be formed from knowledge of objects that
happen to be called ‘chair’ under other task demands. Thus under this definition
of a concept, it is important to remember that ‘categorization’ is not just about
‘concepts’, and that an account of ‘concepts’ will not be derived from studying
the range of mental activities we have suggested comprise categorization. By
definition, though, it will capture packets of knowledge that are activated in the
course of interpreting language and so have some psychological reality. However,
it must be noted that the information retrieved by a word may vary according to
the discourse context (e.g. Anderson and Ortony 1975; Barsalou 1982; Brauer
et al. 2003) and so even then, there is no single stable concept associated with
the word. And so it may be inevitable that a useful notion of concepts for
theorizing about cognitive processes requires discarding the hope of identifying
stable packets of knowledge and embracing the construction of concepts in the
context of a task.

4.6. Summary and conclusion

We have discussed the variety of distinct mental activities that people engage in
in daily life that can reasonably be considered ‘categorization’. We have analyzed
the cognitive demands of each activity and considered how these activities relate
to tasks used in research on categorization. We have argued that the tasks used
often do not map well onto the activities of daily life that they are meant to shed
light on. As a result, although some of the existing findings from research on
categorization are useful for understanding one or more of the mental activities we
identify as categorization, others are unlikely to contribute usefully. We suggest
that given the distinct nature of the activities that involve grouping artifacts, each
must be understood on its own terms. Further, because the term ‘categorization’
does not carve the space of human endeavors at its joints, we suggest that no
coherent account of artifact categorization is possible, and ‘categorization’ is not
a coherent field of inquiry.3

3 We thank Debby Kemler Nelson, Art Markman, and Greg Murphy for helpful comments on
an earlier version of this chapter.
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Seedless Grapes: Nature and Culture

Dan Sperber

A fruit is the mature ovary of a plant. Its main biological function is to ensure
the protection and dissemination of the seeds it encloses. In the case of fleshy
fruits, dissemination is achieved by attracting animals who eat the fruit, digest
the sweet softer flesh, and either regurgitate or excrete the harder seeds at some
distance from the plant. Humans, however, have evolved, through artificial
selection, plants that produce seedless fruits, such as bananas, Thomson grapes,
or Arrufatina clementines. Seedless grapes provide an arresting example of the
more general issue I want to address in this chapter. Domesticated plants and
animals have simultaneously biological, cultural, and artifactual functions. So
do also human bodily traits used artifactually, for instance suntans. How should
we describe these functions and their articulation? What are the biological
and cultural functions of seedless grapes, or of suntans, and how do these
functions interact? In trying to answer such questions, we are led to rethink
the relationship between nature and culture, and to reappraise the notion of an
artifact.

The notion of an artifact commonly used in the social sciences, particularly
in archeology and anthropology, is a family resemblance notion, useful for
a first-pass description of various objects and for a vague characterization of
scholarly, and in particular museographic, interests. It should not be taken for
granted that this notion could be defined precisely enough to serve a genuine
theoretical purpose (see also Elder’s, Grandy’s, and Thomasson’s contributions
to this volume). When definitions are offered, they are based on prototypical
cases. This is true of a dictionary definition such as Webster’s: ‘A usually simple
object (as a tool or ornament) showing human workmanship or modification, as
distinguished from a natural object.’” It is also true of a philosopher’s definition
such as Risto Hilpinen’s in his entry on artifact in the Stanford Encyclopedia of
Philosophy: ‘An artifact may be defined as an object that has been intentionally
made or produced for a certain purpose. ... Artifacts are contrasted to natural
objects; they are products of human actions’ (Hilpinen 1999).
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Such definitions leave us with a variety of problematic cases, for instance:

1. Artifacts of which it is not clear to what extent they have been intentionally made.
This includes non-human artifacts such as spiders’ webs, beavers’ dams, and
chimpanzees’ termite-fishing sticks. It is of course possible to deny the artifactual
character of items that one assumes were not made intentionally, and to say, for
instance, that a spider’s web is not an artifact whereas a chimp’s stick probably
is. More difficult are cases of artifacts that resulted from human action without
having been clearly foreseen or intended. Consider an old path leading, say, from
the village to the river. It started its existence and was maintained by villagers
going from the village to the river and back, treading where others have trodden
before, thereby marking the path in the landscape and making it easier for others
to follow. Individual villagers may never have had any intention other than that
of going to, and returning from, the river, but they nevertheless created a path.
Is such a path an artifact??

2. Artifacts that involve no workmanship or modification. Is a stone used as a
paperweight an artifact? Is having been moved sufficient modification? If it is,
what about a tree-stump used as a picnic table? If it is not, would, say, cleaning
the stone before using it as a paperweight be enough?

3. Non-standard objects. Prototypical artifacts are middle-sized, spatially and
temporally continuous material objects. Is a multiplication table an artifact, in
spite of being an abstract object? Is a word? A queue in front of cinema is made
with the intention that people should have access to the theater in the order in
which they arrived. Is it an artifact in spite of its being just a temporary spatial
configuration of people?

Many organisms, plants or animals, are used by humans for a variety of
purposes; they generally show human workmanship and modification; they are
artifacts by any reasonable definition, but they are not prototypical ones. Plants
and animals used as artifacts provide problematic cases of the three kinds I
mentioned. (1) Most of them are the product of artificial selection. Artificial
selection, however, is far from being systematically intentional. To quote Darwin
(in the first chapter of the Origin of Species): ‘At the present time, eminent
breeders try by methodical selection, with a distinct object in view, to make a
new strain or sub-breed ... But, for our purpose, a form of selection, which may
be called unconscious, and which results from everyone trying to possess and
breed from the best individual animals, is more important’ (Darwin 1872, 26).
Thus, many of the desirable characters of domesticated species were produced by
human breeding practices, but were never specifically intended. (2) Some living

1 Thomasson (this volume), argues that paths are not a kind of artifact, since not all of them
were intentionally created to be paths. But what kind of artifact (if any) are those paths that were
intentionally created as such? And what about (this is my point here) cases where the intention to
create or maintain a path as a path played a marginal role in their creation or maintenance?



126 Dan Sperber

creatures are used as artifacts without having been domesticated. For instance,
live leeches (Hirudo medicinalis) have been used in medicine since antiquity to
let blood from patients. Being very well suited for this purpose, and being easily
found in fresh waters, they were not bred (until very recently) and not modified
by humans. (3) Plants and animals are, obviously, not the kinds of object that
come to mind as possible artifacts. In particular, unlike prototypical artifacts
such as hammers, they can hardly be contrasted to natural objects. In fact, they
seem to blur the nature—culture distinction.2

Problems arise as soon as we ask of a biological artifact: What is it for?
For common sense, the question “What is it for?’ —or, in a more sophisticated
form, “What is its function? —can properly be asked of two classes of things:
biological traits such as wings and thorns, and artifacts such as chairs, violins,
and sugar cubes. These two classes of things are seen as disjoint and as having
functions in two different senses of the term. They epitomize the contrast
between nature and culture. Given that the two classes actually overlap, some
conceptual house-cleaning is called for. For this, I outline a framework inspired
by Ruth Millikan (1984, 1993), and drawing on earlier work with Gloria Origgi
(Origgi and Sperber 2000). (See also Allen, Bekoff, and Lauder 1988; Elder, this

volume.)

1. BIOLOGICAL, CULTURAL, AND ARTIFACTUAL
FUNCTIONS

When one talks of function, be it that of a biological or that of an artifactual
item, one is referring to an effect of this item (Wright 1973). The function
of a biological feature is a selected effect (Neander 1991). A selected effect of a
biological feature is an effect that has contributed to the reproductive success
of organisms endowed with the trait and, thereby, to the propagation of the
trait itself. Fleshy fruits have many effects: they add weight to the plants that
hold them and sometimes break branches, they attract insects, and they attract
larger animals that eat them whole and disperse the seeds, contributing to the
reproductive success of the plant and, thereby, to the multiplication of the fruits
themselves. Fleshy fruits have been selected in biological evolution to recruit
animals for the dispersal of the seeds they contain. This effect is their function.
The function of an artifact, on the other hand, is an intended effect. Sugar
cubes take up space in cupboards, add weight to the drinks in which they are
dropped, and sweeten them. Sugar cubes are made and used in order to sweeten
the drinks in which they are dropped. This intended effect is their function.
This classical dichotomy between biological vs. artifactual function (see
Fig. 7.1) goes well with the common sense nature—culture contrast: on the side

2 See also Bloom’s, Elder’s, and Grandy’s contributions to this volume for similar considerations.
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Function

Biological Artifactual
selected effect intended effect

Figure 7.1. A classical dichotomy of functions

of nature, a mindless causality which happens—Darwin explained how—to
give the appearance of intentional design; on the side of culture, the causal
power of minds and true intentional design. This picture, however, is partial and
misleading. Biological artifacts blur the dichotomy. Moreover, as has been argued
by Millikan and others, biological functions are a special case of a wider category
of ‘teleofunctions’, which includes not just biological but also cultural cases.

Often, the idea that not only biological traits but also cultural traits have
teleofunctions is equated with the idea that Darwinian selection is not confined to
the biological sphere and is also found in the cultural sphere. Dawkins in particular
has suggested that culture is made of ‘memes’ and evolves through a process of
Darwinian selection among these memes analogous to the selection of genes in
biological evolution (1976). I agree that cultural traits have teleofunctions, and
I agree that Darwinian selection is not confined to biology, but I don’t think
the two ideas should be equated. Darwinian selection is only one of the possible
mechanisms through which populations of items may propagate and evolve.
Darwinian selection operates among items that exhibit descent and heritability,
that is, among ‘replicators’. However, non-replicating items may also propagate.
This is the case, for instance, when a behavior propagates through stimulus
enhancement.

The opening of milk bottles by tits in Britain, a famous example of a non-
human cultural trait, is now believed to have spread, not by imitation of the
whole behavior, but by a disposition of tits to peck at what they see other
tits picking at, and by each tit discovering for itself that pecking at the top of
milk bottles was rewarded with cream. The spread of addictions among humans
provides comparable cases. Tobacco addiction is triggered by the behavior of
other smokers but is not inherited from them; rather, it owes many of its crucial
features to a susceptibility to nicotine (a susceptibility that is itself biologically
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rather than culturally inherited, and, of course, inherited from non-smoking as
easily as from smoking parents). I have argued in favor of an epidemiological
approach to culture where infectious diseases do not provide the sole, and not even
the main, analogy for the spread of cultural things: much of culture spreads like
addictions rather than like viruses (Sperber 1996, 2000). These considerations
are of relevance to an account of the role of biological artifacts (more so than I will
be able to show here). This is why I propose a broad definition of teleofunction
that applies not just to replicators, but to all ‘propagators’.

Let us say that an effect of type F is a teleofunction of items of type A just
in case the fact that A items have produced F effects helps explain the fact that
A items propagate, i.e. keep being re-produced. (I am using ‘propagation’ as a
synonym of repeated re-production, and ‘re-produce’ rather than ‘reproduce’ to
avoid the suggestion that new tokens of a type of items have to inherit all their
relevant properties from previous tokens of the type.)

Typically, biological and cultural teleofunctions involve different kinds of
items and different propagation mechanisms.

Items capable of having biological teleofinctions are phenotypical features
of organisms (which may include not just bodily features but also behavioral
features such as nest-building behavior in birds and outcomes of these behaviors
such as the nests themselves—I am adopting Dawkins’s notion of an ‘extended
phenotype’ —see Dawkins 1982). The biological function of a trait helps explain
the reproductive success (in the standard biological sense) of organisms endowed
with this trait and therefore the propagation of the trait itself. The case of fleshy
fruits is an example in point.

Items capable of having cultural releofunctions are of two kinds: mental
representations and public productions. Mental representations are constructed
within agents by mental processes. By ‘public productions’, I mean both behaviors
(e.g. speech) and traces of behavior (e.g. writings) that can be perceived and
therefore serve as input to the mental processes of other agents. Public productions
are guided by the mental representations of agents, and in turn may cause the
construction of mental representations in other agents. It is through public
productions that the mental state of one individual affects the mental state of
another. Cultural items propagate through complex causal chains where mental
representations and public productions alternate: mental representations of some
given tenor favor the production of behaviors and objects of some given form,
and these in turn favor the production of more mental representations of the
same tenor (Sperber 1996).

Consider, as an illustration, mental representations of suntanned people as
attractive and actual suntans (i.e. public productions). These are items of which it
may be asked whether they have a cultural function, and if so, which. Before the
Industrial Revolution, when poorer people were working outdoors and couldn’t
help being suntanned, pallor, then a privilege of the middle and upper classes,
was seen as more becoming. In contemporary society most work is done indoors,
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and sporting a suntan is now evidence of leisure and travels, and is evocative
of a privileged condition or at least of good times. This induces people to view
a suntan as attractive, which encourages them to suntan, and so on, in a self-
perpetuating causal loop. The teleofunctions of cultural mental representations
(e.g. of suntans as attractive) and of cultural productions (e.g. actual suntans)
are those of their effects that help explain the self-perpetuating character of the
causal chains that propagate these representations and productions.

Teleofunctions are, by their very definition, effects of items that are produced
again and again, the production of later items being caused in part by earlier
items. The function of an artifact qua artifact, on the other hand, does not
necessarily depend on its being a token of a propagated type. It just depends on
its having been intended by whoever devised the artifact. A nonce artifact can be
devised for some odd purpose: one might, for instance, fold a tree leaf as a tool
for retrieving a ring fallen between two floorboards. Such an artifact could be
causally unrelated to any artifact of the same type and nevertheless have a clear
function, that of retrieving the ring. Another way of making the same point is to
say that an artifactual function is an effect that explains why the artifact is being
produced, whereas the teleofunction of an item is an effect that explains why this
item is being re-produced.

Still, most artifacts are tokens of a type and are causally related to previous
tokens. They are, that is, cultural productions. In other terms, most human
artifacts are cultural artifacss. This is not surprising. Humans have to perform
again and again very similar tasks, and the best way to do so is, quite generally,
to take advantage of a type of artifact already devised and produced for this
type of task. When an artifact is a cultural production, it has, as such, cultural
teleofunctions. Token artifacts of the same type have repeatedly had an effect that
explains why they keep being re-produced. What characterizes cultural artifacts
is that one of their cultural teleofunctions and their artifactual function, that is,
their intended effect, coincide. The fact that artifacts of a given type have in
the past produced their intended effect causes people to expect such artifacts to
produce these effects in the future, which causes them to make (or have made for
them) new artifacts of the same type in order to produce the same effect. Thus
new sugar cubes are being produced with the expectation and intention that,
by dissolving, they will sweeten hot drinks (this is their intended effect) because
sugar cubes have reliably had this effect in the past (and therefore this is also their
teleofunction).

In the causal chain that explains the re-production of cultural artifacts,
the intention that the artifact should have a specific effect and the mental
representations and atticudes that cause people to repeatedly form such intentions
play an essential causal role. These mental items may themselves get re-produced
by the kind of causal chain I was evoking. In this case, they have a cultural
function but, typically, they do not themselves have an intended effect or a
purpose: they are not artifacts. Suntans are artifacts. They are produced with the
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intention of one’s being perceived as an attractive person, and in succeeding in
doing so, they cause their own propagation. The belief that suntanned people are
attractive causes its own propagation through its behavioral effects. However, the
belief is just believed. It is not held with the higher-order intention that holding
the belief should cause some specific effect. It is a cultural belief with a cultural
function, but it is not a cultural artifact.3

Ordinary, prototypical cultural artifacts are, I have suggested, characterized by
the coincidence of two types of function: an artifactual function and a cultural
teleofunction. This coincidence is, of course, found also in cultural artifacts of
a biological kind. Leeches, for instance have the artifactual function of letting
blood. This is the intended effect for which they are used. This is also the effect
the use of leeches has produced in the past and which causes people to go on using
them expecting the same effect. In other words, the artifactual and a cultural
function of leeches coincide. Biological artifacts, being biological, have, on top
of their artifactual and cultural functions, biological teleofunctions. Leeches feed
by attaching their suckers onto the skin of other animals, cutting with some 300
teeth into the victim’s skin. Their saliva contains substances that anesthetize the
wound area, dilate blood-vessels, and prevent coagulation. The effective feeding
of leeches by means of these complex effects has contributed to their reproductive
success. These effects are biological teleofunctions. It is by performing these
biological functions that the leech’s feeding mechanism, applied on a patient’s
skin, performs its cultural/artifactual function of letting blood. So, in the case of a
biological cultural artifact, we have not only a coincidence of artifactual functions
and cultural teleofunctions, but also of these and biological teleofunctions of the
biological item artifactually used.

Suntans are another example. A suntan is, to begin with, a biological adaptation.
When the skin is exposed to sunlight, melanocytes found in the epidermis
increase the production of melanin, a brown pigment that forms a protective
barrier against sunburn and the carcinogenic actions of ultraviolet rays. The
artifactual production of a suntan through deliberate exposure to sunlight or to
artificial UV light exploits this biological mechanism. The resulting suntan has
simultaneously its biological, its cultural, and its artifactual functions.

In general, the use of all artifacts exploits causally potent properties that exist
quite independently of their artifactual exploitation. Thus paperweights exploit
simple physical properties of heavy materials and sugar cubes exploit physico-
chemical properties of crystallized sugar. Similarly, an artifact may exploit the

3 In general, a belief is not an artifact from the point of view of the believers: it is not held for
a purpose. From the point of view of suntan-lotion producing companies, however, the perception
of suntans as attractive is something that they try to promote through advertising, with the goal
of better selling their products. Hence, it would make sense to call the widespread belief in the
attractiveness of suntans an artifact partly devised by these companies. More generally, the mental
states of some people may be other people’s artifacts. My hunch is, however, that pushing this line
of thought would just, once again, show how confusing the notion of an artifact can be.
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Functions as

Teleofunction
eleciynctions intended effects
Biological items Cultural items Artifacts
(Darwinian selection) (various mechanisms of propagation)

Cultural artifacts Idiosyncratic artifacts

Biological cultural artifacts

Figure 7.2. Functions and artifacts

biological properties of some biological item. Those which do so I call biological
artifacts. Not all properties of a biological item are biological properties. An
artifact may exploit just some non-biological properties of some biological
material. In this case, it is not a biological artifact in the intended sense. For
instance, an ivory paperweight exploits a physical property—the weight—of a
biological item—a piece of elephant—Dbut it is not an instance of a biological
artifact. Biological artifacts, as I use the expression, perform their artifactual
function by performing some of their biological functions.

We have now moved away from the simple dichotomy of functions illustrated
in Figure 7.1, and have made and illustrated a number of finer distinctions
schematized in Figure 7.2. Biological cultural artifacts are simultaneously artifacts,
cultural items, and biological items. As such, they have artifactual functions, that
is, intended effects, cultural teleofunctions, and biological teleofunctions. Their
intended effect is identical to one of their cultural teleofunctions. That is, their
past performance of their intended effect causes them to be culturally re-produced.
This is what makes them cultural artifacts. Moreover, their artifactual/cultural
function is achieved by means of the performance of one of their biological
functions. This is what makes them biological cultural artifacts.

2. BIOLOGY AND CULTURE

The point of distinguishing different types of functions in biological artifacts
and of describing their articulation is not taxonomic or descriptive per se. It is
explanatory. The notion of a function is an explanatory one. A teleofunction is an
effect that explains the propagation of items having that effect. The propagation
of a biological artifact may be both a biological and a cultural phenomenon and it
may call for a joint biological and cultural explanation. This goes against standard
social science practice. For most social scientists, be they individualists or holists,
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explanations of social facts are to be given in terms of people’s intentions and
actions (for individualists) or in terms of social representations, institutions, and
forces (for holists). All ‘lower lever’ causal factors involved, be they physical,
chemical, or biological, are considered part of background conditions. Natural
ingredients are seen as just part of the material to be taken into account and
possibly shaped by psychological and/or social forces.

From the kind of naturalistic point of view I defend, there are only natural
causes. Psychological and social causes, if they are genuine, are natural. In
particular, intentions and other mental representations are biological phenomena
with natural causal powers. They have a role to play in naturalistic explanations,
but they hold no particular explanatory privilege. Any state of affairs is brought
about by many and sundry causal factors. Which among these causal factors
should be highlighted in a given explanation is a pragmatic matter. If, for instance,
your ultimate interest is in establishing responsibilities, then, of course, you will
give pride of place to intentions among causes. If, however, your interest is more
scientific and you want your explanation of a phenomenon to be comprehensive,
general, and contributing to a wider, integrated understanding of the world, then
the causal factors you will highlight are those which, in the case at hand, best
contribute to an explanation having these virtues.

In particular, when you want to explain the cultural character of a biological
artifact, then you have from the start at your disposal two types of causal factors:
the biological teleofunctions of the artifact, and its cultural teleofunctions.
The fact that artifactual/cultural functions involve intentions whereas biological
functions do not does not automatically make the former more potent, relevant,
or explanatory than the latter. The issue, rather, is in each case to evaluate the
causal role played by each type of function. By the definition of a biological
artifact, its cultural function exploits its biological function. The issue is whether
and to what extent, conversely, the biological function of a biological artifact
exploits its cultural function, that is, is causally potent in shaping the propagation
process.

Compare, from this point of view, the case of leeches and that of cereal seeds.

Leeches used for letting blood were enjoying their last meal (since once used
they were destroyed). While their feeding mechanism performed its proximal
teleofunction of feeding the animal, it did so in conditions where more distal
functions, such as keeping the leech healthy, and, ultimately, contributing to
its reproductive success, were forever thwarted. The artifactual usage of leeches
exploited properties of their feeding mechanism that are explained by its biological
functions, but it did not serve these biological functions. It did not contribute to
a greater reproductive success of leeches particularly well-suited for blood-letting
and did not therefore result in the evolution of an artificially selected species of
leeches. In the absence of a positive feedback of the artifactual usage of leeches on
their reproductive success, there is no co-evolutionary story between the biology
of leeches and their cultural usage. In such a case, the biological function is
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just an opportunity provided by nature and artifactually exploited. It can be
treated as a background factor in the explanation of the cultural artifact, just
as standard social science would have it. Are leeches, in this respect, typical
biological artifacts? Not at all.

One of the biological functions of seeds is the dispersal and reproduction of
the plant. Dispersal can be achieved, in different species, by wind, water, or
animals. Shape, size, color, smell, placement on the plant, may play a role in
animal dispersal of seeds, which is done in a wide variety of ways. Arguably,
the best animal agents of dispersal ever recruited by seeds are humans. In the
case of cereals, for instance, humans use the seeds primarily as food. When,
some 13,000 years ago, humans started cultivating, rather than merely collecting,
barley and wheat, they found a second use for seeds, namely the sowing of the
plant where and when they wanted. In other terms, humans were starting to
use seeds as a biological artifact to perform the seed’s main standard biological
function: the dispersal and reproduction of the plant. The ancestors of wheat and
barley could, at that point, evolve in two directions. They could stay, or become,
less attractive as food for humans, hard to collect and to process, less palatable; by
so doing they would be spared having most of their seeds eaten by humans (but
of course, seeds have other predators) and they would go on reproducing as they
had before attracting human attention. Or they could evolve so as to become
more attractive to humans, with bigger, more nutritious grains, with more solid
stalks to make collecting the grains easier (whereas the easily broken stalks of wild
cereals are better for natural dispersal), and so on, and count on humans to make
sure that the seeds retained for sowing would be properly protected until the
right time, sown in the best possible soil, given the right amount of water, and
so on. Cereals that evolved in this second fashion did much better than the wild
varieties, by securing human help. Today they cover a significant proportion of
fertile lands.

Of course, the story of the evolution of cultivated cereals can be, and generally
is, told from the human point of view: by artificial selection, humans engineered
the kind of cereals they wanted, and invested in their cultivation the efforts
they deemed worthwhile. Seen from this point of view (and, after all, only
humans have a point of view, plants don’t), the cultivation of cereals is not so
different from the fabrication of stone or metal tools: humans take advantage of
opportunities provided by nature. There are, however, a number of objections
to such an account. Artificial selection is a variety of natural selection: it creates
an environment in which evolving traits desirable to humans increases fitness.
In particular, it can be quite advantageous for a plant to have a large proportion
of its seeds used by humans as food, provided that the remainder of the seeds
serves the goal of reproduction and dispersal in a particularly efficient way. When
this became the case for various species of cereals, feeding humans became a
biological teleofunction of the seeds, that is, an effect that contributed to the
greater reproductive success of varieties of cereal providing better food. Both
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the feeding function and the reproduction function of seeds are simultaneously
biological and cultural/artifactual functions of cultivated cereal. The plants take
biological advantage of their cultural functions and humans exploit culturally,
and more specifically economically, some of the biological functions of the plants.
There has been a co-evolution of the plants and of their cultural role. Human
culture has adapted to cereal biology just as cereals have adapted to human culture.

Moreover, as Darwin’s quote at the beginning of this chapter reminded us,
artificial selection has been, for a large part, unconscious. Artificial selection is
selection for traits that may turn out to be desirable to humans, whether or
not they have actually been foreseen, desired, and planned by humans. Many
artificially selected traits have emerged unforeseen and have seduced humans,
shaping human taste and guiding human economic behavior. Here are a couple
of further illustrations.

Human mental states are altered by the consumption of cannabis because it is
the biological function of one of its chemical components, tetrahydrocannabinol
(THC), to alter the mental states of animals.4 This proximal effect has normally
the more distal function of protecting the plant from animal consumption. To
put it more graphically than accurately (since how this normal function exactly
works is a matter of speculation), the animals become quickly too stoned to go on
bothering the plant. In the human case, this psychotropic effect actually causes
rather than impedes consumption. This, however, contributes to the reproductive
success and the evolution of the plant, the propagation of which becomes actively
pursued by humans. As a result, THC has now the additional biological function
of causing pleasure and addiction in humans, which contributes to explaining
the propagation of the plant, and is evolving towards an ever better fulfillment
of this function. Of course, here too, it remains possible to tell the story from a
human intentional perspective, treating the biological properties of cannabis as
mere background: humans stumbled on the psychotropic properties of cannabis,
liked them, and started cultivating and modifying the plant to suit their taste.
In this story, the taste for cannabis and its motivating power are treated as mere
givens. A more comprehensive story would provide a biological explanation of
the taste for cannabis and a co-evolutionary account of the biological evolution of
cultivated cannabis and of its cultural role. Of course, in this story, only humans
have a genuine interest and point of view, but both humans and plants have
causal powers and these powers interact with comparable weights.

Domesticated dogs (Canis familiaris) may seem to provide a paradigmatic
illustration of humans’ ability to modify other living kinds and turn them into
artifacts.> Out of a single species, humans have, to suit a variety of purposes,
bred hundreds of quite different breeds: pointers, retrievers, other hunting dogs,
terriers initially bred to dig out burrowing rodents, pit-bulls bred to fight each

4 For this example, I am drawing on Pollan 2001.
5 For this example, I am drawing on Budiansky 2000.
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other in pits, shepherds, watchdogs, toy dogs, and so forth. However, this
complacent picture of human control of canine nature does not withstand
scrutiny. The archeological record and genetic evidence suggest that, many
thousands of years before humans began taking advantage of dogs, the ancestors
of dogs began taking advantage of humans, hanging around their camps as
scavengers (as still do ‘village dogs’ in many parts of Africa). Dogs’ ancestors even
began evolving from regular wolves to a new species adapted to life in the vicinity
of humans. In particular, they began modifying expressive behaviors involved in
their own social life in a way that would elicit sympathetic interpretations on
the part of humans. As Budiansky (2000, 29) writes: “We can’t help seeing a
humanlike purpose in the things around us. Thanks to the wolf social structure,
dogs were prewired in many ways to exploit this foible of ours to a tee.”

Dogs evolved so as to cause their acceptance by humans. Domestication was
the crowning of this evolutionary process and started a co-evolutionary process
between canine biology and human culture. In this co-evolution, the reproductive
success of dogs was extraordinarily well served. There are approximately 100,000
wolves left in the world, while dogs may be a thousand times more numerous.
As a result of domestication, some dogs have had to work hard, but many others
have enjoyed a life of leisure. In contemporary society in particular, dogs exert
a degree of control over the lives of their owners that is comparable to, and
often higher than, the control that owners exert on them. Dogs impose their
tastes in food, their daily rhythms, their preference for cozy places in the house,
their noisy and dirty habits. They are fed, washed, walked, and taken to the
vet when needed, and have very little to do in return. Humans may feel that
they are getting from their dogs just what they want and that the costs involved
are well worth it, and, surely, if they say so, then it is so. However, human
wants themselves have been and are manipulated by dogs, or, if ‘manipulated’
is too intentional, have been altered by the biological evolution of dogs and are
stimulated by dog behavior to suit dogs’ own wants.

Biological artifacts are cultural things, that is, they propagate in the human
environment as an effect of human thought and action. Their propagation,
however, is not achieved by a cultural copying process, but by the cultural
exploitation of biological reproduction. In other words, their cultural functions
are achieved, at least in part, through the achievement of their biological
functions. These biological functions are, at least in part, adaptations to the
human cultural environment. The seedless grapes of the title illustrate this last
point perfectly. They don’t serve the standard function of fleshy fruit to recruit
animals for the dispersion of seeds, since they are seedless. They might seem, then,
to be just artifacts serving the cultural purpose of facilitating the consumption
and digestion of table grapes and raisins. However, this would miss the novel
biological function that grapes have evolved in the human environment. Just
as cereal seeds, grapes have evolved the function of attracting humans as food
and thereby securing their involvement in the plant’s reproduction. In the
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case of cereal, this is done by a percentage of the seed being kept and used
for sowing. Grapes, however, are generally propagated not by sowing but by
means of cuttings or grafts. Their seeds have, on the whole, lost their original
biological function. Worse, seeds go against the new biological function of
attracting humans. Seedless grapes, then, have a reproductive advantage over
seeded varieties of table grapes: they are better at recruiting humans for their own
reproduction. Their most cultural trait— their seedlessness—is also an optimal
biological adaptation.

3. CONCLUSION

The fact that biological artifacts don’t immediately come to mind as instances of
the category of artifacts is rather puzzling. Biological artifacts are very common.
After the Neolithic revolution some 13,000 years ago, and until the industrial
age, they were the most common artifacts in the human environment. Most
people had more domesticated plants and animals than tools, clothes, weapons,
furniture, and other inert artifacts. Why should, then, the notion of an artifact
be psychologically based on a prototype which is not all that representative? Why
couldn’t we, at least, have two prototypes of artifacts (as we have two prototypes
of birds, one sparrow-like, the other eagle-like)? Maybe because, during the
long Paleolithic era, simple inert tools were the only artifacts humans had. If
there is some innate basis for our notion of an artifact, it probably evolved in an
environment where stone tools were indeed prototypical, and a mere 13,000 years
with domesticated plants and animals around was not sufficient to displace this
mental habit. Moreover, for urban populations, especially after the Industrial
Revolution, if not exactly inert, then at least lifeless objects became, for a second
time, the most common artifacts.

We are now, however, in the middle of two technological revolutions which will
again change the picture. The information technology revolution is progressively
furnishing our environment with artifacts that are not only active, like a number
of artifacts of the industrial age already were, but that are also interactive
and endowed with information-processing capacities. Computers, robots, and
their software are no more prototypical artifacts than cannabis and dogs. Their
evolution won’t be that of human intentions realized in some inert material,
they and humans will co-evolve. The biotechnological revolution, with direct
manipulation of genes, may, on the other hand, render biological functions
of biological artifacts less relevant to their cultural becoming (or differently
relevant if genetic engineering ends up having major unforeseen evolutionary
consequences). What all this suggest is that, in taking artifacts as a proper category
for scientific and philosophical theorizing, we are being deluded by a doubly

obsolete industrial-age revival of a Paleolithic categorization.
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Here I have tried to cast doubt on the idea that a theoretically useful notion
of artifact can be built around its usual prototypes: bracelets, jars, hammers, and
other inert objects, or that it can be defined in a more systematic way. There
is a continuum of cases between public productions that are well characterized
by a specific purpose and others where purpose is unclear. There is also a
continuum of cases between public productions that are wholly designed by
humans, and others where humans exploit, with little or no modification, a
pre-existing structure. Biological artifacts vary in the degree to which they serve
a well-defined purpose. Even when they do, this provides at best only a very
partial explanation of their complex structure. There is no good reason why a
naturalistic social science should treat separately, or even give pride of place to,
cultural productions that are both more clearly intended for a purpose and more
thoroughly designed by humans, that is, to prototypical artifacts. In fact, I see no
reason why a naturalistic social science should categorically distinguish cultural
artifacts from other cultural productions.
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How to Refer to Artifacts

Hilary Kornblith

In the 1970s, a consensus began to emerge about the mechanisms of reference
for proper names and natural kind terms. As a result of the work of Donnellan
(1966), Kaplan (1979), Kripke (1980), and Putnam (1975), a descriptions-based
theory of reference was largely rejected in favor of a causal, historical or direct
theory of reference. On a simple descriptions-based account, a speaker uses a
name to refer to an individual when that speaker associates a description with that
name, where the description uniquely picks out the referent. Thus, for example,
if Mary uses the term ‘George Washington’ to refer to George Washington, she
must associate some description with that term—perhaps ‘the first President of
the United States’—which uniquely picks out George Washington. Similarly, if
John uses the term ‘water’ to refer to water, he must associate some description
with that term—perhaps ‘clear, colorless, odorless, tasteless liquid typically
found in lakes and rivers’—which uniquely picks out water. It is undeniable that
speakers often know some such description of the referents of their terms. The
descriptions theory explained the ability of individuals to refer to objects by way
of this characteristic knowledge.!

It is a consequence of the descriptions-based view, and one which was
welcomed, that a speaker’s semantic competence in using a term gives rise to
analytic truths and thus the possibility of a priori knowledge. If Mary’s use of the
term ‘George Washington’ refers to whatever individual satisfies the description
she associates with the term, and if the description she associates with it is just ‘the
first President of the United States’, then the statement that ‘George Washington
was the first President of the United States’ is a trivial analytic truth—it is just
equivalent to “The first President of the United States was the first President of

1 This is, in some ways, misleading, for the knowledge that an individual or a kind has a certain
property is trivialized by the descriptions-based account of reference in the case of the claims that
the individual or kind satisfies the various reference-determining descriptions. What look for all
the world like substantive bits of knowledge are, on such a view, turned into knowledge of trivial
analytic truths.
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the United States’—and it is thus knowable a priori by Mary.2 Similatly, if John
associates the description ‘clear, colorless, tasteless liquid typically found in lakes
and rivers’ with the term ‘water’, then the statement that “Water is a clear, colorless
liquid typically found in lakes and rivers’ is thereby analytic and knowable a priori.

The simple descriptions-based theory came to be rejected because of two
problems,3 which have come to be characterized as the Problem of Ignorance and
the Problem of Error.4 The Problem of Ignorance arises because speakers may
succeed in referring to an individual or natural kind even when they do not know
any non-trivial description which uniquely picks out the referent of the term.
Thus, for example, John may know that Baudelaire was a famous French writer,
but know nothing which picks out Baudelaire from Balzac, Dumas, or even
Camus. Nonetheless, it secems that John may succeed in referring to Baudelaire
when he uses that name. Similarly, Putnam pointed out that he knows nothing
about what the difference is between beeches and elms; all he knows is that
they are both trees. Nevertheless, when Putnam uses the term ‘beech’ he refers
to beeches, and when he uses the term ‘elm’ he refers to elms. The fact that a
speaker does not know a uniquely individuating description does not seem to
prevent the speaker from referring.

Similarly, the Problem of Error arises because speakers may sometimes associate
an identifying description with a name or natural kind term, and yet the individual
or kind they refer to may not satisfy the associated description. If Jack’s sole belief
about Kurt Godel is that Godel discovered that arithmetic is inconsistent, then
Jack has a false belief about Godel, not a trivially true belief, as the descriptions-
based theory would require. If John’s sole belief about Camus is that he wrote
No Exit, then he has a false belief about Camus, not a true belief about Sartre.
As Putnam pointed out in great detail, we can only make sense of the history
of science by rejecting a descriptions-based account of the reference of natural
kind terms, because early on in the scientific understanding of various nacural
kinds, the descriptions associated with natural kind terms typically fail to be
precisely true—in some cases they fail to be even roughly true—of the referents
of those terms. Coming up with a true description that uniquely picks out the
referent of a natural kind may be a hard-won intellectual achievement; it is not a
precondition for a referring use of the term.

2 Strictly speaking, what Mary knows a priori is that if Washington exists, he was the first
President.

3 There are other problems which have played a role here as well. For a useful recent overview of
the issues, see Devitt and Sterelny (1999).

4 David Chalmers’s two-dimensional account of reference is an attempt to retain a version of
a descriptions-based account in the face of the Problems of Ignorance and Error, but it is not at
all clear that Chalmers’s account is any more successful in dealing with these problems than is
the simple account. For a good critical discussion of these issues, see Alex Byrne and James Pryor
(2004). Moreover, insofar as the two-dimensional account sees no difference between the semantics
for natural kind terms and the semantics for artifactual kind terms, it lies outside the scope of this
chapter. The same is true of causal-descriptivist views.
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Attempts to weaken the requirements of the descriptions theory seemed not
to respond adequately to these problems. Thus, for example, the suggestion that
reference is secured by whatever satisfies most, or a weighted sum of most, of the
associated descriptions simply does not address the Problem of Ignorance. If an
individual does not know any description which uniquely picks out the referent
of a term, then « fortiori that individual does not associate a set of descriptions
with that term such that most, or a weighted sum of most, of the descriptions
uniquely pick out the referent of the term. In spite of this, such individuals do,
it seems, sometimes succeed in referring in the face of such ignorance. Similarly,
the Problem of Error is not adequately addressed by this move either, since
virtually all of a subject’s beliefs about the referent of a term may be mistaken.

If the reference of names and natural kind terms is not secured in the
straightforward way in which descriptions theorists proposed, how then is it
secured? The theory which began to emerge as a replacement for the descriptions
theory has two parts: a theory of term introduction, or baptism, and a theory of
term transmission. Let me begin with the theory of transmission. Once a name
has been introduced, a speaker may acquire the term from another competent
speaker merely by hearing the term and intending to co-refer with the speaker
from whom the term was acquired. Thus, if Mary casually drops the name of
Godel into a conversation with John, then even if John knows nothing whatever
about Godel, he may use that name to refer to whomever Mary was referring to.
Similarly, if John hears Mary mention molybdenum, he may succeed in referring
to that substance merely by using that term, so long as he uses it with the intention
to refer to whatever it is that Mary referred to in her use of the term. The ability
to use a term to refer, whether that term be a proper name or a natural kind term,
may be transferred from one speaker to another by way of a chain of intentions
to co-refer. And it is for precisely this reason that the ability to use a term to refer
to an individual or kind is compatible with both ignorance and error.

Such chains of intentions, however, cannot go on forever, and this is where
the theory of term introduction comes in. A term is introduced by a speaker as
a name for an individual, or of a kind, by way of a ‘baptism’. Thus, Mary may
name her newborn daughter Emily: perhaps she looks at her newborn daughter
and says, ‘T hereby name this child Emily’. In this act, the name ‘Emily’ has been
conferred on the child. Other language-users may acquire the use of the name
‘Emily’ from Mary, or from someone who acquired it from Mary, and so on.
But the chain of intentions to co-refer is now anchored in an act of attaching a
name to an individual. Similarly, natural kind terms may be introduced into the
language by a naming ceremony. Someone may, for example, on first isolating
a certain chemical compound, assign a name to it. The term may then be
transmitted to other users just as proper names are.

It is important to see that even in the case of the person who introduces a
term, that person need not know a description which uniquely picks out the
referent of the term. Thus, the person who introduces a name for a newly isolated
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chemical compound may have many mistaken beliefs about the compound (the
Problem of Error) or simply not know enough about it to uniquely describe it
(the Problem of Ignorance). The same is true of proper names. Beliefs about an
individual to whom a name is assigned may be largely mistaken (the Problem of
Error) or insufficiently identifying (the Problem of Ignorance). What then makes
the name or term introduced a name for some particular individual or some
natural kind? While discussion of examples has made a strong case for the view
that descriptions associated by the speaker with the name cannot do all of the
work of attaching a name to its referent, a complete account of how names are
attached to referents is not currently available, although a good many promising
suggestions have been made here. Even without specifying precisely what is
required for an act of naming to occur, however, we have enough of a theory
sketch here to present an alternative to the simple descriptions theory. (I should
mention as well that the account of what is needed for reference transmission
given above is also clearly too simple. More work is needed there as well. But,
again, enough has been said to indicate that there is a kind of theory under
development which provides an alternative to simple descriptions accounts.)

In “The Meaning of “Meaning”’, Hilary Putnam suggested that this kind
of account of reference may be extended ‘to the great majority of all nouns,
and to other parts of speech as well’ (1975, 242). In particular, Putnam argued
that this kind of account of reference may be extended to the case of artifactual
kind terms. But even among those who found the arguments for the new theory
of reference persuasive in the case of proper names and natural kind terms,
many found this attempt to extend the theory to cover artifactual kind terms
unpersuasive. Stephen Schwartz (1977, 1978, 1980, 1983) argued early on that
the mechanisms of reference to artifacts are fundamentally different than those
involved in the case of proper names and natural kind terms: while something
along the lines of the new theory of reference accurately describes how reference
is achieved in the latter kind of case, a traditional descriptions-based account is
needed for reference to artifacts. A similar view has been defended by Barbara
Abbott (1989) and Amie Thomasson (2003; this volume). Michael Devitt and
Kim Sterelny (1999) suggest more tentatively that reference to artifacts, or at least
some artifacts, may operate in ways quite different from reference to individuals
and natural kinds.

In this chapter I explore the suggestion that the mechanisms of reference in
the case of artifactual kind terms might be different from those in the case of
proper names and natural kind terms. I argue that there is no basis for such a
distinction. The very arguments which support the new theory of reference in the
case of reference to individuals and natural kinds work equally well for the case
of reference to artifacts. While there are, beyond doubt, important metaphysical
differences between artifacts and natural kinds, the mechanisms of reference are
insensitive to these differences. A single theory of reference works equally well
for individuals, natural kinds, and artifactual kinds.
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1. REAL VS. NOMINAL KINDS: FROM METAPHYSICS
TO SEMANTICS

Following John Locke, Stephen Schwartz draws a distinction between real and
nominal kinds. Schwartz argues that artifacts have a nominal essence ‘which,
unlike real essences, are the workmanship of the understanding rather than
nature’ (1978, 572, n. 11). More than this: ‘Members of a nominal kind do
not share a common hidden nature, and we can give an analytical specification
in terms of form and function of what it is to be a member of a nominal kind’
(1978, 572). The metaphysical difference between natural kinds and artifacts,
on Schwartz’s view, is thus reflected in a difference in the semantics of natural
kind terms and artifactual kind terms: ‘It is clear that Putnam is correct about
natural kind terms; his error has been in extending his analysis to nominal kind
terms. On the other hand, followers of the traditional approach are correct about
nominal kind terms, and their error has been in attempting to extend their
analysis to natural kind terms’ (1978, 574).

Now why should one think that the metaphysical difference between real kinds
and nominal kinds—that the essential properties of real kinds are determined
by nature, while those of nominal kinds are determined by the understand-
ing—should be reflected in a difference in the semantics of terms referring
to these kinds? Schwartz discusses a number of examples of artifactual kinds,
and the examples he uses are highly suggestive. Schwartz talks at length about
pencils, and he also mentions chairs and lamps. In the case of each of these
kinds of objects, it is not implausible to suggest that competent language-users
typically do associate a description with each of these terms which is sufficient
for picking out the members of the kind. To a first approximation, for example,
pencils are a kind of instrument used for writing, and this is something which
every competent speaker of English knows. The features which determine kind
membership here do not involve some ‘hidden structure’, but rather certain
‘superficial characteristics that all pencils have in common’, features having to
do with ‘form and function’ (1978, 572). If all competent speakers of the
language know descriptions necessary and sufficient for kind membership, then
both the Argument from Ignorance and the Argument from Error are thereby
undermined. The principal arguments against a descriptions-based approach to
reference which work so well in the cases of names and natural kind terms
are apparently ineffective when applied to terms referring to artifacts. Schwartz
does not explicitly make this argument, but the examples he discusses are surely
suggestive of this line of reasoning.5 It will thus be worth seeing whether this
kind of argument can support Schwartz’s view.

5 Abbott (1989) too makes remarks quite suggestive of this line of argument.
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The examples of pencils, chairs, and lamps give Schwartz’s view a spurious
plausibility. It may well be true that competent speakers of English do know
descriptions which are necessary and sufficient for picking out the members
of these kinds, but it is not at all clear that this ability has much to do with
the mechanisms of reference, and, more importantly, it is quite clear that this
does not track a distinction between natural kinds and artifacts. Pencils, chairs,
and lamps are ubiquitous, and, at least in our society, anyone who is paying
attention will have come into contact with numerous examples of these kinds
and will be, as a result of that experience, fully aware of what it is that makes
something a member of these kinds. But this is not true of artifacts in general.
Rheostats, buckboards, spandrels, and Chippendale furniture are all artifacts as
well, but knowledge of the defining features of these kinds is not nearly so
common. If one allows that, in the case of natural kind terms, reference may
be secured merely by learning the word from someone who uses it to refer and
then intending to co-refer with that person, it is hard to see why one should
say something different in these cases. Thus, if I can succeed in using the term
‘molybdenum’ to refer to a kind of metal even if I know none of the defining
features of the kind, it seems I should be able to do the same with ‘rheostat’,
‘buckboard’, ‘spandrel’, and ‘Chippendale’ as well. And if one wants to insist
that, in the latter cases, one is only mouthing the word and that a certain
minimal level of understanding is required if one is even to count as a competent
user of the term, then the same claim is equally plausible in the case of natural
kind terms. Some items are extremely familiar and others are more recondite;
nearly everyone can, with just a lictle thought, provide at least roughly necessary
and sufficient conditions for kind membership for many of the most familiar
kinds of item. But the line between the familiar and the recondite is a matter
of degree, not a difference in kind, and it cuts across the distinction between
nominal and natural kinds rather than marking a difference between them. That
many kinds of object are ones which competent speakers can, as a matter of fact,
accurately characterize thus seems to tell us nothing about the mechanisms of
reference; it is instead a by-product of epistemic capacities exercised in a friendly
environment.

The Arguments from Ignorance and Error are successful in the case of names
and natural kind terms because of what Putnam refers to as the ‘division of
linguistic labor’:

. everyone to whom gold is important for any reason has to acquire the word ‘gold’;
but he does not have to acquire the method of recognizing if something is or is not gold.
He can rely on a special subclass of speakers. The features that are generally thought
to be present in connection with a general name—necessary and sufficient conditions
for membership in the extension, ways of recognizing if something is in the extension
(‘criteria’), etc.—are all present in the linguistic community considered as a collective bodly;
but that collective body divides the ‘labor’ of knowing and employing these various parts
of the ‘meaning’ of ‘gold’. (1975, 227-8)



144 Hilary Kornblith

What is clear, however, is that the division of linguistic labor is just as much
a part of the world of artifacts as it is a part of the world of natural kinds and
individuals. And this point by itself is sufficient to ground Arguments from
Ignorance and Error in the case of artifacts which are exactly parallel to those
which underwrite the new theory of reference for names and natural kind terms.¢

2. ARTIFACTS AND HUMAN INTENTION

Amie Thomasson (2003; this volume) attempts to ground the move from
distinctive metaphysical features of artifacts to a distinctive semantics in an
interesting and subtle way. Drawing on work by Hilpinen (1992, 1993) and
Bloom (1996), Thomasson argues that the essential nature of artifacts lies in the
intentions of their makers. Thus, for example, if I build a chair, part of what
makes it a chair lies in the intentions I have in producing it. Thomasson argues
for quite a strong requirement on the intentions of artifact-makers:

Necessarily, for all x and all artifactual kinds K, x is a K only if x is the product of a
largely successful intention that (Kx), where one intends (Kx) onfy if one has a substantive
concept of the nature of Ks that /argely matches that of some group of prior makers of Ks
(if there are any) and intends to realize that concept by imposing K-relevant features on
the object. (2003, 600)

This requirement that makers have a ‘substantive concept’ of the artifact they
make is used by Thomasson to support certain theses about the semantics of
artifact terms. In particular, Thomasson argues that the new theory of reference
cannot be correct ‘for all cases of reference to artifactual kinds’:

It is supposed to be a virtue of causal theories of reference that they enable us to refer
to a kind without the need for anyone to have any substantive concept of the nature
of the kind, since the term’s extension is determined by the natural boundaries of the
kind, not by any of our beliefs or concepts regarding those boundaries. ... Reference to
artifactual kinds, however, cannot proceed without someone (namely, those responsible
for the production and reproduction of these artifacts) having a substantive concept of
the nature of the kind. (2003, 604)

Thomasson also draws out certain epistemological consequences of her account
of the nature of artifacts. While she does not insist that artifact-makers have a

6 Many authors seem to believe that the causal theory of reference requires some sort of robust
realist metaphysics for kinds. As Stalnaker (1997) has pointed out, this misconstrues the structure
of the argument in ‘Naming and Necessity’. Kripke does not argue from a realist metaphysics of
kinds to the causal theory of reference. Rather, the causal theory of reference makes room for the
possibility of capturing realist intuitions about natural kinds in a straightforward way. The causal
theory itself, however, presupposes no metaphysical view about kinds, and thus when we move from
consideration of natural kinds to artifactual kinds, there is no reason at all to think that arguments
for the causal theory of reference are in any way weakened.
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priori knowledge of the nature of the kinds they make (a claim which would
parallel standard descriptions-based views about reference), she does insist that
artifact-makers occupy a privileged epistemological position:

For strict kinds, the existence of anything of the kind K entails that there is a unified
concept of Ks accepted by the makers. Moreover, that concept is protected from massive
error, for [the requirement quoted above] ensures that something can be a K only if the
intention to make something that meets the shared concept of K is largely successful,
and thus only if the product largely realizes the concept. It should be noted, however,
that this privileged epistemic position only applies to makers (conceived broadly); other
individuals outside the sphere of production may be entirely ignorant or in error regarding
the existence and nature of the artifactual kind. (2003, 602)

Now Thomasson is surely right that what makes an artifactual kind the kind
of thing it is has some essential connection to human intention, and this is an
interesting point about the metaphysics of artifacts. But this point about the
metaphysics of artifacts cannot be used to ground any theses about the semantics
of artifactual kind terms or about any sort of epistemological privilege.

First, it is worth pointing out that Thomasson’s requirement that the makers
of artifacts have a ‘substantive concept’ of the artifacts they make and that
in making the artifacts they intend to impose the kind-relevant features on
those objects is surely much too strong. Consider the case of Harry, who
works in the Acme Carabiner Factory. Harry stands at his machine, day
after day, making carabiners. He is a maker of artifacts if anyone is. But
Harry has no substantive concept of carabiners. If asked what it is he makes,
Harry will say: ‘I don’t know what the devil carabiners are for. As far as I'm
concerned, they’re just something that puts food on the table.” When Harry
says that he works at the carabiner factory, or that he makes carabiners, he is
saying something that is just plain true; he uses the term ‘carabiner’ to refer
to carabiners. And he is a maker of carabiners. But he has no substantive
concept of carabiners. He doesn’t know what the kind-relevant features of
carabiners are.

Now admittedly, there is very likely to be someone around who knows
something about what carabiners are. Saying precisely what the requirement here
is, assuming there is such a requirement, will be quite difficult. Note that the
person who first made carabiners may have had quite a different intention in
making them than the users do in using them, and if the maker, now long gone,
is the only one who ever had that intention, and all of the users have a different
intention, then arguably the intentions which are connected to making the kind
what it is are probably those of the users rather than the maker.” The fact that
we can concoct such cases will make it extremely difficulty to defend any kind

7 For a comparable example using proper names, see Gareth Evans’s discussion of ‘Madagascar’

in his (1973).
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of thesis about epistemic privilege here.® The maker could not insist, ‘I know
what these things are; after all, I made them’, since the term is part of a public
language which the maker cannot constrain through a sheer act of will; being the
maker of an artifact does not provide one with a grant of immunity to error. A
similar point applies to each of the users. While it is true that the boundaries of
natural kinds are determined, in the typical case, by features of the world wholly
independent of any individual, and yet the boundaries of artifactual kinds are
determined by intentions, which are properties of individuals, the way in which
intentions determine artifactual kind boundaries does not provide any individual
with privileged access to the essential features of artifactual kinds.® For each
speaker, that speaker could be entirely mistaken about what it is that makes a
particular artifactual kind the kind of thing it is.1°

Most importantly, however, the connection, whatever it may be, between
human intention and the nature of artifactual kinds has nothing at all to
do with the semantics of artifactual kind terms. Notice, for example, that an
anthropologist may introduce an artifactual kind term to name a discovered object
from a foreign culture (Kornblith 1980; D. Putnam 1982). The term would
then be introduced into a language different from that of the makers and users
of the artifact; but it would be an artifactual kind term nonetheless. Under these
circumstances, no one who uses the artifactual kind term need have a substantive
and correct concept of the nature of the artifact named. The epistemological
position of users of the artifactual kind term vis-a-vis the artifactual kind would
then be precisely like that of the users of natural kind terms vis-a-vis natural
kinds. While intentions are relevant in determining the nature of artifacts, the
relevant intentions need not be those of the users of the artifactual kind term.
And all of this suggests that in those cases where there are makers who do have
substantive concepts of the artifacts they make—which is, admittedly, the typical

8 Tt is worth pointing out as well that any move from claims about an individual’s intentions
to claims about that individual’s knowledge deriving from those intentions seems to presuppose
an extremely strong and implausible view about self-knowledge. Individuals do, at times, fail to
recognize their own intentions; we often have mistaken beliefs about our intentions. The intentions
of makers and users of artifacts are no exception.

9 Compare e.g. Abbott (1989, 281): ‘Artifacts are typically made by humans and are categorized
according to their purposes, so we know how they are shaped and what they are used for. When
it comes time to name them we have the reference-determining properties there at hand, we know
what we are talking about. It is only in the case of nature’s species that we have observable kinds
whose real essence is mysterious, and so only in that case must we leave the reference-determining
properties open.’

10 Notice that this suggests that even if Thomasson were correct in thinking that some makers or
users of the artifact must have true beliefs about it, these beliefs still would not automatically amount
to knowledge. Consider an analogy: imagine a very large lottery in which all of the ticket-holders
are wide-eyed optimists; each believes that he himself holds the winning ticket. One of these
ticket-holders must have a true belief, but none of these beliefs count as knowledge. Thomasson’s
argument shows, at best, that the way in which artifactual kinds are determined assures that some
individual or other must have an accurate concept of the kind; but this tells us nothing about
knowledge or epistemic privilege.
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case— their ability to produce true descriptions of the objects they are referring
to tells us no more about the mechanisms of reference, even of their own terms,
than the fact that we can all produce true descriptions of what chairs are tells us
anything about the mechanisms of reference to everyday objects. The explanation
of the knowledge of makers and users is quite different from the explanation of
the reference of their terms. To the extent that the makers are in an epistemically
privileged position, the privilege is a product of their extensive interaction with
the artifacts in question, not a product of any semantic competence.

Once again, the attempt to ground a distinctive semantics for artifactual kind
terms in features of the metaphysics of artifactual kinds proves unsuccessful.

3. HIDDEN NATURES AND COUNTERFACTUAL CASES

Natural kinds have what John Locke called ‘hidden natures’, essential properties
which are not immediately evident. Thus, for example, what makes water the
kind of stuff it is lies in its chemical structure rather than its being clear, colorless,
odorless, or tasteless. Were we to discover a clear, colorless, odorless, tasteless
liquid with a radically different chemical structure than H,O, then that liquid
would not be water. But, as Schwartz argues, artifacts do not have hidden
natures: “What makes something a pencil are superficial characteristics such as
a certain form and function. There is nothing underlying about these features.
They are analytically associated with the term “pencil”, not disclosed by scientific
investigation’ (1978, 571). Schwartz describes a number of different imaginary
cases in which we might discover that the local objects which we had called
‘pencils’ turn out to be quite different than what we had assumed them to be,
and he argues that, unlike natural kind terms, which are attached to the local
kind quite independent of our beliefs about its features, artifactual kind terms
refer by way of an associated description. Thus, were it to turn out that the
objects we had called ‘pencils’ all along were quite different than what we took
them to be, we might well say that these objects turned out not to be pencils.
Our intuitions about cases here are quite different from our intuitions about
natural kind cases. When the objects we had called ‘whales’ are discovered not
to be fish, we don’t say that therefore they turned out not to be whales; instead,
we say that whales turned out not to be fish. This asymmetry in what we would
say, Schwartz argues, reflects an asymmetry in the semantics of the two kinds
of terms: natural kind terms function in the way causal theorists of reference
describe, but artifactual kind terms refer by way of associated descriptions.!?

11 Devitt and Sterelny (1999, 94-5) are overly impressed by this argument. Putnam (1975)
presents an example in which it is discovered that pencils are not artifacts, but organisms; he
concludes that the term ‘pencil’ does not refer by way of an associated description. “What is wrong
with this refutation of the description theory, as Stephen Schwartz points out (1978), is that
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Intuitions in these cases may vary somewhat, or be uncertain, but Schwartz
presses his case:

My argument here relies on claims about how we would respond in these situations,
but all of the parties to the dispute agree that philosophical claims about the essences of
natural and nominal kind terms are to be tested by how the terms function in describing
counterfactual situations. If your intuitions are weak about the use of ‘pencil,” try ‘salt
shaker’ instead. We discover that all the salt shakers are spying devices sent from Mars
(never used for shaking salt). Now we fashion some small cylindrical devices with little
holes at the top and use them for dispensing salt at the table. Aren’t these salt shakers?

(1983, 479, n. 6)

The salt shaker example is, without doubt, a nice one. But it is not, I believe,
as telling as Schwartz suggests. Consider, for example, the term ‘English horn’.
When I discover that the objects we all have been calling English horns are neither
English in origin, nor are they horns (they’re woodwinds), I don’t conclude that
these objects aren’t English horns. If a British instrument-maker produces a
trumpet and, pointing to his new creation, remarks: ‘7his is an English horn’,
then he has made a nice joke, but he hasn’t made an English horn. The term
‘English horn’ is now so well established that its reference is surely fixed to a
certain sort of woodwind, and no appeal to analyticity is going to change that.
Should we say the same sort of thing about salt shakers in Schwartz’s imagined
example? It just isn’t clear to me that we shouldn’t.

What we say about this kind of example, however, simply does not matter
for the larger question at issue, because Schwartz’s suggestion that the essential
properties of artifacts are ‘superficial’ rather than ‘hidden’ or ‘underlying’ is
entirely irrelevant to the question of the semantics of artifactual kind terms.
Superficial or not, the traits which determine artifactual kind membership need
not be known by a speaker in order for reference to succeed, for artifactual kind
terms are just as susceptible to the phenomenon of the division of linguistic
labor as are natural kind terms. One can simply insist, if one likes, that no one
will count as referring in their use of an artifactual kind term unless they know
uniquely identifying descriptions which pick out the kind, but this requirement
is no better theoretically motivated than a similar requirement for natural kind

Putnam has picked the wrong description; artifact is not a description that expresses, even partly,
the meaning of “pencil”’ (Devitt and Sterelny 1999, 94). But first, it is not clear that an equally
convincing counterexample could not be presented whatever description one chooses to identify
with the meaning of the term. And second, and more importantly, this simply ignores the issue of
the division of linguistic labor: an individual need not possess any identifying description in order
to use an artifactual kind term to refer. Devitt and Sterelny do mention that artifactual kind terms
‘may’ face the Problems of Ignorance and Error (1999, 95), but surely this vastly understates the
matter. The case for the Problems of Ignorance and Error is exactly as strong for artifactual kind
terms as it is for names and natural kind terms. These issues are discussed further in the text below.
While Devitt and Sterelny do not explicitly endorse a different account of reference for artifactual
kind terms than for natural kind terms, their entire discussion of the issue (1999, 93—101) leaves
such a possibility far more open than, I believe, is warranted.
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terms. As far as the actual phenomena of language-use go, there is a continuum in
the amount of knowledge speakers possess about the referents of the terms they
use. Once a speaker is in a position to use a certain term, the mere ability to use
it serves as a conduit for information about its referent: as Richard Boyd (1979)
nicely puts it, the use of a term affords ‘epistemic access’ to the individual or
kind to which it refers. Some who acquire the use of a term are, at least initially,
ignorant or misinformed about its referent. In the case of more unfamiliar
individuals and kinds, ignorance or misinformation may even be the norm.
There are also, of course, terms for which the typical user of the term is quite
well informed about the term’s referent. But, as has already been pointed out, the
distinction between the familiar and the recondite does not even approximately
mark the distinction between natural and artifactual kinds. Schwartz’s thesis
about artifactual kind terms can be preserved by making stipulations about what
will count as a referring use of an artifactual kind term, but such stipulations do
not seem to have any theoretical motivation.

4. CONCLUSION

Descriptions-based theories of reference for names and natural kind terms were
defeated by the Problems of Ignorance and Error. These problems arose because
of the division of linguistic labor: one need not know a non-trivial description
which uniquely identifies the referent of a term in order to succeed in using a
term to refer. The division of linguistic labor is a phenomenon which applies just
as much to artifactual kind terms as it does to names and natural kind terms.
There are interesting metaphysical differences between artifactual and nacural
kinds, but these metaphysical differences play no role in the semantics for terms
which refer to these kinds.!2

12 Thanks to David Christensen, Amie Thomasson, and the editors of this volume for comments
on a draft of this chapter.
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Water as an Artifact Kind

Paul Bloom

Psychological essentialism is the claim that people tacitly believe that some
categories have ‘essences’ (e.g. Bloom 2000, 2004; Gelman 2003; Gelman and
Hirschfeld 1999; Medin and Ortony 1989). These essences determine category
membership and are, in the normal course of affairs, causally responsible for
observable properties of category members. For instance, people might believe
that all tigers share a hidden property that causes them to look and act like tigers.
If one took a tiger and altered it so that it looks more like a lion, it would still
be considered a tiger, because it still has the right essence. In most cases we do
not know precisely what the essences are, although we might have some rough
idea as to their nature (a certain atomic structure for chemicals; a certain type
of DNA for animals and plants). Most adules know the essence of at least one
category, however; we know that the essence of water is H,O. If something is
H,O, it is water; if something isn’t, it isn’t.

This seemingly banal claim has proven to be quite controversial. Many scholars
have argued that although most of us might #hink that we think water is H,O,
we really do not think water is HyO.! To explore this, Malt (1994) asked
people about their intuitions as to the proportion of H,O present in certain
substances. She found that some substances that are called ‘water’ are seen as
having not much H,O (radiator water and sewer water are judged as having
about 67 per cent H,0) while other substances that are not called ‘water’ are
seen as having a lot of HyO (tea, saliva, coffee, and tears are judged as having
over 88 per cent H,O). It seems that containing a lot of H,O is neither necessary
nor sufficient for a substance to be called ‘water’. Malt takes these results as
suggesting that concepts such as water might be quite similar to artifact concepts,

! Fodor (1998) has a milder attack on psychological essentialism, arguing that a belief in essences
holds only for scientifically educated modern adults: ‘of course Homer had no notion that water has
a hidden essence, or a characteristic microstructure (or that anything else does) ... he had no notion
that the hidden essence of water is causally responsible for its phenomenal properties’ (155).
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with factors such as source, location, and function determining our intuitions
about category membership. Similarly, Chomsky (1995, 22—3) proposes that
our understanding of words such as ‘water’ is affected by ‘special human interests
and concerns’.

This chapter has four parts. The first is an argument that there is one sense
of ‘water’ that does correspond to HyO. This will be quick, since I doubt that
anyone disputes this claim. The second is a defence of the position that there is
a sense of ‘water’ that does not correspond to H,O, and here I will respond to
Abbott’s (1997, 2000) proposal that Malt’s data are due to considerations having
to do with communication, not with the nature of our categories. The third part
outlines the view that we naturally think about many categories, including water,
as both natural kinds and artifact kinds. The fourth part looks at the problem
of concept formation from the standpoint of the developing child, and argues
that the existence of such hybrid concepts is a natural solution to a difficult
learning problem.

1. WATER IS (SOMETIMES) H,0O

If you ask people whether water is H,O, they are likely to agree. For familiar
reasons, this cannot be taken as proof that this is how ‘water’ is understood
(our conscious notions about word meanings may be inaccurate), but it is surely
evidence in its favor. Also, we can make sense of claims such as: ‘Earthworms,
jellyfish, chickens, and babies are composed mainly of water’ (see LaPorte 1998).
This use of ‘water’ has nothing to do with the typical source, location, or function
of water, but fits well with the notion that it is a chemical that can be a constituent
of certain objects, that it is HyO (Abbott 2000). Finally, Malt’s (1994) data
suggest that people would agree to (1).

(1) Tea, coffee, and saliva contain more H,O than corn syrup and bleach.

Informal observation suggests that people are equally happy agreeing to (2); in
fact, (1) and (2) seem synonymous.

(2) Tea, coffee, and saliva contain more water than corn syrup and bleach.

The best explanation for these facts is that people believe that water is H,O.

2. WATER IS (SOMETIMES) NOT H,O

As Malt argues, however, if water is H,O, we should view Sprite and tears as
water. After all, it is not as if we only use ‘water’ to refer to substances which
are entirely H,O, since we describe swamp water and radiator water as ‘water’,
even though we believe that they contain much less H,O than substances such
as Sprite and tears.



152 Paul Bloom

Abbott’s response is that all of these substances are understood to be water.
It is just that they are not all called ‘water’. And this is because of principles
that govern language-use: “What you call something depends not only on what
it is, what categories it falls into, but also on why you want to refer to it, what
your purposes of the moment are. So we usually ask for a cup of tea rather than
asking for a cup of hot water containing an infusion of tea or other herbal matter,
because the former turn of phrase is casier for most contexts and purposes’
(1997, 315-16).

But this pragmatic explanation has certain problems (see also LaPorte 1998;
Strevens 2000). For one thing, the fact that we have a precise term for tea
(‘tea’) does not in itself explain why we do not call it ‘water’. Strevens (2000)
points out that we have precise terms for rain and ice (‘rain’ and ‘ice’), but this
does not stop us from also describing these substances as ‘water’. Conversely,
some high-H,O substances are not called ‘water’ even if no other term is
available. In the movie The Thomas Crown Affair, the detective played by Renee
Russo was shown repeatedly drinking a strange green liquid, presumably a
hangover cure. It looked as if the liquid was mostly water, and it was never
named. Still, it would be bizarre to say that she was ‘drinking water to cure
her hangover’.

Finally, Strevens notes that it is not just that people don’t normally describe
tea as ‘water . It is that when explicitly asked, they will insist that tea 7572 water.
This is an important contrast. I don’t normally call my children ‘mammals’, for
reasons of politeness and pragmatics. But if you were to ask me whether they are,
in fact, mammals, I would say yes, strictly speaking, they are. In the same vein, I
will agree that tea is a beverage, a substance, and even ‘hot water containing an
infusion of tea or other herbal matter’. But I won’t agree that it is water. All of
this suggests that there is more going on here than Gricean principles.

It might be true, by the way, that part of the reason we don’t think of tea as
water is because of what we know about tea. Someone who wasn’t aware that tea
is created as a distinct beverage might have no reluctance to describe it as ‘water’.
By the same token, someone who had no inkling that cats were a distinct species
might well extend the word ‘dog’ to refer to them, believing that ‘dog’ refers to
all four-legged domestic animals. In general, information about a category can
constrain our understanding about other categories; and the scope of our concept
of water is plausibly constrained by the presence of our concept of tea. But this
is a fact about concepts, not about communication.

3. BLOOD, SPRITE, AND TEARS

It follows, then, that there are two senses of ‘water’. One corresponds to what
people think of as the chemical essence of the substance, H,O. It is this sense
that comes into play when we assert that babies are mostly water, and that tea
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has more water in it than radiator water. But there is another sense of ‘water’
which refers to substances such as swamp water, but not to tea. In this second
sense, ‘water’ refers to an artifact kind.2

As a different example of a hybrid concept, consider Sprite. What sorts of
substances do we judge to be Sprite? One answer is: anything that we think
of as having the same chemical structure as previously encountered instances
of Sprite. Considerations such as function and intent are irrelevant. Although
Sprite is typically used as refreshing beverage, you can wash your hair with it,
or put out fires with it, and it will still be Sprite. And there is nothing sacred
about it being created with a certain intent. Suppose that Sprite turned out to
be a miraculous cure for male pattern baldness. I imagine that the Sprite people
would be delighted to discover this and would change the marketing on their
product accordingly—it would not, for all of this, cease to be Sprite. Finally,
an amateur chemist could get hold of the recipe and make Sprite at home and,
again, it will still be Sprite.

At this point, the account of Sprite looks much like the traditional essen-
tialist view of water. ‘Sprite’ refers to those substances that have a particular
chemical structure. But such an account would fail to capture certain oth-
er facts about our intuitions, facts that correspond to our understanding
that Sprite is an artifact, as a commercial product invented by humans for
a specific purpose. From this perspective, we find nothing incoherent about
the manufacturers of Sprite ‘changing their recipe’, and producing Sprite
out of different chemicals, with somewhat different taste and appearance.
Coke might be a better example here, as there have been several versions
of this substance over the last decade, one of which involved a radical color
change—‘Clear Coke’—and others that involved taste changes— ‘Cherry Coke’
and ‘Vanilla Coke’.3

2 T should respond here to Abbott’s argument that ‘water’ is unlikely to have multiple senses
because (a) languages do not exist that have distinct words for different senses of ‘water’, and
(b) unlike words such as ‘bat’ (baseball bat, flying bat), ‘water’ fails certain linguistic tests of
ambiguity. But the comparison with a word like ‘bat’ is inappropriate, since nobody would claim
that the meanings of ‘water’ are entirely unrelated. The ambiguity (or better, the polysemy) of
‘water’ should be viewed as akin to that of a word like ‘window’, which can refer both to a structure
that can contain glass, wood, and metal (which one can buy in a hardware store) and to the spaces
that these structures usually occupy (and these might simply be large square holes in the wall, with
no glass or frame). I doubt if there are languages that distinguish these two senses, and ‘window’
would not count as ambiguous by Abbott’s stringent tests. The suggestion here is that the two senses
of ‘water’ should be thought of as akin to the two senses of ‘window’.

3 There are similar examples with water. In the 1960s there were reports that chemists had
invented something called ‘polywater’ or ‘anomalous water’, which was HgO4 and was quite viscous.
(There were also concerns, reported in the journal Nature and elsewhere, that, should this substance
make contact with ‘normal water’, it would lead to the destruction of all life on Earth.) The
interest of this story, from our point of view, is that news reports in the scientific and popular press
repeatedly described this substance as water (e.g. the Miami Herald called it a ‘mysterious new form
of water’), despite its unusual microstructure, appearance, and properties (Franks 1982).
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Tears and blood are also understood in multiple ways. One can focus on
the chemical structure of these substances and so, for instance, blood can be
created in a laboratory, or can pour out of a shower-head as sometimes depicted
in horror movies (see Abbott 1997). But one might also determine category
membership in terms of the functional role that substances play within biological
systems. From this standpoint, it is perfectly conceivable that the tears/blood
of some creature might be made out of an entirely different chemical from our
own. (Martians are said to have green blood, after all.) Hence tears and blood
are not incompatible. One can imagine a saint with tears of blood—functional
role of tears (comes out in droplets from the eye), microstructure of blood (red
and gooey). With a bit more of an effort, one can imagine another saint, a
very sad one perhaps, who had blood of tears—microstructure of tears (clear
and transparent), functional role of blood (pumped by the heart; circulates
through the body).

Such cases are, of course, fanciful; in the real world, the multiple construals are
typically not in conflicce— the very same stuff with the microstructure associated
with blood also has the functional role associated with blood. And our intuitions
start to fall apart when faced with substances that strongly violate one of the
construals (can you make tears in a test tube? If the Sprite people made something
that tasted like grape juice, would it still be Sprite?). Nonetheless, these patterns
of usages suggest that multiple construals do exist, at least for water, Sprite,
blood, and tears.

4. HARD CASES

Why would we come to possess such hybrid concepts?

The answer might lie in the problem faced by children in the course of
concept formation and language learning. Many cognitive and development-
al psychologists have suggested that the natural kinds and artifacts concepts
are represented in different ways. Natural kinds are understood in terms of
internal essences; artifacts are thought of in terms of considerations such as
creator’s intent, characteristic function, and the social and cultural context of
the artifact’s creation and use. When exposed to a tiger, then, children will
form a different sort of category than when exposed to a chair. This intuit-
ive natural kind—artifact contrast is reflected in children’s intuitions about the
effects of superficial transformations, their categorization of atypical instances,

4 Some researchers, including myself, defend an essentialist theory of artifact concepts where
intuitions about creator’s intent determine category membership, even for young children (see
Bloom 1996, 2000, 2004; Gelman and Bloom 2000; Diesendruck, Markson, and Bloom 2003; see
also in this volume, Kelemen and Carey; Keil, Greif, and Kerner; and Thomasson for discussion). But
the ‘hybrid concept’ proposal made here is independent of any specific theory of artifact concepts
and can be endorsed even by someone who is unsympathetic to such an intention-based account.
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and how they use names for such categories, words such as ‘tiger’ and ‘chair’
(see Bloom 2000, 2004; Diesendruck ez 2/. 2003; Gelman 2003; Gelman
and Bloom 2000; Keil 1989; Keil, Greif, and Kerner this volume; Mandler,
this volume).>

This approach goes awry, however, if one makes the unnecessary additional
assumption that any category must be understood as ezzher an artifact kind or a
natural kind. This might work for tigers and chairs, but there are many instances
where such an either—or categorization is difficult or impossible to make. There
are just too many hard cases.

For instance, how are children to categorize milk—is it an artifact or a
natural kind? (Does the answer depend on whether the children are breastfed?)
What about the distinction between oranges, orange juice, and orange drink,
or between cheese, cheese whiz, and cheetos? Are banana and seedless grapes
artifacts? (See Sperber, this volume.) What about iron, polystyrene, and stainless
steel? (See Grandy, this volume.) How are we to think about ‘animal artifacts’
such as spider webs and beaver dams? (See Gould, this volume.) Even for
animals— presumably prototypical natural kinds—the answer is not so clear-
cut. After all, most adults believe that animals are the handiwork of an intentional
and purposeful creator—and children appear to be even more prone to such
creationist views (Evans 1997; see Bloom 2004 for discussion). If you believe
that God created tigers, are tigers then artifacts? For a theist, is everything
an artifact?

Some readers may have strong opinions on these matters, and many of the
philosophers who have contributed to this volume have metaphysical theories
that provide answers to these questions. But these are plainly hard questions,
and it is not plausible that every normally developing child can answer them. It
is more likely that children are never forced to make these choices. They look
for cues as to whether something is an artifact or whether it is a natural kind (as
discussed in this volume by Keil, Greif, and Kerner, and Mandler)—but they
do not treat these as exclusive categories. When faced with cases where both
construals seem to fit, children create hybrid concepts.

Such a situation arises with water. There are many cues that it is a natural
kind. It falls from the sky, after all, and is found in oceans, rivers, and lakes. But
there are also good reasons to take it as an artifact kind. It comes from bottles,
cans, taps, hoses, and coolers; it is filtered, processed, carbonated, purified,

5 Note that our categorization might frequently be mistaken. Many of the objects in the world
that seem to be natural are in fact just as artificial as anything that comes out of a factory or can
be bought in a store. For instance, many people think of categories such as flowers, grass, herbs,
weeds, and trees as biological kinds, though (according to biologists) they actually do not share
a common microstructure; they are instead groupings of organisms that share certain humanly
relevant properties, such as size and taste (see Malt 1991). Wheat and corn are artifacts in a more
literal sense; they are new forms of life and need human assistance for their sustenance; corn was
carefully bred from wild grass, and if people were to be whisked off the planet for a few thousand
years, corn would cease to exist (Hubbell 2001).
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and chlorinated; it is advertised on television and sold in stores. The sensible
conclusion for children to draw from these facts is that water is both a natural
kind and an artifact kind.¢

6 T am grateful to Barbara Abbott, Frank Keil, Stephen Laurence, Barbara Malt, Eric Margolis,
Karen Wynn, and the participants of my ‘Bodies and Souls’ seminar for discussion of these matters
and for helpful comments on earlier drafts.
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The Organization and Representation
of Conceptual Knowledge in the Brain: Living
Kinds and Artifacts

Bradford Z. Mahon and Alfonso Caramazza

1. INTRODUCTION

In this chapter we address some central issues in the organization and represent-
ation of conceptual knowledge in the human brain. The focus of our discussion
will be on the organization and representation of conceptual knowledge of manip-
ulable artifacts. However, the category ‘artifacts’ is only one semantic domain
among others, for instance, ‘animals’, ‘fruit/vegetables’, and ‘con-specifics’. A
discussion of how conceptual knowledge of artifacts is organized and represented
will thus require consideration of the same issues with respect to other semantic
categories. For this reason we begin with the broader question of how conceptual
knowledge of objects in general is organized; a working hypothesis in answer to
this question will permit more fine-grained consideration of the questions of how
conceptual knowledge of manipulable artifacts is organized and represented.
The principal empirical base we draw upon in evaluating how conceptual
knowledge is organized and represented in the brain consists in the patterns
of disproportionate impairment and sparing of performance across different
tasks, and/or different semantic categories, in brain-damaged patients. The logic
behind this method is straightforward: the functional and neural separability
of a mechanism can be inferred if it can be damaged independently of other
processes. This prioritization of neuropsychological data in evaluating proposals
about the organization and representation of conceptual knowledge has potential
limitations: the currently available database of patients reported with conceptual
deficits spans a wide spectrum of methodological rigor, theoretical evaluation,
and statistical reporting. It is thus important to proceed with caution when
drawing inferences on the basis of such data. For the same reason, it is also
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useful to seek a convergence of conclusions through different methods. In this
regard, functional neuroimaging provides useful directions for evaluating specific
hypotheses about the neuroanatomical implementation of the various functional
architectures to be discussed.

Theories of the organization of conceptual knowledge in the human brain
can be divided into two groups, depending on whether or not they assume the
organization of conceptual knowledge is determined by innate representational
constraints. One class of theories, based on the Neural Structure Principle,
assumes that the organization of information is driven by innate representational
constraints. The second class of theories, based on the Correlated Structure
Principle, assumes that the organization of conceptual information in the brain is
determined by statistical regularities of object properties in the world. Theories of
the representation of conceptual knowledge can also be divided into two groups.
In one group are theories that assume conceptual information and perceptual
information are functionally and neuroanatomically separable. A second group
of theories assumes that the content of conceptual information is stored in the
same cognitive/neural systems that process objects perceptually.

The distinction between the Neural Structure Principle and the Correlated
Structure Principle is, at least in principle, orthogonal to the distinction between
theories that assume the content of concepts is exhausted by percepts and theories
that assume concepts and percepts are functionally independent. Thus, we first
develop a working model of the organization of conceptual knowledge, and then
return in the second half of the chapter to consider the issue of how conceptual
knowledge of manipulable artifacts is represented. The position for which we will
argue assumes that the first-order constraint on the organization of conceptual and
perceptual processes is object domain, and that the candidate domains are those
that could have been evolutionarily salient in our phylogenetic history: living
animate, living inanimate, con-specifics, and possibly tools. Throughout the
discussion, this Domain-Specific Framework will be contrasted with alternative
theoretical positions in the context of data from neuropsychology and functional
neuroimaging.

2. CLUES ABOUT THE ORGANIZATION
OF CONCEPTUAL KNOWLEDGE!

In a seminal series of papers, Warrington and her collaborators (Warrington
and McCarthy 1983; Warrington and Shallice 1984) reported several patients

1 In this chapter the terms ‘semantic’ and ‘conceptual’ are not theoretically distinguished; thus,
‘semantic impairments’ and ‘conceptual impairments’ do not imply deficits at different levels of
meaning representation. Following conventions in the literature, we use the term ‘category-specific
semantic deficits’ to refer to disproportionate conceptual impairments to one or more domains of
knowledge. We use the term ‘domain’ to refer to ‘living animate’, fruit/vegetables’, ‘con-specifics’,



Living Kinds and Artifacts 159

who presented with disproportionate deficits in naming objects from different
semantic categories. The clearest dissociations involved either a disproportionate
deficit for naming living things compared to non-living things (Warrington
and Shallice 1984) or the reverse dissociation: a disproportionate sparing of
the category living things compared to other semantic categories (Warrington
and McCarthy 1983). Since Warrington and colleagues’ initial reports many
other case studies have corroborated the double dissociation between living and
non-living categories (cases presenting disproportionate impairments for living
things: e.g. Barbarotto, Capitani, and Laiacona 1996; Caramazza and Shelton
1998; Dixon, Piskopos, and Schweizer 2000; Hanley, Young, and Pearson 1989;
Hart and Gordon 1992; Lambon-Ralph ez /. 1998; Riddoch and Humphreys
19874, b; Samson, Pillon, and De Wilde 1998; Sartori ez al. 1993; Silveri and
Gainotti 1988; cases presenting disproportionate impairments for non-living
things: e.g. Breedin, Martin, and Saffran 1994; Gaillard er 2/ 1998; Hillis
and Caramazza 1991; Laiacona and Capitani 2001; Lambon-Ralph ez /. 1998;
Sacchett and Humphreys 1992; Silveri et al. 1997; Warrington and McCarthy
1983, 1987; for recent reviews see Caramazza and Shelton 1998; Humphreys
and Forde 2001; Tyler and Moss 2001; Capitani ez a/. 2003). For instance, Hillis
and Caramazza (1991) reported the performance of two patients, JJ and PS, who
presented with complementary profiles of impairment/sparing on objects from
various categories. In picture naming, PS was impaired for the category ‘living
things’ compared to the category ‘non-living’, while JJ was severely impaired for
all categories except ‘animals’. This double dissociation in performance between
patients J] and PS over the category ‘animals’, compared to other categories, was
obtained across the same test materials, ruling out the possibility that the effects
might be accounted for in terms of uncontrolled stimulus variables (e.g. Funnell
and Sheridan 1992; Stewart, Parkin, and Hunkin 1992).2

2.1. The Neural Structure Principle

Along with reporting the first cases of category-specific semantic deficit, Warring-
ton and her collaborators developed a theoretical interpretation of the facts that
has until recently been the received view in the field of category-specific semantic
deficits: the Sensory/Functional Theory (Warrington and McCarthy 1983; War-
rington and Shallice 1984). The Sensory/Functional Theory makes two basic

and ‘non-living’. We use the term ‘semantic category’ to refer to groups such as ‘vehicles’, ‘tools’,
‘insects’, ‘living things’, etc.

2 Early accounts reporting category-specific deficits should be interpreted with caution. Funnell
and Sheridan (1992) and Stewart, Parkin, and Hunkin (1992) have shown that items from
different semantic categories can differ significantly along stimulus variables such as familiarity
and visual complexity. Because these variables can influence recognition/naming performance,
purported dissociations between semantic categories can only be interpreted with confidence if such
concomitant variables have been taken into consideration.
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assumptions: (1) the semantic system is organized into modality-specific semant-
ic subsystems (e.g. visual/perceptual, functional/associative, etc.); and (2) the
ability to recognize/name objects from different categories differentially depends
on information internal to different modality-specific semantic subsystems. (We
will refer to (1) as the ‘modality-specific assumption’ and to the conjunction of
(1) and (2) as the ‘Sensory/Functional Theory’.) The Sensory/Functional Theory
proposes that the ability to recognize/name living things differentially depends
on visual/perceptual information, while the ability to recognize/name non-
living things differentially depends on functional/associative information. The
Sensory/Functional Theory explains the existence of category-specific semantic
deficits by assuming damage to a type (i.e. modality) of knowledge upon which
successful recognition/naming of items from the impaired semantic category dif-
ferentially depends. The original formulation of the Sensory/Functional Theory
has descended into a number of related proposals (e.g. Borgo and Shallice 2001;
Cree and McRae 2003; Crutch and Warrington 2003; Humphreys and Forde
2001; Martin, Ungerleider, and Haxby 2000; Vinson et al. 2003; for critical
discussion of these specific proposals see Laiacona, Capitani, and Caramazza
2003; Mahon and Caramazza 2001; in prep.).

The central assumption of the Domain-Specific Hypothesis (Caramazza and
Shelton 1998) is that evolutionary pressures have resulted in specialized (and
functionally dissociable) neural circuits dedicated to processing, perceptually
and conceptually, different categories of objects. In this way, the Domain-Specific
Hypothesis provides a principled way of specifying what constitutes a conceptual
domain in the brain, since it is restricted to only those categories for which rapid
and efficient identification could have had survival and reproductive advantages.
Plausible candidates are the categories ‘animals’, ‘plant life’, ‘con-specifics’, and
possibly ‘tools’.

Based on these brief outlines of the Sensory/Functional Theory and the
Domain-Specific Hypothesis, two types of predictions can be generated. The
first type of prediction concerns the grain of deficit that should (or should
not) be observed. The original formulation of the Sensory/Functional Theory
assumed that the ability to recognize all living things differentially depends
on information internal to the same (visual/perceptual) semantic subsystem;
this assumption generates the prediction that a dissociation should not be
observed within the category living things. In contrast, such a dissociation is
a fundamental expectation on the Domain-Specific view, since the distinction
between living animate and living inanimate is one dimension along which
conceptual knowledge is functionally organized.

A recent and nearly exhaustive critical re-analysis of the literature on category-
specific semantic deficits (Capitani ez /. 2003), beginning with Warrington and
colleagues’ initial reports, establishes several facts.

Fact 1: Disproportionate deficits have been observed for categories more fine-
grained than the living/non-living distinction. For instance, patients MD (Hart,



Living Kinds and Artifacts 161

Berndt, and Caramazza 1985), TU (Farah and Wallace 1992), RS (Samson and
Pillon 2003), FAV (Crutch and Warrington 2003), and JJ (Hillis and Caramazza
1991) were disproportionately impaired for the category ‘inanimate living’ but
not ‘animate living’. In contrast, patients KR (Hart and Gordon 1992) and EW
(Caramazza and Shelton 1998) were disproportionately impaired for the category
‘animate living’ but not for the category ‘inanimate living’.

For example, when asked to define the words ‘lion” and ‘melon’, patient JJ
provided detailed information about lions, but only sparse information about
melons:

Lion: ‘A large animal, about four feet tall, maybe taller at the shoulders; it has a
long body and very large paws, and stands on all four legs. It has a monstrous
head with which it growls: and it has a mane—a large body of hair. It lives in

Africa.’

Melon: ‘T'm not sure. It’s a fruit, a soft material. I don’t remember if it is yellow
or green or orange. I've forgotten too many things.’

Less anecdotal is the double dissociation between the performance of patients
JJ and EW on picture-naming tests. At thirteen months post onset of aphasic
symptoms, JJ was at ceiling on a picture-naming test for the category ‘animals’
but disproportionately impaired for the category ‘fruit/vegetables’. In contrast,
EW was at ceiling on a picture-naming test for the category ‘fruit/vegetables’, but
only 34 per cent correct for ‘animals’ (see Fig. 10.1). This double dissociation
demonstrates that it can’t be the case that the abilities to recognize/name
both living animate and living inanimate things depend on the integrity of
the same modality-specific semantic subsystem: if that were the case, one
would not expect selective impairments to either animate or inanimate living
things.

The second type of prediction concerns the profile of knowledge impair-
ment associated with a given pattern of category-specific deficit. Because
Sensory/Functional type theories assume that the ability to recognize/name
objects from different categories differentially depends on information internal
to different modality-specific semantic subsystems, such theories are committed to
the prediction that there will be a necessary association between a disproportion-
ate deficit for a type of knowledge (e.g. visual/perceptual) and a disproportionate
deficit for the corresponding category of objects (i.e. living). Thus, the status of
such theories turns on two observations: first, patients presenting with a semantic
deficit for a category of objects will necessarily be disproportionately impaired for the
type of knowledge upon which the ability to recognize/name objects from the impaired
category is hypothesized to depend; and second, patients with a disproportionate
deficit to a type of knowledge must also have a disproportionate deficit for the category
of objects thar differentially depends on thar knowledge.

In contrast, because the Domain-Specific Hypothesis assumes that object
domain is the broadest constraint on the organization of conceptual knowledge,
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Figure 10.1. Picture-naming performance over ‘animals’ and fruit/vegetables’ for patients

EW and JJ

the prediction is made that there will not be a necessary association between
a deficit for a type or modality of knowledge and a conceptual deficit
for a specific category of objects. Second, because this hypothesis assumes
that Domain-Specific constraints operate at a pre-semantic level of object
processing, the prediction is made that pre-semantic (i.e. modality-specific
input or perceptual) stages of object processing will be functionally organized
by domain.

Fact 2: When task difficulty is controlled,? almost all cases that presented
with a disproportionate deficit for living things also presented with equivalent
impairments for visual/perceptual and functional/associative knowledge. For
instance, cases EA (Barbarotto e al. 1996; Laiacona, Capitani, and Barbarotto
1997), EW (Caramazza and Shelton 1998), FM (Laiacona, Barbarotto, and
Capitani 1993), Jennifer (Samson ez /. 1998), and SB (Sheridan and Humphreys
1993) all had disproportionate semantic deficits for the category living things
compared to non-living things, but equivalent deficits to visual/perceptual and
functional/associative knowledge of living things.

This profile of impairment has also been observed in a case of develop-
mental category-specific semantic deficit. Patient Adam, studied by Farah and

3 Early reports seemed to support predictions derived from the SFT: patients were reported with
deficits for living things who were also disproportionately impaired for the visual attributes of objects
compared to functional/associative attributes (Basso, Capitani, and Laiacona 1988; Farah ez al.
1989; Silveri and Gainotti 1988). However, these studies have been criticized methodologically on
the grounds that the tasks accessing visual and functional/associative knowledge were not matched
for difficulty (see Caramazza and Shelton 1998; for a re-analysis of the published data, see Capitani
et al. 2003).
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Rabinowitz (2003), suffered a bilateral posterior cerebral artery infarction at
one day of age. When tested at the age of 16, Adam was disproportionately
impaired at naming pictures of living things (40% correct) compared to non-
living things (75% correct). The Sensory/Functional Theory predicts that
this patient should also have presented with a disproportionate impairment
for visual/perceptual knowledge compared to functional/associative know-
ledge. Contrary to this prediction, when Adam was administered semantic
probe questions investigating the integrity of visual/perceptual and function-
al/associative knowledge, the patient was at chance for both types of know-
ledge for living things (visual/perceptual =40%; functional/associative =45%
correct), while performance was within normal limits for both types of know-
ledge for nonliving things (visual/perceptual = 78%, normal range =70-90%;
functional/associative = 72%, normal range =73-92%). In other words, the
impairment for knowledge of living things observed in Adam is (a) not reducible
to an impairment for visual/perceptual knowledge” and (b) concerns all types of
knowledge of the impaired semantic domain.

Fact 3: Patients have been reported with disproportionate deficits for visu-
al/perceptual knowledge compared to functional/associative knowledge, but
equivalent impairments to living and non-living things (e.g. Lambon-Ralph
et al. 1998; Miceli et al. 2001).

The picture that emerges from this brief review of the empirical evidence is that
the basic predictions made by the original formulation of the Sensory/Functional
Theory are contrary to the facts. This conclusion implies the rejection of the
Sensory/Functional Theory as a viable theoretical framework with which to
explain the existence of category-specific semantic deficits. These same data
regarding the domains ‘living animate’ and ‘living inanimate’ are consistent with
the basic expectations of the Domain-Specific Hypothesis.

Rejecting the Sensory/Functional Theory as a causal account of the existence
of category-specific semantic deficits does not entail that one must reject all of
the individual assumptions that constitute the account. While it is clear that the
facts of category-specific semantic deficits are not consistent with the original
formulation of the Sensory/Functional Theory, it is an open question as to
whether (and if so which) individual assumptions from the theory may prove
useful in accounting for a broader range of empirical phenomena. One possibility
is that conceptual knowledge is organized by two orthogonal dimensions: Domain
and Modality (Caramazza and Mahon 2003).

Is there empirical evidence from category-specific semantic deficits motivating
the assumption that conceptual knowledge is organized by type or modality of
information as well as Domain? The answer seems to be: perhaps, but the evidence
is not very strong. One line of evidence is provided by the performance of patient
Michelangelo (Sartori and Job 1988; Sartori, Miozzo, and Job 1993; Sartori
et al. 1994). Michelangelo was disproportionately impaired for the category
‘living things’ and was also disproportionately impaired for visual/perceptual
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knowledge of living things compared to functional/associative knowledge.* This
pattern of performance could be taken to indicate that there is damage to
the category ‘living things’ within a region of conceptual space specialized for
storing/processing information about the visual properties of objects.

Patient Michelangelo also presented with a corresponding category-specific
visual agnosia for living things (a deficit in recognizing visually presented objects
despite intact elementary visual processing).> However, a number of patients who
have also been documented with having a category-specific visual agnosia for living
things had equivalent impairments to visual/perceptual and functional/associative
knowledge of living things (Capitani, Laiacona, and Barbarotto 1993; Laiacona,
Barbarotto, and Capitani 1993; Barbarotto ez al. 1995; Barbarotto, Capitani,
and Laiacona 1996; Caramazza and Shelton 1998; Lambon-Ralph ez a/. 1998;
but see Capitani ez al. 2003 for critical review).¢

This dissociation between a category-specific visual agnosia for living things
and a disproportionate impairment for visual knowledge of living things is
the basis of the argument from Michelangelo’s profile of impairment to the
inference that one constraint on the organization of conceptual knowledge
may be modality or type of information (see also Lambon-Ralph ez a/. 1998).
However, the strength of this inference is mitigated by the lack of an articulated
theory of the relationship between the ‘structural description system’ (generally
considered to be a pre-semantic, modality-specific cognitive stage) and stored
visual perceptual knowledge, which can be directly accessed through the verbal
system. In this situation it is useful to seek convergent lines of inference from
different methodologies.

There is a large body of evidence from functional neuroimaging that demon-
strates differentiation by semantic domain within cortical regions known to
process visual information about object form and motion. Items correspond-
ing to biological categories differentially activate the superior temporal sulcus
(right>left) (e.g. Chao, Haxby, and Martin 1999; Chao, Martin, and Haxby

4 This pattern of impairment is in need of confirmation, as there is some question as to whether
the materials on which this patient was tested were matched for difficulty. For critical discussion of
this case, see Capitani ez al. 2003.

5 Michelangelo was disproportionately impaired on an object decision task for living things
compared to non-living things. On this task, the patient is presented with a series of pictures,
some depicting real objects and some depicting non-existent objects; the patient’s task is simply
to decide (yes or no) on each trial whether or not the depicted object is real. Performance on an
object decision task is usually assumed to reflect whether or not there is damage to the structural
description system. The structural description system is a modality-specific input (i.e. pre-semantic)
system that stores representations of the visual form of objects (see Riddoch and Humphreys 19874;
Riddoch ez al. 1988).

6 Note analogous dissociations are observed with respect to con-specifics in face recognition:
patients can present with impairments for recognizing faces but not visually presented objects (e.g.
Newcombe, Mehta, and De Hann 1994) as well as the reverse: spared face recognition but impaired
object recognition (Moscovitch, Winocur, and Behrmann 1997; for discussion of these findings in
regard to the Domain-Specific Hypothesis, see Caramazza and Mahon 20006).
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1999; Haxby et al. 1999; Hoffman and Haxby 2000; Kanwisher, McDermott,
and Chun 1997) and the lateral fusiform gyri (Chao, Haxby, and Martin
1999), while items corresponding to non-living things differentially activate the
middle temporal gyrus (left > right) (Chao, Haxby, and Martin 1999; Martin
et al. 1996) and the medial fusiform gyri (Chao, Haxby, and Martin 1999).
Furthermore, human face stimuli, in comparison to non-face stimuli (including
animals without faces), differentially activate distinct regions of ventral temporal
cortex (e.g. Kanwisher, McDermott, and Chun 1997; Kanwisher, Stanley, and
Harris 1999; McCarthy et al. 1997). For a Domain-Specific interpretation of
these findings, see Kanwisher 2000; for an alternative interpretation see Tarr and
Gauthier 2000).7

In a recent series of studies, Beauchamp and colleagues (Beauchamp ez 2/. 2002;
2003) have demonstrated that lateral temporal cortex prefers object associated
motion whereas ventral temporal cortex is more sensitive to object associated
form and texture. In their 2002 report it was found that the superior temporal
sulcus preferred human stimuli moving in an articulated manner (e.g. jumping-
jacks) than an unarticulated manner (e.g. rotating about the center of mass). In
their 2003 report it was found that ventral temporal cortex preferred videos of
humans (lateral) and tools (medial) to point light displays of the same moving
stimuli. In contrast, lateral temporal cortex responded either more to point light
displays (superior temporal sulcus: humans) or equivalently to videos and point
light displays (middle temporal gyrus: tools). The direct contrast of point light
displays of moving humans to moving tools led to activation in superior temporal
cortex, while the reverse contrast led to activation in middle temporal cortex (see
also Grossman et 4. 2000; Grossman and Blake 2002; Kourtzi and Kanwisher
2000; Senior et al. 2000).

Perhaps the most straightforward inference to be extracted from these data
is that the ventral object processing stream does seem to exhibit the type
of functional architecture that one would expect to observe if the primary
constraint on the organization of conceptual and perceptual processing was
object domain.

2.2. The Correlated Structure Principle

To this point the focus of the discussion has been on the class of theories based
on the Neural Structure Principle, which assume the organization of conceptual
information is driven by representational constraints internal to the brain.

7 Not all investigators have been able to obtain reliable category-specific effects with functional
neuroimaging. For instance, Devlin ez 4/. (2002) did not find reliable category-specific foci of
activation for the categories ‘animals’, ‘fruit’, ‘tools’, and ‘vehicles’ after correcting alpha levels for
multiple comparisons (see also Gerlach et al. 2000). See Martin and Caramazza (2003) for critical
discussion.
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Figure 10.2. Schematic of activation patterns by semantic category in ventral and
lateral views of the human brain. Graphics provided by Alex Martin. Figure repro-
duced from Caramazza and Mahon (2006) with permission from Psychology Press
(http://www.psypress.co.uk/journals.asp)

We have argued for a Domain-Specific Framework that admits the possibility of
modality or type of information being an independent dimension of organization
of object concepts. This framework also assumes that modality-specific input
representations are: (a) functionally and neuroanatomically separable from con-
ceptual knowledge, and (b) functionally organized by object domain. Consensus
on such a Domain-Specific Framework is still forthcoming; a number of research-
ers have argued that differential effects of object category (in e.g. ventral temporal
cortex) do not reflect domain-specific object processing (e.g. Bookheimer 2002;
Gerlach ez al. 2000; Ishai e /. 1999; Martin and Chao 2001; Moor and Price
1999; Mummery et al. 1998; Perani ez al. 1995; Thompson-Schill 2003; but see
e.g. Kanwisher 2000). The received interpretation of the functional neuroima-
ging data reviewed above can be characterized as a hybrid model that combines
a variant of the Sensory/Functional Theory with assumptions in the spirit of the
Correlated Structure Principle.

Perhaps the most developed account along these lines is the Sensory/Motor
Theory of Martin and colleagues (Martin 1998; Martin, Ungerleider, and
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Haxby 2000; Martin and Chao 2001). Like the Sensory/Functional Theory,
the Sensory/Motor Theory assumes that the only endogenously determined
constraint on the organization of conceptual knowledge is modality or type of
information.® This assumption allows the theory to account for the neuroana-
tomical localization of the dissociations in activation: in other words, both living
and non-living things activate the fusiform gyrus because this area, by hypothesis,
is important in visual object processing (i.e. it is part of the neural substrate of
the so-called ‘visual modality’). However, the observation of a lateral to medial
segregation according to living versus non-living things in ventral temporal cortex
is left unaccounted for on the original formulation of the Sensory/Functional
Theory. On the Sensory/Motor Theory, these patterns of activation are explained
by assuming one implementation of the Organized Unitary Content Hypothesis
(OUCH) model first proposed by Caramazza et al. (1990): the conceptual
knowledge corresponding to things with similar shapes, or things that move in
similar ways, or things that are used for similar purposes, might cluster together
in conceptual space. ?

One aspect of the functional neuroimaging data that has been argued to
support the assumption of ‘lumpy’ conceptual space is the seemingly arbitrary
nature of the patterns of activation. For instance Ishai ez a/. (1999) observed that
‘chair’ stimuli activated an area in ventral temporal cortex lateral to that elicited
by faces. Based on this observation those authors argued that: ‘A feature-based
model can accommodate the observation that an arbitrary category such as
chairs elicited a pactern of neural activity distinct from other object categories
(i.e. faces and houses). Clearly, it would be difficult, as well as unwise, to
argue that there is a “chair area” in the brain’ (p. 196). The premise upon
which this argument rests is that a feature-based model could accommodate
the results reported by Ishai ez al. (1999). But wouldn’t a feature-based model

8 For instance, Martin, Ungerleider, and Haxby (2000) write: ‘... the features that define an
object are stored close to the primary sensory and motor areas that were active when information
about that object was acquired. Thus, the organization of semantic information parallels the
organization of the sensory and motor systems in the brain’ (p. 1023). Note that in this context,
‘defining’ should be read as both diagnostic and constitutive (for discussion of this distinction, see
e.g. Fodor and Pylyshyn 1988).

® Depending on the specific theory, such ‘lumpiness’ in conceptual/neural space may arise out of
the way in which information is processed by the perceptual system (e.g. Levy ez al. 2001), the way
in which the world is structured (e.g. Cree and McRae 2003), or both. Note however that proximity
in conceptual space and proximity in neural space are at least logically independent issues. There are an
indefinite number of ways of fleshing out the notion of proximity in conceptual space in the context
of accounting for category-specific semantic deficits; for instance, different notions are assumed
depending on the way damage to one feature is assumed to affect features that are connected to i,
the types of connections that mediate between features, and the types of features themselves that are
damaged, etc. Proximity in conceptual space does not in any way entail proximity in neural space;
the corollary of course is that observations of proximity in neural space can only very loosely (if at all
at this point in time) constrain the type of functional model one assumes in order to account for
the dynamics of system breakdown. In order to focus in this chapter on the empirical issues, we will
set this constellation of issues aside.
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face the same dilemma the Domain-Specific Hypothesis purportedly faces?
In other words, if conceptual knowledge is organized by the features that
define objects, so that the conceptual representations of objects that share
features are stored in adjacent neural areas, then why would ‘chair’ stimuli
activate an area next to an area that has previously shown disproportionate
activation for ‘animal’ stimuli? What features are shared between the conceptual
representations of exemplars from the categories ‘chairs’ and ‘animals’? Is the
claim that animals and chairs share the feature ‘legs> Would this still be the
claim if the word referring to the feature [+LEGnima] was not homonymous
with the feature [+LEGqy,]? What about the feature [+ARMjumam] and
[+ARM|g4ir)]: are these the same feature too because the word referring to each
is the same?

This criticism is a species of a more general issue that concerns theories
based on the Correlated Structure Principle that have been proposed in order to
account for category-specific semantic deficits and category-specific patterns of
neural activation. Such proposals have been claimed to be ‘more parsimonious’
than theories based on the Neural Structure Principle, since a conceptual system
is assumed with no internal organization, and all concepts are (putatively)
decomposable into a common pool of semantic features.'®

One of the primary motivations for explaining category-specific semantic
deficits and functional neuroimaging data at the level of object specific features!?
is the claim that the empirical phenomena themselves are not truly ‘categorical’
or ‘selective’. For instance, in the ventral object processing stream, the activation
elicited by a given object type (e.g. tools) is differential compared to other types
of stimuli (e.g. animals); however, in the same area that responds maximally

10 Tt should be noted that the theoretical framework developed by Tyler, Moss, and colleagues,
termed the Conceptual Structure Account, differs greatly from the Sensory/Motor Theory of Martin
and colleagues. In particular, the Conceptual Structure Account does not make the assumption
that modality or type of information is an organizing parameter of semantic memory. In fact, the
Conceptual Structure Account has been developed to the point of predicting that no category-
specific patterns of activation should be observed in the brain. The reason for this prediction
presumably follows from the way in which the framework accounts for category-specific semantic
deficits: not in terms of focal damage to a conceptual system with a ‘lumpy’ organization, but in
terms of the relative susceptibility to random damage of different types of features across different
semantic categories. For critical discussion of this proposal see Caramazza and Mahon (2003) and
Mahon and Caramazza (in prep.).

11 See also Martin, Ungerleider, and Haxby (2000, 1032): ‘... [T]hese [neuroimaging] data
suggest that the proper level of analysis for understanding semantic object representations is at the
level of features, not at the level of whole-object concepts like animals and tools (for an alternative
view, see Caramazza and Shelton, 1998) ..." Note that the Domain-Specific Hypothesis is neutral
on the issue of whether the patterns of activation reflect the activation of the ‘whole’ concept or just
one part; as discussed above, this is because the Domain-Specific Hypothesis is not incompatible
with the modality-specific assumption. If one assumes that conceptual processing is subject to
both domain and modality-specific constraints, the area observed in ventral temporal cortex to be
differentially activated for e.g. a picture of a dog would not reflect the activation of the whole
concept ‘dog’ (see also n. 9 above, and discussion in Caramazza ez al. 1990).
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to tools, animal stimuli may elicit a neural response reliably above baseline.!2
Similarly, it has been pointed out that many patients with category-specific
semantic deficits are usually not ‘normal’ in the spared category, or at floor in
the impaired category (Moss and Tyler 2003).

Thus, Correlated Structure proposals developed in an attempt to account
for category-specific effects in neuropsychology and functional neuroimaging
stress the importance of the types of features that could underlie successful
within semantic category discriminations (i.e. features that are ‘distinctive’,
‘distinguishing’, ‘defining’, etc.). Damage to such features could, by hypothesis,
underlie the impaired ability of patients with category-specific semantic deficits to
distinguish, for instance, a tiger from a lion, and activation of such features could
plausibly be what drives the patterns of category-specific activation observed in
functional neuroimaging. But such features would also (almost by definition)
be those that are not shared among concepts corresponding to objects from
different semantic categories. In fact, short of very abstract features, it is not
clear that there are any features that are shared among concepts corresponding
to objects from different domains. The implication of this is that at the level of
analysis at which Correlated Structure Theories account for the facts, there is
no representational difference between the Domain-Specific Framework and the
Correlated Structure Framework. For the same reason, the fact that category-
specific deficits and category-specific patterns of activation are observed to be
differential and not selective is not evidentially relevant to the status of Correlated
Structure Theories.

The observation that so-called category-specific effects are in fact category
differential effects has also been cast as a negative argument against the Domain-
Specific Hypothesis. Proponents of such lines of argument often champion the
‘graded’ nature of the empirical phenomena as an argument against assuming
‘discrete’ structure in the conceptual system. For instance, Moss and Tyler
(2003) write:

[Caramazza and Mahon] ... cite evidence for category/domain specific activations in a
number of imaging studies as further support for the domain-specific account. However,
the regions of interest are rarely selectively recruited by a specific domain or category;
rather different categories produce activation across many of the same regions, but
to different degrees [Haxby er 4/, 2001]. Rather than separate systems dedicated to
individual domains, this suggests that concepts within different domains place more or
less processing demands on different elements within a single system [Tyler e /., 2003] ...

12 There may be methodological limitations regarding this conclusion: many functional
neuroimaging studies first identify Regions of Interest (ROIs) that are activated by objects
from all of the categories being investigated. For instance, Chao, Haxby, and Martin (1999) first
identified ... brain regions that responded to visually presented objects ..." (p. 918) and then looked
within those areas for differential effects of object category, in this case ‘animals’ vs. ‘tools’ and
‘houses’ vs. ‘faces’. This methodological approach may be biased against the possibility of observing

patterns of activation that are ‘selective’. (For further discussion, see Joseph 2001.)
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So-called ‘graded’ or differential effects in experimental psychology are not new,
and neither are inferences from ‘graded’ effects to discrete structure. Consider as
an example 4/l empirical work based on reaction and response times. So why is
functional neuroimaging any different? Without any arguments to the contrary,
it is not. Regardless, it is also known that in neuropsychological and functional
neuroimaging studies of category-specificity, it is possible to observe ‘selective’
patterns of impairment or activation. Recall the above discussion of patient EW,
who presented with a category-specific semantic deficit for living animate things
but normal performance for artifacts and fruit and vegetables. Similarly ‘selective’
effects have been observed in functional neuroimaging.

In a recent study by Martin and Weisberg (2003) participants viewed three
types of computer-animated displays, all consisting of the same geometric
shapes, but differing in the type of motion in which the shapes were engaged
(for discussion of such stimuli see Heider and Simmel 1944; Scholl and
Tremoulet 2000). The geometric shapes could be (a) moving as biological entities
(e.g. chasing, playing a game; ‘biological motion’ condition); (b) moving as
mechanical entities (e.g. cue balls, bowling balls; ‘mechanical motion’ condition);
or (¢) moving randomly (‘random motion’ condition). It was observed that
superior temporal regions responded more to the ‘biological motion’ condition,
while the middle temporal gyrus responded more to the ‘mechanical motion’
condition, indicating that the corresponding neural regions for processing motion
were engaged by these stimuli. More striking were the findings in ventral temporal
cortex: lateral temporal areas responded more to the ‘biological motion’ condition
while medial regions responded more to the ‘mechanical motion’ condition.
Given that ventral temporal regions are most responsive to object form and
texture (e.g. Beauchamp ez 2/. 2003), and given that object form and texture were
exactly the same between the ‘biological’ and ‘mechanical’ motion conditions,
these data suggest that the activation observed in ventral temporal areas can
be driven by higher-order interpretations of the semantic domain to which the
geometric shapes belong, and not by object-specific features. Furthermore, the
activation observed in lateral and ventral temporal areas by Martin and Weisberg
was not only differential for one type of stimulus (e.g. biological) compared to
the other (i.e. mechanical): when an area in ventral temporal cortex responded
to one type of stimulus (biological or mechanical motion) it did not respond to
the other type of stimulus more than to the random-movement baseline.!3

The weight of the empirical evidence that has been reviewed suggests that
the first-order constraint on the organization of conceptual knowledge is object
domain. Theories based on the Correlated Structure Principle such as the

13 This was the case bilaterally in ventral temporal cortex, in the right superior temporal
sulcus (social>mechanical) and in the left middle temporal gyrus (mechanical>social). Activation
associated with social motion was also found in the amygdala and ventromedial prefrontal cortex
(Martin and Weisberg 2003; see also Castelli ez al. 2000; Castelli e al. 2002; for discussion, see
Caramazza and Mahon 2006).
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Sensory/Motor Theory of Martin and colleagues do not necessarily differ from
a Domain-Specific Framework in terms of the content of what is repres-
ented in a given neural area in the normally functioning brain. However,
there is a sharp difference in how that information came to be so organ-
ized and represented. Whereas the Sensory/Motor Theory is committed to
the view that the resulting organization is not driven by innately determ-
ined representational constraints, one of the Domain-Specific Hypothesis™ basic
assumptions is that innate constraints strongly shape the organization of con-
ceptual knowledge in the brain. Thus, while the Sensory/Motor Theory and
the Domain-Specific Hypothesis may be difficult to disentangle in the normally
functioning adult system, there are circumstances in which unique predictions
can be generated. For instance, the Domain-Specific Hypothesis uniquely pre-
dicts that the organization of various higher-order visual areas (e.g. in ventral
temporal cortex) will be relatively invariant to the presence or absence of
visual input.

Similarly, developmental and comparative work with non-human primates will
play an important role in adjudicating between theories. There is some difference,
however, in the way in which different authors use the term ‘Domain-Specific’
(e.g. see discussion in this volume by Mandler and by Hauser and Santos). Not
all authors who advocate a Domain-Specific view commit themselves to the
assumption that objects must be categorized or assigned to a given domain at
a pre-semantic level (e.g. Hauser and Santos, this volume). Furthermore, some
authors partial to the Domain-Specific Hypothesis do not commit themselves
to the claim that a Domain-Specific organization is innately determined (e.g.
Kanwisher 2000). One reason for these differences may have to do with the
types of evidential criteria emphasized by various theorists. Our claim is that
what makes a given cognitive process Domain-Specific is not so much the
content of what is represented, but the types of things in the world by which
the process is triggered. Of course, for the most part, the content of what is
represented will be congruent with the types of things by which the process
is triggered. However, if the criterion for Domain-Specificity is the content
of what is represented by a given system, the notion of Domain-Specificity
is in risk of being trivialized. For instance, if representational content is the
criterion for Domain-Specificity, than one could describe the Sensory/Motor
Theory of Martin and colleagues as a ‘Domain-Specific’ view, since there will
be, by hypothesis, areas of conceptual space that represent information about a
given ‘domain’ of objects. On the other hand, if one assumes that pre-semantic
object recognition processes are organized by Domain-Specific constraints, the
criterion for identifying a given cognitive process as Domain-Specific must be
the class of objects that trigger the process in question (see also discussion
of ‘input analyzers’ by Kelemen and Carey, this volume). It seems to us that
only on this reading of Domain-Specificity can a coherent story be told of,
for instance, the observation that animated geometric shapes can selectively
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recruit (by hypothesis) Domain-Specific object recognition processes (Martin
and Weisberg 2003).

Assumptions must also be made about the type of representational content
that is innate, and which allows a given process to become ‘locked’ to the
right category of objects in the world (i.e. a triggering mechanism). The present
claim is not that individual object concepts are given innately, but that general
properties that are more or less common to exemplars from a given domain
are innately represented (see also discussions of ‘core knowledge’ in Hauser and
Santos and Kelemen and Carey, both this volume). For instance, living animate
things move in an articulated way, and there may be a triggering mechanism
that is initially sensitive to articulated motion (for discussion in the context
of the Sensory/Motor Theory, see Beauchamp ez al. 2003).14 In other words,
stimuli from different domains differ in terms of the computational process that
those stimuli require in order to be processed. The present hypothesis is that the
conceptual system in humans is innately prepared to carry out such ‘eccentric’
computations. In this regard, the combination of developmental psychology and
neuropsychology offers promising directions for isolating the contribution of
experience to the organization of the normally functioning adult system.

3. CLUES ABOUT THE REPRESENTATION
OF CONCEPTUAL KNOWLEDGE

One of the issues that could not be resolved above was whether there are in fact
category-specific visual agnosias. The resolution of this issue is important because
such a pattern of impairment would be predicted by one instantiation of the
view that conceptual knowledge is not exhausted by the information represented
in perceptual (or modality-specific input) systems. One reason why this issue was
not resolvable was because there does not exist an articulated theory of the relation
between the structural description system and conceptual knowledge about the
visual properties of objects. However, in respect of the category ‘manipulable
artifacts’ there do exist articulated and empirically tractable proposals about the
relation between modality-specific representations coding the ways in which
objects are manipulated and conceptual knowledge of manipulable objects (e.g.

Rothi, Ochipa, and Heilman 1991; Martin et al. 2000).

14 The earliest discriminations made by infants concern differences such as ‘living animate’ versus
‘artifact’, but not e.g. ‘dog’ versus ‘cat’ (Mandler, this volume). It seems that these developmental
data suggest that #f" indeed there are Domain-Specific Processes coming on line in the developmental
studies reviewed by Mandler (this volume; see also Kelemen and Carey, this volume) these processes,
when first observable, cut as fine as superordinate categories (see also Kelemen and Carey, this
volume, for discussion). (For discussion of the Domain-Specific Hypothesis in developmental
psychology and comparative work with non-human primates, see e.g. Carey 2000; Carey and
Markman 1999; Keil 1989; Santos and Caramazza 2002; Santos, Hauser, and Spelke 20024;
Spelke 1994.)
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A working assumption that we have adopted in this paper is that conceptual
knowledge is constituted by that information which mediates between modality-
specific input representations and the task-determined modality-specific output
representations. With respect to conceptual knowledge of manipulable artifacts,
we would assume that conceptual knowledge of manipulable objects is function-
ally dissociable from representations that encode the motor movements associated
with the uses of such objects. For the rest of the chapter we focus on an evaluation
of this assumption.

One class of theoretical positions about the representation of conceptual
content is based on the assumption that the features over which conceptual
knowledge of tools is distributed are the same (modality-specific input/output)
features that are active when tools are being used. This assumption has been
developed most clearly in the context of the Sensory/Motor Theory of Martin
and colleagues (Martin ez a/. 2000; sce also Allport 1985).15 It is important to
distinguish the Sensory/Motor Theory of Martin and colleagues from a closely
related proposal termed the Simulationist Theory (e.g. Gallese and Goldman,
1998; Barsalou ez /. 2003). The difference between the Sensory/Motor Theory
and the Simulationist Framework is that the Sensory/Motor Theory is not
committed to the claim that the same representation underlies production and
recognition. Thus, the observation of a dissociation between the ability to use
objects and the ability to recognize the correct gestures associated with the
use of objects is contrary to the Simulationist Framework, but not the Sens-
ory/Motor Theory (for review of the clinical evidence, see e.g. Rothi, Ochipa,
and Heilman 1991; Cubelli ez a/. 2000; Johnson-Frey 2004). Here we review
the main empirical findings that have motivated the assumption that concep-
tual knowledge is grounded in modality-specific input/output representations
and generate empirical predictions that are tractable with neuropsychological
data.

15 For instance, Martin, Ungerleider, and Haxby (2000, 1028) write: ... [TThe position proposed
here is that the information about object function needed to support tool recognition and naming
is information about the patterns of visual motion and patterns of motor movements associated
with the actual use of the object’ [emphasis added]. Note the similarity between the Sensory/Motor
Theory of object recognition and the Motor Theory of speech perception (e.g. Liberman ez al.
1967): both theories assume that information required for production (i.e. motor engrams for using
tools or producing speech sounds) must be retrieved in the course of successful recognition (of tools
or speech sounds, respectively). See also Allport (1985, 53): “The essential idea is that the same neural
elements that are involved in coding the sensory attributes of a (possibly unknown) object presented
to eye or ear also make up the elements of the auto-associated activity patterns that represent familiar
object-concepts in “semantic memory”.” Hauser and Santos (this volume) discuss a similar proposal
under the heading of the ‘affordances perspective’. The basic assumption of this view is that all
knowledge of tools is represented in terms of physical features. ‘Our representation of a hammer-like
object simply consists of a mapping between certain perceptual features (e.g. smoothness, hardness)
and certain functional possibilities (e.g. graspability, poundability)’ (p. 271). In the context of the
Sensory/Motor Theory, it would (presumably) be assumed that such ‘functional possibilities’ will
be represented by modality-specific output representations coding the ways in which objects are
manipulated.
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The claim that information required to use manipulable objects grounds
conceptual knowledge of such objects has been motivated primarily by results
from functional neuroimaging. Above we reviewed imaging data indicating that
the middle temporal gyrus responds more to artifacts than to living things, and
also prefers mechanical motion to biological motion (e.g. Beauchamp ez a/. 2002;
2003; Chao, Haxby, and Martin 1999; Martin ez al. 1996; Martin and Weisberg
2003; Moore and Price 1999; Mummery et al. 1998; Perani et al. 1999, Exp. 2).
Martin and colleagues point out that this area in the left middle temporal gyrus
is at most 8 mm away from an area assumed to store information about object
movement (e.g. Corbetta et al. 1990).16

Another well-documented finding is that left premotor cortex is differentially
activated when subjects perform various tasks over tool stimuli compared to
non-manipulable stimuli (e.g. animals, houses) (e.g. Chao and Martin, 2000;
Chao, Weisberg, and Martin 2002; Gerlach ez a/. 2000; Gerlach er al. 2002;
Grabowski, Damasio, and Damasio 1998; Martin ez al. 1996; for review see
Grezes and Decety 2001; Martin and Chao 2001; see Gallese and Goldman
(1998) for review of comparative work in the monkey model). The area activated
in the left premotor cortex is activated when subjects are asked to imagine
grasping objects, but not to actually do so (Decety ef al. 1994).

However, there are also functional neuroimaging data that would seem to be
at variance with the assumption that premotor activation is a necessary step in
object recognition. Johnson-Frey ez al. (2003) found greater activation in inferior
frontal regions (precentral and inferior frontal gyri, bilaterally) for photographs
of a hand grasping an object compared to photographs of a hand touching the
same objects. This activation remained when the objects were non-tools (i.e.
novel shapes) and when the hand was grasping the object in a way that would
not serve the function of the object (see also recent work by Kellenbach, Brett,
and Patterson 2003; Phillips ez a/. 2002).

In order to generate empirical predictions from the Sensory/Motor Theory, we
must first be clear about what is meant by ‘information about the visual motion
and patterns of motor movements associated with the actual use of the object’. We
reason as follows: since modality-specific input/output representations and con-
ceptual knowledge are distributed over the same features, this information must
be modality-specific. Following conventions in the literature regarding modality-
specific representations encoding information about how to use objects, we refer
to such representations as ‘sensorimotor representations’. Two straightforward
empirical predictions follow from the basic assumptions of the Sensory/Motor

Theory: (1) a deficit for conceptual knowledge of manipulable artifacts will be

16 This area is also just posterior to an area activated when subjects generate action words to
pictures of objects (e.g. Martin ez al. 1995). It should be noted that, in English, tool stimuli differ
from animal stimuli in that the names of the former are often homonymous with verbs, whereas the
names of the latter are almost never homonymous with verbs. We are not aware of whether or not
these two dimensions have been explicitly separated within a single experiment.
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associated with damage to modality-specific input/output representations (i.e. sensor-
imotor knowledge); and (2) damage to sensorimotor representations will necessarily
be associated with a deficir for conceptual knowledge of manipulable artifacrs.\7
Note that the structure of these predictions, and the empirical arguments to
be developed below, parallel the above evaluation of the Sensory/Functional
Theory.18

3.1. Empirical evaluation of prediction 1: a deficit for conceptual
knowledge of manipulable artifacts will be associated with damage
to modality-specific input/output representations (i.e. sensorimotor

knowledge)

Consider the performance of patients FB (Sirigu, Duhamel, and Poncet 1991)
and DM (Buxbaum, Schwartz, and Carew 1997), who could indicate the correct
use associated with an object despite being impaired for conceptual knowledge
of manipulable objects. For example, when FB was asked to verbally provide
both functional information (what an object is used for) and manipulation
information (how an object is used) in response to a safety pin (presented
visually), he responded: ‘You open on one side, stick something on it, close it,
and it stays in. I can tell you how it works, but I don’t see its exact use. I don’t
think I have seen one like this before, it is not a very common object’ (Sirigu ez
al. 1991, 2555). It seems, from this example, that the patient has knowledge of
how a safety pin is used, but no knowledge of what it might be used for.

17 One question that arises is whether 4// of the motor movements associated with a given
tool, in all of the varieties in which that tool can be instantiated, must be activated in order to
recognize the tool. For instance, in the course of recognizing a screwdriver, are the motor movements
associated with using an electric screwdriver activated as well? If not, then why not? If only the
motor movements associated with the particular instantiation of the tool at hand are activated,
then this seems to presuppose that the tool has already been identified. Would a patient with a
deficit for tools, who cannot recognize or use a manually operated screwdriver, be able to use an
electric screwdriver? These considerations cease to be trivial if one is to take seriously the claim
that sensorimotor knowledge figures prominently (i.e. necessarily) in the ability to recognize/name
manipulable objects.

18 We have chosen to interpret the Sensory/Motor Theory in its strongest form. The reason
for this is straightforward: it is not clear in what ways the theory might be ‘weakened’ while
remaining empirically distinguishable from other theoretical alternatives. For instance, a weaker
version of the theory might propose to combine a unitary-amodal account of semantic memory
with the assumption that different types of knowledge are differentially important for different
categories of objects. (See Plaut 2002 for a computational simulation that can be taken as an
existence proof of these assumptions, although the author proposes an interpretation in terms of
graded modality-specific specialization of semantic memory; see Caramazza and Mahon (2006) for
discussion.) At this point, however, the theory would be indistinguishable from an amodal account
of semantic memory in which there is a privileged relationship between the semantic representations
of a certain class of objects and the information contained in a certain type of modality-specific
input or output representation (for discussion, see Caramazza e al. 1990; we thank Laurel Buxbaum
(personal communication) for raising this issue).
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Similarly, patient DM presented with impaired conceptual knowledge of
objects but relatively intact ability to use objects. For instance, on a function
matching test, the patient was asked to match two pictures out of three which are
used for similar purposes (e.g. given pictures of a ‘can opener’, a ‘hand mixer’,
and an ‘electric mixer’, the latter two would be the correct choice). The unrelated
foil on this task was always visually similar to one of the two target items, and on
many trials all three items were associated (e.g. in the above example, all of the
items are found in a kitchen). DM’s performance was impaired on this task (61%;
22/36) compared to normal control subjects (94%; 34/36; range: 29—36/30).
In contrast, DM’s performance was flawless on a task in which real objects
were presented in both the visual and tactile modalities and the patient was
asked to demonstrate the correct use associated with the object. Crucially, DM’s
performance was also very good (91%; 10/11) at demonstrating the correct use
associated with objects when they were presented only in the visual modality (and
the patient was not allowed to touch them). This last result indicates that visual
information alone was sufficient to support relatively unimpaired performance
on a task requiring objects to be used, but the same information (provided in
pictures) was not sufficient to support performance on a function matching task.

The performance of patients FB and DM indicates that (1) there is a disso-
ciation between functional knowledge (what an object is for) and manipulation
knowledge (how an object is used); and (2) it is possible to observe, within the
same patient, a conceptual impairment for tools without an associated impair-
ment in using tools. These data would seem to indicate that it cannot be the
case that conceptual knowledge of tools is distributed over the same features as
knowledge of how tools are used, since these patients could access knowledge of
how tools are used but were impaired at accessing conceptual knowledge about
tools. However, the strength of this conclusion is mitigated by the alternative
hypothesis that patients such as FB and DM are succeeding on object-use tests
through general mechanical problem-solving abilities and not through access-
ing stored representations of the correct gestures associated with objects (e.g.
Goldenberg and Hagmann 1998; Hodges, Spatt, and Patterson 1999; Hodges
et al. 2000).1° This alternative possibility raises an important theoretical ques-
tion: on the assumption that part of the conceptual representation of a tool
includes knowledge of how to use that tool, a distinction is required between
the semantic system szoring such information and the semantic system reading

19 In the case of FB, support for this alternative hypothesis is provided by the fact that on an
object decision task, the patient accepted non-objects that were not functionally anomalous as real
objects, suggesting that the patient was not accessing stored representations but making judgments
based on the extraction of object properties. Furthermore, neither FB nor DM were tested on a
novel tool use task, which is generally regarded as informative of a patient’s ability to infer the
function of a tool from its physical structure. Finally, it could also be noted that neither FB nor
DM had lesions extending into the parietal lobes, and that parietal lobe lesions have been associated
with impairments in novel tools selection tasks (Goldenberg and Hagmann 1998).
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this information from sensorimotor engrams (see e.g. Buxbaum, Veramonti, and
Schwartz 2000 and Sirigu ef al. 1991, for discussion). That is, how might we
distinguish between the semantic system storing the information that a hammer
is used by swinging the hand in an arc from the semantic system retrieving
this information by reading a modality-specific sensorimotor engram? It is the
burden of those theories for which knowledge of the ways in which objects are
manipulated figures critically in the conceptual representations of those objects
to give a principled account of how these two possibilities might be empirically
distinguished.

3.2. Empirical evaluation of prediction 2: damage to sensorimotor
representations will necessarily be associated with a deficit
for conceptual knowledge of manipulable artifacts

We turn now to the second, and determining, prediction made by the Sens-
ory/Motor Theory: there cannot be patients who are impaired at using tools
but who can access intact conceptual information about tools and/or identi-
fy/name tools. If there were to be a patient whose performance was contrary to
this prediction, then we could conclude that it is not the case that conceptual
knowledge of artifacts is distributed over the same features that constitute sen-
sorimotor knowledge. In fact, there are now a number of reports of patients with
impairments for using objects, but spared recognition/identification (Buxbaum,
Veramonti, and Schwartz 2000; Buxbaum and Saffran 2002; Buxbaum ez 4/.
2003; Cubelli ez /. 2000; Hodges, Spatt, and Patterson 1999; Montomura
and Yamadori 1994; Moreaud, Charnallet, and Pellat 1998; Ochipa, Rothi, and
Heilman 1989; Rosci et 2. 2003; Rumiati ez 2/. 2001; for discussion see Dumont,
Ska, and Joanette 2000; Hodges er a/. 2000; for a comprehensive review see
Johnson-Frey 2004).

For instance Ochipa, Rothi, and Heilman (1989) report the performance
of a patient who was relatively unimpaired at naming tools (17/20 correct) as
well as pointing them out when given their name (19/20). However, he was
severely impaired at (a) pointing to a correct tool when given its function (7/20);
(b) verbally describing the function of a visually presented tool (3/20); (c) pan-
tomiming the use of a tool to a verbal command (0/20); and (d) demonstrating
tool use when holding a tool (2/20). Crucially, the same twenty tools were used
for all tasks with this patient, and yet the patient was able to name and identify
tools but was not able to use them or identify them based on their function.20

20 The patient reported by Ochipa, Rothi, and Heilamn (1989) was also impaired at imitating
symbolic gestures (4/20); symbolic gestures are learned manual movements, such as making the
‘peace sign’ or the ‘hitch-hiking fist’. Based on this deficit for symbolic gestures, it might be argued
that the patient had an uninteresting production deficit which did not compromise sensorimotor
representations. However, the patient reported by Montomura and Yamadori (1994) was unimpaired
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Figure 10.3. Tool use and tool naming data from Ochipa ez a/. 1989

The performance of the patient reported by Ochipa and colleagues (1989)
seems to indicate that the ability to recognize/name objects does not require
that either functional knowledge (what an object is used for) or manipulation
knowledge (how an object is used) must be intact and/or accessible. However,
it might be argued that it has not been demonstrated that the patient reported
by Ochipa and colleagues (1989) had damage to stored knowledge of how
tools are used. Specifically, it might be argued that this patient was impaired
at producing the correct actions associated with a tool, but the patent was
nevertheless able to access stored knowledge of the movements associated with
objects in order to succeed at naming tasks; this position entails the hypothesis
that the damage in Ochipa and colleagues’ patient was to the connections
between sensorimotor engrams and the production system. A similar position
has been advanced by Buxbaum, Veramonti, and Schwartz (2000) to distinguish
between what the authors term ‘central’ and ‘peripheral’ apraxics: central apraxics
can neither recognize nor produce gestures, while peripheral apraxics are only
impaired at producing the correct gestures associated with objects. It is assumed
that central apraxics have damage to sensorimotor representations themselves,
while peripheral apraxics have damage to the connections between sensorimotor

at making symbolic gestures to command, imitating symbolic gestures, pantomiming tool use to
command, and pantomiming tool use to imitation, indicating that the inability of the patient to use
the same tools correctly cannot be dismissed in terms of a ‘general’ motor deficit. This patient was
impaired at imitating and pantomiming to command ‘meaningless’ gestures (i.e. manual gestures
that do not have a conventional meaning). This pattern of performance suggests damage to a
mechanism for directly converting observed hand movements to motor output, without accessing
stored representations of what those movements mean; see Cubelli e# 2/. (2000) and Rothi, Ochipa,
and Heilman (1991) for discussion.
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representations and the production system (but see above distinction between
the Sensory/Motor Theory and the Simulationist Framework). The question is:
are there patients with impairments in both recognizing and producing gestures
who can nevertheless access intact semantic information about objects?

Patient WC (Buxbaum, Veramonte, and Schwartz 2000) presented with
an impairment to knowledge of how objects are manipulated but perfect
performance on a number of tasks requiring access to conceptual knowledge
of objects. For instance, WC was impaired at choosing the correct object out
of four to match an observed gesture, indicating an impairment in recognizing
gestures (80%; control mean 97%). WC was also impaired in using actual
objects presented in the visual and tactile modalities, indicating an impairment
in producing the correct gestures associated with an object (73%; control mean
99%). The combination of a deficit in both gesture production and recognition
indicates that there is damage to stored sensorimotor representations of the correct
gestures associated with objects (Buxbaum, Veramont, and Schwartz 2000). Even
more demonstrative that the impairment in WC was to the knowledge (per se)
of how to manipulate objects is the patient’s contrasting performance on picture-
matching tasks requiring objects to be matched based on either their function or
their manner of manipulation. In this task, the patient is presented with three
pictures and must choose the two that are most similar. In the ‘manipulation’
condition, all three items on a given trial differ in terms of their function, while
two of the three are similar in their manner of manipulation (e.g. given pictures
of a ‘piano’, ‘typewriter’, and ‘stove’, the correct response would be to choose
‘piano’ and ‘typewriter’). For this manipulation condition, WC was severely
impaired (50%; control mean 96%). Contrastively, for the function condition,
all three items on a given trial differ in their manner of manipulation, and the
patient must pick the two pictures out of three that have similar functions (e.g.
given ‘radio’, ‘record player’, and ‘telephone’, the correct response would be to
select ‘radio’ and ‘record player’). WC was at ceiling (100%) on this task. WC
was also administered semantic probe questions testing his knowledge of specific
conceptual properties of tools. For instance, given a picture of a knife, the patient
might be asked: ‘Is it used for tightening or for cutting? WC was at ceiling
(100% correct) for answering semantic probe questions about tools.

3.3. Refuting the Sensory/Motor Theory

A final aspect of WC’s profile should be noted: WC presented with severe
anomia (i.e. an impairment in naming). This aspect of the patient’s performance
seems to indicate, at least at first glance, that an impairment to knowledge
of how to use objects is associated with a naming deficit. However, we know
from the performance of the patient reported by Ochipa and colleagues (see
Fig. 10.3) that this association of impairments is not necessary. Regardless, even
setting aside Ochipa and colleagues’ patient, the association of anomia and an



180 B. Z. Mabon & A. Caramazza

impairment for using tools is not relevant to an evaluation of the assumption that
conceptual knowledge of tools is distributed over modality-specific sensorimotor
representations.?! It is this assumption that is under evaluation.

Patient WC was at ceiling on several tasks requiring access to conceptual
knowledge of tools and at the same time impaired for knowledge of how to use
tools. On the assumption that WC had damage to sensorimotor representations
that store information about the ways in which objects are used, it would not
be possible, given the assumptions of the Sensory/Motor Theory, to account
for the ceiling performance of this patient on several tasks requiring access to
conceptual knowledge.2? Furthermore, recall that the Sensory/Motor Theory
also appealed to knowledge of the visual movements associated with using tools:
the performance of WC speaks to this assumption as well, as the patient was
impaired at recognizing the correct gestures associated with the use of tools. The
performance of patient WC refutes the hypothesis that conceptual knowledge of
manipulable objects is distributed over the same modality-specific representations
that are active when such objects are being used. Our conclusion is 7ot that
conceptual knowledge of artifacts does not include knowledge of the ways in
which artifacts are used. Rather, we have been arguing against the claim, in the
terms in which it has been proposed, that conceptual knowledge of artifacts is
distributed over modality-specific sensorimotor representations.

One possible counterargument to our conclusion is the following: it might
be argued that while WC had damage to sensorimotor representations, this
damage was not so extensive as to cause a deficit for the conceptual knowledge
that is distributed over these representations. There is an empirical argument
against this: if there were patients with disproportionate conceptual deficits for
artifacts compared to other categories of objects, then we could infer (based
on the Sensory/Motor Theory) that these patients must also have presented
with disproportionate deficits for the type of conceptual knowledge that is
hypothesized to be distributed over sensorimotor representations. Specifically,
the prediction is the same as is made by the original formulation of the
Sensory/Functional Theory: patients with disproportionate deficits for artifacts
will also have disproportionate deficits for functional/associative knowledge

21 Data are not reported on WC’s naming performance by semantic category. However, on a
triplet matching task, the patient was presented with three words, and had to choose the two that
were most semantically similar (e.g. given ‘hammer’, ‘mallet’, and ‘saw’, the correct answer would
be ‘hammer’ and ‘mallet’). Contrary to what would be predicted by the Sensory/Motor Theory,
WC’s performance on this test was actually slightly bezzer for tool triplets (94%) than for animal
triplets (83%).

22 Another task administered to WC investigated whether he could choose the correct object
corresponding to a given tool. For instance, when presented with a hammer, WC had to choose
between a nail and screw as the correct object to use with a hammer. WC was just below ceiling on
this task (96%); however, when WC was asked to demonstrate the use of the same tools on the same
objects that the patient had just selected, the patient was severely impaired (58%). For instance, on
the trial with a hammer and nail, after selecting the nail, WC grasped the hammer at the wrong end
and pounded the nail with the hammer’s handle.
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compared to visual/perceptual knowledge. Contrary to this prediction is the
performance of patients PL (Laiacona and Capitani 2001), CN98 (Gaillard
et al. 1998) and ES (Moss and Tyler 1997; 2000). These patients presented with
disproportionate deficits for artifacts, but equivalent impairments for perceptual
and functional/associative knowledge of artifacts. Furthermore, the structural
description system was spared in patient PL, indicating that the impairment
to visual/perceptual knowledge of non-living things was not an artifact of hav-
ing damage to the structural descriptions of those objects. Even more striking
is the performance of patient IW (Lambon-Ralph er 2l 1998), who presen-
ted with a disproportionate (albeit small) impairment for non-living things
compared to living things (33% and 42% respectively). In direct contrast to
what would be expected by the assumption that functional/associative know-
ledge is needed to support correct recognition/naming of artifacts, this patient
was disproportionately impaired for visual/perceptual knowledge compared to
functional/associative knowledge for both living and non-living things.

One way in which the Sensory/Motor Theory might be modified in an attempt
to account for the neuropsychological evidence that has been reviewed would
be to drop the assumption that conceptual knowledge of manipulable artifacts
is distributed over the same representations that are active when such objects
are being used. In other words, it could be that sensorimotor knowledge is
functionally dissociable from conceptual knowledge, but that such knowledge
is nevertheless required to perform correctly on naming and recognition tasks.
Note that the revised Sensory/Motor Theory must assume that knowledge of the
ways in which objects are used is required, or at least differentially important, for
recognizing tools; if the theory does not assume sensorimotor knowledge is (at
least) differentially important for recognizing/naming tools, then it would not
have provided an explanatory account of the cause of category-specific semantic
deficits for non-living things.

However, even on the basis of the neuropsychological evidence that has already
been reviewed, it is clear that revising the Sensory/Motor Theory in this way
will not be sufficient to save the theory. For instance, if knowledge of the ways
in which objects are manipulated is required (or differentially important) in
order to recognize/name objects, then one cannot account for the performance
of the patient reported by Ochipa, Rothi, and Heilman (1989). Recall that
this patient was relatively unimpaired at naming tools (17/20 correct) but was
severely impaired at demonstrating the use of the same tools (2/20 correct) (see
Fig. 10.3).

Another version of the Sensory/Motor Theory stresses the contexts in which
different types of information are recruited:

Consistent with the notion of ‘privileged access” to various kinds of stored information
(e.g., sensorimotor versus verbal/propositional) according to the modality of the task
(e.g., action versus verbal), it may be that on naturalistic action tasks, manipulation nodes
for objects are the most strongly and rapidly activated, whereas on verbal tasks concerned
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with man-made objects, function nodes receive greater and/or more rapid activation.
The hypothesized privileged role of manipulation knowledge in naturalistic action may
explain why JD [reported in Buxbaum, Veramanti, and Schwartz 2000] and WC are
unable to use their relatively intact function knowledge to prevent object misuse errors in
naturalistic action. (Buxbaum, Veramonti, and Schwartz 2000, 94)

It is not clear what work the notion of ‘privileged access’ could be doing, unless
the proposal is that there is an amodal semantic system. In other words, if
the semantic system is assumed to be modality-specific, then there would be
no need for the assumption of a privileged relationship between a certain type
of semantic information and a certain type of modality-specific input/output
representation, since the semantic representations themselves would already be
modality-specific. However, if an amodal semantic system is assumed, then this
is not a ‘weaker’ version of the Sensory/Motor Theory, but rather an amodal
account of the organization of semantic knowledge that stresses the importance
of different types of semantic information as a function of task demands (sce e.g.
Caramazza et al. 1990).23

In this section we have critically evaluated two assumptions: first, we have
shown that the assumption that conceptual knowledge of manipulable artifacts
is distributed over modality-specific sensorimotor representations is contrary to
the performance of various apraxic patients. Second, we have shown that the
(weaker) assumption that in order to identify/name tools information about their
use must be accessible is contrary to the performance of patients such as the one
reported by Ochipa, Rothi, and Heilman (1989). What we are left with then
are data from functional neuroimaging and neuropsychology but no theoretical
framework within which to interpret these findings. Specifically, two facts must
be explained: (1) the functional autonomy of conceptual knowledge of tools from
sensorimotor representations; and (2) the functional autonomy of conceptual
knowledge of artifacts from conceptual knowledge of living things. In the next
section we consider what a Domain-Specific interpretation of these data might

look like.

3.4. The Domain-Specific Hypothesis and the category of tools

The functional neuroimaging data reviewed above demonstrate that ‘tool’ stimuli
compared to ‘animal’ stimuli differentially activate left premotor cortex, the left
middle temporal gyri, and the medial fusiform gyri bilaterally. How does one
interpret these findings? Consider the following thought experiment. While
subjects are naming pictures of ‘tools’ and ‘animals’, the activation of spinal cells
is recorded. Specifically, recordings are made of the activation of nerve cells that
innervate muscles in the hand and arm, and which are normally activated in the

23 We are grateful to Laurel Buxbaum (personal communication) for bringing these issues to our
attention.



Living Kinds and Artifacts 183

course of using a tool. Imagine it is found that these nerve cells are activated
when subjects name pictures of ‘tools’ more so than when they name pictures of
‘animals’. Would we want to make the claim that conceptual knowledge of tools
is stored (even in part) in spinal nerve cells? Would we even want to argue for
the (seemingly weaker) claim that in order to name and/or recognize tools, the
‘information’ ‘represented by’ these spinal neurons (be it conceptual or not) must
be activated? The thrust of reductio arguments of this type is that not everything
that is (differentially) activated in the course of completing a conceptual task is
conceptual, and not everything that is activated needs to be activated. It seems
quite plausible that, while different tasks may reguire access to different types
of information, it very well may be the case that in the course of completing
different tasks (e.g. sitting on a chair, naming a chair) the same information is
activated.

This type of an approach would seem a better fit to otherwise aberrant findings
in the functional neuroimaging literature. For instance, Moore and Price (1999)
found that fruit and tool stimuli both activated a common area in posterior
sensory cortex near the junction of the intraparietal cortex. This area has been
shown to be activated in tasks requiring subjects to reach for objects (Binkofski
et al. 1998; Johnson et al. 1996; for review and discussion, see Bookheimer 2002;
Johnson-Frey 2004). Thus, we might conclude that information about how to
grasp objects is activated when subjects perform naming or matching tasks over
graspable objects. However, would we want to conclude that in order to (for
instance) name or match pictures of fruit, this information must be activated? If
we would not want to make the claim for fruit, then why make it for tools?

The thrust of the reductio argument outlined above is not intended to be that
motor cortex activation in the course of observing manipulable objects is purely
ancillary and/or inconsequential. It seems likely that such motor information
does play some role in how we think about and understand manipulable objects.
Our point is rather to highlight the way in which activation evidence can be
balanced against evidence from cognitive neuropsychology. Consider what a
neuropsychological patient who has an impairment for using objects might be
able to understand about those objects. As was reviewed above, such patients
can succeed on a range of tasks requiring retrieval of conceptual knowledge
(e.g. naming, etc.). This does not mean, however, that future research will not
demonstrate that there are fine shades of understanding that are disturbed in
such patients. Here we might suggest the possibility that the situation with
such apraxic patients is akin to observing a photograph in black and white
as opposed to in color. The black-and-white photograph preserves all of the
structural and relational information contained in the color photograph. Perhaps
the ‘conceptual’ tasks that have to date been administrated to apraxic patients
have only queried such ‘structural and relational’ information.

The functional neuroimaging and neuropsychological data that have been
discussed resonate with the view that the organization of conceptual knowledge



184 B. Z. Mabon & A. Caramazza

of tools is determined by Domain-Specific constraints. The neuropsychological
data indicate that a deficit for artifacts is not necessarily associated with a
disproportionate deficit to a type or modality of knowledge. The data from
functional neuroimaging indicate that ‘tool” stimuli differentially activate an area
in the ventral object processing system, in line with the proposal that conceptual
knowledge is organized by object domain within any given neuroanatomically
defined modality. Furthermore, the fact that ‘tool’ stimuli compared to ‘animal’
stimuli differentially activate left premotor cortex is compatible with the view
that information is organized by domain even at a relatively low (i.e. modality-
specific) level of representation. In other words, 7 one assumed that conceptual
knowledge of tools is subject to Domain-Specific principles, #her one would also
expect that there will be modality-specific representations encoding the motor
movements associated with the use of tools, and that these representations will
be (perhaps by default) Domain-Specific. An interesting hypothesis for future
research is that neural specificity for tools in ventral temporal cortex may be
due to input from frontal and parietal brain structures that directly mediate
object-directed action.

4. CONCLUSION

The discussion in this chapter has been organized around the issues of how con-
ceptual knowledge is organized and represented. We focused our discussion of the
organization of conceptual knowledge on two proposals that have been advanced
to account for the performance of patients with category-specific semantic defi-
cits: the Sensory/Functional Theory and the Domain-Specific Hypothesis. It
was shown that the basic prediction made by the Sensory/Functional Theory is
contrary to the known facts: almost all patients reported with category-specific
deficits who have been tested for performance on different types of semantic
information presented with equivalent impairments to visual/perceptual and
functional/associative knowledge. We concluded that the Sensory/Functional
Theory does not provide an explanatory account of the phenomenon of
category-specific deficit, and we argued for a Domain-Specific organization
of conceptual knowledge. We discussed what it might mean to conjoin the
assumption that conceptual knowledge is organized by modality or type of
information with the assumption that conceptual knowledge is organized by
Domain. This conjunction of assumptions predicts that within (for instance)
the visual modality, information will be organized by object Domain. This
prediction was found to be consistent with findings in functional neuroimaging
demonstrating segregation by semantic category in ventral and lateral temporal
cortex.

The functional neuroimaging data that have been reviewed raise more ques-
tions than they resolve. If these data are interpreted in the context of a
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theoretical framework that admits the possibility of two orthogonal dimensions
of organization, Domain and Modality, then the question becomes: what is
the nature of the information represented in ventral and lateral temporal areas?
This question is a species of a broader question that has remained relatively
unaddressed since the proposal of modality-specific conceptual subsystems was
first proposed in modern times by Lhermitte and Beauvois (1973) and sub-
sequently developed into the Sensory/Functional Theory by Warrington and
her collaborators. Originally, ‘visual/perceptual’ conceptual information was dis-
tinguished from ‘functional/associative’ information. More recently, concerted
attempts have been made to establish a more fine-grained taxonomy of know-
ledge, for instance, distinguishing conceptual information about visual form
from information about visual color and visual motion (e.g. Cree and McRae
2003). However, regardless of the grain of the knowledge-type taxonomy adop-
ted, questions remain about what makes a given type of conceptual information
the type that it is. In other words: what is visual about ‘visual’ conceptual
knowledge? The answer is not straightforward, as at least three, non-mutually
exclusive possibilities could be envisioned. First, it could be argued that what
makes ‘visual’ semantic information visual is that it is stored in a visual format.
Second, it could be argued that what makes this information visual is that it
is abour the visual properties of objects. Third, it could be that what is visual
about ‘visual’ knowledge is that such knowledge was learned through the visual
modality (for discussion, see Caramazza e al. 1990). Any theory that seriously
pursues knowledge-type taxonomies as a means of functionally carving the con-
ceptual system carries the burden of specifying what aspect of the represented
information warrants the applied labels. Furthermore, any positive framework
that interprets the patterns of activation observed in ventral and lateral temporal
areas must give a principled reason for allocating a given functional role to a
given area. Does the differential activation for living and non-living things in
ventral temporal regions reflect a dissociation at the conceptual level or at the
level of modality-specific input representations? These questions are important
challenges faced by all theoretical proposals that invoke either (a) the assumption
of modality-specific semantic subsystems, and/or (b) the distinction between
modality-specific input/output representations and conceptual knowledge. To
our knowledge, all extant theories invoke either one or both of these theoretical
distinctions.

One implication of the foregoing discussion is that the assumptions made
regarding the representation of conceptual knowledge will influence the pos-
sible hypothesis space regarding the assumptions that might be made about
the organization of conceptual knowledge. For instance, we have argued that
the facts from apraxia compel a model in which it is assumed that concep-
tual knowledge is not exhausted by the information represented internal to
modality-specific input/output systems. Ozne way in which such functional inde-
pendence might be realized is to assume it corresponds to a difference in the
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formar of the representation of conceptual knowledge compared to modality-
specific input/output information. For instance, modality-specific input/output
representations may be (perhaps by definition) stored in a format congru-
ent with their modality (i.e. motor engrams are stored in a motor format,
visual structural descriptions are stored in a visual format). This might in
turn constrain the possible formats in which conceptual information could
be represented, in that, for instance, conceptual information about the ways
in which objects are manipulated could not, by assumption, be stored in a
motor format. The speculative nature of such considerations underlines the
incredible amount of work that remains to be done in order to flesh out
a corroborated model of the organization and representation of conceptual
knowledge.

One theme that emerges from this chapter is that the individual assumptions of
which different proposals are comprised are not necessarily mutually contrary as
hypotheses about the organization and representation of conceptual knowledge.
However, theories that conjoin those assumptions may be, and in fact often are,
mutually contrary as proposals about the cause of a given empirical phenomenon.
It has been our intention to make explicit the levels at which various claims have
been made as well as how the different claims succeed or fail to account for the
extant facts. Different proposals appeal to different principles of organization,
and one way to organize the extant space of hypotheses is to acknowledge where
the various proposals fit within a common hierarchy of questions (Caramazza
and Mahon 2003).

At the broadest level is the question of whether or not conceptual knowledge
is organized by Domain-Specific constraints. We have argued that the facts of
category-specific semantic deficits indicate that object domain is one constraint
on the organization of conceptual knowledge. The second question is whether
modality or type of information is an orthogonal constraint on the organization
of conceptual knowledge in the brain. As noted above, before such a hypothesis
can be taken seriously, articulated proposals are required as to what it is that
makes, for instance, ‘visual conceptual knowledge” visual. The third level in this
hierarchy of questions concerns the organization of conceptual knowledge within
any given object domain (and/or modality-specific semantic store): the principles
invoked by Correlated Structure Theories may prove useful for articulating
answers to this question. Thus, assuming a Domain-Specific Framework in order
to account for the facts of category-specific semantic deficits leaves unaddressed
important issues about the organization and representation of information within
domains.

The combination of neuropsychology and functional neuroimaging is begin-
ning to provide promising grounds for raising theoretically motivated questions
concerning the organization and representation of conceptual knowledge in the
human brain. At present, however, theories of the organization and representation
of conceptual knowledge are to a large extent underdetermined by the data that
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are often marshaled in support of them. Thus, in conclusion, we highlight the
need for patients presenting with conceptual and/or praxis deficits for artifacts to
be carefully tested on theoretically motivated conceptual, linguistic, perceptual,
and praxis tests.?4

24 Preparation of this manuscript was supported in part by an NSF Graduate Research Fellowship
to BZM and NIH grant DC 04542 to AC. The authors are grateful to Laurel Buxbaum and Alex
Martin for their comments on an earlier version of this manuscript. This chapter is an expanded
version of an article that appeared in Cognitive Neuropsychology (Mahon and Caramazza 2003).
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The Conceptual Foundations of Animals
and Artifacts!

Jean M. Mandler

The thesis of this chapter is that concepts of animals and artifacts begin to
be developed in early infancy. Animals and artifacts, of course, represent a
distinction between animate and inanimate things. However, although animals
are differentiated from other things (including plants) at an early age, virtually
all the infant research on inanimates has been confined to artifacts. So we do
not know what infants think about other inanimate kinds, such as rocks, shells,
pieces of driftwood, or slices of meat. Nevertheless, most inanimate objects other
than food that infants deal with are artifacts, and the information infants use to
separate animals from artifacts owes a good deal to a few fundamental differences
between the animate and inanimate realms. It is these aspects of early learning
about animals and artifacts that I emphasize here.

Early concepts of animals and a variety of artifacts form the foundation on
which the adult conceptual system of objects rests, and this foundation and the
outlines of the system built upon it remain in place throughout life. Because the
conceptual system begins to be laid down so early, the first and most deeply rooted
conceptions about what is essential to animalness or to inanimate objecthood are
constrained by what the preverbal infant mind can conceive. The fundamental
notions that organize the developing conceptual system tend to be perceptually
based, involving characteristics such as ‘moves by itself” and ‘moves only when
contacted by another object’, or ‘doesn’t move’. Because the overall structure
of the conceptual system remains roughly the same throughout life, study of
its foundations may provide useful information for understanding differences in
how natural kinds and artifacts come to be conceived by adults.

In this chapter I first discuss the experimental evidence for concept formation
in infancy. The data show that the earliest object concepts tend to be global in

1 Portions of section 3 of this chapter are based on chapter 5 of Mandler (2004).
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nature and gradually become differentiated with experience. In the next section
I discuss what early global concepts of animals and artifacts consist of and how
they are learned. I end with a discussion of the relative contributions of innate
domain-specific processes and more general learning processes to the formation
of concepts of animals and inanimate things (including artifacts). I propose that
a mechanism of perceptual meaning analysis accounts for most of the work
required to conceptualize objects from these two realms.

1. WHEN CONCEPTUAL LIFE BEGINS

It is a relatively recent discovery that concepts of both animals and artifacts begin
to be formed early in infancy. Piaget, who played the dominant role in the study
of cognitive development for the past thirty to forty years, believed that nothing
even approaching concepts like those of adults is formed until sometime between
age 2 and 4 years (Piaget 1951, 1952). He claimed that in the first two years
of life infants form increasingly elaborate sensorimotor representations, but only
late in this period do they begin to be capable of forming concepts of objects
and events that they can use for purposes of thought—whether recall of the
past, problem-solving in the present, or anticipation of the future. Even then, he
posited that these first concepts are so variable, shifting, and unprincipled as to
barely warrant the term—he called them ‘preconcepts’ (Piaget 1951).

Piaget’s hegemony in the field discouraged experimental study of concept
formation in infancy. If infants don’t have concepts, why look for them in the
laboratory? This point of view began to change with studies showing that even
preverbal infants are capable of recall of the past (see Carver and Bauer 2001,
and Mandler 2004, for discussion), a phenomenon that in adults is considered
evidence for explicit conceptual knowledge. Because infants do not yet talk their
recall is studied in the laboratory by means of deferred imitation (Mandler 1990;
Melezoff 1990). In this technique an adult models a new event for the infant,
using little replicas of animals and artifacts. After a specified delay (up to a year
later; McDonough and Mandler 1994), the infant is brought back to the lab and
handed the props. Spontaneous imitation of the event that had been modeled is
the measure of recall of the episode.

Such data indicated that by the second half of the first year infants have begun
to develop conceptual interpretations of the world—otherwise recall would be
impossible—and so the question arose as to what these earliest concepts consist
of. What properties of objects or events are included? In the past decade a
series of studies from my laboratory showed that at least from 7 months of age
infants are forming global concepts of animals, vehicles, and furniture, and by
11 months are forming global concepts of plants and kitchen utensils as well
(Mandler and McDonough 1993, 19984). (These are the earliest ages for which

we have positive evidence; the actual onset of conceptualizing what is being
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perceived could well begin earlier, in some cases perhaps even from birth.) At the
same time, there is no evidence that at these young ages infants conceptualize
animals or furniture in a more detailed way.2 For example, they do not seem to
distinguish one land animal from another conceptually, or conceptualize tables
and chairs as different kinds, even though 3-month-olds perceive the differences
between pictures of individual kinds of animals and furniture and categorize
them correctly on perceptual tasks (Behl-Chadha 1996; Quinn, Eimas, and
Rosenkrantz 1993). One possible exception to the general finding of global
before individual kind concepts is the category of vehicles; even 7-month-olds (in
southern California) apparently make some distinctions between different kinds
of vehicles, perhaps based on their locations (ground or air) or whether they are
enclosed or not (cars and trucks versus motorcycles).

One of the sources of data on conceptualization in the first year of life is the
familiarization/preferential-examining task, that uses realistic little models that
infants can explore. Infants are familiarized with a number of different examples
of a given category and then given a new member from the same category plus
a new item from a different category. Longer examination of the new category
member is taken as evidence that a categorical distinction between the items
has been made. The task does not in itself tell us the basis for distinguishing
the categories. It has been suggested that infants’ accomplishments on this task
do not indicate conceptual functioning but are done solely on a perceptual
basis (Quinn and Eimas 1997). For example, if the familiarization category is
animals and the contrasting category vehicles, infants might be able to make this
discrimination simply because most animals look more like each other than they
look like vehicles. However, discrimination between animals and vehicles on
the object-examination task occurs even in the face of high perceptual similarity
of all the items (e.g. Pauen 2002) and often fails among subclasses of animals
that look quite different. For example, 9-month-olds distinguish between lictle
models of birds and airplanes (see Fig. 11.1), all of which have outstretched
wings, while failing to distinguish between little models of dogs and rabbits or
dogs and fish that are perceptually quite different (Mandler and McDonough
1993).3

When infants are somewhat older the sequential touching task can be used.
In this task one places haphazardly in front of an infant four objects from
each of two categories. One-to 2-year-olds rarely sort objects into piles, but the
order in which they touch them tells us if they are sensitive to their relatedness.
The measure used is number and length of sequential runs of touches within
categories; these runs are assessed against chance levels of responding (Mandler,

2 Tt is for this reason that I use the terms global or domain-level, rather than superordinate, to
refer to the first conceptual categories, because they tend to have no subdivisions.

3 Infantsas youngas 7 months do distinguish dogs and birds, however (Mandler and McDonough
19984). The reason for this difference in response to fish and birds vis-a-vis dogs is not yet known,
although it may have to do with familiarity and/or the location and salience of flying animals.
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Figure 11.1. The models of birds and planes that 9-month-olds successfully categorize

Fivush, and Reznick 1987). This test is a developmental precursor to the sorting
tests used to study classification in older children. Using this task we showed
that, from 18 months to 24 months, infants are sensitive to the global categories
of animals and vehicles (Mandler, Bauer, and McDonough 1991). Within these
broad categories, infants also differentiate land, air, and sea animals, and land
and air vehicles (boats were not tested). It appears that there is a relatively early
tripartite division among land-, air-, and sea-animals (see also Oakes, Coppage,
and Dingel 1997), and at least a division between land and air vehicles. We
found little subcategorization within these broad categories (dogs versus horses
or rabbits, cars versus trucks or motorcycles) at 18 months, and up to 30 months
only about half the children categorized at this ‘basic’ level. It may be noted
that on this task, which is a more stringent test of conceptual categorization
than the object-examination task described above, vehicles were not divided into
individual kinds earlier than animals.

Other tests using this technique showed that 23-month-olds categorize animals
as different from plants, and kitchen utensils from furniture, but do not yet
categorize tools and musical inscruments (Mandler, Bauer, and McDonough
1991). It is not that infants this age know nothing about the objects in these
latter categories—for example, they would hammer with the hammer and toot
the horn or ‘play’ the piano. But they did not react to tools and instruments as
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categories, choosing instead to do such things as to ‘fix’ the piano with pliers. This
kind of thematic play behavior was different from the systematic within-category
touching found with the other global categories studied. So although by age 2
children have learned some appropriate responses to a given musical instrument
or tool, they do not seem to see the overall relatedness of one instrument or tool
to another; at any rate they do not provide evidence on this test of having formed
an overall conception of tools or instruments as forming a common class (see
Hauser and Santos, this volume, for comparison with non-human primates, but
note that Hauser and Santos discuss the issue of whether non-human primates
have a concept of any tool, such as a hammer, whereas the experiment described
here concerned a higher-order category of tools that groups hammers and pliers
and wrenches together). We also looked at subcategorization within the plant,
furniture, kitchen utensil, and musical instrument categories. We contrasted
cactus and trees, tables and chairs, spoons and forks, and strings and horns, but
found no ‘basic-level’ categorization at 2 years of age on this task.

We also used the sequential touching task to study the associative categories
of kitchen things and bathroom things (Mandler, Fivush, and Reznick 1987).
We found that 14-month-olds distinguished these perceptually highly diverse
categories. These are not the usual taxonomic categories, of course, but are
based on household locations and/or the events that take place therein. Even
taxonomic categories may be at least partially based on location, for example, the
early division between land and air animals and vehicles. In a similar vein, Bauer
and I found that 16-month-olds categorize manipulable household objects as
different from vehicles on this task (Mandler 2002). This finding could indicate
either a manipulable versus large artifact distinction or an indoor versus outdoor
distinction; in either case this contrast has also been found in adults (Warrington
and McCarthy 1987).

More recently we confirmed the overall picture of initally global concepts
becoming gradually refined by using a third technique that we call generalized
imitation (Mandler and McDonough 1996; 19984; 2000). We model a simple
event, such as giving a little replica of a dog a drink from a cup. Instead of giving
the infants the same objects to use to imitate what they have observed, we vary
the choices available to them. For example, along with the cup we do not give
the infants the dog but instead we give them different objects, such as a bird and
an airplane or a different dog and a cat, and see which (if either) they use to
imitate the event they were shown.

The generalized imitation task can be used to assess inductive inferences, by
showing how far infants generalize the properties they have observed with specific
objects. This in turn gives us information about the breadth of their concepts.
In our first experiments using this technique (Mandler and McDonough 1996;
McDonough and Mandler 1998) we found that 9- to 14-month-olds generalized
the properties of drinking and sleeping across the entire animal domain and
the properties of being keyed and giving rides across the entire vehicle domain,
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regardless of whether the generalization examples were perceptually similar to
the modeled exemplar. (It is of interest that some of these generalizations, such
as that fish drink or that airplanes are keyed, will eventually have to be revised.
It nevertheless seems an efficient way to build a knowledge base— making broad
generalizations first, and adding exceptions later.) At the same time infants very
rarely generalized animal properties to vehicles or vice versa.

In addition, in Mandler and McDonough (1996) we modeled the incorrect
as well as correct behavior (for example, giving both a dog and a car a drink,
or keying both a car and a dog). Fourteen-month-olds typically only imitated
the correct behavior, ignoring the incorrect behavior. This result shows that
the infants use their existing conceptual knowledge when they imitate and are
not merely aping whatever the experimenter does. Another illustration showing
that infants make use of their conceptual knowledge in their imitations is that
if we model something appropriate to both domains (such as washing a car or
making a car go into a building), after they imitate this behavior with a different
vehicle they often go on to demonstrate it with an animal as well (Mandler and
McDonough 19984). It is only behavior that is appropriate solely for one domain
that is restricted to that domain. Thus, we see that the kinds of generalizations
that infants make are determined by their conceptual categories from an early
age. In fact, we have been able to show conceptually based induction with
the generalized imitation test as young as 9 months of age (McDonough and
Mandler 1998).

Because infants imitate on the basis of what they have understood the model
to do, the generalized imitation task is also useful in determining how specifically
infants conceptualize what they have seen. In the experiments just described
infants generalized to the limits of the domain for both animals and vehicles.
But we can also ask how precisely infants conceptualize a dog when they see it
being given a drink. Do they construe the event as a dog being given a drink?
If so, in order to match the model they should choose another dog to use as a
substitute in preference to a cat). Or do they construe the event as a land animal
being given a drink (in which case they might choose a cat or a rabbit as often as
another dog)? Or do they construe the event as an animal being given a drink
(in which case they might choose a bird)?

We have carried out a series of such contrasts (Mandler and McDonough
19986). When we gave a dog a drink or put a dog to bed, and then gave
14-month-olds the prop along with another dog and another land animal, the
infants were just as likely to choose the other animal (cat or rabbit) as the dog,
indicating that they had not interpreted the animal specifically as a dog. On the
other hand, if we gave them another dog with a bird, they were more likely to
choose the dog, although they then often went on and gave the bird a drink too.
They seemed to be telling us, ‘I saw you give a land animal a drink, but birds
drink to0’. (‘Land animal’ is my construal—we do not yet know whether infants
differentiate land and air animals in terms of where they are found, having legs or
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wings, or a combination of properties.) With vehicles, on the other hand, infants
tended to pick an exemplar from the same subcategory for their imitations. For
example, if shown a car being keyed, they were more likely to choose another
car than a motorcycle or a plane to demonstrate keying. They also tended to
use the other vehicle less often as a second choice for their imitations, especially
the airplane. The infants seemed to be telling us, ‘T saw you key a car’. Thus,
congruent with the data from the object-examination test (although not with the
sequential-touching test) at 14 months greater differentiation was exhibited in
the vehicle domain than in the animal domain.

Using this technique, we have been mapping out conceptual development
within several domains over the first two years. In particular we have been trying
to determine when infants differentiate the animal, plant, and artifact domains in
terms of assigning different properties to subclasses of these domains. In our first
experiment we examined two natural kind and two artifact properties (Mandler
and McDonough 19984). For the natural kind properties, we modeled a dog
chewing on a bone and tested generalization with a different dog and a goose.
We also modeled sniffing a flower and tested generalization with a different
flower and a tree. For the artifact properties we modeled drinking with a cup and
tested generalization with a mug and a frying pan. We also modeled sleeping in a
crib, and tested generalization with a bed and a bathtub. As shown in Fig. 11.2,
14-month-olds did not respond differently to appropriate and inappropriate
exemplars for either the natural kinds or the artifacts.

For example, they gave the goose the bone to chew on as often as a dog and
were as likely to pick the pan as a mug to drink from. At 20 months infants
still generalized the natural kind properties equally often to appropriate and
inappropriate objects, but had begun to narrow down their responses in the
artifact domains. That is, they still made geese chew on bones and people sniff
trees, but now they were more likely to restrict drinking to cups, not pans, and
sleeping to beds, not bathtubs. The good performance on houschold artifacts at
20 months is not merely due to increased ability to imitate, because otherwise
the infants should have improved on the natural kind properties as well. Instead
it appears to be a function of how much detailed knowledge about artifacts and
natural kinds infants (in our culture) have.

We have replicated this result with other houschold artifacts, to see when
infants have learned that you wash dishes in a sink, not a bathtub, that you
sit at table on a chair, not a toilet, that you brush hair with a hairbrush, not
a toothbrush, and that you hammer with a hammer, not a wrench (Mandler
and McDonough 2000). At 14 months most infants did not significantly
distinguish among these alternative possibilities (although they were somewhat
more successful with the chair—toilet contrast than the others), but by 19 months
they did. In this series of experiments we also again checked for differences in
rate of learning about animal and vehicle properties. We asked when infants
know that birds, not rabbits, go in nests and that rabbits, not birds, eat carrots.
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Figure 11.2. Generalization of properties to appropriate and inappropriate objects by 14-
and 20-month-olds. Adapted from Mandler and McDonough (19985) with permission
from Elsevier

We also asked when infants know that you wear a helmet on a motorcycle but
not in a car, and that you put gasoline into a car but not into a child’s wagon.*
Again, we found that at 14 months infants did not make these discriminations.
At 19 months they showed learning of the vehicle properties, but still were poor
at the animal properties. By 24 months they were knowledgeable on all.

Even though 14-month-olds were not good at differentiating artifacts, it is not
the case that they know nothing about them or that they are simply responding
to the affordances that objects provide (see Keil, Greif, and Kerner this volume).
When we provided choices for the imitations that were conceptually less related
than the examples just described, even 14-month-olds were successful. For
example, although they imitated washing plates in both a tub and a sink they
did not wash plates in a bed, in spite of its end pieces and sides making a
container like the sink, and although they used a toothbrush to groom hair,
they did not use a spoon to do so. In these cases, by 14 months infants have
gone beyond responding to mere affordances. At the same time, it appears

4 Tt is state law in California that everyone, including children, must wear a helmet when riding
a motorcycle or a tricycle.
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that there is gradual, and sometimes haphazard, differentiation from very global
characterizations of objects to increasingly more specific characterizations. Thus,
although 14-month-olds distinguished between beds and sinks as places to wash
dishes, in one of our experiments they did not distinguish between beds and
tubs as places to sleep. Differentiation of the functions of various household
objects may be learned in a piecemeal fashion, so that anomalous assignments
exist along with correct ones. Children might first learn that certain kinds of
objects can be used to hold things (Baillargeon, Kotovsky, and Needham 1995),
then that small containers with handles are used for drinking (whether they be
cups or pans) and large containers are used for washing and sleeping, then that
some large containers are used only for sleeping and others only for washing,
and finally the specifics that differentiate tubs from sinks. During the course of
this learning, however, the overarching global concepts control the associations
that get formed. The control of associations by conceptual meaning (rather
than spatiotemporal contiguity or physical similarity) means that infants can
and do make extensive conceptual generalizations beyond what they actually
experience.

Although our data suggest that at the end of the first year understanding
the functions of familiar artifacts is still not very precise, recent work indicates
that if given a brief training session even 11- to 12-month-olds can appreciate
artifacts’ functions in a more detailed way. Trauble and Pauen (in press) showed
infants novel objects and found that they categorized them by overall similarity
without paying any particular attention to the parts. But if shown how the parts
performed different functions (a T-bar that could pull a pair of hooks out of an
object, and an inverted T-bar that could poke into a hole and make a sound),
the infants then categorized the objects according to these parts rather than by
overall similarity. Such data indicate that learning artifacts’ functions requires
closer attention to detail than infants often give to objects, but is well within the
capabilities of 1-year-olds.

Combining the results across these various experiments, we can conclude that
in the second half of the first year a number of global conceptual distinctions
are made that differentiate animals, vehicles, furniture, utensils, and plants. In
addition, infants in this age range distinguish several kinds of vehicles (cars,
motorcycles, and airplanes but not cars from trucks) and land versus air animals
(or at least dogs versus birds). Near the end of this period they also distinguish
between classes of varied land and sea animals (Oakes, Coppage, and Dingel
1997). However, aside from differentiating cars and motorcycles (both road
vehicles), there is as yet no evidence that individual kinds within global domains
(or at least within broad divisions of them such as land, sea, and air animals or
vehicles) have been conceptualized as distinct from others.

By the first half of the second year infants begin to make conceptual distinctions
within the global categories of vehicles and household artifacts, but lag behind
on differentiation of the natural kinds of animals and plants. Overall, in the first
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year we found few if any differences in performance on various global concepts.
However, as infants begin to make finer differentiations within these concepts in
the second year, differences in rate of learning about natural kinds and artifacts
become apparent. In contrast to the speculations of Keil, Greif, and Kerner
(this volume) about older children, in the beginning artifacts are categorized
more easily than are natural kinds, even if their exact function is still not well
understood. Needless to say, the findings reported here do not imply that this
difference is a universal characteristic of development. It is more likely due to
the emphasis our culture places on artifacts. Infants in southern California have
much more daily interaction with a variety of artifacts than they do with animals
or plants. Greater experience and opportunities for learning seem the most likely
cause for these differences. However, cross-cultural studies would be useful to
test this view.

A reasonable question is whether early conceptions of animals are generalized
from conceptions of people, or even if people and animals are distinguished. At
this point we do not have a great deal of evidence about how infants conceive
of humans versus other animals. What evidence there is suggests that humans
and other animals may not at first be well differentiated from each other (Quinn
and Eimas 1998), but become so by about 7 months (Pauen 2000). There is
also some indication that humans are categorized in a different way than are
other animals (Quinn and Eimas 1998). It would not be surprising if the course
of learning about people differs from all other categories, and whatever human
bias exists might affect the way in which other animal categories are learned as
well, but as yet there are few direct comparisons that might answer this question.
Overall, these data from the infancy period dovetail nicely with the work of Keil
(1979), who found that older children’s development of ontological knowledge
also proceeds in a downward direction, consisting of the gradual differentiation
of broad, higher-level categories into increasingly narrow subclasses. One of the
last divisions to be made is that between human psychological characteristics and
those of other animals.

The data are also consistent with neuropsychological data on breakdown of
the conceptual system under brain damage in adulthood (Mandler 1998, 2002;
Patterson and Hodges 1995; see also Mahon and Caramazza, this volume). The
neuropsychological data indicate a hierarchical system of superordinate concepts
with various subclasses nested within them. The broad outlines of these superor-
dinate concepts seem quite similar to the global concepts formed in infancy, and
the major subdivisions of these concepts are those found slightly later in infancy.
Because of the nature of the learning process, in which individual kinds are
learned as a subdivision of global conceptual divisions, the global (superordinate)
conceptions should be the most firmly established. That is, every time one learns
a differentiation in the animal domain—for example, differentiating sheep and
goats—it is done in the context of their animal membership, which itself is not
in doubt. Therefore one might predict a pattern of ‘first in, last out’ if the system
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begins to fall apart (Mandler 1998). The available literature indicates exactly that
pattern (Patterson and Hodges 1995; Warrington 1975). For example, in their
systematic study of the loss of knowledge in a patient with semantic dementia who
was particularly impaired in the animal domain, Hodges, Graham, and Patterson
(1995) found that at first distinctions between individual kinds such as eagles
and robins or horses and cows were lost, then higher levels such as the division of
animals into land and air creatures, and only very late in the course of degeneration
was the notion of animal itself sometimes misattributed to an inanimate object.

Thus, the breakdown data are consistent with the acquisition data, showing a
conceptual system organized from the top down. Interestingly, language appears
to be relatively unimportant in constructing these object domains in the sense
that the outlines of the adult system are in place before language begins. Naming
‘basic-level’ categories has been shown to facilitate differentiation of animal kinds
(Balaban and Waxman 1997), but there is no evidence that it reorganizes the
overall outlines of the domain. It should be noted, however, that the conclusion
of a relatively small organizing role for language concerns object concepts.
Language may be more important in structuring conceptual systems of relational
concepts, such as spatial relations (Gentner 1982; McDonough, Choi, and
Mandler 2003).

The neuropsychological data on breakdown of the conceptual system are
also consistent with the notion that infants carve out a number of domains
early in infancy that do not necessarily reflect an animate—inanimate distinction
(Mandler 2002; see also Santos and Caramazza 2002). Infants clearly distinguish
animals from plants, but we have no evidence that they see any relation between
them or that they contrast plants with inanimate objects. Indeed, given that they
don’t move, it is more likely that plants are treated as inanimates. The category of
food is undoubtedly another early categorization (unfortunately one we cannot
study by our methods because infants tend to dwell on it to the exclusion of
everything else—which, of course, is evidence in its own right). Although still
unstudied, buildings are highly apt to form still another early category. At this
point we do not know how, or if, these various inanimate categories are related to
each other. They may be unrelated for infants, but it is equally possible that there
is a broad category of non-animals, divided into movable and unmoving things.
The role of motion in identifying objects as animate or inanimate is discussed in
the next section.

One consequence of the outlines of conceptual knowledge of animals and
various artifacts being laid down so eatly in life may be a persistent tendency
to think about such objects in a rather primitive way, even when schooling and
other experience teach us differently. Infants have not yet learned abourt the
biological nature of animals (Carey 1985) and often very little about the function
of artifacts. Nevertheless they appear to have some firmly rooted conceptions,
such as that animals are things that move themselves. It seems likely to me that
even as adults our most basic view of what animals are is that they are things
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that can move themselves and that inanimate objects are things that cannot. I
suspect most adults could tolerate the news that tiger DNA can transmute into
shark DNA more easily than that a stone can move by itself.

2. HOW THE FIRST CONCEPTS OF ANIMALS
AND ARTIFACTS ARE LEARNED

The previous section showed that the earliest object concepts tend to be broad
and relatively undifferentiated, but did not address the issue of how they are
defined and learned. In the past the most common view of concept formation
was that infants learn to categorize objects such as dogs on the basis of the
physical similarity of one dog to another (e.g. Quine 1969). Concept formation
was said to consist of categorizing dogs as alike and then associating various
behaviors and other properties to them. Thus a concept equaled a set of physical
properties plus various associations. For example, Quine posited that infants and
young children use an innate animal-like sense of similarity to make their first
generalizations because they do not yet have any concepts at their disposal. In
this view, upon seeing the family dog eat, the infant generalizes that other dogs
eat as well. With experience the infant observes cats eat, birds eat, and various
other animals eat, and eventually (perhaps with the help of language) makes
the more difficult inference that all animals, even though they don’t look alike,
nevertheless all eat.

As we have seen this view does not hold. As far as learning concepts are
concerned there appears to be no elementary law of association that operates
independently of meaning. The early concepts are much broader than dog or
chair, and inferences and associations are made at this broader conceptual level
as well. Our data show that infants generalize behavior characteristic of animals
and vehicles to instances they have never seen before, such as aardvarks and
forklifts, and even overextend characteristic behavior, such as making a fish drink
or an airplane give a bird a ride. Differentiation, not synthesis, is the rule of
concept formation in infancy. Nevertheless, infants must be able to identify
class membership or else they could not make conceptual generalizations at all.
Because they do not seem to make much use of perceptual similarity in early
concept formation, it is a fair question to ask how they identify any animal as a
member of the animal class. There must be some basis of similarity for them to
identify an animal as an animal.

Our understanding of the exact nature of the earliest global concepts such as
animal is still tentative. However, we do know that infants are highly responsive
to motion. Moving objects engage their attention much more than stationary
objects, and various categorical achievements appear earlier when objects are
moving (Spelke 1985), presumably because the information carried by motion
specifies object properties better than does static information (Kellman 1993).
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Furthermore, because of poor acuity in the first few weeks of life the main source
of perceptual information for infants is more likely to consist of the paths that
objects take than their physical appearance.

There are a number of characteristics of object motion that give adults an
impression of animacy (Stewart 1984).5 Important ones that have been studied for
infancy are contingent interaction with objects from a distance, self movement,
and the rhythmical character of biological movement (see Wilson 1986, for a
description of variables involved in animal motion). For example, 3-month-olds
perceptually differentiate the motion of people from similar but biologically
incorrect motion (Bertenthal 1993). One of the most powerful of the factors
influencing infant perception appears to be sensitivity to whether objects interact
contingently with the infant, which has been shown to be operative as catly as 2
to 3 months (Frye er al. 1983; Watson 1972). Infants this age give what appears
to be a social response to objects that interact contingently with them, regardless
of what the objects look like. By seven months or so infants have also learned that
people start motion on their own, whereas inanimate objects either do not move
at all or move only if contacted by another object (Poulin-Dubois, Lepage, and
Ferland 1996; Spelke, Phillips, and Woodward 1995). Infants also learn at an
early age the difference between biological and mechanical motion. For example,
as young as 3 months they can identify animals and vehicles simply by seeing
point-light displays of the motion trajectories these objects take (Arterberry and
Bornstein 2001).

I have suggested that infants redescribe their perceptions of animals, so
that their parameters become reduced to highly simplified descriptions such as
‘thythmic motion’, ‘self-motion’, or ‘interacts from a distance’ (Mandler 1992;
2004). These redescriptions characterize events; that is, they give a very abstract
description of what animals do (or in the case of objects what is done to them).
A combination of several such redescriptions is sufficient to establish a primitive
concept of animal; it creates a non-perceptual description (or very abstract
perceptual description) of the sort of thing an animal is. Thus, a likely first
concept of animal is a thing that moves by itself and interacts with other objects
from a distance. This concept does not include information about physical
features. Of course, various features, such as legs, wings, and fins, gradually
become associated with the concept, enabling infants to identify new exemplars
even when they are not moving, but these features need not be part of the
concept’s core meaning. Similarly, a likely first concept of inanimate thing is
something that either does not move at all, or if it moves it does so only
when another object comes in contact with it, and does not by itself interact
contingently with the infant.

5 Technically, we should say ‘animalness’, because these characteristics do not apply to plants,
but the distinction between animate and inanimate motion in the literature usually refers to animal
versus mechanical motion.
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A mechanism is needed to create such redescriptions. I posited a mechanism,
called perceptual analysis, to fulfill this requirement (Mandler 1992), defined as
an attentive process that analyzes perceptual input and recodes it into a reduced
and more abstract format. Because this terminology suggested to some a purely
perceptual process, I have renamed it perceptual meaning analysis, a term I hope
better conveys its function (see Mandler 2004). It is a central process and so
differs from the usual perceptual processing, which occurs automatically and is
typically not under the attentive control of the perceiver. It is the kind of process
we engage in when we study what we are looking at or make a concerted effort
to encode it in such a way that we will be able to recall it later. Of course,
adults have a conceptual system available in which to couch the results of such
an analysis, whereas infants have to build that system in the first place. In both
cases, however, selective attention is used to enable analysis and redescription of
visual information into a simpler and explicitly realized form. In both cases it is
this process that creates the concepts that enable one to describe, recall, or think
about something in its absence.

Karmiloff-Smith (1992) described a similar process with her notion of repres-
entational redescription, which enables procedural information to be brought to
awareness. Our views are related, but perceptual meaning analysis acts on-line
and does not require a well-established body of knowledge to operate. An example
that illustrates on-line analysis was given by Piaget (1951) when he described his
infants” attempts to imitate his blinking his eyes. Before they got the action right
they tried out on-line various examples of opening and closing, such as opening
and closing their hands or their mouths while he blinked his eyes. This behavior
evinced an understanding of opening and closing that was more abstract than the
specific gesture he was performing, an understanding that needed to be hooked
up to the right body part if imitation was to occur.

I have suggested that the redescriptions that result from this kind of per-
ceptual meaning analysis are in the form of image-schemas—in this case, a
schema of opening and closing that is related to containment (Mandler 1992).
Image-schemas are abstract, rather topological-like, spatial representations of the
paths that objects take, their onsets and end-points, and contingent relations
with other paths, as well as spatial relations such as containment, contact, and
verticality. They have been extensively described by cognitive linguists as the
basis on which understanding of language takes place (Johnson 1987; Lakoff
1987). These researchers use image-schemas to represent the underlying mean-
ing of relational terms and the grammatical structuring of event descriptions
(Langacker 1987; Talmy 1988). In so doing they have described a rich form
of representation that is well suited for preverbal concept formation, and is
appropriate as a conceptual base onto which language can be mapped (Mandler
1994, 1996, 2006).

Some mechanism such as perceptual meaning analysis is required for any
theory of the origins of concept formation. Piaget (1951) proposed that concepts
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develop from sensorimotor schemas, but he did not specify a mechanism that
would accomplish this transformation. He emphasized the importance of motor
learning in this process, and in part for that reason thought that concept formation
was a late development in infancy. (Piaget appears to have confused the motor
ineptness of infants with conceptual ineptness. It takes infants six to eight
months to gain control over their hands, so any theory that depends on object
manipulation to enable concept formation is forced to make concepts rather late
in appearance.) There are undoubtedly other mechanisms that could effect the
transformation of perceptual information into conceptual interpretation of what
is seen, but some method is required. I stress this point because psychologists
sometimes seem to assume that interpretation is given by perception. It is not.
Seeing is not the same as conceiving. Whatever the mechanism is, it almost
certainly must be an innate characteristic of human mental functioning. This
discussion raises the issue of what if any other innate mechanisms are required
for concept formation in infancy and whether dedicated learning processes are
required to form concepts of animals and artifacts.

3. DOMAIN-SPECIFIC VERSUS DOMAIN-GENERAL
LEARNING

The data we have collected to date indicate very similar learning patterns for
both natural kinds and artifacts. Although, as discussed earlier, artifacts become
differentiated more rapidly, that is more likely due to the greater amount of
exposure infants have to them than to any fundamental differences in learning
about these domains. Insofar as early learning is concerned, there does not seem
to be a need for domain-specific processing. The notion of domain-specific
processing varies from writer to writer, but two prominent proponents are Carey
and Spelke (1994; see also Carey 2000), who have said it is necessary to build
into the organism a set of core beliefs that differ for animate and inanimate
realms (and therefore between animals and artifacts). As Carey (2000) put it,
core conceptual knowledge derives from innate learning mechanisms that differ
for animate and inanimate objects. For understanding animals there is intuitive
psychology, with the concept of an agent and intentional causality at its core, or
as Carey and Spelke (1994) put it, the notion that people are sentient beings who
choose their actions. For understanding inanimate objects (including artifacts)
there is intuitive mechanics, which has the concept of an object and physical
contact causality at its core. Although full understanding of artifacts may require
understanding of the animate user’s intentions and the development of a design
stance (Keleman and Carey, this volume), as we have seen, even 1-year-olds can
appreciate an object’s function without such knowledge.

In contrast to the view that learning about animate and inanimate realms rests
on different core notions, I believe we do not yet know whether it is necessary
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to build in concepts of causality versus intentional causality that innately
separate these realms. It is possible that the work required to distinguish animals
from artifacts and other inanimates can be done by the perceptual system
in conjunction with the common mechanism of perceptual meaning analysis.
It may be that many of our innate proclivities are those associated with the
perceptual system rather than with concepts per se. For example, the perceptual
system itself supplies the information that specifies three-dimensional objects
(Kellman 1993). As discussed in the previous section, it also delivers adequate
information to distinguish animate and inanimate objects in terms of self starting
motion versus motion following contact, biological versus mechanical motion,
and contingent interactions from a distance versus contact interactions. Consider
also causality. There is a good deal of evidence that infants from a few months
of age distinguish contact causal relations between objects from very similar but
non-causal spatiotemporal relations (Leslie 1988). To account for this ability,
Leslie (1994) posited that infants come equipped with a domain-specific module
that computes mechanical properties of objects (Theory of Body Mechanism or
ToBy). (He also posited two other innate modules that interpret goal-directed
action and the states of mind of agents.) ToBy receives inputs from vision and
includes a device that analyzes motion with respect to force dynamics. For this
purpose ToBy is equipped with an innate concept of force, which it ‘paints’
onto the object and kinetic information provided by the perceptual system,
leading to the perception of causality in infancy. (The relationship between
causal perception and causal concepts is not entirely clear in this formulation.)

This kind of view is a legacy of the philosophical arguments of Kant and
Hume about causality. My impression is that many psychologists (including
Leslie 1994) assume that Kant won: we can’t actually perceive a causal relation,
only constant conjunction, so it must be an innate characteristic of the human
mind to interpret certain conjunctions as causal in nature. But what if Hume and
Kant were both wrong and we can perceive causality? That we may actually be
able to see contact causality has been proposed by White (1988). He suggested
that the powerful sense of causality perceived in launching displays (such as
those studied by Michotte 1963, using films of billiard balls hitting each other)
comes from several aspects of iconic storage, but mainly its short duration (about
250 msec). The iconic store is a large-capacity sensory store that holds visual
information prior to attentive processing. The store is continuously refreshed,
and this is what enables the temporal integration by which we see motion as
continuous. If this temporal integration function is present in early infancy (and
it would seem to be, given that even young infants can track continuously moving
objects and are disrupted if discontinuities occur; Mullen and Aslin 1978), it can
account for their causal perception, rather than causal perception being a special
innate module such as proposed by Leslie.

Michotte (1963) reported that the timing of the launching events in which
one billiard ball hits another is crucial for our illusion that we see one ball ‘make’
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the other move. When there is a delay of more than 100 to 150 msec between
the first ball contacting the second and the second ball moving, the impression
of causation is lost and people see two independent movements. The hit ball also
has to be present for at least 100 msec before the first ball contacts it if a causal
impression is to occur; at shorter intervals, the impression is that there is only one
object that is in continuous movement. When there is actually only a single ball
and it pauses briefly, motion is not perceived as discontinuous until the pause is
almost 100 msec. Thus, when there is one object and a pause of less than 100
msec, continuity of motion is seen. When there are two objects and the pause
at contact is less than 100 to 150 msec, a causal relation is seen. White (1988)
concluded that we see a causal relation when a conflict exists between two types
of continuity cues. Spatial discontinuity between the two objects says there are
two objects, whereas continuous motion suggests there is only one. The conflict
is resolved by perceiving the sequence as involving two objects and the transfer
of motion from one to the other (Michotte called this ‘ampliation’). The causal
perception disappears when the temporal parameters of the movement do not
fall within the time frame of temporal integration.

This view, which to my mind is persuasive, says that the innate temporal
integration function of the eye makes us perceive transfer of motion from one
object to another. The account does not say anything about force, but it seems
to me that perceiving transfer of motion from one object to another takes us
a large part of the way toward an account in which we actually see contact
causality at work. There is not space in this chapter to cover the further issue
of force in detail (see Mandler 2004, 2006 for discussion), but I suggest that it
takes the experience of pushing, pulling, and other resistance activities associated
with moving bodies to cause infants to begin to think of transfer of motion in
terms of force or a sense of pressure. This analysis casts doubt on the necessity
of building in innate core knowledge about mechanics as a requirement for
the development of a concept of causality. If I am correct in my approach
to deriving concepts from perception, a mechanism like perceptual meaning
analysis is needed to extract a spatial motion description from causal displays,
derived from what the infant perceives as transfer of motion from one object to
another. The redescription (e.g. an image-schema of motion transfer) gradually
becomes associated with the bodily feelings of force or pressure that arise from
pushing and being pushed, resulting in a complex amalgam of spatial and
kinesthetic information. In this view the concept of physical causality consists of
a spatial analysis that has become coupled with an unanalyzed feeling of ‘umph’
(Mandler 2006).

There remains the more problematic question of agency. We can perceive
contact causality in a way that lays the foundation for its conceptualization, but
is there any possible way we can perceive goals, and if not, on what kind of
information does the concept rest? Perhaps we don’t need innate core knowledge
of mechanics or a dedicated processor to interpret certain interactions as causal.
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But do we need instead innate core knowledge of psychological goals or intentions
in order to understand animate behavior?

I have already mentioned infants’ sensitivity to contingent responding and
to the kinds of paths that animate objects take. Another, much less studied
characteristic of animate objects (and, crucially, perhaps objects in general) is
that when going from point A to point B they typically take the most direct
(shortest) route. For example, infants see balls roll in a straight line and come
to rest when they hit an object. Similarly, infants may see various household
members take a direct path to the telephone when it rings and generalize that
people tend to take direct paths to the telephone from wherever they are located.
These descriptions, although not mentioning goals, can be considered primitive
goal statements involving a hit object or the telephone as an ‘end of path’
(part of the path image-schema; Mandler 1992). Lakoff (1987) discusses how a
source-path-goal image-schema can be derived from the experience of following
or watching objects move along paths and observing what happens at their ends
(coming to rest, hitting or picking up an object, and so forth). In this view
the notion of destination or goal is derived as an abstract generalization from
characteristics of objects’ spatial behavior. It also appears to be independent of
animacy. The end of path of a rolling ball that knocks over an object can be
generalized as a destination just as much as the end of path of a person picking
up an object. The crucial generalization in both cases is the analysis of the end of
a path as the place where the object is ‘going to” or ‘headed for’.

An interesting series of experiments by Gergely and Csibra and their colleagues
suggests that by 9 months infants have made some abstract generalizations about
objects taking direct rather than circuitous paths (Csibra ez 2/ 1999; Gergely
et al. 1995). In the first of their experiments, Gergely et al. habituated 12-
month-olds to computer displays showing two circles, separated by a bar. One
circle, A, approached the bar, paused, returned to its original position, and then
approached the bar at a faster speed, jumped over it, and ended in contact with
the other circle, B. A control group was habituated to the same display except
that the bar was placed at one side of the display rather than between the two
circles, thus making A’s jumping action unmotivated. Test displays consisted of
the same display as seen by the control group during habituation (i.e. jumping
but no bar) and also a novel action in which the first circle went in a direct line
to the second one. Experimental subjects dishabituated to the same action they
had seen before (A jumping, although now not in the context of a bar) but not
to the new action in which, in the absence of the bar, A immediately moved in a
direct line to B. Csibra ez al. (1999) replicated this finding with 9-month-olds,
but not with 6-month-olds.

In the first experiments, A showed various signs of animacy (for example, it
pulsated when it contacted B). In a second set of experiments, all indications of
animacy were eliminated, including self-starting motion. In these experiments,
infants were habituated to A coming from off screen, sailing over a bar, and



Foundations of Animals and Artifacts 209

coming to rest by B. The height of the bar varied from trial to trial, and
in each case A just cleared it. The same kind of result as in the previous
experiments was found: when the bar was removed, infants dishabituated to the
movement to which they had been habituated, but did not dishabituate when
A took a straight path to B. These data imply that toward the end of the first
year infants have learned something abstract about the kind of route that an
object traveling along a path to another object will take. Of course, in these
experiments infants were habituated to an object A taking the most direct path
to another object B. The generalization the infants made appears to be that A,
having repeatedly taken a direct route to B, would do so again even though the
physical situation was changed. The end of path or ‘goal” in these experiments
was demonstrated to the infants by repeatedly showing A following a direct
path to B.

In more recent work Csibra ez a/. (2003) expanded this work to include scenes
ofalarge circle A ‘chasing’ a smaller circle B. B went through a small hole in a bar,
too small to accommodate A, which proceeded around the end of the bar instead.
After being habituated to this display infants were shown test scenes that were
the same except that the hole in the bar was now large enough to let either circle
pass. At 12 months (but not at 9 months) infants dishabituated to the test scene
in which A still went around the bar rather than through the large hole. Csibra
et al. (2003) suggest that these displays are more difficult than the previous one
because the end-point of the path was not shown (only the chase). Perhaps not
seeing a destination (end of path) makes it less likely that a 9-month-old would
interpret the scene in a goal-oriented fashion. Csibra er a/. (2003) suggest that
the ability to infer an unseen goal, such as shown by the 12-month-olds in this
experiment, is a step along the way to attributing ‘unseen’ goals to other actors.

Gergely, Csibra, and their colleagues ascribe infants’ responses to these kinds
of displays to a teleological bias, by which they mean a tendency to interpret
events in terms of goals and ‘rational” ways to achieve them, given the constraints
various situations impose. Thus, the repetition of A going to B by the shortest
available route, given the constraint of the bar, made the infants interpret the
events as A trying to reach B. If the bar is no longer there, the jumping route
is no longer the rational (most direct) way to reach B. Similarly, for the chase
scene: if the large circle cannot follow the small circle through the hole in the
bar, then the rational (most direct) route is to go around the bar. If the hole is
large enough to let the large circle through, it is not rational to go around.

There is nothing in these descriptions that says that this teleological stance
should be restricted to animate agents (nor do Csibra and colleagues say so).
Perhaps infants’ first assumption is of ‘rational’ behavior for a// objects that
move on direct paths to other objects or continuously track them. Experience
with both animate and inanimate objects moving along such trajectories could
lead to the kinds of expectations Gergely and Csibra’s infants evidenced, rather
than their expectations being due to core knowledge that animates, in contrast
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to inanimate objects, are goal-directed. Learning to limit a teleological stance to
animates may take developmental time.

A crucial point is that contingent interaction with another object and following
a goal-directed path to (or from) an object are not coterminous. Goal-directed
paths are only an intersecting set with contingent interactions from a distance.
In the case of a ball moving over a bar, following a direct path repeatedly to an
object on the other side may evince goal-seeking but not necessarily contingent
interaction. Conversely, various conditioning phenomena involve contingent
interaction but do not involve goal-seeking. Rochat, Morgan, and Carpenter
(1997) showed that even 3-month-olds distinguish one object ‘chasing’ another
in continuously varying paths from independently moving objects, but we do not
know whether they did so on the basis of goal-directed behavior or contingent
interaction. In either case contingent responding to the infants themselves was
not involved. Recognizing goal-directed behavior is not the same as recognizing
contingent behavior, or contingent responding to oneself. For example, adults
smiling at infants when they coo are not engaged in goal-directed behavior, but
are responding contingently to the infant from a distance. It seems clear that to
untangle early learning about animals we need to distinguish among contingent
interactions from a distance, contingent interactions to the infant’s own actions,
and goal-directed behavior.

Csibra and Gergely (1998) make a good case for the teleological stance as
underlying the development of a theory of other minds. Their work suggests
that a teleological stance precedes mentalistic interpretations of goals. They
propose that mentalistic explanations are theoretical extensions of the teleological
(goal-driven) stance to fictional states. The goal-based nature of a teleological
analysis could well provide a primitive basis for the later understanding of goals
in terms of mental states. From this point of view, a goal-based analysis of
events is innate, but it may be an indiscriminate analysis to begin with, and only
become narrowed down to animates via accumulated experience with the classes
of objects most reliably apt to behave in goal-directed ways.

I conclude from these considerations that at present there is insufficient
evidence for domain-specific learning in the sense of there being innate pro-
cessors strictly devoted to the activities of animate versus inanimate objects.
Such a division of labor may not be necessary. Of course, we do end up
by assuming that goal-directed behavior (mostly) characterizes animals rather
than artifacts, and we do learn that artifacts are designed by people to satisfy
goals. However, domain-general mechanisms may suffice for such learning. I
have posited an innate mechanism (perceptual meaning analysis) for analyzing
spatial information, a mechanism that can be used to start conceptualization of
and theorizing about any kind of object, not just those of a particular onto-
logical category. That this analyzer concentrates on the paths that objects take
and emphasizes their beginnings and ends as well as contingent interactions
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among them is undoubtedly also innate, and it surely has a long evolution-
ary history involving the visual perception of space and the kinds of events
that are crucial to our survival. We are spatial creatures par excellence, but
we are also analyzers of events; these predominantly involve objects following
intersecting paths.

As for the concept of a goal, it is uncertain whether this notion can be derived
as a generalization from analyzing objects moving on paths and what happens
at their ends, or whether the notion of goal-directed behavior (independent of
object paths) must be built in. Even if the notion of goal-directed behavior is
innate, however, there is at present no evidence that it is applied only to animals.
It seems to me this is an empirical matter, and that we should not take it for
granted that there is innate core knowledge that animals are intentional agents
(Carey and Spelke 1994). If the attribution of agency is an innate response to
an object following certain kinds of contingent paths with respect to another
object, it seems more like a domain-general assumption that with experience
becomes narrowed down (although never completely) to animates. It may be
that the domain-general kinds of learning described in this chapter are sufficient
to conceptualize animals as different from artifacts.
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The Essence of Artifacts: Developing
the Design Stance

Deborah Kelemen and Susan Carey

1. THE THEORY-THEORY OF CONCEPTS

First some terminology: by ‘concept’, we simply mean a mental representation.
We endorse a ‘two factor’ theory of conceptual content: concepts are individuated
both by causal processes that relate mental symbols to their referents and also
by internal inferential role. Philosophers sometimes treat these two factors as
determining distinct kinds of content (wide and narrow), but we will not take
a stance on this issue here. We assume that the meanings of terms in natural
language are fixed in the same way, and thus we will sometimes speak of the
meaning of a word such as ‘accordion’ and sometimes speak of the concept
accordion.

According to the ‘theory-theory’ of concepts, concepts are analogous to the-
oretical terms in the following straightforward sense: whatever determines the
content of a theoretical term such as ‘gene’ also determines the content of at
least some ordinary concepts, such as dog or think. Of course, so described,
the theory-theory places almost no constraints on conceptual representation.
The theory-theory merely posits a continuity in the content determining mech-
anisms in the two cases—whether these turn out to be classical definitions,
patterns of use, conceptual/inferential role, socially based causal connections, or
something else.

Most psychologists, including ourselves, who endorse the theory-theory are
committed to some particular aspects of conceptual role being central to concept
individuation. They hold that the causal-explanatory principles embodied in
intuitive and scientific theories provide the most important inferential machinery
for determining the content of both scientific theoretical terms and of con-
cepts that articulate intuitive theories (e.g. Carey 1991; Gelman, 2003; Keil
1989; Murphy and Medin 1985). Work in this tradition has uncovered the
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phenomenon of ‘psychological essentialism’ (e.g. Gelman 2003; Gelman, Coley,
and Gottfried 1994; Keil 1989; Medin and Ortony 1989), and has demonstrated
that causal-explanatory features of objects are indeed the most heavily weighted
in category membership decisions (e.g. Ahn 1998; Ahn and Kim 2001). Work in
this tradition has also analyzed conceptual change in childhood on analogy with
conceptual change in the history of science (Carey 1985, 1991; Chi, Glaser, and
Rees 1982; Thagard 1992).

As indicated above, we endorse a dual theory of conceptual content, believing
in both a wide determining factor (Burge 1979; Fodor 1998; Kripke 1972/1980;
Putnam 1975) and narrow determining factor (see Block’s 1986 argument for
a dual theory). One way of reconciling arguments for both wide and narrow
content is to assume that internal conceptual role will turn out to be part of
the causal link between entities in the world and mental representations (see
Harman 1987; also Margolis 1998, on ‘sustaining conditions’). Like others, we
have no psychologically adequate analysis of the causal connections between
entities in the world and the symbols that refer to them, but we do believe that a
full theory of conceptual content will detail these causal connections. We focus
here on internal conceptual role, for this is where psychological methods can

shed light.

2. ARE ARTIFACT CONCEPTS IN THE DOMAIN
OF THE THEORY-THEORY?

What is the domain of the theory-theory? Nobody would expect the theory-
theory to provide an analysis of the concepts over or of or seven. These concepts
are not embedded in intuitive theories, and do not engender the assumptions of
psychological essentialism. Convergent evidence from many sources suggests that
natural kind concepts such as tiger, gold, and star fall under the theory-theory.
That is, adults adopt an essentialist stance when reasoning about natural kinds
(Gelman, Coley, and Gottfried 1994; Keil 1989; Medin and Ortony 1989),
assuming they have causally deep, hidden properties (i.e. their essence) which
explain the existence of individual members of the kind, determine their surface
properties and their behavior in causal interactions with other entities in the world.
Since essences determine kind membership for natural kinds (a metaphysical
assumption), the representations of essences or of essence placeholders are also at
the core of the meaning of natural kind terms (a psychological fact).

Lexical categorizati