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Introduction

James McGilvray

At the time of writing, Noam Chomsky has produced over eighty books,
hundreds of articles, and thousands of speeches. He has given thousands of
interviews, written countless letters, and supervised scores of theses. He has
made important, sometimes groundbreaking, contributions to three areas —
linguistics, philosophy of mind and human nature, and politics. He set lin-
guistics on a successful naturalistic, biologically oriented scientific course; his
theoretical contributions continue to lead the field. Like Descartes, Galileo,
and Hume, and unlike the eighteenth-century philosopher Kant and the great
majority of philosophers thereafter, Chomsky is both scientist and philosopher,
and his philosophical work is continuous with his scientific. His science of
language and incipient science of mind offer a genuine prospect of coming
to a biologically based grasp of human nature and of the way it allows for
human understanding and action. His political work, like both Hobbes’s and
Rousseau’s, seeks a foundation in a science of human nature, although with bet-
ter prospects for developing such a theory — and for exploring its implications
for political ideals and goals — than Hobbes’s misguided attempt to construct
a causal theory of human action or Rousseau’s fanciful assays into a “state of
nature.” And unlike both of them — and far too many contemporary political
“theorists” — there is no sign in Chomsky’s political work that his views and
critical analyses are driven by a wish for power.

One purpose of this volume is to offer to a general audience several people’s
perspectives on Chomsky’s contributions in linguistics, philosophy of mind
and human nature, and politics. The first chapter in each section provides an
overview of Chomsky’s views in these areas. Succeeding chapters develop
major themes. I sketch some of those themes and how contributors develop
them near the end of this introduction. A sketch suffices: the chapters and
organization are self-explanatory.

Chomsky the scientist of language

Linguists in the Chomskyan tradition think of themselves as natural scientists —
not social scientists, and not engineers. It is important to see what this implies.

1
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2 James McGilvray

Ordinary usage is little help. The term “science,” like “language,” has no unique
use in everyday speech: people apply it to everything from physics to astrology.
And - in part because being a scientist is associated with expertise, specialized
knowledge, intelligence, etc. — the desire for social status and political authority
leads to applying the label “scientist” to some questionable candidates. Given
this, we cannot expect more than a few hints about what science for the Chom-
skyan is by looking to the practices that have been called scientific, or to the
range of people who have been called (or call themselves) scientists.

A more reliable source is the history of science and the shapes of the sciences
that are universally agreed to be successful — physics, chemistry, biology . . .
Their subject matters and degrees of progress differ, as do their principles, exper-
imental techniques, and outstanding problems. There are, however, enough sim-
ilarities to draw a composite sketch, especially where the characteristics chosen
agree with those from other reliable sources.

Another such source is what those who began the development of successful
sciences said they were doing. Chomsky often mentions Galileo and Descartes
in this regard (e.g. 2002b); he considers himself to be working in a tradition of
philosopher-scientists that they began. These pioneers developed and applied
recommendations for how to proceed in carrying out investigations of natural
phenomena that led to what were for their times remarkable successes. Focusing
on Descartes in his Discourse — a work that explains how Descartes came to
his scientific principles, says what they are, and outlines what he accomplished
by using them — it is striking that he divorces science from another kind of
understanding of the world. No one uses scientific concepts in solving the
myriad problems encountered in everyday life. Everyone, including the young
child and the scientist, has and uses what Descartes called “bon sens” (“‘good
sense”), a practical form of problem-solving capacity that Descartes considers
innate — a gift from God. “Bon sens” is sometimes translated as “common
sense,” and I will adopt that term. It is a capacity to deal with the problems
of politics and commerce, doing the laundry, consoling a grieving friend, and
putting out the dog.

While everyone relies on common sense, it does not assume a single form
for all times and all circumstances. This is a benefit. Practical problem-solving
must accommodate differences in method and individual style, different envi-
ronments, cultures, and social organizations, and so on. To do so, common sense
must rely on rich and productive native (innate) resources and a flexible form
of mental organization. That is how it can arise so early in children and be so
remarkably adaptable. Where Descartes said that bon sens is a gift from God,
we are likely to say that its rich resources are biologically based. It is only thus
that we — even the very young — can so quickly conceive, anticipate, and adapt
to different environments, adopt (even if only in play) different social roles, and
quickly change to meet unanticipated contingencies.
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Introduction 3

The contrast to science is instructive. Science is an intellectual project
that — where successful at all — uses formal (mathematical) theory-construction
techniques to focus on specific domains; it is guided by a desire for simplic-
ity and — as Galileo and Descartes’s work shows — it places simplicity before
“data”; it makes progress (often in jumps) over centuries through contributions
from many people towards solutions to the theoretical problems it constantly
confronts, revises, and refines; and it creates its own standards of intelligibil-
ity (Chomsky 2002b: 68) that are far from the practical concerns of common
sense. Physics, for example, has taken centuries to develop, has advanced in
spurts, uses mathematical techniques to describe a world populated by entities
and processes beyond the ken of commonsense understanding; and while no
doubt far from complete, it has obviously progressed well beyond Galileo’s
and Descartes’s “mechanical philosophy.” This punctuated but deliberate pace
is probably necessary because science does not rely on the rich and productive
native systems, flexibly organized, that common sense utilizes. While it can and
obviously does rely on apparently innate senses of simplicity and what counts
as a good explanation and description (Chomsky 1980), construction of the
theories that solve the problems science confronts requires invention, favorable
conditions, and cooperative activity. That is why — with the exception of parts of
mathematics — only rudimentary forms of natural science developed before the
end of the sixteenth century. Unsurprisingly, it also takes a considerable amount
of time and training for individuals to acquire sophistication even in a specific
science; the full range of the developed sciences is out of the reach of everyone.
Fortunately, science’s findings are not needed for survival, or even to thrive.
No doubt doing laundry benefits from engineering applications of fundamental
scientific principles —those that lead to variable-speed electric motors and front-
loading washing machines. But for millennia people managed with technology
that required only the engineering solutions offered by unaided common sense.
They built bridges of various materials, annealed metals into Samurai swords,
and constructed cathedrals. In sum, science brings the developed formal tools
of highly focused inquiry to bear on theoretical problems; progress — relying
as it does on invention — is usually slow. Using their common sense, people
utilize native resources, perhaps in forms of practice that have led to practical
success before, to deal with the immediate demands of everyday problems. We
invent scientific tools to deal with bosons and genomes; we depend on native
resources to critically assess the performance of an elected representative — or
the intentions of an artist.

One of the characteristics of scientific practice that science’s history reveals
is seeking a particular kind of objectivity — one that is universalized, so that it is
not tied to person, circumstance, culture, or history. That notion of objectivity
cannot serve the tasks that common sense deals with; commonsense understand-
ing’s concepts are “designed” to serve matters of human interest — including
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4 James McGilvray

those of perception and action. It should be no surprise, then, that science
can lead to denials of the “obvious” claims of commonsense understanding.
Sciences of the mind tell us that the colors we experience are products of our
visual systems, not “on” things outside, and that languages — including their
sounds and meanings — are native and in the head, not somehow outside the
head, perhaps products and properties of communities and polities. Scientists
often must ignore appearances (as in colors and words outside the head) and
invent, using the tools that mathematics — much of which is invented too —
provides. And they must measure progress not by how well a proposed change
in a theory satisfies untutored opinion or “raw experience” but by improvements
in description and explanation of the relevant phenomena and greater formal
simplicity. Descartes — had he lived long enough — would have seen his contact
mechanics refuted by Newton’s gravitational principle. The “obvious” idea that
action and effect require contact seems to have its origin in common sense; it
fails in science. Physicists learned long ago that the apparently obvious is at
best a starting point. That lesson has been hard to learn with language, as we
will see.

Chomsky’s science of language is a science in the Cartesian—Galilean tradi-
tion. It is a branch of the study of biology. It is a naturalistic science that provides
an “abstract” description and explanation of a biological system found only in
humans, the system that Chomsky calls “the language organ.” The language
organ revealed by Chomskyan science of linguistics is far from the common-
sense idea of a language as a social phenomenon. To reveal this organ, the
science of linguistics had to develop standards of intelligibility that were con-
sonant with those of the natural sciences, not with what some philosophers call
“granny’s view” of language. The result, after several decades of work, is that
the language organ appears to be remarkably simple in its “design.” This is
unusual in biology, a domain that usually reveals what Jacques Monod calls
the “tinkering” of evolution. Apparently, extending naturalistic science to the
study of a biological system of the mind yields a fascinating result: language
confirms Galileo’s and Descartes’s vision of a well-designed, elegant nature.

Descartes’s mechanics — even in its rather primitive form — conflicted with
the “obvious” principles taught by church and universities. It conflicted with
the teleological world of Aristotle, modified by the seventeenth century to
suit Christian doctrine. That is why his and Galileo’s novel mathematical—
mechanical theories of natural phenomena faced opposition from philosophical
and religious systems that, like many today, take their task to be that of defending
ideas that have their origin in common sense with its practical, not theoretical
orientation. Successful sciences since Galileo and Descartes have continued
to use simple, elegant, formal mathematical tools and invented theories and
concepts to provide descriptively and explanatorily adequate theories of their
domains. Like Galileo’s and Descartes’s sciences, they continue to be opposed,
although some of the opposition is muted by the obvious success of the theories.
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Introduction 5

Chomsky’s naturalistic inquiry into language, like Descartes’s into cosmol-
ogy, physics, optics, and neurophysiology, also gets opposition from the experts.
Opposition comes from several fronts, but most seem to proceed on the assump-
tion that language is not a natural phenomenon. They see language in terms of
its use — perhaps as a set of social practices, a bunch of “tools” we have made to
communicate, etc. In each case, one finds a version of what Chomsky calls an
E-language approach to theorizing about language (external approach). Among
the majority of philosophers, it appears as insistence that one or another form
of the “obvious” idea that language is an institution created by humans to com-
municate — a “practice,” a product of history, a set of habits, an “interpretive
medium,” a mode of communicating a speaker’s intentions. From psychol-
ogists, philosophers, and other cognitive scientists wedded to one version or
another of what Steven Pinker (2002) calls the “blank slate” picture of the mind,
it comes as the idea that it is a form of behavior that solves cognitive problems
such as classifying, describing, etc. Any organism or device that displays the
“same” behavior has a language, they believe, and they “get” it by whatever
means (training, programming) the blank slate advocate employs. So getting an
ape (on which see Petitto, this volume) or a machine to simulate the behavior
“proves” that language is not a biological organ with which only humans are
born.

Perhaps these experts succeed sometimes by some standards — it is not clear
which —butnot by those of naturalistic inquiry. Philosophers who think language
is a social phenomenon that children learn from their community ignore the fact
that languages are quickly acquired by very young children without training.
The same is true of concepts of social role. If neither language nor concepts
of social role (and much else) is taught, they must somehow be built into the
child’s mind at birth; that is where to focus naturalistic inquiry. And blank
slate advocates need to learn the elemental lesson that it is unwise to focus
attention on sameness of behavior or “output” and the means by which these
are induced. Even if one succeeds at getting a machine or ape to “speak” —
it has not happened, probably for reasons that Descartes (and Alan Turing)
pointed to — that is no proof that the systems that make this behavior possible
(which is where Chomsky focuses his work) are the same as the ape’s or the
machine’s. Manufacturing an excavator to dig ditches hardly proves that human
gravediggers moving shovels with their articulated arms have hydraulic systems
in their arms activated by diesel-powered compressors.

Chomsky on biology and evolution

To avoid confusion that might arise from speaking of Chomsky’s view that
language is a biological organ, I need to mention the matter of evolution (for
detail, see Jenkins 2000). Chomsky, like Richard Lewontin (1990), has little
sympathy for current efforts (e.g. Pinker & Bloom 1990) to try to show that
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6 James McGilvray

language — especially in the form of the basic computational system that links
sounds and meaning to produce a discrete infinity of sentential expressions —
is the product of some sort of natural selection that tracks increased repro-
ductive advantages afforded to those who are (on the Pinker—Bloom story)
better communicators. Chomsky does not doubt that language evolved, in some
sense: it is biologically based and appeared in the human species. And he has
no doubt that it has proven to be extremely useful to humans. But selection-
for-communication, selection-for-some-function-or-another, and even selec-
tion, period, do not exhaust the field. Pace Pinker and Bloom, there are
alternatives.

One problem with the attempt to show that language was selected by repro-
ductive advantage is that humans as a species have been relatively stable for
a long time — probably 100,000 to 200,000 years. So language in the form
of the basic computational system that seems to be unique to us must have
emerged somewhere between now and 100,000 to 200,000 years ago. (The
best current guess is approximately 60,000 years when the migration from
Africa began.) It is all but impossible to find evidence in observable phenom-
ena for the selectional emergence of such a system. Perhaps we will someday
identify the computational-system specific gene(s) that provides us our lan-
guages’ syntax; perhaps too by investigating remains we could say when this
gene was introduced. But nothing would tell us why and how it developed.
Speculation about selection-for-any-function of language’s computational
system (its “syntax”) seems to be empty.

But that is not all that needs to be said. For one thing, while looking for a his-
torical record seems hopeless, we can compare. Hauser, Chomsky, and Fitch do
just that in their article in Science (2002). Comparison offers no immediate help
to the Pinker—Bloom selection-for-communication cause, however: language’s
basic computational system can produce a discrete infinity of sentences, and
there is no current evidence that other species can “express” discrete infinities
of elements of any sort. For example, no other species enumerates arbitrarily
large numbers of elements in a set by counting them out. But perhaps we have
not looked far enough. Most comparative studies focus on human and animal
communication systems; perhaps the computational system is found elsewhere.
In concluding their discussion, Chomsky and his co-authors suggest looking at
other kinds of system: look, they suggest, for non-communicative systems that
rely on a recursive computational procedure that provides for a discrete infinity.
Perhaps they will be found in navigational systems, or those that “parse” social
relationships. If there were such a system, it — or its homologue or analogue in
the developing human species — might have been exapted (coopting a system
adapted to serve another function) for language. Selection-for-communication
would fail, but perhaps aspects of the selectional cause would be salvaged. It is
a project worth trying.

Cambridge Collections Online © Cambridge University Press, 2007



Introduction 7

In his own work, Chomsky suggests we look wider still. Darwin pointed out
that selection is only one part of evolution. And there are other, non-selectional
traditions of biological development and speciation. One such tradition is found
in Stephen Jay Gould’s and Richard Lewontin’s suggestion (1979) concern-
ing “spandrels” — structural consequences of other, perhaps selected, systems.
Another tradition, perhaps related, goes back to Goethe and his discovery of
an Urform for plant morphology (cp. Chomsky 2002a: 66). Goethe thought he
had discovered a formula that predicted all (biologically) possible forms plants
could take. If there is such a formula, it indicates that there lies in plant morpho-
genesis a physical factor that yields very different-appearing plant forms (and
“species”), given slightly different “input” conditions. The formula and dif-
ferent physical conditions, not selection, would account for differences. That
tradition was represented in the nineteenth century by several individuals in
Europe and, in the twentieth century, versions of it appeared in mathematical
form in the work of D’ Arcy Thompson (1917) and Alan Turing (1952). Many
have pursued their suggestions; there is a growing mathematical science of
morphogenesis.

Chomsky sometimes suggests (2002b: 57) that the development of the lan-
guage organ might be explained as a mathematical consequence of the kind of
complex form of mental biology humans have. Even selection has to operate
within the “channels” provided by basic physical processes, after all; and our
language faculty appears to be too “perfect” a solution to linking sounds and
meanings to be the result of selectional tinkering. Perhaps the computational
system built into our languages is “anticipated” in those physical processes and
structures and arises “by itself” when other systems are in place. This would
allow that the computational system of language came about as a complete
package, perhaps 60,000 years ago. Or perhaps language is a spandrel. Either
way, we abandon the gradualist, “historical” form of development and biologi-
cal differentiation (and the “tinkering”) that the selectional picture relies upon.
We might even be able to find evidence.

In sum, while there is no doubt that language has proven to be an extremely
useful biological faculty that has given the human species extraordinary cog-
nitive advantages, there is little reason now — and there may never be — to hold
that the computational core of the language organ developed slowly over a long
historical period by virtue of affording reproductive advantages to successive
generations of communicators.

On the unity of Chomsky’s thought

A person’s intellectual work as a scientist need not be connected to his or her
political views — there is no reason, for instance, that a biochemist’s scientific
work should have anything to do with her neoliberal views. But Chomsky’s
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8 James McGilvray

linguistics and his political views seem to be special cases, particularly when
one takes into account his philosophical/scientific work on the human mind and
human nature.

One reason to look for connections and perhaps even a degree of convergence
in all three areas of Chomsky’s work is that each has, in its own way, something
to say about human beings. More narrowly, each focuses on distinctive features
of human beings — on language, a biologically unique mental faculty; on our
distinctive natures and minds with their limited but biologically unparalleled
intellectual capacities for dealing with both practical and scientific problems;
and on those apparently unique forms of social organization that we think of
variously as polities, communities, societies, and/or cultures. No other organism
creates for itself organized groups of non-kin individuals in ways that allow for
cooperative, non-contact, coordinated ways to meet needs and solve problems.

Some non-Chomskyans think that there is a connection between language
and culture or community. Philosophers as varied as Foucault and Putnam and
psychologists as different as Piaget and connectionists share the assumption
that language depends on the society, culture, community (etc.) in which one
is raised. By “depends” I mean not just that children born into a group of
Japanese speakers come to speak Japanese; everyone acknowledges that and
tries to explain why it happens. Rather, they take language to be constituted
by the society or community in which one is born. This idea often appears
as the view that children are taught the language of their community by their
elders: the elders know the “rules of correct usage/correct practice” (given
relevant circumstances) and instruct by encouraging correct verbal responses
and discouraging incorrect. People (as a group), over a long historical period, are
believed to have invented the practices that define a specific community, culture,
etc. and, while doing so (or perhaps in doing so0), to have also invented language —
another form of practice that happens to allow individuals to communicate,
coordinate, etc. Individual creativity in the exercise of one’s intellectual powers
does not figure in this story; the focus is on community practices/habits/rules for
applying words correctly, etc. If defenders of this idea speak of human nature
at all, they make it a historically conditioned notion: as people’s fundamental
practices change, people’s social/cultural “natures” change. Alternatively, they
might say that human beings are plastic (people are intellectual/cultural blank
slates), so that human social/cultural natures are — unlike those of any other
biological species — molded by the societies, cultures, etc. in which they are
born.

Chomsky’s view of language and the mind reverses priorities. For him, human
languages are not expressions of culture and society — in effect, human arti-
facts. They are, in a sense, expressions of our genes: all the existing and possible
natural languages (not technical symbol systems, such as those found in the sci-
ences) are biologically encompassed within what he calls “Universal Grammar.”
If there is any dependency between language so conceived and society, culture,
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etc., it cannot make culture the condition of language. If anything, culture (etc.)
depends on language. Suggesting that culture depends on language in this sense
is not making a causal or deductive claim. The language organ does not secrete
cultures or social arrangements. Rather, language provides the rich, unlimited
set of conceptual structures (Chomsky informally calls them “perspectives”)
and the opportunity to communicate them that humans need to conceive of
alternative ways to solve the problem of how to live together to the benefit of
all, to discuss and come to agreement on the options, and the like. In effect,
language and our other cognitive resources, but especially language, make it
possible to create cultures and much else. Adopting this point of view — that
native conceptual tools, and especially language, must be in place before artic-
ulated conceptualization and understanding, much less discussion, can occur —
another matter falls into place too. Individual creativity — a curiosity on the
culture-first approach — can now be seen as benefiting from the infinite scope
of linguistic output of which our systems are, in principle, capable.

To see why language should have a central role in making sense of how
we come to create our diverse communities and cultures — and individual cog-
nitive and expressive styles — it is important to keep in mind that humans
are the sole species to have language. Many other species have communica-
tion systems. And some others also have the “performance” systems that are
involved in human language: auditory perception and production (for speech),
visual perception and aspects of articulatory shaping (for sign), plus aspects
of those resources that Chomsky calls “conceptual and intentional” — those
non-linguistic resources that can be brought to bear on circumstances to yield
various forms of intelligent behavior. But no other species has the capacity to
develop a potentially infinite, discrete set of mental “outputs” in the form of
expressions or sentences that link perception-related configurations, whether
sound or sign, with conceptual materials (Hauser, Chomsky & Fitch 2002).
That is, no other species can produce — apparently at will — innumerable sets of
sentences or expressions. Given the obviously central role of language in human
thought and action, our distinctive mental capacities — found in both practical
and theoretical problem-solving — may be due, in large measure, to language.
And, with these capacities, we also can develop social organizations: we can
plan, organize, decide to cooperate, and create institutions. It becomes quite
plausible that culture and our various forms of social organization depend on
language rather than the other way around. So we have one connection between
the areas Chomsky works on: the science of language might well provide the
key to what is distinctive to our minds and natures, to making sense of why we
have the distinctive mental capacities we do and, in turn, making sense of how
we can create our various forms of social organization.

Another kind of connection depends on the fact that views of human nature are
always behind people’s attempts to justify their moral and political principles.
In the background of every political and moral “ism” (including those largely
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indistinguishable forms of corporation-dominated plutocracy—oligarchy called
“neoliberalism” and “neoconservatism”) one finds assumptions about human
nature — about what human beings “are” and what they are or are not capable of.
These views of human nature typically play a justificatory role. “That’s a silly
view of democracy,” someone might say of the fully participatory form Chom-
sky favors, “people (of their natures) don’t have enough interest, intelligence,
knowledge, or time to participate fully. We must give an elite managerial class
the power to make decisions and run the economy, government, courts . . .”
Someone else might say: “People are naturally aggressive and acquisitive. A
good form of government must have full authority to restrict their unchecked
exercise (a Hobbesian state of nature); we need authoritarian government to
provide a form of rescue.”

While justification of this sort is common, few of those employing it bother
to elaborate their view of human nature. And the connections between whatever
degree of articulation one finds and the moral/political/religious . . . claims they
are supposed to justify can be quite hazy. Moreover, there is little if any effort
to show that one’s view of human nature is itself justified by the standards of
empirical inquiry. A biologically based science of human nature would avoid
these problems. Appeals to gods and revelation, or to what seems to be obvious
to some group or another, are almost always self-serving efforts which reveal
a desire to place or maintain oneself or one’s group in a position of power or
authority. We need a detailed, objective view of human nature, and scientific
inquiry can provide that. It alone can say what is distinctive about our natures —
as opposed, say, to those of various other primate species.

A plausible way to focus such an inquiry would be to look for aspects of the
human mind that are distinctive — for faculties or forms of mental organization
that humans have that other primates lack. The faculty of language, clearly,
is such. A science of language and of what language provides humans should
thus have an important role in such a science. Not only does language seem
to be unique to humans, but it also seems to contribute to a unique form of
mental organization. The biological faculty/organ of language acts rather like a
central cognitive system, allowing us to coordinate materials provided by other
cognitive systems in ways that other creatures seem to be unable to manage.
And, of course, it provides the conceptual tools to allow us to speak of anything,
anytime. In these and other ways, it enables us to “solve problems” in a wide
variety of manners. It is almost as if language allowed our minds to be “universal
instruments,” to use Descartes’s Discourse terminology. So Chomsky’s science
of language, even in its incomplete state, represents a good beginning to a
science of the human mind and, thus, of human nature.

While the science of human nature is in its earliest stages, we can use what
we have now to begin to think about how to craft a good society. We cannot
move directly from biology — specifically, the biology of the human mind and
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what it provides us (for these are what make us distinctive in ways that we
so obviously care about) — to a picture of an ideal. We must start by deciding
what an ideal society should accomplish — what its function(s) should be. For
social organizations are institutions, made by human beings, and a good one
should fulfill its function well. A plausible suggestion is that the function of
a human society is to meet not just the needs of survival, but those that are
characteristic of the kinds of creatures we are. Call these characteristic needs
of humans “fundamental distinctively human needs.” Now what the science of
mind tells us about language and the rest of the mind, and about how people use
these cognitive tools, can come into play. To be brief, because we have langu-
age and language seems to be the key to our extraordinary mental capacities, we
alone seem virtually designed to be creative creatures. Our languages provide
an unlimited range of “perspectives” (Chomsky 2000a: 150, 180), and these can
be —and are —used to serve all sorts of purposes, including those of art and labor.
Language’s unlimited range comes to play a role in virtually all our affairs — not
just our thoughts and efforts to understand others, but in our jobs and everyday
tasks, even putting out the dog. An ideal form of social organization must, then,
give individuals ample opportunity to exercise their creativity. This need not
mean that we must all become craftsmen and painters or composers. It might
mean that if we labor with others in a factory, we have sufficient freedom and
opportunity to fully contribute to all decisions that concern us, to bring about
change, and to otherwise control the conditions under which we work. Or it
might mean that operating an excavator, we not only do the job well and with
a concern for those who will use what we do, but with a form of artistry.

Another candidate for a fundamental need is that for community, friendship,
love, and nurture. It is only if one thinks of this need as that of an animal that
is also “bred” for freedom and creativity, though, that the need for community
becomes distinctively human. Many other primates display in their behaviors
a need for association for mutual benefit. But the range of options available to
them and the forms of organization that they can conceive are very much more
limited than ours. They do not seem to be able to conceive alternatives, choose,
and plan. Their “institutions” are suited to specific environments, with specific
forms of threat and opportunity. They do not seem to be “made.” And there is
little change in them.

The experiments of history lead to a similar conclusion about fundamental,
distinctively human needs: people need to be free and create while integrating
this with ways of associating with others. Where we find people willing to
make considerable sacrifices for goals other than mere survival (sacrificing for
the young and future generations, revolting against oppressive authority, reject-
ing slavery — Chomsky 1988b), we can plausibly assume that the goals of the
sacrifice represent fundamental needs — trumping even those of survival. History
also suggests which forms of organization best meet needs. It reveals people in
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various forms of social organization in various environments. Investigating, we
find cases where people resist the forms of organization they find themselves
in and aim to improve them. Equally important, we look in the directions that
they seek improvement, and we note the success of the solutions they work out.
And where there is progress in meeting these goals in the social organizations
that develop, we note that. There are complicating factors — as always, where
there is entrenched power. And the tools of power have become increasingly
sophisticated, especially in the twentieth century: media control, the tools of
advertising, and similar forms of information control have proven to be pow-
erful forms of mind control. But history suggests that people need choice and
autonomy, and to place their stamp on the work they do.

Chomsky suggests that an ideal form of social organization would be one
or another form of what he calls “anarchosyndicalism” or “libertarian social-
ism.” These are “isms” that one does not usually encounter, although they
are suited to the idea that freedom and community can integrate. The anar-
chist/libertarian aspect would satisfy the need for freedom and creativity, and
the syndicalist/socialist that for community (often found not just with family,
but with those at work, in community projects, at play, and so on). Explanations
of why Chomsky chooses this as an ideal form of organization (and insight into
how this political ideal guides his criticism of current political “management”
and suggestions concerning policy) are found in his political writings. I do not
pursue the matter further here. My aim is to indicate that seeking justification
for a moral/political ideal represents another kind of connection between a sci-
ence of language and politics. Again, the empirical scientific study of mind
(prominently, language) and human nature plays a central role.

Whether readers pursue the question of integration or not, I hope this volume
will encourage all to look further into Chomsky’s work and the work of those
who have extended it — including those in this volume who, in discussing
Chomsky, speak not just of his work, but of what they and others have been
able to contribute to “Chomskyan thought.” Their efforts illustrate how fruitful
Chomsky’s contributions have been to the intellectual study of language, of
human mind and human nature, and of our conduct and goals as members of
political communities.

The chapters

Linguistics

Chomsky’s work in the science of language began in the late 1940s with an
undergraduate thesis at the University of Pennsylvania, the basis of his MA
thesis, The Morphophonemics of Modern Hebrew. After appointment as a
Harvard Junior Fellow in the early 1950s, he began the monumental The Log-
ical Structure of Linguistic Theory, a chapter of which was submitted as his
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Ph.D. thesis at Pennsylvania. Completed in 1955 and revised for publication in
1956, it was not actually published until 1975, and then only in part. But, as
Howard Lasnik mentions in his discussion of the computational “levels” built
into Chomsky’s various theories of the language organ, it set the stage for, and
anticipated, much of Chomsky’s work in the science of language, including
aspects of his recent “minimalist” program.

Neil Smith nicely outlines the nature of Chomsky’s project for a science of
language. He also points to the connection between the science of language and
biology. That connection becomes particularly evident in Chomsky’s solution
to what he calls “Plato’s Problem” — the task of explaining how we can acquire
so much knowledge of language (its structure, sounds, and meanings) in such
a short time. David Lightfoot focuses on this. The solution Chomsky offers,
Universal Grammar (UG), is a hypothesis about what children start with, the
“initial position.” Lightfoot looks primarily at what must be a biologically
inbuilt, structural schema for language. Succeeding chapters discuss other
aspects of UG. Elan Dresher focuses on Chomsky’s work on linguistic sounds
during the 1950s and 1960s, culminating in Chomsky’s and Morris Halle’s
Sound Pattern of English. This work indicates that human linguistic sounds
are systematic, “abstract,” and, apparently, unique to language alone. Further
developing a small but revealing segment of this theme, Laura Petitto discusses
research that localizes tissue in a part of the brain homologous to that found in
several primates, tissue that used to be thought of as devoted to sound recog-
nition but that in the case of humans seems to be language-specific, innately
“programmed” to recognize, respond to, and lead to production of linguistic
syllabic structure — syllabic structure, remarkably, in both speech and sign. The
last chapter of the linguistics section presents some of Lila Gleitman’s and
Cynthia Fisher’s work on “word” (lexical) learning. They do not attempt to say
where sounds and meanings (concepts) come from. Presumably, a full theory
of UG speaks to that. Instead, they focus on the kinds of information children
rely on in order to associate or map sounds and concepts in their mental diction-
aries. That information is syntactic and language-specific, which presupposes
that the child, who so obviously recognizes what is relevant (and when), has
the conceptual tools and a schedule for their application built into the mind
at birth. A theory of UG describes those tools and points in the direction of
making sense of how they come to be applied.

Philosophy of mind

Like Descartes, Chomsky makes his philosophical work continuous with his
scientific. The study of mind and language is an attempt to characterize and
explore the consequences of a developing science of mind — one in which a
science of language plays a prominent role. The consequences that can and
should be explored include those that involve the realization that we — and our
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language — are biological structures. This suggests a different way to under-
stand ourselves and human communities and, thus, consequences for action —
including political action. Seen in this way, philosophy well practiced aims to
offer the best — most rationally defensible, all things considered — picture of our
biological minds and natures while exploring the consequences if the picture
that is drawn is correct.

Chomsky’s work in this area began in the 1950s when he read historical works
in linguistics and philosophy. His reading led him to develop and elaborate a
framework for understanding the human mind and language that he called a
“rationalist” approach, which he contrasted with a rival “empiricist” approach
(Hornstein, this volume). The labels and the ways Chomsky characterized the
rationalist and empiricist pictures of the mind are apt: they suit the philosophical
views of the mind that traditional rationalists (Descartes, Leibniz, Cudworth,
etc.)! and empiricists (Locke, Hume, etc.) held, and they characterize important
differences between views of the mind and the science of mind found today.
The contrasting approaches are explored in detail, although not under these
labels, in Cartesian Linguistics in 1966 and they have been elaborated since.
Rationalists hold that the mind is both structured and provided with rich and
extremely useful “content” at birth. Rationalists are “nativists.” The rationalist
recognizes, of course, that experience and “external” factors play a role in the
mind’s “choosing” which concepts to activate or develop. But the rationalist
denies that external elements shape and constitute concepts via the operations of
some sort of domain-general learning procedure such as hypothesis formation
and testing. Circumstances serve to “occasion” or “trigger” the introduction of
a concept; crucially, the mind’s own machinery dictates what “patterns” in the
data count as appropriate “occasions.” The patterns are, in a sense, built into
the mind all along. Empiricists, in contrast, think of the human mind as getting
its language-specific (and much else) structure and virtually all of its “con-
tent” by “learning” it from environmental conditions — interaction with things
(world) and others (“speakers” who “train” their young, according to some).
Chomsky’s empiricists are anti-nativist. Further, his rationalists think that the
most fruitful way to study the mind and its elements and “contents” is to focus
on its internal structure and operations (“internalism”). For them, a study of
language’s various contributions to cognition, including the concepts that lan-
guage expresses and the terms it puts in “referring positions” in sentences, is a
study of internally constituted “tools” that people can use for various purposes.
The ways people use these word-tools to say what they intend, or to refer to
various things, are matters of free human action. Trying to deal with free action
in a naturalistic science is for the rationalist hopeless. In contrast, the empiricist
when dealing with concepts or reference looks outside to the mind/person in
its/his/her interaction with the environment (“externalism”). They might con-
strue a concept as a functional role in some overall account of humans using

Cambridge Collections Online © Cambridge University Press, 2007



Introduction 15

language (Wittgenstein 1963; Sellars 1974). And they might think of reference
as a conventional relationship between word and world, or perhaps even look
for a “natural” relationship in a realist construal of information theory (Dretske
1981); in either case, they apparently ignore the fact that people use words (and
they use them in many ways) to refer to many things.? In some much-admired
work (Kripke 1972; Putnam 1975; Burge 1979), the idea that environment con-
stitutes linguistically expressed concepts/meanings has taken the extraordinary
form of holding that meanings are individuated by properties and things out-
side the head, perhaps completely unknown to speakers. I might be told that
the word platypus means — at least in part — some specific set of features of the
platypus genome; these are unknown to me and — I venture — to anyone else.
Yet that genetic structure is part of what I express when I say “Doesn’t Harriet
have a pet platypus?”*® Finally, Chomsky’s rationalists attribute the remarkable
flexibility and adaptability of humans and the creativity of the human mind to
those internal, largely innate structures and contents of the mind that enable
flexibility, adaptability, and creativity. His empiricists, committed by the nature
of the empiricist program to trying to find system in the multiple ways in which
language and other cognitive systems are used, have little to offer in explaining
human creativity. They tend to gesture in the direction of similarity and anal-
ogy, and say that these extend already-learned structures and contents. Chomsky
indicates the failures of this approach in many places (1966, 1975, 1986, 1988b,
2000a, inter alia).

Norbert Hornstein outlines Chomsky’s rationalist/empiricist distinction in
both its historical and contemporary forms. Paul Pietroski and Stephen Crain
present — focusing on recent evidence — a discussion of the nativist/anti-
nativist issue. They explain why Chomsky thinks there are “innate ideas.” Akeel
Bilgrami and Carol Rovane show why Chomsky thinks that the current philo-
sophical — and dominantly empiricist — preoccupation with language—world
relationships under the topic “reference” is misguided. They also outline some
aspects of Chomsky’s view that human understanding and knowledge — based
on biologically native systems as he thinks it must be — is of its nature limited
by the cognitive “equipment” with which biology has provided us. In the last
chapter of this section, I outline some of the considerations that lead Chomsky
and several other rationalists to the conclusion that much of our conceptual
range is built into us at birth. Following Chomsky (1966, 2002a), this idea is
then linked to human creativity. That in turn introduces an important theme of
Chomsky’s political views.

Politics

Where Chomsky’s elementary school classmates might have turned their com-
monsense form of understanding to analyzing sport teams or to detailed analyses
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of who was friends with whom, he focused on politics. His first political
publication, a February 1939 reflection on the fall of Barcelona, Czechoslo-
vakia, and Austria and the ominous rise of fascism, appeared soon after his
tenth birthday in the school paper he edited. It helped spark an interest in the
Spanish Revolution, a topic he could pursue in his trips to New York, where
he frequented anarchist offices and the secondhand bookstores on 4™ Avenue
run by refugees from fascism (see Barsky 1997 for an account of Chomsky’s
early life). The research he did in his teens — plus, no doubt, a continued intense
interest in the creative and developmental opportunities afforded individuals
by a rich native endowment, including the possibility of anarchist forms of
social organization — allowed him, many years later, to write a sophisticated
review of a scholar’s book on the topic. Chomsky has a prodigious memory
and intense powers of concentration; few others could recall or consolidate
enough of what they had read to use it many years later. What needs emphasis,
though, is that his classmates had the same tools — the concepts of common
sense —needed to understand people as individuals and in groups that Chomsky
had.

The obvious lesson is that political systems and political events are within
the reach of everyone: “experts” and “managers” are not needed for political
analysis, criticism, or decisions. Political study and criticism is not science; the
label “expert,” warranted where specialized concepts are in play, does not apply.
Granted, some people are more sophisticated in political analysis and criticism
than others, and anyone can improve in discernment — experience tempered with
skepticism does matter. But sophistication and improved discernment require
no specialized knowledge and arcane concepts, just interest and — connected
with that, surely — some expectation that one’s interest can make a difference.
Given this, why is there often more interest in sport and the latest Elvis Presley
sighting than in political analysis and criticism, even in contemporary democ-
racies, where — presumably — one can make a difference? Part of the answer
lies in the fact that contemporary democracies are largely in the control of pri-
vate power — in effect, corporations. Contemporary democracies respect James
Madison’s principle that those who own the country should run it. Individual
voters choose from a list of candidates, often representing a narrow politi-
cal range. While representatives nominally have considerable power and are
elected to serve the interests of their constituents, their decisions in fact serve
the interests of private economic power. The mechanism is straightforward:
corporations won for themselves at the end of the nineteenth century many
of the rights of persons (including free speech), and they use these “rights”
and their massive economic power to influence elections (by contributions and
advertisement) and to determine legislation (by lobbying and threat). In this
way, the important economic decisions — those that are so crucial to people’s
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lives — are, in effect, made solely by boards of directors of corporations, institu-
tions designed to maximize accumulation (profit) and domination (monopoly),
not “serve the people.”* Most of the electorate recognizes that the system
accords them little control; that is why there is often little interest in the politi-
cal process. These considerations are rarely mentioned and never emphasized
in corporate-run mass media, which studiously overlook the obvious ways in
which policy, both domestic and foreign, accords with the needs of corporate
power. For example, one of the consequences of continued US hegemony in the
Middle East is a considerable degree of control over the oil resources of that
region. That hegemony has, in part, been maintained since the mid twentieth
century by massive financial aid to Israel — particularly in the form of military
equipment. Other “initiatives” included military support for Turkey, “friend-
ship” with the Saudis (who invest heavily in US markets), aid to an Egypt will-
ing to accommodate Israel and suppress popular local movements, and support
for Saddam in Iraq during the 1980s — including support for chemical warfare
against Iran and a blind eye to Saddam’s efforts to slaughter Kurds. When Sad-
dam became less useful and made the mistake of challenging US control, itled to
Bush the first’s invasion, followed a decade later by Bush the second’s. The most
prominent beneficiaries of these efforts have been not the citizens of Iraq or the
US (who inevitably must pick up the tab), but corporations (e.g. Halliburton) and
markets, which, assuming US hegemony, are assured of continued control and
low energy costs. The pattern is the same in other cases — even Vietnam, which
has joined the capitalist market fold. No US administration publicly admits
the imperialist intentions of the project of “bringing freedom” (i.e. freedom
for markets and corporations) (Chomsky 2003), and corporate-owned media
seldom mention this or other unwelcome facts about the nature of the project
(Chomsky 1989). Instead, both craft and foster what Chomsky calls the “neces-
sary illusions” that portray the 2003 invasion of Iraq, for example, as motivated
by an effort to bring democracy to the Iraqis, fight terrorism, corral the Butcher
of Baghdad, etc. Chomsky deals with this phenomenon — and its motivations —
under the topic “the manufacture of consent.” Jean Bricmont explores this topic
in the last chapter of the volume; the other authors in the political section also
touch on it. Chomsky’s work in this area — often in cooperation with Edward
Herman — has to be counted as one of the most important — and increasingly
influential — studies of political behavior in recent times.

Milan Rai provides an overview of Chomsky on politics by placing political
views in an Enlightenment conception of morality. Chomsky has spoken to so
many political topics and issues that it is impossible to offer a complete picture;
but one can — and Rai does — bring many issues together by detailing Chomsky’s
moral motivations: why in all his political efforts he emphasizes freedom and
reason. The three other contributors focus on central themes in Chomsky’s
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political works. Jean Bricmont has been mentioned. James Wilson discusses
Chomsky’s views of the individual, the state, and corporation, and relations
between them; this helps make sense of Chomsky’s views of the United States’
(and other corporate-run states’) internal affairs. Irene Gendzier focuses on
Chomsky’s attempts to elucidate the motivations of US foreign policy: she
concentrates on the North/South divide and US imperialism.
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Neil Smith

Language makes us human.

Whatever we do, language is central to our lives, and the use of language
underpins the study of every other discipline. Understanding language gives us
insight into ourselves and a tool for the investigation of the rest of the universe.
Martians and dolphins, bonobos and bees, may be just as intelligent, cute,
adept at social organization, and morally worthwhile, but they don’t share our
language, they don’t speak “human.” One of Chomsky’s achievements is to
have demonstrated that, despite the easily observable richness of the world’s
languages, there is really only one human language: that the complex and
bewildering array of different languages surrounding us are all variations on a
single theme, most of whose properties are innately given.

The scientific study of language

Linguistics is conventionally defined as the “scientific study of language” —
“language” in the singular. Although its domain is usually taken to include
not just the wealth of the world’s languages — Amharic, Berber, Chinese,
Dutch, English, etc. — but also all possible languages, past, present, and
future, for Chomsky the focus of linguistics is the study of knowledge of lan-
guage, of “human.” This chapter will attempt to justify and explain this empha-
sis, spell out its implications, and motivate the description of his linguistics as
“scientific.”

There are several strands to the claim that linguistics is a science. The first is
that linguistics provides a general theory explaining why languages are the way
they are: each language is a particular example of a universal faculty of mind,
whose basic properties are innate. The second is that the theory should spawn
testable hypotheses about those properties: like a physicist or a biologist, the
linguist manipulates the environment experimentally to see what happens and,
crucially, he or she may be wrong. The third is that the investigation of language
should proceed no differently from the investigation of physical and chemical
entities: there is no justification for placing requirements on linguistic theories
beyond those placed on physical theories. In both domains, the theories are

21
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underdetermined by the data, but their respective hypotheses are comparable in
that they aim to discover the truth about aspects of the natural world.!

It is important to note that characterizing some enterprise as “science” is
not a value judgment. Dostoevsky’s insights into the human condition are as
deep as those of Darwin, but they have a radically different status. As Chomsky
puts it: “We will always learn more about human life and human personality
from novels than from scientific psychology.”? Literature and science are com-
plementary rather than in competition, and domains which lend themselves to
scientific investigation are few. Vision and knowledge of language are such
areas, consciousness and free will are (probably) not. The former constitute
“problems” about which we can devise explanatory theories in much the same
way as we devise theories of particles or genes in the natural sciences; the latter
are “mysteries,” whose understanding in any depth may well lie beyond our
intellectual powers (1975: ch. 4). It is plausible to assume that spiders are incap-
able of understanding the geometry of the elegant webs they construct. It is
equally plausible that we have comparable limits to our understanding, and that
understanding free will lies beyond those limits. Those domains about which
we can construct theories of the kind characteristic of the natural sciences are
said to fall within the scope of “naturalistic inquiry.” Knowledge of language
is such a domain.

Modularity

Language may be what makes us human, but humans are remarkably complex,
and the human mind/brain® is notoriously the most complex entity known.
Fortunately this complexity can be broken down into more manageable chunks,
where each chunk constitutes an appropriate domain of investigation and the-
ory construction. While they can be related, physics and chemistry, botany and
zoology are distinct domains; and within any one of them there are finer sub-
divisions, so that respiration and reproduction, or the circulatory system and
the olfactory system are treated separately. This attempt to divide and conquer
is seen most clearly in “modular” analyses of the mind. The human mind is
argued to be modular in that vision and audition, face recognition, and the
number sense are all separable faculties governed by their own generalizations
and principles. Chomsky’s work over several decades has provided a wealth of
evidence that the language faculty constitutes a separate module in this sense,
akin in many respects to any other organ of the body (Chomsky 1975, 1984).
Moreover, he has provided more, and more rigorous, evidence about the precise
internal structure of this module than has been provided for any other domain,
except perhaps vision. That is, there are two different notions of modularity:
one according to which the language faculty is a module of the mind, distinct
from moral judgment, music, and mathematics; another according to which the
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language module itself divides up into submodules, relating to sound, structure,
and meaning. Evidence for both kinds of modularity comes from the indepen-
dence one from the other of the various modules, as seen most clearly in double
dissociation.

Double dissociation

One can be blind without being deaf, deaf without being blind, and so on for all
the faculties with which we are endowed. Because our ears and eyes are separate
organs, the dissociation of deafness and blindness is unsurprising, even though
the cause of deafness or blindness may in some cases be due to damage to a
different organ, the brain. That is, we expect the failure of a particular component
to lead to a particular deficit, even if, in the case of the brain, the complexity
is so great that we may see a variety of different symptoms arising from the
failure of a single part. Moreover, the workings of these various components are
independent of intelligence, of the working of the “central system” in Fodor’s
(1983) term. In the case of sight this is well understood: no one any longer
expects the misfortune of blindness to correlate with 1Q, but the same appears
to be true of language.

A striking example of such dissociation is provided by the case of Christopher
(Smith & Tsimpli 1995), a man who lives in sheltered accommodation because
he cannot look after himself, who cannot solve problems of the intellectual
complexity of noughts and crosses (tic-tac-toe), but who can nonetheless read,
write, speak, and understand some twenty or so languages. An example of sub-
modular dissociation within the language faculty can be seen in the fascinating
case of MC (Froud 2000), who can read nouns and verbs of arbitrary complex-
ity, but who cannot cope with “function” words like after, not, the, or because,
at all.

Such cases show us that our knowledge of language is both more complex and
more isolable than might appear at first sight. It is time to look in some detail at
precisely what this knowledge consists of, as this is the area in which Chomsky
has made the greatest technical advances, and also the area which underpins
the philosophical and psychological claims that have made him famous (or
infamous) in the rest of academe.

Knowledge of language

Our knowledge of English (or any other language) enables us to produce and
understand any of an indefinitely large number of sentences and, additionally,
we can make judgments of well-formedness about sentences we have never
previously encountered. Consider an example of the order of words possible
in simple sentences of English containing an adverb like occasionally. All the
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examples in (1) are equally acceptable but (2), despite the fact that it is perfectly
easy to understand, is immediately perceived as odd:

1) a. Occasionally John speaks French.
b. John occasionally speaks French.
c. John speaks French occasionally.

2) John speaks occasionally French.

With other kinds of adverb, such as fluently, the range of possibilities is more
limited and the contrasts even starker. The example in (3) is fine, but those in
(4) are of marginal acceptability and (5), like (2), is ungrammatical:

3) John speaks English fluently.

“) a. Fluently John speaks English.
b. John fluently speaks English.

5) John speaks fluently English.

If you are a linguist and your theory of word order entails that English speakers
should find (2) and (5) as acceptable as (1) and (3), then you are wrong, and
your analysis must be replaced by a better one. A corollary of this emphasis on
seeking testable explanations is that the central concern of linguistics, as of the
other natural sciences, is evidence rather than just data; this emphasis in turn
entails that idealization is necessary: not everything can be considered.

In presenting all these examples  have been assuming that you will agree with
my judgments: that (1) and (3) are acceptable forms of speech, for instance.
In fact, a major and innovative characteristic of Chomsky’s linguistics is its
exploitation of the previously neglected fact that we are able to recognize imme-
diately that some sentences — like (5) — are ungrammatical: we have what one
might call “negative knowledge.” Hamlet can tell Ophelia that “I loved you
not,” and we can understand him easily enough, but we know we have to say “I
didn’t love you”; similarly, Othello can ask Desdemona “Went he hence now?”,
though we know we have to rephrase it in current English as “Did he go?”” Such
knowledge is not restricted to the literary idiom. We can say equally well either
of the sentences in (6):

(6) a. I asked the way to the school.
b. I inquired the way to the school.

But whereas (7a) is fine, the analogous (7b) is odd, as indicated by the prefixed
asterisk:

@) a. I asked the number of people in the class.
b. “Tinquired the number of people in the class.
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We should be as puzzled by the fact that we have these intuitions as by the fact
that apples fall down not up, or that the sea has waves. Newton was not the
first to notice apples falling, but his insight that why apples fall is in need of an
explanation led ultimately to his theory of gravity. Chomsky was not the first to
notice the elementary facts I have cited here, but his insight that our intuitions
(our judgments) can tell us something profound about the human mind/brain
is of comparable importance. As the biochemist Albert von Szent-Gyorgi put
it: “Discovery consists of seeing what everybody has seen and thinking what
nobody has thought.”

I have appealed to various facts about our knowledge, but even deciding
what the facts are is itself frequently unclear and dependent on other theoretical
commitments. Not everyone agrees with the judgments given for (6) and (7),
and it is not obvious whether the examples in (4) are to be assimilated in
terms of grammaticality to those in (3) or (5), or neither. If, like me, you
find them of intermediate status, there is an immediate and perhaps surprising
consequence: it is not possible to group sentences exhaustively into those which
are grammatical and those which are ungrammatical, as there is a third category
which is neither one thing nor the other.

We turn now to take a closer look at what “knowledge of language” con-
sists of, beginning with the fundamental distinction between “competence”
and “performance.”

Competence, performance, and idealization

To be able to read this book you have to know English. It also helps if the
light is on. Turning the light out might stop you reading — your performance.
It presumably wouldn’t affect your knowledge of English — your competence
(Chomsky 1965). Slightly more subtle evidence for this dichotomy can be
gleaned from a variety of sources, but two kinds are particularly straightforward:
the fact that our linguistic knowledge ranges over an infinite domain, and the
fact that we can make mistakes. Consider first infinity, and take the proposition
in (8):

(8) You should have pessimism of the intellect and optimism of the will.

The aphorism is due to the Italian thinker Antonio Gramsci, and has been quoted
more than once by Chomsky (1992b: 354) “No-one has ever said it better than
Gramsci . . . You should have pessimism of the intellect and optimism of the
will.” As it encapsulates Chomsky’s attitude rather well, I have quoted his report
myself (Smith 1999), and there is no linguistic reason why my students in turn
shouldn’t quote me quoting Chomsky, quoting Gramsci . . . and so on, resulting
in a sentence which is arbitrarily long. If there is no longest sentence, just as
there is no highest number, the set of sentences of your language is potentially
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infinite, even if the set you can actually get round to uttering is finite. There may
of course be non-linguistic reasons for not indulging in the repeated quotation
suggested here: the desire for originality, the fear of exhaustion, a finite life-
span. But these are nothing to do with the grammar of English, or whatever lan-
guage in which you choose to couch the report. Assuming —uncontroversially —
that the mind/brain is finite, it must then be the case that there is some set
of rules, a generative procedure* for producing such sequences out of their
parts.5

Equally cogent evidence for the distinction between what we know and what
we do with what we know comes from the phenomenon of mistakes, both
pathological and “normal.” Slips of the tongue are commonplace and may even
provide evidence about linguistic structure (Fromkin 1973), but their interest
here is more elementary: the recognition that something is a mistake entails
the existence of a norm from which it is a deviation; equivalently, that there
is a mismatch between competence and performance. Such mistakes occur
sporadically in all speakers, as a function of tiredness, carelessness, inebriation,
and so on; in certain cases of pathology they may become all pervasive. If
someone has a stroke and resulting (partial) loss of language, their speech may
be so replete with mistakes that they are hard or impossible to understand. In
some such cases the brain damage resulting from the lesion may have destroyed
the subject’s grammar; in others it may simply have rendered it inaccessible.
In the latter case the patient may make a full recovery and regain the ability to
use the language he or she appeared to have lost. As no one recovers from a
stroke able to speak a language different from any they knew before, it is safe
to conclude that their knowledge of language was all the time intact, despite
their temporary inability to exploit it.

Generative linguistics is about competence, but it should not be forgotten
that performance can provide crucial evidence for that competence. It is also
important to emphasize that no kind of evidence is particularly favored in con-
structing linguistic theories. It is sometimes thought that evidence derived from
psychological experimentation, or from brain scans,® or from pathological cases
of the sort referred to above, has some kind of priority or greater weight than
purely “linguistic” evidence: i.e. evidence based on judgments of native speak-
ers. This is a fallacy, as in general the latter is richer than the former, and allows
the construction of theories with a deeper deductive structure.

If one is looking for evidence, certain facts are irrelevant, though it is a serious
problem to decide which ones. In general, the role of scientific experimentation
is to get us closer to the truth, to the ideal, by eliminating irrelevant extraneous
considerations. In other words idealization reveals that which is real, but which
is usually hidden from view by a mass of detail. Most scientists accept the reality
of the inverse-square law, whether it is being used to explain the intensity of
the light reaching us from a star, of the sound reaching us from a jet engine,
or the attractive force of a magnet, even though the messiness of experiments

Cambridge Collections Online © Cambridge University Press, 2007



Chomsky’s science of language 27

means that their measurements never mirror it exactly, giving “a distortion of
reality” in Chomsky’s phrase (cited in Smith 1999: 12). Consider an example
of idealization in the linguistic domain.

First-language acquisition takes place within a particular window of
opportunity known as the critical period (Smith 1998), which lasts for a few
years and ends (at the latest) at puberty. Given what we know about this critical
period, it sometimes comes as a shock to read that first-language acquisition
is idealized to “instantaneity” (Chomsky 1986: 52). How can a process that
extends over several years be sensibly treated as though it took no time at all?
The paradox is only apparent, not real. Although there is a striking uniformity
across children learning their first language in respect of the stages of develop-
ment they go through, they do nonetheless differ from each other. For instance,
in the course of mastering the system of negation, one child may form negative
sentences by using an initial no, while another may use a final no, giving the
contrast in (9):

9) a. No like cabbage.
b. Like cabbage no.

Despite this developmental difference, both children will end up with the same
system of negation in which they use the correct adult form in (10):

(10) I don’t like cabbage.

As far as we can tell, the early difference in the children’s systems has no
effect at all on the grammar they end up with. If the focus of our interest is
on what’s known as “the logical problem of language acquisition” — children’s
transition from apparently having no knowledge of a language to being able to
speak and understand it like adults — then we have support for the idealization
to instantaneity, which says that the different stages children go through in the
language-acquisition process are of no import to their ultimate psychological
state. Of course, it may turn out that this surprising claim is false. It might be that
sufficiently sophisticated tests of grammaticality judgment, or investigations
of neural firing, or subsequent historical changes in the language concerned,
showed that the two children’s grammars were crucially different, and different
in ways that could explain other mysterious facts about knowledge of language.
It’s possible, but there is (as yet) no evidence, and the idealization is accordingly
justified: it leads us to an understanding of one of the variables in the real system
we are studying.

Levels of representation

A large part of the Chomskyan enterprise has been devoted to making explicit
exactly what our “knowledge of language” consists of. To find out, it is necessary
to look at the notion “level of representation.”

Cambridge Collections Online © Cambridge University Press, 2007



28 Neil Smith

As we saw in the discussion of modularity, the language faculty can be
viewed from the inside or from the outside. From the outside it has to provide an
interface with other components of the mind/brain; from the inside it has to relate
meanings to pronunciations, semantics to phonetics. The formal properties of
the mechanisms effecting this latter relation are to a considerable extent a
reflection of the need to make the products of the language faculty “legible”
to these other systems. In particular, the complexity of the inner workings of
the grammar can be seen on analysis to be largely the side-effects of the need
to interact with non-linguistic systems, and the linguistic system itself is as
simple as is possible: grammars of natural languages are a “perfect” solution
to the problem of relating sound to meaning (Chomsky 2000a: 9f). We return
to this striking suggestion after we have looked at the internal structure of the
grammar.

The first distinction that needs to be made is that between the lexicon and the
“Computational System,” basically the difference between what you have to
store in memory and what you can create anew as the occasion demands. You
have to remember that cat means a certain kind of animal, but you do not have
to remember — and in principle could not remember — the potentially infinite
set of sentences about cats that you are capable of producing or understanding.

From the earliest work in generative grammar (Chomsky 1951, 1955, 1957a)
the notion “level of representation” has been central, where different levels of
representation are postulated to capture generalizations of different kinds about
sentences. To express regularities about pronunciation and the sound structure
of sentences, the grammar exploits the level of representation called Phonetic
Form (PF). To capture generalizations about meaning and the logical properties
of sentences, it exploits the level of semantic representation called Logical Form
(LF). The existence of ambiguous sentences like (11):

(11) Picasso painted his models nude.

means that the relation between the LF and the PF is many to one: such sentences
will have the same phonetic form but different logical forms. Similarly, distinct
sentences that mean the same thing, like those in (12):

(12) a. All the children came.
b. The children all came.

entail that the relation between PF and LF is likewise many to one: such sen-
tences will have the same “logical form” but different “phonetic forms.” The
implication of this many—many relation is that the mapping from sound to mean-
ing is indirect, mediated by the syntactic structure of the sentences involved. In
the same way, the partial similarity (and partial difference) between quantifiers
such as every and each is described by assuming distinct semantic specifications
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for them in the lexicon. This accounts directly for the semantic contrast in (13)
and indirectly for the contrast in grammaticality in (14):

(13) a. Each child came.
b. Every child came.

(14) a. The children each came.
b. “The children every came.

In order to give an adequate description of these semantically conditioned dif-
ferences of syntactic behavior, it is necessary to have a level of LF at which the
precise meaning of every expression is specified.

The complexity of syntax

Apart from variations in technical terminology, so much has always been com-
monplace. What was striking about Chomsky’s work from the beginning was the
sophistication — and complexity — of his syntactic representations. In particular,
he argued at length for the necessity of having more than one level of repre-
sentation within the syntax, postulating the famous distinction between “deep
structure” and “surface structure.” This terminological contrast didn’t feature
explicitly in the earliest work, but it is implicit both there and in any frame-
work which exploits the notion of “transformational derivation.”” In Chomsky’s
current (minimalist) framework (Chomsky 1995c; Uriagereka 1998), neither of
these syntactic levels is actually necessary, but seeing why involves first looking
at the various rule types that are used in a grammar. It is, however, worth not-
ing now that a minimalist approach is essentially just scientific common sense.
Chomsky’s claim that linguistic theory should postulate only those notions (e.g.
levels of representation) that are “either conceptually necessary or empirically
unavoidable” is taken by scientists as so obvious as not to need saying.

Rules

We have already seen that rules are necessary to characterize the infinite pos-
sibilities provided by natural language, but they have a number of other useful
properties. Levels of representation are defined by the rules that yield them as
their output. Rules let us capture significant generalizations that go beyond lex-
ical idiosyncrasy (all verbs have a past tense, not just the verb evolve); and they
make possible an account of semantic compositionality — the fact that the mean-
ings of larger entities is made up of the meanings of smaller ones: the meaning
of I don’t like cabbage is built up out of the meanings of I, not, like, and cabbage.
It follows from these properties that sentences are not just strings of words but
have structure. This is most obvious when the same sequence of words has
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two different interpretations depending on the relations between them, as in the
ambiguous black cab driver which can mean either “a black driver of cabs” or
“a driver of black cabs.” The difference can be shown by using brackets to set
off the constituents out of which sentences are constructed: in the present case,
as shown in (15):

(15) a. [black [cab driver]]
b. [black cab [driver]]

Linking two or more words together as a constituent is not an innocent exercise:
it predicts that the same combination will recur, explicitly or implicitly, in other
expressions. In (16a), the sequence many people is a constituent which shows
up in a different position in (16b):

(16) a. Many people are in the room.
b. There are many people in the room.

Separating the two elements (many and people) of this constituent gives rise
(in this case) to ungrammatical sequences of the kind in (17):

17) a. “Many there are people in the room.
b. “How many are there people in the room?

Similarly, a constituent can typically be replaced by a “pro-form,” such as they,
in (18a), or an empty category as in (18b):

(18) a. There are many people in the room but they are hiding.
b. Many people are in the room but — are hiding.

where the dash shows the position of the “understood” empty subject of hiding.

To account for facts of this kind Chomsky and linguists working within his
paradigm postulate two different kinds of rule: one that “merges” two words to
form a larger constituent: e.g. many and people; and another that may “move”
such a constituent to a different position: e.g. moving many people (but not
just many) to the front of the sentence.® Such rules operate under well-defined
conditions: the relation between many people and they, or between many people
and the empty —, can obtain only in certain circumstances.’ In (19a) the item
they may (but need not) be taken to refer to many people, but in (19b) this is
impossible:

(19) a. Many people think they are intelligent.
b. They think many people are intelligent.

In fact, we clearly know far more than this even about such simple sentences as
those given. Corresponding to the statements in (16), we have such questions
as those in (20):
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(20) a. Are many people in the room?
b. Are there many people in the room?

The first can be answered appropriately as in (21):
21 Many people are in the room and many people aren’t in the room

(where, for instance, half are indoors and half are in the garden). A comparable
answer to the second, as in (22), is anomalous:

(22) There are many people in the room and there aren’t many people in
the room.

We still have the same constituents — many people, in the room, and so on, but
the interpretations are different.

All of us have knowledge of this kind, even though most of us are not aware of
it, and none of us can spell out this knowledge in full detail. The notion of such
unconscious or “tacit” knowledge has been anathema to many philosophers
(Quine 1972), but the issue has been bedevilled by often arbitrary stipulations
as to what constitutes “knowledge.” The important point is that humans can
produce and understand any of an infinite number of largely novel sentences,
and can make systematic judgments about their well-formedness, and we need
to explain these abilities. The explanation in terms of merge and move may be
wrong, but it is currently both the most inclusive and the deepest in terms of
the deductive structure of the theory involved.

Displacement

The possibility of movement of items is invoked to account for what is
often called the “displacement property” of language (Chomsky 2000a: 12f):
constituents are pronounced in places other than where they are interpreted.
The simplest kinds of example in English are provided by the contrast between
statements on the one hand, and questions and focus constructions of the kind
seen in (23) on the other:

(23) a. These delegates might elect the best candidate.
b. Which candidate might these delegates elect?
c. The best candidate, these delegates might elect

The basic intuition about such examples is that the phrase containing candidate
is in all cases the object of elect, even though it appears either at the beginning
of the sentence or after the verb. Elect is a two-place predicate: it needs a subject
and an object, respectively these delegates and the best candidate in (23a), so
that the failure of either to appear results in ungrammaticality: all the strings in
(24) are unacceptable:
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24) a. “these delegates elected
b. “elected the best candidate
c. “elected

To account for this, elect is said to select an object to its right, and this object
may then remain where it is, or be displaced, as in (23b).!° This selectional
difference simultaneously accounts for the contrast with, on the one hand, verbs
like giggle, which allow no object, as witness the impossible (25), or, on the
other hand, verbs like divide which can be used with or without an object, as
in (26):

(25) Don’t giggle me.

(26) a. The amoeba divided.
b. They divided the spoils.

In fact (25) is sometimes produced by children (Bowerman 1987), though it is
not likely to be acceptable to anyone reading this — another instance not only
of our “negative knowledge,” but of our intriguing ability — in the absence of
any obvious evidence — to progress from a grammar which allows (25) to one
which does not. This is a classic example of poverty of the stimulus: we know
more than the environment provides evidence for. It is implausible to suggest
that every child who comes up with examples like (25) is explicitly corrected
by parents or peers, yet the child pattern is common and the adult intuition is
robust.

Interestingly, all languages allow for statements and questions of the kind in
(23), but in some languages (such as Chinese and Japanese), the object stays in
the same place and doesn’t get displaced (Chomsky 1995c: 69), giving rise to
sentences like (27):

27) These delegates might elect which candidate?

which is itself acceptable as an echo-question in English: that is, a question
repeating with incredulity something already suggested. We thus have a sit-
uation in which there are two different syntactic structures in two different
languages, but with the same interpretation. That is, at some level of represen-
tation — presumably LF — both (23b) and the Chinese equivalent of (27) have
the same logical structure.

That is, just as we have overt and covert syntactic categories (they versus
nothing in (18)), we have the possibility of overt (visible) and covert or invisible
movement of some categories. The parallel interpretations of (23b) and (27)
are captured by saying that in English the movement seen in (23b), giving the
syntactic and logical representation, is “overt,” whereas the same displacement
in Chinese etc. is “covert.” In the jargon, these are referred to as before and after
“Spell-out”: movement before spell-out is visible — as in English; movement
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after spell-out is invisible — as in Chinese. That the movement is comparable in
the two cases is evidenced by a wealth of syntactic facts as well as the intuitively
obvious identity of interpretation, where such identity is taken to entail identity
of representation at some level.

Empty categories

The idea that there should be phonologically empty words of the kind men-
tioned here has either outraged or bewildered many members of the linguistic
community. Yet the development of a theory of empty categories has been
important in allowing linguists to capture interesting generalizations, to sim-
plify the structure of grammars, and ultimately to provide evidence about the
innate endowment that the child brings to the task of first-language acquisition.

Traditional descriptions of language frequently refer to “understood” ele-
ments, which are not visible (or audible), but whose presence it is convenient to
assume. This tradition was adopted and formalized in the transformational treat-
ment of the subject of coordinate sentences like (18b), as well as for imperatives
and a variety of other constructions. More recently, it has been widely extended,
with interesting implications for the structure of the grammar. Consider the pair
of sentences in (28):

(28) a. John wants Bill to go.
b. John wants to go.

It is intuitively obvious that in (28a) Bill is to go and in (28b) that John is to
go. Making that intuition grammatically explicit can be effected by assuming
that in each case go has a subject, even though that subject is invisible in (28b),
whose structure is then something like (29):

29) John wants [ec] to go.

where “ec” stands for an “empty category,” construed as referring to the same
person that John does, as is explicit in the synonymous John wants himself to
go.

An empty category is in general one that has syntactic properties but is not
pronounced. With sentences as simple as these the gain from assuming empty
categories is scarcely overwhelming, but in more complex cases, one can begin
to see how benefits accrue. For me, and perhaps most speakers of English,
a sentence like (30a) typically allows the alternative pronunciation shown in
(30b), where I am contracts to I’m:

(30) a. I am the greatest.
b. I’m the greatest.
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Stating the precise conditions under which such contraction is possible is not
straightforward — (31b) is simply ungrammatical:

31) a. John is planning to come at the same time as I am.
b. “John is planning to come at the same time as I'm.

(31a) is interpreted as meaning “John is planning to come at the same time as
I am planning to come.” The italicized words are redundant and so are typi-
cally not pronounced, even though they are “understood,” and have a syntactic
existence in the form of an empty category. This suggests an explanation for
the impossibility of (31b): contraction cannot take place adjacent to an empty
category; am is adjacent to an empty category, left by the omission of planning
to come, so (31b) is excluded (Lightfoot, this volume).

Another initially mysterious contrast, illustrated in (32), succumbs to the
same explanation:

(32) a. Tell me whether the party’s tomorrow.
b. Tell me where the party is tomorrow.
c. “Tell me where the party’s tomorrow.

Why is (32¢) ungrammatical? An answer is suggested by a consideration of the
kind of echo-question seen in (27), They elected which candidate?, and further
illustrated in (33):

(33) a. The party’s where tomorrow?
b. The party’s when tomorrow?

In these examples where and when appear in the same position as the ordinary
locative or temporal phrases that they question, as seen in (34):

34) a. The party’s in the hangar tomorrow.
b. The party’s at 11 o’clock tomorrow.

The next stage of the argument should be clear — the structure of (32b) is as
shown in (35):

(35) Tell me where the party is [ec] tomorrow

with an empty category marking the place from which where has moved, and
blocking the contraction of is to ’s.
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I-language and E-language

It is time to take stock. We uncontroversially have knowledge of language,
manifest in our ability to produce and understand any of indefinitely many
sentences, in our ability to make judgments of well-formedness and, more
importantly, of ill-formedness: we can recognize previously unheard mistakes
or deviations from the patterns of our native language. It is important to note
that the strength of the argument from the existence of mistakes does not rest on
the identification of a common language shared by the speaker and the hearer.
If you hear someone speaking a different dialect of your language you do not
assume that they are making mistakes in pronouncing words slightly differently,
or in using different vocabulary or grammar. For me, it’s not a mistake to say
pavement rather than sidewalk, or to make sort thyme with bought: that’s just
the way I speak my variety of (British) English. Similarly, I use the forms in
(36) whilst others use those in (37) to convey the same message:

(36) a. I jumped out of the window.
b. I jumped off the table.

(37 a. I jumped out the window.
b. I jumped off of the table.

But this raises a basic issue that differentiates Chomsky’s linguistics from that
of all his predecessors: his concentration on the language of the individual rather
than the language of the social or political group in which that individual resides.
For much of the time the difference doesn’t matter, but there are important
philosophical implications of the difference, encapsulated in the terminological
difference between “I-language” and “E-language” (Chomsky 1986).

When generative grammar was being first developed (Chomsky 1955, 1957a),
alanguage was defined as a set of sentences, generated by the rules of a grammar.
Example (3) (John speaks English fluently) would be generated, and so be part
of the language; (5) (John speaks fluently English) would not be generated,
and so would not be. Chomsky’s early work included a demonstration that any
such definition of “language” could not have a decisive role to play in linguistic
theory. The idea that the E-language, some definable entity external to the
individual and that corresponds to the everyday idea of “English,” could be the
focus of theory construction is not tenable. If such a social or supra-personal
construct was coherent and consistent, it might be the appropriate domain for
political, mathematical, or logical statements, but if it is supposed to reflect the
human capacity for language, it is neither coherent nor definable.!! By contrast,
I-language, an individual’s internal possession, with its explicitly psychological
status, is the appropriate domain for statements about personal knowledge, and
is also coherently definable. It is uncontroversial that untutored speakers can
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make grammatical judgments of the kind I have been appealing to throughout
this discussion: someone who failed to be sensitive to a difference between
(3) and (5) would simply not know English. Chomskyan linguistics aims to
characterize explicitly what underlies that ability. In contrast, it is not at all
obvious that there is a coherent domain of theoretical investigation in which
the geopolitical notion of “English” should figure. For me, both the sentences
in (38) are possible:

(38) a. Nothing, I had for breakfast.
b. Nothing did I have for breakfast.

For some of my colleagues only one of them is acceptable (Cormack & Smith
2000). It is an interesting research question to tease out the differences between
our respective grammars; but it doesn’t make much sense to ask which of us
is correct, or which is “English.” In brief, the apparently narrower domain of
I-language — the mentally represented grammar of an individual — is amenable
to scientific investigation in a way that E-language is not. The subject matter
of linguistics is (tacit) knowledge, and no single individual has or could have
knowledge of all the varieties of any language in the traditional lay sense of the
term.

As we have seen, linguists attempt to formulate aspects of our knowledge
of language in the form of rules that both make explicit what we know and
thereby make predictions about what else can occur in our own languages
and in human language more generally. In principle, such predictions make
falsifiable claims, but it is important to note that no serious theory adopts the
kind of naive falsificationism supposedly proposed by Popper (1963). Individual
analyses of particular data will be refined or rejected in part on the basis of
their conformity with such predictions, but the guiding intuitions behind the
theory can often be maintained despite apparent falsification. This apparently
cavalier attitude is a direct function of the idealization inherent in producing
any scientific explanation. In linguistics as in physics, what is important is to
explain some subset of the data, rather than describe everything.

Legibility

A theory of language provides a link between sound and meaning, between
representations of the pronunciation and representations of the logical properties
of words and sentences. Accordingly, a grammar — the I-language — must define
the two levels of representation, PF and LF, and specify the link between them.
Ideally, there should be no other levels and the complexity of this link should
be minimal. This suggests two questions which it had previously either been
impossible to address seriously or perhaps even to formulate. First, how good
a solution to this conceptual problem of linking sound and meaning is a human
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language? Is it right to suggest that the grammars of natural languages are
in some sense optimal? Second, what are the relations between the language
faculty and other systems of the mind/brain? In particular, can any perceived
deviations from optimality in the first be attributed to conditions imposed by
the second?

Chomsky addresses these issues in terms of the question: “how ‘perfect’ is
language?”, with the answer, surprising for a biological system (2000a: 9),'?
that it is very close to perfect. What this means is that any deviations from
conceptual necessity manifested by the language faculty (that is, the I-language)
are motivated by conditions imposed from the outside. Chomsky calls these
“legibility conditions”: conditions imposed by the need for other systems of
the mind/brain to use representations provided by the language faculty. This
refers in particular to the need for the articulatory and perceptual systems to
exploit PF representations, and for the conceptual system to exploit LF. Against
such a background, movement or “displacement” processes of the kind seen in
(23) or (38), or in the different positions occupied by Clinton in They elected
Clinton and Clinton was elected, appear to be conceptually unnecessary. Why
do natural languages exploit such devices which are completely foreign to the
artificial languages of logic and mathematics? One tentative answer is that
displacement may plausibly be motivated by the need to structure information
for optimal communication. To elaborate a little: the “focus” example in (23c)
is probably motivated by the desire to make more salient one particular entity
in the discourse by putting it in initial position. The subjects one wishes to talk
about are likely to be differentially accessible to one’s interlocutor, depending
on how recently they have been mentioned, how prominent they are in the
environment, and so on. Putting a constituent like the best candidate in initial
position then increases its accessibility, and makes fruitful communication more
likely. If this is indeed the correct account then it looks as if a property of the
language faculty is imposed from outside the system, from another part of the
mind/brain: from the “central system” in Fodor’s (1983) terminology.'?

Chomsky does not stop there, but attempts to link this apparent imperfec-
tion of language to another. Natural languages are full of phenomena that give
rise to problems for second-language learners and irritation for philosophers.
There are morphological complexities like declensional paradigms and irregular
verbs, which appear to have no real meaning of their own and to be semantically
useless. They are another imperfection, necessitating the postulation of unin-
terpretable features — that is, features with no semantic interpretation. However,
current syntactic theory makes systematic use of such uninterpretable features:
their function is to drive the movement processes that we have just seen to be
motivated from outside the language faculty. If such conjectures are on the right
lines, they allow the interesting possibility of reducing two kinds of apparent
imperfection to one. In fact, if the argument is correct, the imperfections are
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indeed only apparent. Given the constraints that other systems of the mind/brain
impose on solutions to linking sound and meaning, there may be no other alter-
natives, so conceptual necessity explains the form of the grammar overall.

Although we may differ in our ability to deploy our knowledge of language,
that knowledge is largely the same from person to person. As far as is known,
we all see the same way: across the species we have the same visual system;
similarly, across the species, we all have the same linguistic system. The case
of language is somewhat different from that of other putative modules in that
it is evident from the existence of languages other than our own that a certain
amount of language is acquired on the basis of interaction with the environment:
it is “learnt.” However, the most fundamental aspects of language are universal
and can hence be factored out of the learning equation. In these areas we do not
expect there to be differences between individuals, whether they are speakers
of different languages or the same language. To give a simple example: we do
not need to learn that our language contains nouns and verbs: all languages
contain nouns and verbs. What we need to learn is which noises our language
associates with particular examples of them.

Acquisition

Principles and parameters

So some of the intricate and complex knowledge characteristic of adult grammar
is putatively innate, but some of it is obviously “learnt.” More accurately, it is
attributable in part to the role of the ambient environment: languages differ
along various dimensions, and it is obvious that we are not born knowing
that the words fortoise and turtle pick out chelonians, or that English puts the
subject before the verb, whereas Welsh puts it after. In recent years, the idea
that linguistic theory should be “explanatory” has been focused on explaining
how our knowledge of language can be acquired, given the (claimed) poverty
of the stimulus.'*

In the last twenty years, for the first time in the history of language study,
there is now a reasonable chance of solving “Plato’s Problem” — how it is we
can know so much given that the evidence is so impoverished.'> The solution is
Principles and Parameters. The idea is that the child is born knowing the princi-
ples which determine the so-called design features of language: the existence of
particular categories such as Noun and Verb, the possibility of Merge and Move,
the universality of structure dependence, the conceptual structure of possible
predicates like CAUSE and LOCATION (Bloom 2000), and much more.

A central aspect of Principles and Parameters theory is that it explicitly
exploits the idea that there is a cascade effect so that knowledge can develop
without being learned. There is evidence that children acquiring their first

Cambridge Collections Online © Cambridge University Press, 2007



Chomsky’s science of language 39

language home in on the correct word order extremely early. Before they can
speak themselves, children have worked out that English places the verb before
its object, so we have examples like eat this rather than this eat. In the jargon
this is usually referred to as being a reflex of the fact that English is “head-first”:
the head verb eat precedes its complement this. Once this elementary fact has
been established, children also know a number of other facts about English:
that we say fond of tortoises rather than of tortoises fond, the idea that penguins
are cute and not that penguins are cute’s idea. They do not need to have heard
such examples to have the knowledge. They are born with the principle and
with some specification of the range of variation in possible human languages,
and on being presented with data they need merely to pick out which of these
possible languages is the one that they are being exposed to. The process is one
of selection (Chomsky 1980; Piattelli-Palmarini 1989) from an antecedently
defined set, rather than instruction about an unconstrained system. One kind of
evidence for this theory comes from the interesting category of “mistakes that
children do not make.” Over-generalizations of the kind three sheeps comed are
pervasive in the morphology, but comparable analogies typically do not occur
in the syntax. Observing that in a sentence like (19a) (Many people think they
are intelligent) the pronoun they may or may not be dependent on many people,
the child typically does not extend the possibility to (19b) (They think many
people are intelligent) where the they may not be dependent on many people.
That these mistakes just don’t appear suggests that children are predisposed to
interpret the input they are exposed to in particular ways: the principles and
parameters are there from the beginning.

Typology

The theory of parametric variation identifies precisely those aspects of language
(apart from the morphophonological makeup of individual items in the lexicon)
which it is necessary for the child to acquire on the basis of experience. The
theory then has as a natural corollary that these aspects are precisely those by
reference to which languages can differ one from the other, and hence the the-
ory simultaneously provides an account of possible typological variation among
languages. In each case, the locus of this variation is the set of functional cat-
egories — categories like Determiners, Tense and Complementizer. This is not
superficially obvious, but consider again the contrast between (23b) and (27),
where in different languages WH words (who, which, etc.) may either move
to the front of the sentence or stay where they are. In the case of English and
similar languages where the WH phrase moves, there is a technical question as
to where it moves to and why it moves at all. The answer to the first question is
that it moves to a position called the “Specifier” (Spec) of the Complementizer
Phrase (CP), the answer to the second is that it does so because (in English but
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not in Chinese) the C is “strong” and acts like a magnet attracting the item to it.
The technical details are spelt out in the relevant literature (Uriagereka 1998).
Suffice it here to say that all sentences have a CP, but that this position may
be either empty or filled. It is typically, though optionally, filled in subordinate
“complement” clauses as in (39), where the complementizer that or the com-
plementizer phrase which candidate is shown in italics, and the parentheses
indicate optionality:

39) a. I know (that) they elected the best candidate.
b. I know which candidate they elected.

That the two items are in the same position is indicated by the impossibility of
having both of them together, as shown by the unacceptability of (40):

(40) “I know that which candidate they elected.

On the most economical assumptions about the rules of the grammar, it must
be that in (23b) which candidate has moved to the same position as in (39b),
hence both must share the same landing site for the “moved” element: viz.
Spec CP. From this it follows that quite radical differences between languages
can be accounted for in terms of properties of functional categories, despite
the involvement of substantive elements like nouns and noun phrases. More
particularly, the differences are limited to the presence of specific features on
functional categories within the lexicon. The lay intuition that the basic differ-
ences between languages reside in their vocabulary has been given substance
by being recast in an explicit theoretical framework.

Universals and evolution

If a substantial part of our knowledge of language is innate, and if any child
can learn the language it is immersed in with equal facility, it follows that many
aspects of our knowledge are universal. So much is now generally accepted
(with some disagreement about the details of what is innate). It is nonetheless
still something of a shock for many to read that one can gain insight into English
by studying Japanese (Chomsky 2000a: 53—4), or any other language; and of
course vice versa. The logic is clear: suppose that a phenomenon in language
A can be adequately described by using either of two devices — d; or d, — but
the comparable phenomenon in language B can only be adequately described
by one of them, say di, then theoretical parsimony demands that one use d; for
both languages, rather than d; for one and d; for the other. On further analysis
it should also turn out that this choice makes appropriate further predictions,
but not always: the poverty of the inflectional system (of English, for instance)
may make it impossible to test some hypotheses in that language, whereas they
can be easily tested in another (Cole & Hermon 1981; Smith 1999).
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We have seen that knowledge of language is rich and intricate, but is in some
sense perfect. Moreover, it is largely innate and common to the species, and
hence is presumably genetically determined. This rather surprising combination
of properties is explicable perhaps only if one can mount an explanation for
them in terms of evolution. If our ability to develop language is genetically
determined, but our relatives — from chimpanzees to mushrooms — have no
comparable language faculty, then it must have evolved. But now there is a
problem, as Chomsky is widely quoted as denying that natural selection could
have produced human language. Furthermore, as there are supposed to be only
two possible explanations for evolution, namely “God or natural selection,”
Chomsky must either be appealing to divine providence or be a mystic. As has
recently been documented in great detail (Jenkins 2000), Chomsky’s position
is not that natural selection has played no role in the evolution of language, but
that natural selection is only one factor. In all evolution, whether of language,
the eye, or an antibody, an essential contribution is also made by physical and
developmental factors working on the variation provided by random mutation.
The criticism of Chomsky with regard to evolution is based on a simplistic
analysis of the range of possibilities available, and of his position on them.
Properties of language have evolved. Natural selection must have played a role
in this evolution, but so too have elementary physical constraints, such as the size
of the human head. Many other factors have also, presumably, been involved,
such as the adoption of a trait in one domain for use in another: an example
might be the exploitation of discrete infinity by both the number sense and
the language faculty. Our knowledge is vanishingly small in this domain, but
the questions are coherent, the issues are empirical, and the problem of unifying
the various bits of our knowledge with the rest of the natural sciences is standard.

It is appropriate to end on a note of unification. Linguistics cannot be reduced
to any other science, but its findings can be unified with those of psychology,
biology, and ultimately neurology. The lead in this unification is provided by
linguistics, because its theories are the most fully developed. Overwhelmingly,
this is due to Chomsky.
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2 Plato’s Problem, UG, and the language organ

David Lightfoot

The empiricist view is so deep-seated in our way of looking at the human mind
that it almost has the character of a superstition.
Chomsky (The Listener May 30, 1968)

Plato’s Problem

Plato’s Problem was expressed generally by Bertrand Russell: “How comes
it that human beings, whose contacts with the world are brief and personal
and limited, are nevertheless able to know as much as they do know?” The
problem arises in the domain of language acquisition in that children attain
infinitely more than they experience. Literally so, we shall see: they attain a
productive system, a grammar, on the basis of very little experience. So there
is more, much more, to language acquisition than mimicking what we hear in
childhood, and there is more to it than the simple transmission of a set of words
and sentences from one generation of speakers to the next. There is more to
it than a reproduction of experience and, in maturity, our capacity goes well
beyond what we have experienced.

Consider some subtleties that people are not consciously aware of. The verb
is may be used in its full form or its reduced form: people say Kim is happy or
Kim’s happy. However, certain instances of is never reduce, for example, the
underlined items in Kim is happier than Tim is or Iwonder what the problem is in
Washington. Most people are not aware of this, but we all know subconsciously
not to use the reduced form here. How did we come to this? The question
arises because the eventual knowledge is richer than relevant experience. As
children, we heard instances of the full form and the reduced form, but we were
not instructed to avoid the reduced form in certain places; we had no access
to “negative data,” information about what does not occur. Yet, all children
typically attain the ability to use the forms in the adult fashion, and the ability
is quite independent of intelligence level or educational background. Children
attain this ability early in their linguistic development. More significantly, child-
ren do not try out the non-occurring forms as if testing a hypothesis, in the
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way that they “experiment” by using forms like goed and raked. The ability
emerges perfectly and as if by magic. And it emerges despite limited relevant
experience, in a way that might have intrigued Plato.

Another example. Pronouns like she, her, he, him, his sometimes may refer
back to a noun previously mentioned in a sentence (1a—c). However, one can
only understand (1d) as referring to two men, Jay and somebody else; here the
pronoun may not refer to Jay, unlike in (la—c).

(D) a. Jay hurt his nose.
b. Jay’s brother hurt him.
c. Jay said he hurt Ray.
d. Jay hurt him.

As adults, we generalize that a pronoun may refer to a preceding noun except
under very precise conditions (1d). But then, how did we all acquire the right
generalization, particularly knowledge of the exception?

Recall the nature of our childhood experience: we were exposed to a hap-
hazard set of linguistic expressions. We heard various sentences containing
pronouns; sometimes the pronoun referred to another noun in the same sen-
tence, sometimes to a person not mentioned there. Problem: because we were
not informed about what cannot occur, our childhood experience provided no
evidence for the “except” clause, that pronouns sometimes do not corefer. That
is, we had evidence for generalizations like “is may be pronounced z” and
“pronouns may refer to a preceding noun,” but no evidence for where these
generalizations break down.

As children, we came to know the generalizations and their exceptions, and
we came to this knowledge quickly and uniformly. Yet our linguistic experience
was not rich enough to determine the limits to the generalizations. We call this
the problem of the poverty of the stimulus. This is “Plato’s Problem” and it
has shaped much of grammatical theory in the work of Chomsky and others.
Children have no data that show them that is may not be reduced in some
contexts and they have no data showing that him may not refer to Jay in (1d).
These two small illustrations are examples of the form that the poverty-of-
stimulus problem takes in language.

There are two “easy solutions” to the poverty-of-stimulus problem; neither
is adequate. One is to say that children do not overgeneralize, because they are
reliable imitators. That is, children do not produce the reduced is in the wrong
place or use a pronoun in (1d) wrongly to refer to Jay, because they never hear
language being used in this way. In other words, children acquire their native
language simply by imitating the speech of their elders. We know this approach
is not tenable, because everybody constantly says things that they have never
heard. We express thoughts with no conscious or subconscious consideration
of whether we are imitating somebody else’s use of language. This is true of
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the most trivial speech: in saying I wanna get a ticket for the game that’s here
on Wednesday, one is using a sentence that one has almost certainly not heard.

Sometimes it is said that children form new sentences “by analogy” with
what they have heard, but this simply conceals the problem: it does not account
for why some analogies are drawn and others not. The problem is to explain
why areduced s in 7im’s happy provides an analogical basis for contracting the
first is in Kim is happier than Tim is, but not the second. Why do the sentences
(1a—c) not provide an analogical basis for coreference between Jay and him in
(1d)? Children converge on specific generalizations and not on other logically
possible ones, in ways that cannot be explained by a general notion of induction
or analogy.

A variant on this approach is that children learn not to say the deviant forms
because they are corrected by their elders. Some aspects of language are taught
in schools: spelling conventions, socially stigmatized forms, some kinds of
technical vocabulary. However, language emerges without the aid of teaching;
many people are illiterate but nonetheless have a productive capacity to use
language. Furthermore, the appeal to instruction does not explain language
acquisition. First, it would take an acute observer to detect and correct the
error. Second, where linguistic correction is offered, young children are highly
resistant and just don’t get the correction. Third, in the examples discussed,
children do not overgeneralize and therefore parents have nothing to correct;
this will become clearer when we discuss experimental work on young children.

So the first “easy’ solution to the poverty-of-stimulus problem is to deny that
it exists, to hold that the environment is rich enough to provide evidence for
where the generalizations break down. The problem is real and this “solution”
does not address the problem.

The second “easy answer” also denies that there is a problem, but it denies that
there is anything to be learned, and holds that a person’s language is fully deter-
mined by genetic properties. Yet this answer also cannot be right, because peo-
ple speak differently, and many of the differences are environmentally induced.
There is nothing about a person’s genetic inheritance that makes her a speaker
of English; if she had been raised in a Dutch home, she would have become a
speaker of Dutch.

The two “easy answers” either attribute everything to the environment or
everything to the genetic inheritance. Neither position is tenable. Instead, lan-
guage emerges through an interaction between our genetic inheritance and the
linguistic environment to which we happen to be exposed. English-speaking
children learn from their environment that the verb is may be pronounced iz
or z, and native principles prevent the reduced form from occurring in the
wrong places. Likewise, children learn from their environment that ke, his,
etc. are pronouns, while native principles entail where pronouns may not refer
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to a preceding noun. The interaction of the environmental information and the
native principles accounts for how the relevant properties emerge in an English-
speaking child.

Ill sketch the relevant principles in a moment. A modern Plato might tease
native principles apart from learned elements and claim that the native prin-
ciples reflect knowledge attained in a previous life, that the knowledge was
rendered subconscious when the soul drank from the River Lethe, the river of
forgetting, just before birth. However, Chomsky assumes that native principles
are encoded somehow in genetic material. This involves a kind of Mendelian
genetics. In the mid nineteenth century, Mendel postulated genetic “factors”
to explain the variable characteristics of his pea plants, without the slightest
idea of how these factors might be biologically instantiated. Similarly, linguists
seek to identify information which must be available independently of experi-
ence, in order for a grammar to emerge in a child. We have no idea whether
this information is encoded directly in the genome or whether it results from
epigenetic, developmental properties of the organism,; it is, in any case, native.
As a shorthand device for these native properties, I shall write of the linguistic
genotype, that part of our genetic endowment which is relevant for our linguis-
tic development. Each individual’s genotype determines the potential range
of functional adaptations to the environment (Dobzhansky 1970: 36), and we
assume that the linguistic genotype (what linguists call “Universal Grammar”
or “UG”) is uniform across the species (short of pathological cases). That is,
linguistically we all have the same potential for functional adaptations and
any of us may grow up to be a speaker of Catalan or Hungarian, depend-
ing entirely on our circumstances and not at all on variation in our genetic
make-up.

Since children are capable of acquiring any language to which they happen
to be exposed between infancy and puberty, the same set of genetic prin-
ciples which account for the emergence of English (using “genetic” now in
the extended sense indicated) must also account for the emergence of Dutch,
Vietnamese, Hopi, or any other of the thousands of languages spoken by human
beings. This plasticity imposes a strong empirical demand on hypotheses about
the linguistic genotype; the principles postulated must be open enough to
account for the variation among the world’s languages. The fact that people
develop different linguistic capacities depending on whether they are brought
up in Togo, Tokyo, or Toronto provides a delicate tool to refine claims about
the nature of the native component.

Chomsky’s approach to Plato’s Problem, outlined in the first chapter of
Aspects of the Theory of Syntax (1965), is to say that there is a biological
entity, a finite mental organ, which develops in children along one of a number
of paths. The paths are determined in advance of any childhood experience. The
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language organ that emerges, the grammar, is represented in the brain and plays
a central role in the person’s use of language. We have gained some insight
into the nature of people’s language organs by considering a wide range of
phenomena: the developmental stages that young children go through, the way
language breaks down in the event of brain damage, the manner in which peo-
ple analyze incoming speech signals, and more. At the center is the biological
notion of an internal, individual language organ, a grammar.

The nature of grammars

Children acquire a productive system, a grammar, in accordance with the
requirements of the genotype. If asked to say quite generally what is now
known about the linguistic genotype, one might say that it permits finite gram-
mars, because they are represented in the finite space of the brain, but that they
range over an infinity of possible sentences. Finite grammars consist of a set of
operations which allow for infinite variation in the expressions which are gen-
erated. The genotype is plastic, consistent with speaking Japanese or Quechua.
It is modular, and uniquely computational.

By “modular” I mean that the genotype consists of separate subcomponents
each of which has its own distinctive properties that interact to yield the prop-
erties of the whole. These modules are, in many cases, specific to language.
Research has undermined the notion that the mind possesses only “general
principles of intelligence” that cover all kinds of mental activity. One module
of innate linguistic capacity contains abstract structures that are compositional
(consisting of units made up of smaller units) and that fit a narrow range of
possibilities. Another module encompasses the ability to relate one position to
another within these structures by movement, and those movement relation-
ships are narrowly defined. Another module is the mental lexicon, a list of word
forms and their crucial properties.

To see the kind of compositionality involved, consider how words combine.
Words are members of categories like noun (N), verb (V), preposition (P),
adjective/adverb (A). If two words combine, the grammatical properties of
the resulting phrase are determined by one of the two words, which we call the
head; the head projects the phrase. So, if we combine the verb visit with the
noun Chicago, the resulting phrase visit Chicago has verbal and not nominal
properties. It occurs where verbs occur and not where nouns occur: I want to
visit Chicago, but not “the visit Chicago nor “we discussed visit Chicago. So
the expression visit Chicago is a verb phrase (VP), where the V visit is the head
projecting to VP. This can be represented as a labeled bracketing (2a) or as a tree
diagram (2b). The verb is the head of the VP and the noun is the complement.
(This is the novel, bottom-up approach to phrase structure of Chomsky [1995c:
2444f.].)
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2) a. yp[vvisit yChicago]
b. VP

v N
visit Chicago

In general, two categories merge to form a new category. So an “inflectional”
element like will might merge with the VP visit Chicago, to yield the more
complex expression will visit Chicago, with the structure of (3). The inflectional
will heads the new phrase and projects to a phrasal category IP. This means
that visit Chicago is a unit (VP), which acts as the complement of will, but will
visit is not a unit; that is, there is no single node which dominates will visit and
nothing else in this example.

3) wplrwill yp[visit Chicago]]

The units defined by these trees are the items that the computational oper-
ations manipulate; they are the items that move and delete and that receive
indices. Non-units are not available to these operations.

Let us return now to the problem of the reduced is. A computational operation
attaches the reduced is to the preceding word as a “clitic.” This makes ’s as
integral a part of that word as a plural-marking -s. Just as the plural -s is
pronounced differently in cats, dogs, and palaces, similarly the reduced is
in Pat’s here, Doug’s sad and Alice’s happy. However, a silent, understood
element also attaches clitic-like to a host to the left and the host must be a
full phonological word. In an expression like Kim is happier than Tim is, there
is no silent, understood element following the first is, which therefore may
be reduced. The fact that there is a silent, understood element following the
second is (“happy”) means that it must be a full, phonological word and may
not be reduced.! The same holds for ’ve, ’re, and the reduced forms of am, will,
would, shall, and should. Poets make linguistic jokes from these principles: the
Gershwins were famous for contraction jokes and in Girl Crazy (1930) a chorus
begins I'm bidin’ my time /’Cause that’s the kind of guy I'm.

Is may be reduced in (4a), where there is no silent, understood element that
needs a host, but not in I wonder what the problem is in Washington, which
has the structure of (4b). Here what has moved from the position indicated, is
understood in the position x, and reduction is not possible. So now we have an
answer to the problem sketched at the outset: a reduced is is a clitic and may
not host a silent, understood element, which also has clitic-like properties.

“4) a. The problem is in Washington.
b. I wonder what, the problem is x in Washington.
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Clitics are little words which occur in many, perhaps all languages, and have
the property of not being able to stand alone. Part of what a child growing a
grammar needs to do is to determine the clitics in his or her linguistic environ-
ment, knowing in advance of any experience that these are small, unstressed
items attached to an adjacent element. This predetermined knowledge (which I
describe here informally) is contributed by the linguistic genotype and is what
the child brings to language acquisition. So hearing a reduced form like 7¢’s
cold in here and knowing that it is equivalent in some way to It is cold in here
suffices to show the child that ’s is a clitic; the child also knows in advance of
any experience that understood elements require an appropriate phonological
host, a full phonological word.

Under this approach, the child is faced with a chaotic environment and scans
it, looking for clitics . . . among many other things, of course (Lightfoot 1999).
This is the answer that we provide to our initial problem and it is an answer of
the right shape. It makes general claims at the genetic level (clitics and their
behavior are predefined; understood items are hosted by full, phonological
words) and postulates that the child arrives at a plausible analysis on exposure
to a few simple expressions like It’s cold in here. The analysis that the child
arrives at predicts no reduction for the underlined is in Kim is happier than Tim
is, I wonder what the problem is in Washington, and countless other cases, and
the child needs no correction in arriving at this system. The very fact that ’s is
a clitic, defined in advance of any experience, dictates that it may not occur in
certain contexts, where it would host an understood item. It is for this reason
that the generalization that is may be pronounced as ’s breaks down at certain
points and does not hold across the board, and the analysis must generalize to
clitics in all languages.

Consider now the second problem, the reference of pronouns. They taught
us in school that pronouns refer to a preceding noun, but the data of (1) show
that that isn’t always right. As we saw, in (1d) him may not refer to Jay; in (1b)
him may refer to Jay but not to Jay’s brother. The best account of this complex
phenomenon seems to be to invoke a native principle which says that pronouns
may not refer back to a local nominal element, where “local” means contained
in the same clause (IP) or in the same noun phrase (NP).

In (5) I give the relevant structure for the corresponding sentences of (1).
In (5b) the NP Jay’s brother is local to him and so him may not refer back to
that NP — we express this by indexing them differently. On the other hand, Jay
is contained inside the NP and therefore is not available to him for indexing
purposes, so those two nouns do not need to be indexed differently — they
may refer to the same person and they may be coindexed.> Again we see the
constituent structure illustrated earlier playing a central role in the way in which
the indexing computations are carried out. In (5d) Jay is local to him and so
the two elements may not be coindexed; they do not refer to the same person.
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In (5¢) Jay is not local to he, because the two items are not contained in the
same clause: Jay and he may refer to the same person or to different people. In
(5a) his is contained inside an NP and may not be coindexed with anything else
within that NP; what happens outside the NP is not systematic; so his and Jay
may corefer and do not need to be indexed differently.

®)) a. tp[Jay; hurt yp[his;/; nose]]
b. p[np[Jay;’s brother]y hurt him;]
c. p[Jay; said ip[he;; hurt Ray]]

d. p[Jay; hurt him;]

We could have illustrated this principle equally well with data from French
or from Dutch, because the principle applies quite generally to pronouns in all
languages. If we assume a native principle, available to the child independently
of any actual experience, language acquisition is greatly simplified. Now the
child does not need to “learn” why the pronoun may refer to Jay in (5a) or (5b,c)
but not in (5d). Rather, the child raised in an English-speaking setting has only
to learn that he, his, him are pronouns, i.e. elements subject to our principle.
This can be learned by exposure to a simple sentence like (1d/5d), uttered in a
context where him refers to somebody other than Jay.

One way of thinking of the contribution of the linguistic genotype is to view it
as providing invariant principles and option-points or “parameters” (Chomsky
1981a,b). There are invariant principles that understood elements cliticize onto a
full phonological word and that pronouns are not locally coindexed. Meanwhile,
there are options that direct objects may precede the verb in some grammars
(German, Japanese) and may follow it in others (English, French), that some
clitics attach to the right and some to the left. These are parameters of variation
and the child sets these parameters one way or another on exposure to her
particular linguistic experience. As a result, a grammar emerges in the child,
part of the linguistic phenotype. The child has learned that ’s is a clitic and
that her is a pronoun; the genotype ensures that an understood item is not
attached to ’s and that her is never used in a context where it refers to a local
nominal.

Here we have looked at two specific acquisition problems and considered
what ingredients are needed for their solution. Now let us stand back and think
about these matters more abstractly.

The acquisition problem: the poverty of the stimulus

The child acquires a finite system, a grammar, which generates structures that
correspond more or less to utterances of various kinds. Some structural principle
prevents forms like “Kim'’s happier than Tim’s from occurring in the speech of
English speakers, as we have seen. Children are not exposed to pseudosentences
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like this and informed systematically that it is not said. Speakers come to know
subconsciously that it cannot be said and this knowledge emerges somehow,
even though it is not part of the input to the child’s development. It is not
enough to say that people do not utter such forms because they never hear
them. This argument is insufficient because people say many things that they
have not heard, as we have noted. Language is not learned simply by imitating
or repeating what has been heard.

This poverty-of-stimulus problem, Plato’s Problem, defines our approach to
language acquisition. Over the last forty years, much of the linguistic literature
has focused on areas where the best description cannot be derived directly from
the data to which the child has access, or is underdetermined by those data. If
the child’s linguistic experience does not provide the basis for establishing a
particular aspect of linguistic knowledge, there must be another source for that
knowledge.

This is not to say that imitation plays no role, just that it does not provide a
sufficient explanation. Nobody denies that the child must extract information
from her environment; it is no revelation that there is “learning” in that technical
sense. Our point is that there is more to language acquisition than this. Children
react to evidence in accordance with specific principles. Learning of the kind that
takes place in schools or in psychologists’ laboratories involves generalization,
association, induction, conditioning, hypothesis forming and testing, etc., but
this does not play any significant role in explaining children’s acquisition of
language.

The problem demanding explanation is compounded by other factors. Despite
variation in background and intelligence, people’s mature linguistic capacity
emerges in fairly uniform fashion, in just a few years, without much apparent
effort, conscious thought, or difficulty; and it develops with only a narrow
range of the logically possible “errors.” Children do not test random hypotheses,
gradually discarding those leading to “incorrect” results and provoking parental
correction. In each language community the non-adult sentences formed by very
young children seem to be few in number and quite uniform from one child to
another, which falls well short of random hypotheses. Normal children attain
a fairly rich system of linguistic knowledge by five or six years of age and a
mature system by puberty.? In this regard, language is no different from, say,
vision, except that vision is taken for granted and ordinary people give more
conscious thought to language.

These, then, are the salient facts about language acquisition, or more properly,
language growth. The child masters a rich system of knowledge without sig-
nificant instruction and despite an impoverished stimulus; the process involves
only a narrow range of non-adult forms and it takes place rapidly, even explo-
sively between two and three years of age. The main question is how children
acquire so much more than they experience.
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A grammar represents what a speaker comes to know, subconsciously for the
most part, about his or her native language. It represents the fully developed
linguistic capacity, and is therefore part of an individual’s phenotype. It is one
expression of the potential defined by the genotype. Speakers know what an
infinite number of sentences mean and the various ways in which they can
be pronounced and rephrased. Most of this largely subconscious knowledge
is represented in a person’s grammar. The grammar may be used for various
purposes, from everyday functions like expressing ideas, communicating, or
listening to other people, to more contrived functions like writing elegant prose
or lyric poetry, or compiling and solving crossword puzzles, or writing an article
about Plato’s problem.

I do not want to give the impression that all linguists adopt this Chom-
skyan view of things. People have studied language with quite different goals
in mind, ranging from the highly specific (to describe Dutch in such a way
that it can be learned easily by speakers of Indonesian), to more general goals,
such as showing how a language may differ from one historical stage to another
(comparing, say, Chaucerian and present-day English). However, the research
paradigm sketched here (and in Chomsky 1959, 1965, 1975, etc.) has been the
focus of much activity over the last forty years and it construes a grammar as a
biological object, the language organ.

The analytical triplet

A grammar, under this view, is a psychological entity, part of the psychological
state of somebody who knows a language. For any aspect of linguistic knowl-
edge, three intimately related items are included in the account. First, there
is a formal and explicit characterization of what a mature speaker knows; this
is the grammar, which is part of that speaker’s phenotype. Since the grammar
is represented in the mind/brain, it must be a finite system, which can relate
sound and meaning for an infinite number of sentences.

Second, also specified are the relevant principles and parameters common
to the species and part of the initial state of the organism; these principles and
parameters make up part of the theory of grammar or Universal Grammar, and
they belong to the genotype.

The third item is the trigger experience, which varies from person to person
and is embedded in an unorganized and haphazard set of utterances, of the kind
that any child hears (the notion of a trigger is from ethologists’ work on the
emergence of behavioral patterns in young animals and, as in those domains,
consists of abstract structures, “cues” in the sense of Lightfoot 1999). The
universal theory of grammar and the variable trigger together form the basis
for attaining a grammar; grammars are attained on the basis of a certain trigger
and the genotype.
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(6) is the explanatory schema, with general biological terminology in (6a)
and the corresponding linguistic terms in (6b). The triggering experience causes
the genotype to develop into a phenotype; exposure to a range of utterances
from, say, English allows the UG capacity to develop into a particular mature
grammar. One may think of the theory of grammar as making available a set
of choices; the choices are taken in the light of the trigger experience or the
“PLD,” and a grammar emerges when the relevant options are resolved.

(6) a. linguistic triggering experience (genotype — phenotype)
b. Primary Linguistic Data (Universal Grammar — grammar)

Each of the items in the triplet — trigger, UG, and grammar — must meet
various demands. The trigger or PLD consists only of the kinds of things that
children routinely experience and includes only simple structures. The theory
of grammar or UG is the one constant and holds universally such that any
person’s grammar can be attained on the basis of naturally available trigger
experiences. The mature grammar defines an infinite number of expressions
as well-formed, and for each of these it specifies at least the sound and the
meaning. A description always involves these three items and they are closely
related; changing a claim about one of the items usually involves changing
claims about the other two.

The conditions of language acquisition make it plain that the process must be largely
inner-directed . . . which means that all languages must be close to identical, largely
fixed by the initial state. The major research effort since has been guided by this tension,
pursuing the natural approach: to abstract from the welter of descriptive complexity cer-
tain general principles governing computation that would allow the rules of a particular
language to be given in very simple forms, with restricted variety. (Chomsky 2000a: 122)

The grammar is one subcomponent of the mind, which interacts with other
cognitive capacities or modules. Like the grammar, each of the other modules
may develop in time and have distinct initial and mature states. So the visual
system recognizes triangles, circles, and squares through the structure of the
circuits that filter and recompose the retinal image (Hubel & Wiesel 1962).
Certain nerve cells respond only to a straight line sloping downward from left
to right, other nerve cells to lines sloped in different directions. The range of
angles that an individual neuron can register is set by the genetic program, but
experience is needed to fix the precise orientation specificity (Sperry 1968). In
the mid 1960s David Hubel, Torsten Wiesel, and their colleagues devised an
ingenious technique to identify how individual neurons in an animal’s visual
system react to specific patterns in the visual field (including horizontal and
vertical lines, moving spots, and sharp angles). They found that particular nerve
cells were set within a few hours of birth to react only to certain visual stimuli,
and, furthermore, that if a nerve cell is not stimulated within a few hours, it
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becomes inert. In several experiments on Kittens, it was shown that if a kitten
spent its first few days in a deprived optical environment (a tall cylinder painted
only with vertical stripes), only the neurons stimulated by that environment
remained active; all other optical neurons became inactive because the relevant
synapses degenerated, and the kitten never learned to see horizontal lines or
moving spots in a normal way.

In this view, learning is a selective process: parameters are provided by the
genetic equipment and relevant experience fixes those parameters. A certain
mature cognitive structure emerges at the expense of other possible structures
that are lost irretrievably as the inactive synapses degenerate. The view that
there is a narrowing down of possible connections out of an overabundance
of initially possible ones is now receiving more attention in the light of Hubel
and Wiesel’s Nobel Prize-winning success. For the moment, this seems to be a
more likely means to fine tune the nervous system as “learning” takes place, as
opposed to the earlier view that there is an increase in the connections among
nerve cells.

Piattelli-Palmarini (1986, 1989) draws a helpful analogy with recent work on
immunology. The commonsense view was that the immune system developed
antibodies as a kind of learning process, triggered by exposure to bacteria; an
organism would produce antibodies to counter the attack. However, Niels Kaj
Jerne won his Nobel Prize for showing that this commonsense view is incorrect:
antibody formation is a selective process, not instructive. Organisms contain
immense numbers of antibodies; the antigen selects and amplifies specific anti-
bodies that already exist. “Looking back into the history of biology, it appears
that wherever a phenomenon resembles learning, an instructive theory was first
proposed to account for the underlying mechanisms. In every case, this was
later replaced by a selective theory” (Jerne 1967; see also 1985).

So human cognitive capacity is made up of identifiable properties that are
genetically prescribed, each developing along one of various pre-established
routes, depending on the particular experience encountered. These genetic pre-
scriptions may be highly specialized, as Hubel and Wiesel showed for the visual
system. They assign some order to our experience. Experience elicits or triggers
certain kinds of specific responses but it does not determine the basic form of
the response.

This kind of modularity is very different from the view that the cognitive fac-
ulties are homogeneous and undifferentiated, that the faculties develop through
general problem-solving techniques. In physical domains, nobody would sug-
gest that the visual system and the system governing the circulation of the blood
are determined by the same genetic regulatory mechanisms.

Of course, the possibility should not be excluded that the linguistic princi-
ples postulated here may eventually turn out to be special instances of principles
holding over domains other than language, but before that can be established
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much more must be known about what kinds of principles are needed for lan-
guage acquisition to take place under normal conditions. Similarly for other
aspects of cognitive development. Only then can meaningful analogies be
detected. Meanwhile,

we are led to expect that each region of the central nervous system has its own special
problems that require different solutions. In vision we are concerned with contours and
directions and depth. With the auditory system, on the other hand, we can anticipate a
galaxy of problems relating to temporal interactions of sounds of different frequencies,
and it is difficult to imagine that the same neural apparatus deals with all of these
phenomena . . . for the major aspects of the brain’s operation no master solution is
likely. (Hubel 1978: 28)

Real-time acquisition of grammars

In the domain of language, ingenious colleagues at the University of Maryland
have shown that the distinctions discussed at the beginning of this chapter do
not result from learning and that the hypothesized genetic constraints seem to
be at work from the outset. The experimenters constructed situations in which
children would be tempted to violate the relevant constraints. The fact that
children conform to the hypothesized constraints, resisting the preferences they
show in other contexts, is taken to be evidence that they have the constraints
under investigation and they have them at the earliest stage that they might be
manifested (Crain 1991).

Stephen Crain and Rosalind Thornton developed an elicitation task that
encouraged children to ask questions like “Do you know what that’s up there?
They hypothesized that children would generally show a preference for the
reduced ’s form whenever this was consistent with their grammars. This prefer-
ence is revealed in a frequency count of legitimate forms, like Do you know what
that’s doing up there? Comparing the frequency of the reduced forms in these
contexts with non-adult reduced forms would indicate whether or not child-
ren’s grammars contained the hypothetical genetic constraint. If the genetic
constraint is at work, there should be a significant difference in frequencys;
otherwise, not.

Thornton and Crain conducted an experiment to elicit a long-distance ques-
tion. The target productions were evoked by the following protocols.

Protocols for rightward cliticization

@) Experimenter: Ask Ratty if he knows what that is doing up there.
Child: Do you know what that’s doing up there?
Rat: It seems to be sleeping.
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®) Experimenter: Ask Ratty if he knows what that is up there.
Child: Do you know what that is up there?
Rat: A monkey.

In (7) the child is invited to produce a sentence where what is understood as
the object of doing: do you know what, that is doing x up there? Therefore, is
may be cliticized because it is not needed to host the silent, understood item x;
x is hosted by doing. However, in (8) the child produces a sentence where what
is understood as the complement of is, i.e. between is and the following item:
do you know what, that is x up there? (cf. That is a bottle up there). Here is
is needed in its full form in order to host x; no adult would say *Do you know
what that’s up there?, with the reduced form (cf. That’s a bottle up there).
Thornton and Crain found that young children behaved just like adults,
manifesting the hypothetical genetic constraint. The children tested ranged in
age from 2 years, 11 months to 4 years, 5 months, with an average age of
3 years, 8 months. In the elicited questions there was not a single instance of
the reduced form where it is impossible in adult speech. Children produced
elaborate forms like those of (9), but never with the reduced form of is.

9) a. Do you know what that black thing on the flower is? (4 years,
3 months)
b. Squeaky, what do think that is? (3 years, 11 months)
c. Do you know what that is on the flower? (4 years, 5 months)
d. Do you know what that is, Squeaky? (3 years, 2 months)

There is, of course, much more to be said about grammars and their acqui-
sition, and there is an enormous technical literature (Crain & Thornton 1998).
Meanwhile, we have an approach to the riot of differences that we find in the
languages of the world and even within languages. As children, our linguistic
experience varies tremendously; no two children experience the same set of
sentences, let alone the same pronunciations. Nonetheless, the approach we
have sketched enables us to understand the universality of our development,
why we categorize the linguistic world so similarly and can talk to each other
despite variation in childhood experience.

The organ

So the human capacity for natural language results from — and is made possible
by — a biologically determined organ specific both to this domain and to our
species. Efforts to teach human languages to individuals of other species, even
those closest to us, have uniformly failed. While a certain capacity for arbitrary
symbolic reference can be elicited in some higher apes (Premack 1980, 1990;
Premack & Woodruff 1978) and perhaps even in other animals, human-type
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syntactic systems are well beyond the capacity of non-humans . . . just as
humans, even with intensive training, are incapable of free flight.

The functional properties of our language capacity develop along a regu-
lar maturational path, such that it seems more appropriate to see our linguistic
knowledge as “growing” rather than being “learned.” As with the visual system,
much of the detailed structure we find is “wired in,” though triggering experi-
ence is necessary to set the system in operation and to determine some of its
specific properties. The deep similarity among the world’s languages supports
the notion that they are the product of a common human faculty. The manual
languages which develop in Deaf communities independently of one another
or of the language of the surrounding hearing community share in these fun-
damental properties. The profound structural similarities between signed and
spoken languages, including not only the basic principles of organization but
the specific path of their development, the brain regions associated with their
control, and other factors, are neither the result of shared history nor shared
properties of gestural and articulatory/acoustic/auditory modalities, but rather
they derive from shared biology (Newport 1999; Supalla 1990).

The development of structurally deficient pidgins into the essentially normal
linguistic systems found in creoles supports the richness of the genotypic sys-
tem involved in linguistic development. Pidgins change significantly as they
become creoles and this is an automatic result of transmission through the nat-
ural language acquisition process in new generations of children (Bickerton
1999; DeGraff 1999; Lefebvre 1998). Less dramatic linguistic changes from
one generation to another within the history of, say, English can also be under-
stood sometimes through ideas of the linguistic genotype. Certain aspects of
language change take place in fits and starts and that characteristic bumpiness
of change can be understood as a matter of parameters being reset at certain
critical points in linguistic history (Lightfoot 1999).

The language faculty has properties typical of a bodily organ, a specialized
structure destined to carry out a particular function. Some organs, like the blood
and the skin, interact with the rest of the body across a widespread, complex
interface, and all organs are integrated into a complex whole. Often the limits
to an organ are unclear, and anatomists do not worry about whether the hand is
an organ or one of its fingers. It is clear that the body is not made up of cream
cheese, and the same seems to be true of the brain.

The language organ is not to be interpreted as having an anatomical localiza-
tion comparable to that of the kidney, at least not at this stage of knowledge. Our
understanding of the localization of cognitive function in brain tissue is much
too fragmentary and rudimentary to support a claim along those lines. Certain
cortical and subcortical areas can be shown to subserve functions essential to
language, in the sense that lesions in these areas disrupt language functioning
(sometimes in remarkably specific ways), but an inference from this evidence
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to a claim that “language is located in Broca’s (and/or Wernicke’s) area” is
unwarranted. Even the claim that language functions are located in the left
cortical hemisphere seems to be an oversimplification (Kosslyn et al. 1999).
At this stage, linguistic capacity is better understood in functional rather than
anatomical terms, along the lines that I have indicated. Even if it were to emerge
that there is no clear distinction between language-related and non-language-
related brain tissue, it would still be useful to treat the language capacity as a
discrete human biological system in functional terms.

The domain-specificity of the language faculty is supported by the many
dissociations that have been observed between control of language structure
and other cognitive functions. If a system operates independently of other sys-
tems, it is a candidate for modular status. So with the senses, one can be deaf
without being blind, and vice versa, which supports the claim that hearing and
sight are products of distinct systems. Neil Smith (2003) provides an excellent
discussion of this point. He discusses a linguistic savant, Christopher. Christo-
pher’s hand—eye coordination is severely impaired and his psychological profile
shows “moderate to severe disability in performance tasks, but results close to
normal in verbal tasks.” Despite low general intelligence, he has an astonishing
capacity to pick up languages; see also Smith & Tsimpli (1995). Some kinds
of aphasia show the reverse, and likewise Specific Language Impairment (SLI;
for an overview, see Joanisse & Seidenberg 1998). SLI children are cognitively
normal but fail to develop age-appropriate linguistic capacities (Bishop 1997).
Researchers have postulated a range of grammatical deficits (Clahsen et al.
1997; Gopnik 1997; van der Lely 1996) and Levy & Kavé (1999) offer a useful
overview.*

Smith points to other dissociations:

Just as intelligence and language are dissociable, so also is it possible to separate linguis-
tic ability and Theory of Mind, with autistic subjects lacking in the latter but (potentially,
especially in the case of Asperger’s Syndrome [Frith 1991]) language being retained
within normal limits. Some Down Syndrome children provide a contrary scenario, with
their Theory of Mind being intact, but their linguistic ability moderately to severely
degraded. (2003)

Similarly we find “submodular” dissociations within the language organ,
suggesting that grammars have their own internal modules. Smith points to
dissociations between the lexicon and the computational system. Christopher’s
talent for learning second languages “is restricted largely to mastery of the
morphology and the lexicon, whilst his syntactic ability rapidly peaks and then
stagnates . . . [A] reverse dissociation [is] found in the case of children with
Spinal Muscular Atrophy, who seem to develop a proficient syntactic rule sys-
tem but have correspondingly greater difficulty with lexical development (see
Sieratzki & Woll 2002)” (Smith 2003). Edwards & Bastiaanse (1998) address
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this issue for some aphasic speakers, seeking to distinguish deficits in the com-
putational system from deficits in the mental lexicon.

We also know that focal brain lesions can result in quite specific language
impairments in the presence of normal cognitive abilities, and vice versa.
Friedmann & Grodzinsky (1997) argue that agrammatic aphasics may lack
certain functional categories. Ingham (1998) describes a young child in similar
terms, arguing that she lacked one particular functional category.

This modular view runs contrary to a long tradition, often associated with
Jean Piaget, which claims that language is dependent on prior cognitive capac-
ities and is not autonomous and modular (Piaget & Inhelder 1968; Piattelli-
Palmarini 1980 for critical discussion). This claim is undermined by the kinds
of dissociations that have been observed. Bellugi et al. (1993) have shown, for
another example, that Williams Syndrome children consistently fail to pass seri-
ation and conservation tests but nonetheless use syntactic constructions whose
acquisition is supposedly dependent on those cognitive capacities.

Conclusion

Recent theoretical developments have brought an explosive growth in what
we know about human languages. Linguists can now formulate interesting
hypotheses, account for broad ranges of facts in many languages with elegant
abstract principles. We understand certain aspects of language acquisition in
young children and can model some aspects of speech comprehension.

Work on human grammars has paralleled work on the visual system and has
reached similar conclusions, particularly with regard to the existence of highly
specific computational mechanisms. In fact, language and vision are the areas of
cognition that we know most about. Much remains to be done, but we can show
how children attain certain elements of their language organs by exposure to
only an unorganized and haphazard set of simple utterances; for these elements
we have a theory which meets basic requirements and we have, at some level,
a solution to aspects of Plato’s Problem. Eventually, the growth of language in a
child will be viewed as similar to the growth of hair: just as hair emerges with a
certain level of light, air, and protein, so, too, a biologically regulated language
organ necessarily emerges under exposure to a random speech community.

From the perspective sketched here, our focus is on internal, individual
grammars (“I-language” in the terminology of Chomsky 1986), not on the
properties of a particular language or even of general properties of many or
all languages. A language under this view is an epiphenomenon, a derivative
concept, the output of certain people’s grammars (perhaps modified by other
mental processes). A grammar is of clearer status: the finite system that charac-
terizes an individual’s linguistic capacity and is represented in the individual’s
mind/brain. No doubt the grammars of two individuals whom we regard as
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speakers of the same language will have much in common, but there is no
reason to worry about defining “much in common,” about specifying when the
outputs of two grammars constitute one language. Just as it is unimportant for
most work in molecular biology whether two creatures are members of the same
species (as emphasized, for example by Monod [1972: ch. 2] and by Dawkins
[1976]), so too the notion of a language is not likely to have much importance
within this biological perspective. Of course, there is more to the study of lan-
guage than the biological perspective provides and other lenses focus differently
on different phenomena.
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3 Grammar, levels, and biology

Howard Lasnik

Introduction

Language is an immensely rich phenomenon, presenting vast challenges for
the linguist, the scientist of this phenomenon. Among the most central, and
most difficult, questions are ones concerning the nature of the capacity we all
have to speak a language. Just what is this capacity, and how does it arise in
the individual? We thus have (among many others) the two following related
questions:

— What is the correct characterization of someone who “knows a language”
(in general terms, who has command of a systematic connection between
sound and meaning)?

— How does that systematic connection arise in the individual?

For the first of these questions, the linguist hopes to account, in an explicit
way, for the speaker’s ability to put together and understand sentences, including
ones new to the speaker (and often new to all speakers), and for the speaker’s
ability to judge potential sentences as “acceptable” (John left) or “unacceptable”
(Left John). For the second question, a particularly difficult one given how
complex the capacity seems to be and how quickly it is acquired, the linguist
seeks to discover what aspects of the capacity are determined by the child’s
experience, and how this determination (“language learning”) takes place. For
a half century, Noam Chomsky has been developing a theory of language that
deals with these two questions, by positing explicit formulations of human
language capacity in terms of a productive “computational” system, most of
whose properties are present in advance of experience, “wired in” in the structure
of the human brain. Thus, Chomsky conceives of his enterprise as part of
psychology, ultimately biology.

From Noam Chomsky’s earliest theories of language to his most recent, sim-
plicity has been a guiding concern, pervading all of his analyses. Throughout,
this drive towards simplicity has had two major motivations. First, there is the
standard, virtually universal, gamble that scientists make: that the world, and
the portion of it they are investigating, is simple. Second, in the case of a cog-
nitive system like language, the assumption of simplicity at least helps provide
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the basis for answering the question of how the part of the system that must be
acquired is acquired.

Chomsky (1965) proposes criteria of adequacy for theories of language that
relate to how successfully these two questions are answered. “Descriptive
adequacy” is the criterion for hypothesized answers to the first question
(“grammars”), as explicated in the following passage:

A grammar can be regarded as a theory of a language; it is descriptively adequate to the
extent that it correctly describes the intrinsic competence of the idealized native speaker.
The structural descriptions assigned to sentences by the grammar, the distinctions that
it makes between well-formed and deviant, and so on, must, for descriptive adequacy,
correspond to the linguistic intuition of the native speaker (whether or not he may be
immediately aware of this) in a substantial and significant class of crucial cases. (1965:
24)

The second question concerns “explanatory adequacy”:

To the extent that a linguistic theory succeeds in selecting a descriptively adequate
grammar on the basis of primary linguistic data [the information available to the child
in the process of language acquisition HL], we can say that it meets the condition of
explanatory adequacy. (1965: 25)

The learner’s task is seen as choosing the correct grammar from all the (biolog-
ically) possible ones. This means that the linguist’s model of the component of
the human mind concerned with language acquisition (the “language acquisi-
tion device”) must show how the correct grammar is selected from among the
possible ones.

Generative grammar as a theory of language

Chomsky called his approach “generative grammar.” By the term “generative,”
borrowed from mathematics, he meant simply that he intended to formulate
explicit answers to the questions outlined above.! The particular explicit answer
Chomsky provided was in terms of the mathematical formalism of set theory.
Any remotely adequate theory will have to account for the fact that there is
no limit on the number of sentences in any human language. Below, we will
consider two attempts to deal with this property.

Already in his first detailed piece of linguistic analysis, Chomsky (1951)
was explicitly concerned with descriptive adequacy, even though not under that
term:

A grammar of a language must . . . correctly describe the “structure” of the language (i.e.,
itmustisolate the linguistic units, and, in particular, must distinguish and characterize just
those utterances which are considered “grammatical” or “possible” by the informant. . .
(1951: 1)
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And explanatory adequacy (though again, not under that term) is fundamental
in Chomsky’s magnum opus, The Logical Structure of Linguistic Theory (LSLT,
1955):

We are antecedently interested in developing a theory that will shed some light on such
facts as the following:

1 A speaker of a language has observed a certain limited set of utterances in his language.
On the basis of this finite linguistic experience he can produce an indefinite number of
new utterances which are immediately acceptable to the speech community. He can also
distinguish a certain set of “grammatical” utterances, among utterances that he has never
heard and might never produce. He thus projects his past linguistic experience to include
certain new [sentences] while excluding others. (1955: 61)

That is, based on finite, and quite limited, input, the child creates a productive
system that goes far, indefinitely far, beyond that data.

Explanatory adequacy in Chomsky’s sense concerns language acquisition.
Theories that seek to attain explanatory adequacy must posit some innate struc-
ture in the mind. This is surely indisputable; while a human being can learn
language, a rock, or a gerbil, cannot. The research question, ultimately a ques-
tion of biology, concerns just what this innate structure is. Chomsky (1965)
poses the issue this way:

Tolearnalanguage . . . the child must have a method for devising an appropriate grammar,
given primary linguistic data. As a precondition for language learning, he must possess,
first, a linguistic theory that specifies the form of the grammar of a possible human
language, and, second, a strategy for selecting a grammar of the appropriate form that is
compatible with the primary linguistic data. As a long-range task for general linguistics,
we might set the problem of developing an account of this innate linguistic theory that
provides the basis for language learning. (1965: 25)

This task became more and more central in Chomskyan work of the 1970s,
1980s, and 1990s.

On first examination, human languages appear to be almost overwhelmingly
complex systems, and the problems, for the linguist, of successfully analyzing
them, and for the learner, of correctly acquiring them, virtually intractable. But
if the system is broken down into smaller parts, the problem might likewise be
decomposed into manageable components. In fact, on this divide and conquer
(“modular”) approach, by the 1980s, languages began to seem much simpler,
as I will discuss later. To illustrate modularity with a few simple examples, it
is uncontroversial that an utterance is made up of sounds (or gestures more
generally when we include signed languages). However, while the acoustic
signal itself is continuous, it turns out to be crucial to analyze it in terms
of discrete elements, “phones,” in order to capture basic regularities. Further,
analysis into phones does not suffice for linguistic description. An aim and
a name are phonetically indistinguishable, but are quite different linguistic
events. Analysis of the sequence of phones into words is thus necessary. But
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even analysis into a sequence of words does not, in general, capture all the
salient properties of an utterance in a human language. Consider the following
famous example, first discussed by Chomsky in the 1950s:

(1) Flying planes can be dangerous.

A moment’s reflection reveals that this one string of words is two different
sentences, a phenomenon Chomsky called “constructional homonymity” and
that is now generally called “structural ambiguity.” The two sentences combined
in (1) have the following paraphrases:

2) They (the objects) can be dangerous.
3) It (the activity) can be dangerous.

Structure, the categorization and grouping of the words, is necessary if we are
to provide an adequate description of such an example as (1). A similar example
is given in (4):

4) Mary saw the man with binoculars.

The seeing is with binoculars, or the man has binoculars. The required charac-
terizations of a sentence in all these different terms (including phones, words,
phrase structure) are at the heart of Chomsky’s theory of levels:

A language is an enormously complex system. Linguistic theory attempts to reduce
this immense complexity to manageable proportions by the construction of a system
of linguistic levels, each of which makes a certain descriptive apparatus available for
the characterization of linguistic structure. A grammar reconstructs the total complex-
ity of a language stepwise, separating out the contributions of each linguistic level.
(1955: 63)

Chomsky sometimes referred to these levels as “levels of representation,” a
name that became standard, so I will use it here. But it should be pointed out
that the name can be misleading, since its use inevitably leads to confusion with
the standard philosophical notion “representation” which concerns a relation
between linguistic expressions and portions of the world. Chomsky’s levels of
representation are completely language internal. Perhaps a more accurate term
might have been “levels of structure.”

Levels of representation in a theory of language
Levels of representation fit into the theory in the following way:

We define, in general linguistic theory, a system of levels of representation. A level
of representation consists of elementary units (primes), an operation of concatena-
tion by which strings of primes can be constructed, and various relations defined on
primes, strings of primes, and sets and sequences of these strings. Among the abstract
objects constructed on the level L are L-markers that are associated with sentences. The
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L-marker of a sentence S is the representation of S on the level L. A grammar for a lan-
guage, then, will characterize the set of L-markers for each level L and will determine
the assignment of L-markers to sentences. (1955: 5-6)

Phones are the primes at one level, morphemes at another, words at yet another,
and so on.

The child learning a language is assumed to bring knowledge of the levels
to bear on the task of learning. That is, the child must learn properties of the
language at each level, but knows the levels in advance, hence, knows what to
look for. The levels are part of “Universal Grammar,” a wired-in part of the
language acquisition device that constitutes part of a human being’s genetic
endowment. Of course, the linguist does not know in advance of research what
the levels are. Determining them is a scientific question, one of biological
psychology. Chomsky has devoted considerable attention to determining just
what the levels of representation are in the human language faculty. In LSLT, the
levels were considered to be phonetics, phonemics, word, syntactic category,
morphemics, morphophonemics, phrase structure, transformations. Each was
motivated by at least an informal argument. The “interface” level, phonetics,
was justified by an argument from simplicity, a recurrent theme in Chomsky’s
work from the 1950s to the present: the characterization of the levels is simplified
if we posita “lowest” level of phonetics Pn, whose primes are phonetic symbols,
which ultimately relate to the acoustic and articulatory properties of the sounds
of human language.

Although LSLT was concerned most centrally with syntax, Chomsky
formulates a complete theory of grammar from sound “upwards.” And, in fact,
his contributions to phonology (the component of language closest to sound)
were arguably just as influential in the 1950s and 1960s as his contributions to
syntax. In LSLT, he formulated a model that incorporates p