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Preface 

Episremology ts a philosophu:al m~wry into the 
nature, conditions, and extent of human know
ledge It encompasses some of the most puzzling 
and persistent issues in all of philosophy, ones that 
extensi\ely define ils histol). The problem of 
skepticism 1s one example, and the cmp1ridsm/ 
rationalism controvC11i}' another, along with its 
Kantian and Hegelian aftermath Such issues, 
although alien to common sense at first sight, in 
faci derive naturally from straightforward 
reflection on the most ordinary knowledge aboul 
r:hc world around us, knowledge produc:ed or 
sustained through perceptiun, memor), or 1ru:luc
rum. Elemenrary reflection on such matters 
produces puzzle!> and p.iradoxc:s that have 
engaged philosophers from ancient times to the 
present 

This anthology, meant to supplement Black
well's Companmn lo Ep1slrmology and Gu.ule to 
Eputemology, collects selections rcprcsenta1ive of 
the best current rliscvss1on on the mO!it central 
issues in the field. Although such worl.: is inevita
bly demanding, our !lelections, some or which are 
only excerpts, should all prove accessible in proper 
order 10 the attentive reader who approaches these 
issucsforthefirsrtime. 

The selections are collected in ten sections, each 
of whk.h opens with an mrrnductmn tha1 rl1scusscs 
the i:oncained readings, and is followed by a list of 
further readings on the subiect matter or thar sec
tion. For further expert but introductory discus-

sion or the issues, the reader is referred to the 
relevant Bladr.well ComplJmon and Gu1Jt. 

The topics ta.Ir.en up in these ten sections by no 
means exhaust the field or epistemology Spa<.-e 
limits have made it impossible ro mdude all topics 
in the field. We have consciously selected central 
issues. But we have also drawn from cuntempurary 
worl.: some most novel and radical responses to 
these issues. The resulting collccnon brings 
together a variety or approaches and solutmns, 
still under "'igorous rlebate. We have not included 
worl.: on more specific issues concerning memory, 
percep1ion. other minds, induction, tcs1imony, etc. 
On these issues excellent work has been published 
in recent decades and continues to appear_ An 
important new rle\·clopmenr is feminist epistemol
ogy, but thll; has been extensively cOl.·ered in 
another recent Blackwell publication, Linda 
Akotl's Eptstenwlogy· The Big fh«stwns 

Michael DiRamio and Brie Gertler helped earl} 
and nriously, as did Joseph Shieber and Baron 
Recd, more recently. Matthew McGrath conrnllu
ted the introductions to the individual su.rions, 
which accounts for the special acknowledgment on 
the title page. Also helpful were the comments and 
suggesrions by anon}'mous referees. Steve Smith, 
our editor. has been unfailingly supportil.·cand help
ful, as have Sarah Dancy and Beth Rt:mmes of the 
Blackwell editorial staff. Our thanb to them all! 

Jaeg\lonKim 
Ernest Sosa 
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Skepticism 



Introduction 

Like Rene Descartes, we have all as\:ed ()llrselves 
al one time or another "Couldn't everything I 
seem to see, hear, de. be illusory? Might I in fact 
be dreaming all this? If so, what do I really know of 
tbe ouuidc world?" The skeptic's answers are 
pessimistic; yes, you could be dreaming, and so 
vou know nothing ofthe oucside world. The con
~!usion is outlandish and yet lhc reasoning b<:hind 
it hardly seems strained at all. We instinctively feel 
lhc pressure towards skepticism in the movement 
from tbe (jUestion about the trustwor1hmess of our 
senses to tbe question of our knowledge. Given 
that our knowledge of the outside world, or at least 

the bulk of it, derives from the senses, how can we 
know anything about the world unless we first 
show thal our senses can be trusted~ The core of 
11keptical strategy is in fact more general: how i;:an 

one gain knowledge using a source of belief unless 
one first shows that the source is trustworthy? 

In his S<'lecrion, Barry Srroud presenrs the skep
tic's argument in iu most fuvorable light. The 
skeptic does nOI hold us up tu an uncommonly 
high standard of knowledge only tu make the 
obvious point that we fail to meel it. The skeplic 
in1'okes only the slamfards presupposed in every
day knowledge attributions. To use an example of 
Stroud's, if no goldfinch could possibly be a can
ary, then if one is to know that the bird one SCC!i is 
a goldfinch, one must be able to rule our its being a 
canary. More generally, to know that p, one must 
be able to rule out C\o'cry pos.~ibility one lmuws lo 
be incompatible with one's knowing lhat p. The 
skeptic then has her wedge: to know chat you're 
sining beside a warm fire, you must be able to rule 
nut any possibility which excludes this knowledge, 
including innumerable "skepttcal possibilities," 

such as thal you're dreammg, that you're bemg 
deceived by a malicmu& demon, and that you're a 
brain in a vat stimulated to have the experiences 
and apparent memories you now ha,·e. 

In each oftheselecnons from the work ofG. [. 
Moore, the tables are turned on the skeptic. Moore 
provides a counter..argument in •'Proof of an 
[xrcrnal "1"orld." A good proof, be explains, pro
ceeds from known premises lo a distinct cunc!u
i;ion to which they 1."lln be seen to lead. He then 
produces an example- raising hts hands, one afler 
rhc other, he exclaims "Here is a hand," "Here ii; 
another hand," and concludes "There are hands." 
If asked to prove IUs premises, he would reject the 
demand, for nor everything that is known can be 
proved 

Moore nevert:hdess takes the skeptic senously. 
In "Certainty," be grants that if he doe&n't know 
be is not dreaming, he doesn't knov. he is standing 
up giving a lecmre. Still he asks why there is any 
more plausibility in using this premise as part of a 
mo4ra po-s argument to conclude that be doesn't 
know be is standing up than in using it as a part of 
the corresponding mo4us tolltns argument to con
clude that he does know after all that be is nor 
dreaming 

In "Four Forms of Sccpt1c1sm," Moore fully 
admits that skcptial scenarios arc logically pos
sible, but finds it more certain that something has 
gone afoul in the skeptical argument than that he 
lacks knowledge that be has hands (or is holding a 
pencil). Moreover, he concludes that since 1he only 
way he could know this is through some inductive 
or analogical argument from the character of 
his experience, therefore such an argumem musl 
exist. 



Introduction 

Peter Strawson disputes Stroud's assumption 
that the only possible ways to defuse skepticism 
are to directly refute it, as Moore attempts to do, 
or to indirectly refute it by showing that it is unin
telligible or self-defeating. There is a further alter
native, viz. naturalism. Strawson's naturalism is not 
the naturalized epistemology of Quine, but is closer 
in spirit to the naturalisms of Hume and Wittgen
stein. Hume claimed: " 'Tis vain to ask, whether 
there be body or not." Strawson agrees. The best 
answer to skepticism is that it is idle. We simply 
must take ourselves to know about the world. We 
literally cannot believe skepticism, just as we lit
erally cannot believe there are no physical objects, 
nor that there are no other minds, nor that induct
ive arguments are no guide to the truth. But 
Strawson's naturalism isn't merely the individual
istic psychological naturalism of Hume. As Witt
genstein argued, our social existence makes certain 
beliefs necessary for us. Moreover, which beliefs 
are necessary at which times depends on the con
text. For Wittgenstein, any context determines a 
group of beliefs as unquestionable, as beyond being 
justified or being unjustified, as part of the scaf
folding of our view of ourselves and the world. 
Nonetheless, the beliefs that compose the scaffold
ing may vary from context to context, as different 
portions of the water in a flowing river are at rest 
alongside the bank or at the river bank at different 
times and different places. It is interesting to note 
that while Hume clearly recognizes the intelligibil
ity of skeptical challenges, Wittgenstein arguably 
does not. Wittgenstein, in fact, may be more closely 
aligned with the second alternative Stroud 
discusses, that of rejecting skepticism as unintelli
gible. 

Peter Unger provides a somewhat different 
argument for skepticism. He claims that if one 
knows that p, then one has the right to be abso
lutely certain that p and so to disregard evidence 
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nal of Philosophy 69 (1972), pp. 754--69. 
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temporary Reader (Oxford: Oxford University Press, 
1999). 

pointing against p. A statement such as "He knew 
it was raining, but he wasn't absolutely certain that 
it was" is not only infelicitous, it is inconsistent. 
Unger then argues that no one ever has such a 
right, for this would be a right to be completely 
dogmatic, a right to admit no evidence as relevant 
and possibly damaging. 

Of course, Unger must explain away our intui
tions to the contrary in the hard cases, e.g., the 
case of knowing that you now exist. He describes a 
case in which a voice tells you that all of your 
experiences through your entire life, including 
the present experience of the voice, have been 
artificially induced by a team of scientists; in fact 
there are no trees, fields, etc. To establish its own 
credibility, the voice predicts you will have all 
varieties of unusual experiences; and upon the 
prediction, it becomes so. Now having gone 
through all this, is it reasonable for you to hold 
with absolute certainty that there are trees, fields, 
etc? Surely not. Now suppose the voice tells you 
that you often confuse the meaning of "to exist" 
with that of"to persist." "To persist" means to be, 
and "to exist" means to continue on in the face of 
obstacles. The voice also tells you that you are a 
changeable person, one who does not continue on 
in the face of obstacles. So, many of the times in 
the past in which you asserted confidently "I 
exist," you were wrong. Perhaps you will say: 
"well, I now persist, then!" Unger allows you 
may say this, but claims you should not be certain 
of its truth. For you could now be using "to 
persist" to mean to continue on in the face of obsta
cles. Unger acknowledges the difference between 
the fact that the sentence "I now exist" expresses a 
truth and the fact of one's own present existence. 
Still, he claims, you might be confident, on the 
voice's assurance, that "I now exist" as used by 
you expresses a truth, but still rationally be less 
than certain that you now exist. 
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1 

The Problem of the External World 

Barry Stroud 

Since at least the rime of Descartes in the seven
teenth century there has been a philosophical 
problem about our knowledge of the world around 
us. 1 Put most simply, the problem is to show how 

we am have any knowledge of the worW at all The 
conclusion that we cannot, that no one knows any
thing abuut the world around us, is what I call 
'scepticism about the external world', so we could 
also say that the problem is to show how or why 
sceptiasm about the external workl is not correct. 
My aim is not to sol\le the problem but to under
stand u: I believe the problem has no solution; or 
rather that the only answer to the i;iut:lltion as ic is 
meant to be understood is that we can know noth
ing about the world around us. But how is the 

question meant to be understood~ It can be 
expressed in a rew English words familiar to all 
of us, but I bope tu show that an understanding or 
the special philosophical character of the quei;tion, 
and of the incvitabiliry of an unsatisfactory answer 
to it, cannot be guaranteed by our undc:rruinding 
of those words alone. To see how the problem is 
meant to be unders1ood we musl therefore ex
amine what is perhaps best described as its source 
- how the problem arises and how it acQuires that 
"(lCl.iaJ char.ictcr that makes an unsansfactor) 
negative answer inevitable. We must try to under
stand the philosophirnl problem of our knowledge 
oftheextemalworld. 

The problem arose for Descarres m the course 
of reflecting on everything he knows. He reached a 
point in his lifo at which be tried to sit back and 

Originally published in B. Stroud. The Signtficance of 
Pf7dosopli"cal Skepbclsro (Oxford: Clarendon Press. 
1984),ch.1. 

reflect on everything he had ever been taught or 
told, everything he had learned or disco,·ered 
or believed since he was old enough to know or 
believe anything.2 We might say that he was 
reflecting on his knowledge, but putting it that 
way could suggest that what he was directing llis 
attention to was indeed knowledge, and whether it 
was knowledge or not is precisely v.hat he wanted 
to determine. •Amung all the things I believe or 
take to be true, v.hat amounts tu knowledge and 
what docs nm~'; that is the (jUestion Dt!scartes asks 
himself. It ts obviously a very general (jllC!ihon, 
since it asks about everything he believes or takes 
to be true, but in 01her respects it sounds just like 
the sort of qut:!ition we arc perfectly familiar with 
in everyday life and often know how to answer 

For example, I have come to accept over the 
years a great many things about the common cold 
I have always been told that one can catch cold by 
gening wet feet, or from sitting in a draught, or 
from not drying one'~ hair before going outdoors 
in cold weather. I have alsu l=r:d that the com
mon cold 1s the efftx:t of a virus transmitted by an 
already infected person. And I also belin·e that one 
is more vulnerable to colds when over-tired, under 
s1ress, or mherwise in less than the best of health 
Some uf these beliefs seem to me on reflection to 
be inwnsistent with some others; I see that it is 
\'Cry unlikely that all of them could be true. 
Perhapa they could be, but I acknowledge that 
there is much I do not understand. If I sit back 
and try to think about all my 'knowledge' of tbe 
common cold, then, I might easily come to wonder 
how much or it really amounts to knowledge and 
how much docs not. What do I really know about 
the common cold? Ir I were sufficiently interested 



in pursuing the matter it would be natural to look 
into the source of my beliefs. Has there ever been 
any good reason for thinking that colds are even 
correlated with wet hair in cold weather, for exam
ple, or with sitting in a draught? Are the people 
from whom I learned such things likely to have 
believed them for good reasons? Are those beliefs 
just old wives' tales, or are they really true, and 
perhaps even known to be true by some people? 
These are questions I might ask myself, and I have 
at least a general idea of how to go about answering 
them. 

Apart from my impression of the implausibility 
of all my beliefs about the common cold being true 
together, I have not mentioned any other reason 
for being interested in investigating the state of my 
knowledge on that subject. But for the moment 
that does not seem to affect the intelligibility or the 
feasibility of the reflective project. There is noth
ing mysterious about it. It is the sort of task we can 
be led to undertake for a number of reasons, and 
often very good reasons, in so far as we have very 
good reasons for preferring knowledge and firm 
belief to guesswork or wishful thinking or simply 
taking things for granted. 

Reflection on or investigation of our putative 
knowledge need not always extend to a wide area 
of interest. It might be important to ask whether 
some quite specific and particular thing I believe 
or have been taking for granted is really something 
I know. As a member of a jury I might find that 
I have been ruling out one suspect in my mind 
because he was a thousand miles away, in Cleve
land, at the time of the crime. But I might then 
begin to ask myself whether that is really some
thing that I know. I would reflect on the source of 
my belief, but reflection in this case need not 
involve a general scrutiny of everything I take 
myself to know about the case. Re-examining the 
man's alibi and the credentials of its supporting 
witnesses might be enough to satisfy me. Indeed 
I might find that its reliability on those counts is 
precisely what I had been going on all along. 

In pointing out that we are perfectly familiar 
with the idea of investigating or reviewing our 
knowledge on some particular matter or in some 
general area I do not mean to suggest that it is 
always easy to settle the question. Depending on 
the nature of the case, it might be very difficult, 
perhaps even impossible at the time, to reach a 
firm conclusion. For example, it would probably 
be very difficult if not impossible for me to trace 
and assess the origins of many of those things I 

The Problem of the External World 

believe about the common cold. But it is equally 
true that sometimes it is not impossible or even 
especially difficult to answer the question. We do 
sometimes discover that we do not really know 
what we previously thought we knew. I might 
find that what I had previously believed is not 
even true - that sitting in draughts is not even 
correlated with catching a cold, for example. Or I 
might find that there is not or perhaps never was 
any good reason to believe what I believed - that 
the man's alibi was concocted and then falsely 
testified to by his friends. I could reasonably con
clude in each case that I, and everyone else for that 
matter, never did know what I had previously 
thought I knew. We are all familiar with the ordin
ary activity of reviewing our knowledge, and with 
the experience of reaching a positive verdict in 
some cases and a negative verdict in others. 

Descartes's own interest in what he knows and 
how he knows it is part of his search for what he 
calls a general method for 'rightly conducting rea
son and seeking truth in the sciences'.3 He wants a 
method of inquiry that he can be assured in 
advance will lead only to the truth if properly 
followed. I think we do not need to endorse the 
wisdom of that search or the feasibility of that 
programme in order to try to go along with Des
cartes in his general assessment of the position he 
is in with respect to the things he believes. He 
comes to find his putativ~' knowledge wanting in 
certain general respects, and it is in the course of 
that original negative assessment that the problem 
I am interested in arises. I call the assessment 

'negative' because by the end of his First Medita

tion Descartes finds that he has no good reason to 
believe anything about the world around him and 
therefore that he can know nothing of the external 
world. 

How is that assessment conducted, and )lo~~ 
closely does it parallel the familiar kind of review 
of our knowledge that we all know how to conduct 
in everyday life? The question in one form or 
another will be with us for the rest of this book. 
It is the question of what exactly the problem of 
our knowledge of the external world amounts to, 
and how it arises with its special philosophical 
character. The source of the problem is to be 
found somewhere within or behind the kind of 
thinking Descartes engages in. 

One way Descartes's question about his know
ledge differs from the everyday examples I con
sidered is in being concerned with everything he 
believes or takes to be true. How does one go about 
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-~g all of one's knowledge all at once? I was 
able to list a few of the things I believe about the 
common cold and then to ask about each of them 
whether I really know it, and if so how. But 
although I can certainly list a number of the things 
I believe, and I would assent to many more of them 
as soon as they were put to me, there obviously is 
no hope of assessing everything I believe in this 
piecemeal way. For one thing, it probably makes 
no sense, strictly speaking, to talk of the number of 
things one believes. If I am asked whether it is one 
of my beliefs that I went to see a film last night I 
can truly answer 'Yes'. If I were asked whether it is 
one of my beliefs that I went to the movies last 
night I would give the same answer. Have I there
by identified two, or only one, of my beliefs? How 
is that question ever to be settled? If we say that I 
identified only one of my beliefs, it would seem 
that I must also be said to hold the further belief 
that going to see a film and going to the movies are 
one and the same thing. So we would have more 
than one belief after all. The prospects of arriving 
even at a principle for counting beliefs, let alone at 
an actual number of them, seem dim. 

Even if it did make sense to count the things we 
believe it is pretty clear that the number would be 
indefinitely large and so an assessment of our 
beliefs one by one could never be completed any
way. This is easily seen by considering only some 
of the simplest things one knows, for example in 
arithmetic. One thing I know is that one plus one 
equals two. Another thing I know is that one plus 
two is three, and another, that one plus three is 
four. Obviously there could be no end to the task 
of assessing my knowledge if I had to investigate 
separately the source of each one of my beliefs in 
that series. And even if I succeeded I would only 
have assessed the things I know about the addition 
of the number one to a given number; I would still 
have to do the same for the addition of two, and 
then the addition of three, and so on. And even 
that would exhaust only my beliefs about addition; 
all my other mathematical beliefs, not to mention 
all the rest of my knowledge, would remain so far 
unexamined. Obviously the job cannot be done 
piecemeal, one by one. Some method must be 
foun~ for assessing large classes of beliefs all at 
once. 

One way to do this would be to look for com
mon sources or channels or bases of our beliefs, 
and then to examine the reliability of those sources 
or bases, just as I examined the source or basis of 
my belief that the suspect was in Cleveland. Des-

cartes describes such a search as a search for 'prin
ciples' of human knowledge, 'principles' whose 
general credentials he can then investigate (HR, 
145). If some 'principles' are found to be involved 
in all or even most of our knowledge, an assess
ment of the reliability of those 'principles' could be 
an assessment of all or most of our knowledge. If I 
found good reason to doubt the reliability of the 
suspect's alibi, for example, and that was all I had 
to go on in my belief that he was in Cleveland, then 
what I earlier took to be my knowledge that he was 
in Cleveland would have been found wanting or 
called into question. Its source or basis would have 
been undermined. Similarly, if one of the 'princi
ples' or bases on which all my knowledge of the 
world depends were found to be unreliable, my 
knowledge of the world would to that extent have 
been found wanting or called into question as well. 

Are there any important 'principles' of human 
knowledge in Descartes's sense? It takes very little 
reflection on the human organism to convince us 
of the importance of the senses - sight, hearing, 
touch, taste, and smell. Descartes puts the point 
most strongly when he says that 'all that up tOLhe 
present time I have accepted as most true and 
certain I have learned either from the senses or 
through the sense_s' (HR, 145). Exactly what he 
would include under 'the senses' here is perhaps 
somewhat indeterminate, but even if it is left vague 
many philosophers would deny what Descartes 
appears to be saying. They would hold that, for 
example, the mathematical knowledge I mentioned 
earlier is not and could not be acquired from the 
senses or through the senses, so not everything I 
know is known in that way. Whether Descartes is 
really denying the views of those who believe in 
the non-sensory character of mathematical know
ledge, and whether, if he were, he would be right, 
are issues we can set aside for the moment. It is 
clear that the senses are at least very important for 
human knowledge. Even restricting ourselves to 
the traditional five senses we can begin to appreci
ate their importance by reflecting on how little 
someone would ever come to know without them. 
A person blind and deaf from birth who also lacked 
taste buds and a sense of smell would know very 
little about anything, no matter how long he lived. 
To imagine him also anaesthetized or without a 
sense of touch is perhaps to stretch altogether too 
far one's conception of a human organism, or at 
least a human organism from whom we can hope 
to learn something about human knowledge. The 
importance of the senses as a source or channel of 



knowledge seems undeniable. It seems possible, 
then, to acknowledge their importance and to 
assess the reliability of that source, quite . 
independently of the difficult question of whether 

all our knowledge comes to us in that way. We · 
would then be assessing the credentials of what is 
often called our 'sensory' or 'experiential' or 
'empirical' knowledge, and that, as we shall see, 
is quite enough to be going on with. 

Having found an extremely important 'princi
ple' or source of our knowledge, how can we 
investigate or assess all the knowledge we get 
from that source? As before, we are faced with 
the problem of the inexhaustibilicy of the things 
we believe on that basis, so no piecemeal, one-by
one procedure will do. But perhaps we can make a 
sweeping negative assessment. It might seem that 
as soon as we have found that the senses are one of 
the sources of our beliefs we are immediately in a 
position to condemn all putative knowledge 
derived from them. Some philosophers appear to 
have reasoned in this way, and many have even 
supposed that Descartes is among them. The idea 
is that if I am assessing the reliability of my beliefs 
and asking whether I really know what I take 
myself to know, and I come across a large class of 
beliefs which have come to me through the senses, 
I can immediately dismiss all those beliefs as unre
liable or as not amounting to knowledge because of 
the obvious fact that I can sometimes be wrong in 
my beliefs based on the senses. Things are not 
always as they appear, so if on the basis of the 
way they appear to me I believe that they really are 
a certain way, I might still be wrong. We have all 
found at one time or another that we have been 
misled by appearances; we know that the senses are 
not always reliable. Should we not conclude, then, 
that as a general source of knowledge the senses are 
not to be trusted? As Descartes puts it, is it not 
wiser never 'to trust entirely to any thing by which 
we have once been deceived' (HR, 145)? Don't we 
have here a quite general way of condemning as 
not fully reliable all of our beliefs acquired by 
means of the senses? 

I think the answer to that question is 'No, we do 
not', and I think Descartes would agree with that 
answer. It is true that he does talk of the senses 
'deceiving' us on particular occasions, and he does 
ask whether that is not enough to condemn the 
senses in general as a source of knowledge, but he 
immediately reminds us of the obvious fact that 
the circumstances in which the senses 'deceive' us 
might be special in certain ascertainable ways, and 
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so their occasional failures would not support a 
blanket condemnation of their reliability. 

Sometimes, to give an ancient example, a tower 
looks round from a distance when it is actually 

square. If we relied only on the appearances of 
the moment we might say that the distant tower 
is round, and we would be wrong. We also know 
that there are many small organisms invisible to 
the naked eye. If the table before me is covered 
with such organisms at the moment but I look at it 
and say there is nothing on the table at all, once 
again I will be wrong. But all that follows from 
these familiar facts, as Descartes points out, is that 
there are things about which we can be wrong, or 
there are situations in which we can get false 
beliefs, if we rely entirely on our senses at that 
moment. So sometimes we should be careful about 
what we believe on the basis of the senses, or 
sometimes perhaps we should withhold our assent 
from any statement about how things are - when 
things are too far away to be seen properly, for 
example, or too small to be seen at all. But that 
obviously is not enough to support the policy of 
never trusting one's senses, or never believing any
thing based on them. Nor does it show that I can 
never know anything by means of the senses. Jf tnY 
car starts promptly every morning for two years in 
temperate weather at sea level but then fails to start 
one morning in freezing weather at the top of a 
high mountain, that does not support the policy of 
never trusting my car to start again once I return to 
the temperate lower altitude from which I so fool

ishly took it. Nor does it show that I can never 
know whether my car will ever start again. It 
shows only that there are certain circumstances in 
which my otherwise fully reliable car might not 
start. So the fact that we are sometimes wrong or 
'deceived' in our judgements based on the senses is 
not enough in itself to show that the senses are 
never to be trusted and are therefore never reliable 
as a source of knowledge. 

Descartes's negative assessment of all of his 
sensory knowledge does not depend on any such 
reasoning. He starts his investigation, rather, in 

what would seem to be the most favourable con
ditions for the reliable operation of the senses as a 
source of knowledge. While engaging in the very 
philosophical reflections he is writing about in his 
First Meditation Descartes is sitting in a warm 
room, by the fire, in a dressing· gown, with a 
piece of paper in his hand. He finds that although 
he might be able to doubt that a distant tower that 
looks round really is round, it seems impossible to 
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doubt that he really is sitting there by the fire in 
his dressing gown with a piece of paper in his 
hand. The fire and the piece of paper are not too 
small or too far away to be seen properly, they are 
right there before his eyes; it seems to be the best 
kind of position someone could be in for getting 
reliable beliefs or knowledge by means of the 
senses about what is going on around him. That 
is just how Descartes regards it. Its being a best
possible case of that kind is precisely what he 
thinks enables him to investigate or assess at one 
fell swoop all our sensory knowledge of the world 
around us. The verdict he arrives at about his 
putative knowledge that he is sitting by the fire 
with a piece of paper in his hand in that particular 
situation serves as the basis for a completely gen
eral assessment of the senses as a source of know
ledge about the world around us. 

How can that be so? How can he so easily reach 
a general verdict about all his sensory knowledge 
on the basis of a single example? Obviously not 
simply by generalizing from one particular exam
ple to all cases of sensory knowledge, as one might 
wildly@ to a conclusion about all red-haired 
men on the basis of one or two individuals. Rather, 
he takes the particular example of his conviction 
that he is sitting by the fire with a piece of paper in 
his hand as representative of the best position any 
of us can ever be in for knowing things about the 
world around us on the basis of the senses. What is 
true of a representative case, if it is truly represent
ative and does not depend on special peculiarities 
of its own, can legitimately support a general con
clusion. A demonstration that a particular isosceles 
triangle has a certain property, for example, can be 
taken as a demonstration that all isosceles triangles 
have that property, as long as the original instance 
was typical or representative of the whole class. 
Whether Descartes's investigation of the general 
reliability of the senses really does follow that 
familiar pattern is a difficult question. Whether, 
or in precisely what sense, the example he consid
ers can be treated as representative of our relation 
to the world around us is, I believe, the key to 
understanding the problem of our knowledge of 
the external world. But if it turns out that there is 
nothing illegitimate about the way his negative 
conclusion is reached, the problem will be properly 
posed. 

For the moment I think at least this much can 
be said about Descartes's reasoning. He chooses 
the situation-in which he finds himself as repre
sentative of the best position we can be in for 

knowing things about the worldjn_!he-~~ that, 
if it is impossible for him in that position to know 
that he is sitting by the fire with a piece of paper in 
his hand then it is also impossible for him in other 
situations to know anything about the wonCI 
around him on the basis of his senses. A negative 
verdict in the chosen case would support a negat
ive verdict_everywhere else. The example Des
cartes considers-is iii-i:hat-sense meant to be the 
best kind of case there could be of sensory know
ledge about the world around us. I think we must 
admit that it is very difficult to see how Descartes 
or anyone else could be any better off with respect 
to knowing something about the world around him 
on the basis of the senses than he is in the case he 
considers. But if no one could be in any better 
position for knowing, it seems natural to conclude 
that any negative verdict arrived at about this 
example, any discovery that Descartes's beliefs in 
this case are not reliable or do not amount to 
knowledge, could safely be generalized into a 
negative conclusion about all of our sensory 
'knowledge' of the world. If candidates with the 
best possible credentials are found wanting, all 
those with less impressive credentials must fall 
short as well. 

It will seem at first sight that in conceding that 
the whole question turns on whether Descartes 
knows in this particular case we are conceding 
very little; it seems obvious that Descartes on 
that occasion does know what he thinks he knows 
about the world around him. But in fact Descart~s 
finds that he cannot know in this case that he is 
sitting by the fire with a piece of paper in his hand. 
If the case is truly representative of our sensory 
knowledge in general, that will show that no one 
can know anything about the world around us. But 
how could he ever arrive at that negative verdict in 
the particular case he considers? How could any
one possibly doubt in such a case that the fire and 
the piece of paper are there? The paper is in 
Descartes's hand, the fire is right there before his 
open eyes, and he feels its warmth. Wouldn't 
anyone have to be mad to deny that he can 
know something about what is going on around 
him in those circumstances? Descartes first 
answers 'Yes'. He says that if he were to doubt or 
deny on that occasion that he is sitting by the 
fire with a piece of paper in his hand he would 
be no less mad than those paupers who say they are 
kings or those ~dmen who think they are 
pumpkins or are made of glass. But his reflections 
continue: 



At the same time I must remember that I am a 
man, and that consequently I am in th~ habit of 

_ sleej,ing, and- in my dreams representing to 
myself the same things or sometimes even less 
probable things, than do those who are insane in 
their waking moments. How often has it hap
pened to me that in the night I dreamt that I 
found myself in this particular place, that I was 
dressed and seated near the fire,~_l@s~in reality 
I was lying undressed in bed! At this moment it 
does indeed seem to me that it is with eyes 
awake that I am looking at this paper; that this 
head which I move is not asleep, that it is 
deliberately and of set purpose that I extend 
my hand and perceive it; what happens in 
sleep does not appear so clear nor so distinct as 
does all this. But in thinking over this I remind 
myself that on many occasions I have in sleep 
been deceived by similar illusions, and in awell
ing carefully on this reflection I see so mani
festly that there are no certain indications by 
which we may clearly distinguish wakefulness 
from sleep that I am lost in astonishment. And 
my astonishment is such that it is almost capable 
of persuading me that I now dream. (HR, 
145-6) 

With this thought, if he is right, Descartes has 
lost the whole world. He knows what he is experi
encing, he knows how things appear to him, but he 
does not know whether he is in fact sitting by the 
fire with a piece of paper in his hand. It is, for him, 
exactly as if he were sitting by the fire with a piece 
of paper in his hand, but he does not know 
whether there really is a fire or a piece of paper 
there or not; he does not know what is really 
happening in the world around him. He realizes 

_ that if everything he can ever learn about what is 
happening in the world around him comes to him 
through the senses, but he cannot tell by means of -
the senses whether or not he is dreaming, then all 
the sensory experiences he is having are compat
ible wii:h his merely dreaming of a world around 
him while in fact that world is very different from 
the way he takes it to be. That is why he thinks he 
must find some way to tell that he is not dreaming. 
Far from its being mad to deny that he knows in 
this case, he thinks his recognition of the possibil
ity that he might be dreaming gives him 'very 
powerful and maturely considered' (HR, 148) rea
sons for withholding his judgement about how 
things are in the world around him. He thinks it 

_ is eminently reasonable to insist that if he is to 
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know that he is sitting by the fire he must know 
that he is not dreaming that he is sitting by the fire. 
That is seen as a necessary condition of knowing 
something about the world around him. AnOlie 
finds that that condition cannot be fulfilled. On 
careful reflection he discovers that 'there are no 
certain indications by which we may clearly dis
tinguish wakefulness from sleep'. He concludes 
that he knows nothing about the world around 
him because he cannot tell that he is not dreaming; 
he cannot fulfil one of the conditions necessary for 
knowing something about the world. 

The Cartesian problem of our knowledge of the 
external world therefore becomes: how can we 
know anything about the world around us on the 
basis of the senses if the senses give us only what 
Descartes says they give us? What we gain through 
the senses is on Descartes's view only information 
that is compatible with our dreaming things about 
the world around us and not knowing anything 
about that world. How then can we know anything 
about the world by means of the senses? The 
Cartesian argument presents a challenge to our 
knowledge, and the problem of our knowledge of 
the external world is to show how that challenge 
can be met. 

When I speak here of the Cartesian argument or 
of Descartes's sceptical conclusion or of his negat
ive verdict about his knowledge I refer of course 
only to the position he finds himself in by the end 
of his First Meditation. Having at that point dis
covered and stated the problem of the external 
world, Descartes goes on in the rest of his Medita

tions to try to solve it, and by the end of the Sixth 
Meditation he thinks he has explained how he 
knows almost all those familiar things he began 
by putting in question. So when I ascribe to Des
cartes the view that we can know nothing about the 
world around us I do not mean to suggest that that 
is his final and considered view; it is nothing more 
than a conclusion he feels almost inevitably driven 
to at the early stages of his reflections. But those 
are the only stages of his thinking I am interested 
in here. That is where the philosophical problem 
of our knowledge of the external world gets posed, 
and before we can consider possible solutions we 
must be sure we understand exactly what the 
problem is. 

I have described it as that of showing or explain
ing how knowledge of the world around us is 
possible by means of the senses. It is important 
to keep in mind that that demand for an explana
tion arises in the face of a challenge or apparent 



Barry Stroud 

obstacle to our knowledge of the world. The pos
sibility that he is dreaming is seen as an obstacle to 
Descartes's knowing that he is sitting by the fire, 
and it must be explained how that obstacle can 
either be avoided or overcome. It must be shown 
or explained how it is possible for us to know 
things about the world, given that the sense
experiences we get are compatible with our merely 
dreaming. Explaining how something is neverthe
less possible, despite what looks like an obstacle to 
it, requires more than showing merely that there is 
no impossibility involved in the thing - that it is 
consistent with the principles oflogic and the laws 
of nature and so in that sense could exist. The mere 
possibility of the state of affairs is not enough to 
settle the question of how our knowledge of the 
world is possible; we must understand how the 
apparent obstacle is to be got round. 

Descartes's reasoning can be examined and cri
ticized at many different points, and has been 
closely scrutinized by many philosophers for cen
turies. It has also been accepted by many, perhaps 
by more than would admit or even realize that they 
accept it. There seems to me no doubt about the 
force and the fascination - I would say the almost 

·-overwhelming persuasiveness - of his reflections. 
That alone is something that needs accounting for. 
I cannot possibly do justice to all reasonable reac
tions to them here. In the rest of this chapter I 
want to concentrate on deepening and strengthen
ing the problem and trying to locate more precisely 
the source of its power. 

There are at least three distinct questions that 
could be pressed. Is the possibility that Descartes 
might be dream~ng really a threat to his knowledge 
of the world around him? Is he right in thinking 
that he must know that he is not dreaming if he is 
to know something about the world around him? 
And is he right in his 'discovery' that he can never 
know that he is not dreaming? If Descartes were 
wrong on any of these points it might be possible 
to avoid the problem and perhaps even to explain 
without difficulty how we know things about the 
world around us. 

On the first question, it certainly seems right to 
say that if Descartes were dreaming that he is 
sitting by the fire with a piece of paper in his 
hand he would not then know that he is sitting 
by the fire with a piece of paper in his hand. When 
you dream that something is going on in the world 
around you you do not thereby know that it is. 
Most often, of course, what we dream is not even 
true; no one is actually chasing us wlten we are 

lying asleep in bed dreaming, nor are we actually 
climbing stairs. But although usually what we 
dream is not really so, that is not the real reason 
for our lack of knowledge. Even if Descartes were 
in fact sitting by the fire and actually had a piece of 
paper in his hand at the very time he was dreaming 
that he is sitting by the fire with a piece of paper in 
his hand, he would not thereby know he was sit
ting there with that paper. He would be like a 
certain Duke of Devonshire who, according to 
G. E. Moore, once dreamt he was speaking in the 
House of Lords and woke up to find that he was 
speaking in the House of Lords.4 What he was 
dreaming was in fact so. But even if what you are 
dreaming is in fact so you do not thereby know 
that it is. Even if we allow that when you are 
dreaming that something is so you can be said, at 
least for the time being, to think or to believe that 
it is so, there is still no real connection between 
your thinking or believing what you do and its 
being so. At best you have a thought or a belief 
which just happens to be true, but that is no more 
than coincidence and not knowledge. So Des
cartes's first step relies on what seems to be an 
undeniable fact about dreams: if you are dreaming 
that something is so you do not thereby know that 
it is so. 

This bald claim needs to be qualified and more 
carefully explained, but I do not think that will 
diminish the force of the point for Descartes's 
purposes. Sometimes what is going on in the 
world around us has an effect on what we dream; 
for example, a banging shutter might actually 
cause me to dream, among other things, that a 
shutter is banging. If my environment affects me 
in that way, and if in dreams I can be said to think 
or believe that something is so, would I not in that 
case know that a shutter is banging? It seems to me 
that I would not, but I 1onfess it is difficult to say 
exactly why I think so. That is probably because it 
is difficult to say exactly what is required for 
knowledge. We use the term 'know' confidently, 
we quite easily distinguish cases of knowledge 
from cases of its absence, but we are not always 
in a position to state what we are going on in 
applying or withholding the term in the ways we 
do. I think that in the case of the banging shutter it 
would not be knowledge because I would be 
dreaming, I would not even be awake. At least it 
can be said, I think, that even if Descartes's sitting 
by the fire with a piece of paper in his hand (like 
the banging shutter) is what in fact causes him to 
dream that he is sitting by the fire with a piece of 



paper in his hand, that is still no help to him in 
coming to know what is going on in the world 
around him. He realizes that he could be dreaming 
that he is sitting by the fire even if he is in fact 
!litting there, and that is the possibility he finds he 
has to rule out. 

I_ have _s_~!!! that if you are dreaming that some
thing is so you do not thereby know that it is so, 
and it might seem as if that is not always true. 
Suppose a man and a child are both sleeping. I say 
of the child that it is so young it does not know 
what seven times nine is, whereas the grown man 
does know that. If the man happens at that very 
moment to be dreaming that seven times nine is 
sixtY-three (perhaps he is dreaming that he is 
computing his income tax), then he is a man who 
is dreaming that something is so and also knows 
that it is so. The same kind of thing is possible for 
knowledge about the world around him. He might 
be a physicist who knows a great deal about the 
way things are which the child does not know. If 
the man also dreams that things are that way he 
can once again be said to be dreaming that some
thing is so and also to know that it is so. There is 
therefore no incompatibility between dreaming 
and knowing. That is true, but I do not think it 
affects Descartes's argument. He is led to consider 
how he knows he is not dreaming at the moment 
by reflecting on how he knows at that moment that 
he is sitting by the fire with a piece of paper in his 
hand. Ifhe knows that at all, he thinks, he knows it 
on the basis of the senses. But he realizes that his 
having the sensory experiences he is now having is 
compatible with his merely dreaming that he is 
sitting by the fire with a piece of paper in his 
hand. So he does not know on the basis of the 
sensory experiences he is having at the moment 
that he is sitting by the fire. Nor, of course, did the 
man in my examples know the things he was said 
to know on the basis of the sensory experiences he 
was having at that moment. He knew certain 
things to be so, and he was dreaming those things 
to be so, but in dreaming them he did not thereby 
know them to be so. 

But as long as we allow that the sleeping man 
does know certain things about the world around 
him, even if he does not know them on the basis of 
the very dre~ms he is having at the moment, isn't 
that enough to show that Descartes must never
theless be wrong in his conclusion that no one can 
know anything about the world around him? No. It 
shows at most that we were hasty or were ignoring 
Descartes's conclusion in conceding that someone 
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could know something about the world around 
him. If Descartes's reasoning is correct the dream
ing physicist, even when he is awake, does not 
really know any of the things we were uncritically 
crediting him with knowing about the way things 
are - or at least he does not know them on the basis 
of the senses. In order to know them on the basis of 

_ the senses there would have to have been at least 
·some time at which he knew something about what 
was going on around him at . that time. But if 
Descartes is right he could not have known any 
such thing unless he had established that he was 
not dreaming at that time; and according to Des
cartes he could never establish that. So the fact 
about dreams that Descartes relies on - that one 
who dreams that something is so does not thereby 
know that it is so - is enough to yield his conclu
sion if the other steps of his reasoning are correct. 

When he first introduces the possibility that he 
might be dreaming Descartes seems to be relying 
on some knowledge about how things are or were 
in the world around him. He says 'I remind myself 
that on many occasions I have in sleep been 
deceived by similar illusions', so he seems to be 
relying on some knowledge to the effect that he has 
actually dreamt in the past and that he remembers 
having been 'deceived' by those dreams. That is 
more than he actually needs for his reflections 
about knowledge to have the force he thinks they 
have. He does not need to support his judgement 
that he has actually dreamt in the past. The only 
thoyght he needs is that it is now possible for him to 

be dreaming that he is sitting by the fire, and that 
if that possibility were realized he would not know 
that he is sitting_ by tl!t_: _fi_re_. Of course it ·was no 
doubt true that Descartes had dreamt in the past 
and that his knowledge that he had done so was 
partly what he was going on in acknowledging the 
possibility of his dreaming on this particular occa
sion. But neither the fact of past dreams nor 
knowledge of their actual occurrence would seem 
to be strictly required in order to grant what Des
cartes relies on - the possibility of dreaming, and 
the absence of knowledge if that possibility were 
realized. The thought that he might be dreaming 
that he is sitting by the fire with a piece of paper in 
his hand, and the fact that if he were he wouldn't 
know he was sitting there, is what gives Descartes 
pause. That would worry him in the way it does 
even if he had never actually had any dreams 
exactly like it in the past - if he had never dreamt 
about fires and pieces of paper at all. In fact, I think 
he need never have actually dreamt of anything 
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before, and certainly needn't know that he ever 
has, in order to be worried in the way he is by 
the thought that he might be dreaming now. 

The fact that the possibility of dreaming is all 
Descartes needs to appeal to brings out another 
truth about dreams that his argument depends on 
- that anything that can be going on or that one 
can experience in one's waking life can also be 
dreamt about. This again is only a statement of 
possibility - no sensible person would suggest that 
we do at some time dream of everything that actu
ally happens to us, or that everything we dream 
about does in fact happen sometime. But it is very 
plausible to say that there is nothing we could not 
dream about, nothing that could be the case that 
we could not dream to be the case. I say it is very 
plausible; of course I cannot prove it to be true. 
But even if it is not true with complete generality, 
we must surely grant that it is possible to dream 
that one is sitting by a fire with a piece of paper in 
one's hand, and possible to dream of countless 
other equally obvious and equally mundane states 
of affairs as well, and those possibilities are what 
Descartes sees as threatening to his knowledge of 
the world around him. 

There seems little hope, then, of objecting that 
it is simply not possible for Descartes tO dream 
that he is sitting by the fire with a piece of paper in 
his hand. Nor is it any more promising to say that 
even if he were dreaming it would not follow that 
he did not know that he was sitting there. I think 
both those steps or assumptions of Descartes's 
reasoning are perfectly correct, and further 
defence of them at this stage is unnecessary. If 
his argument and the problem to which it gives 
rise are to be avoided, it might seem that the best 
hope is therefore to accept his challenge and show 
that it can be met. i:-hat would be in effect to argue 
that Descartes's alleged 'discovery' is no discovery 
at all: we can sometimes know that we are not 
dreaming. 

This can easily seem to be the most straightfor
ward and most promising strategy. It allows that 
Descartes is right in thinking that knowing that 
one is not dreaming is a condition of knowing 
something about the world around us, but wrong 
in thinking that that condition can never be met. 
And that certainiy seems plausible. Surely it is not 
impossible for me to know that I am not dreaming? 
Isn't that something I often know, and isn't it 
something I can sometimes find out if the question 
arises? If it is, then the fact that I must know that I 
am not dreaming if I am to know anything about 

the world around me will be no threat to my 
knowledge of the world. 

However obvious and undeniable it might be 
that we often do know that we are not dreaming, 
I think this straightforward response to Descartes's 
challenge is a total failure. In calling it straightfor
ward I mean that it accepts Descartes's conditions 
for knowledge of the world and tries to show that 
they can be fulfilled. That is what I think cannot 
be done. To put the same point in another way: I 
think Descartes would be perfectly correct in say
ing 'there are no certain indications by which we 
may clearly distinguish wakefulness from sleep', 
and so we could never tell we are not dreaming, 
if he were also right that knowing that one is not 
dreaming is a condition of knowing something 
about the world around us. That is why I think 
one cannot accept that condition and then go on to 
establish that one is not dreaming. I do not mean 
to be saying simply that Descartes is right - that 
we can never know that we are not dreaming. But I 
do want to argue that either we can never know-
that we are not dreaming or else what Descartes 
says is a condition of knowing things about the 
world is not really a condition in general of know
ing things about the world. The straightforward 
strategy denies both alternatives. I will try to 
explain why I think we must accept one alternative 
or the other. 

When Descartes asks himself how he knows that 
he is sitting by the fire with a piece of paper in his 
hand why does he immediately go·on to ask him
self how he knows he is not dreaming that he is 
sitting by the fire with a piece of paper in his hand? 
I have suggested that it is because he recognizes 
that if he were dreaming he would not know on the 
basis of his senses at the moment that he is sitting 
there, and so he thinks he must know that that 
possibility does not obtain if he is to know that he 
is in fact sitting there. But this particular example 
was chosen, not for any peculiarities it might be 
thought to possess, but because it could be taken as 
typical of the best position we can ever be in for 
coming to know things about the world around us 
on the basis of the senses. What is true of this case 
that is relevant to Descartes's investigation of 
knowledge is supposed to be true of all cases of 
knowledge of the world by means of the senses; 
that is why the verdict arrived at here can be taken 
to be true of our sensory knowledge generally. But 
what Descartes thinks is true of this particular case 
of sensory knowledge of the world is that he must 
know he is not dreaming if he is to know that he is 



sitting by the fire with a piece of paper in his hand. 
That is required, not because of any peculiarities 
of this particular case, but presumably because, 
according to Descartes, it is a necessary condition 
of any case - even a best possible case - of know
ledge of the world by means of the senses. That is 
why I ascribed to Descartes the quite general thesis 
that knowing that one is not dreaming is a condi
tion of knowing something about the world around 
us on the basis of the senses. Since he thinks the 
possibility of his dreaming must be ruled out in the 
case he considers, and the case he considers is 
regarded as typical and without special character
istics of its own, he thinks that the possibility that 
he is dreaming must be ruled out in every case of 
knowing something about the world by means of 
the senses. 

If that really is a condition of knowing some
thing about the world, I think it can be shown that 
Descartes is right in holding that it can never be 
fulfilled. That is what the straightforward response 
denies, and that is why I think that response must 
be wrong. We cannot accept the terms of Des
cartes's challenge and then hope to meet it. 

Suppose Descartes tries to determine that he is 
not dreaming in order to fulfil what he sees as a 
necessary condition of knowing that he is sitting by 
the fire with a piece of paper in his hand. How is 
he to proceed? He realizes that his seeing his ~and 
and seeing and feeling a piece of paper before him 
and feeling the warmth of the fire - in fact his 
getting all the sensory experiences or all the sen
sory information he is then getting - is something 
that could be happening even if he were dreaming. 
To establish that he is not dreaming he would 
therefore need something more than just those 
experiences or that information alone. He would 
also need to know whether those experiences and 
that information are reliable, not merely dreamt. If 
b~ could fied-some operation or test, or if he could 
find some circumstance or state of affairs, that 
indicated to him that he was not dreaming, per
haps he could then fulfil the condition - he could 
know that he was not dreaming. But how could a 
test or a circumstance or a state of affairs indicate 
to him that he is not dreaming if a condition of 
knowing_anything about the world is that he know 
he is not dreaming? It could not. He could never 
fulfil the condition. 

Let us suppose that there is in fact some test 
which a person can perform successfully only if he 
is not dreaming, or some circumstance or state of 
affairs which obtains only if that person is not 
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dreaming. Of course for that test or state of affairs 
to be of any use to him Descartes would have to 
know of it. He would have to know that there is 
such a test or that there is a state of affairs that 
shows that he is not dreaming; without such infor
mation he would be no better off for telling that he 
is not dreaming than he would be if there were no 
such test or state of affairs at all. To have acquired 
that information he would at some time have to 

have known more than just something about the 
course of his sensory experience, since the connec
tion between the performance of a certain test, or 
between a certain state of affairs, and someone's 
not dreaming is not itself just a fact about the 
course of that person's sensory experience; it is a 
fact about the world beyond his sensory experi
ences. Now strictly speaking if it is a condition of 
knowing anything about the world beyond one's 
sensory experiences that one know that one is not 
dreaming, there is an obvious obstacle to Des
cartes's ever having got the information he needs 
about that test or state of affairs. He would have to 
have known at some time that he-was not dreaming 
in order to get the information he needs to tell at 
any time that he is not dreaming - and that cannot 
be done. 

But suppose we forget about this difficulty and 
concede that Descartes does indeed know (some
how) that there is a test or circumstance or state of 
affairs that unfailingly indicates that he is not 
dreaming. Still, there is an obstacle to his ever 
using that test or state of affairs to tell that he is 
not dreaming and thereby fulfilling the condition 
for knowledge of the world. The test would have 
to be something he could know he had performed 
successfully, the state of affairs would have to be 
something he could know obtains. If he completely 
unwittingly happened to perform the test, or ifilie 
state of affairs happened to obtain but he didn't 
know that it did, he would be in no better position 
for telling whether he was dreaming than he would 
be if he had done nothing or did not even know 
that there was such a test. But how is he to 
know that the test has been performed successfully 
or that the state of affairs in question does in fact 
obtain? Anything one can experience in one's 
waking life can also be dreamt about; it is possible 
to dream that one has performed a certain test or 
dream that one has established that a certain state 
of affairs obtains. And, as we have seen, to dream 
that something about the world around you is so is 
not thereby to know that it is so. In order to know 
that his test has been performed or that the state of 
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affairs in question obtains Descartes would there
fore have to establish that he is not merely dream
ing that he performed the test successfully or that 
he established that the state of affairs obtains. How 
could that in turn be known? Obviously the parti
cular test or state of affairs already in question 
cannot serve as a guarantee of its own authenticity, 
since it might have been merely dreamt, so some 
further test or state of affairs would be needed to 
indicate that the original test was actually per
formed and not merely dreamt, or that the state 
of affairs in question was actually ascertained to 

obtain and not just dreamt to obtain. But this 
further test or state of affairs is subject to the 
same general condition in tum, Every piece of 
knowledge that goes beyond one's sensory experi
ences requires that one know one is not dreaming. 
This second test or state of affairs will therefore be 
of use only if Descartes knows that he is not. 
merely dreaming that he is performing or ascer
taining it, since merely to dream that he had estab
lished the authenticity of the first test is not to 
have established it. And so on. At no point can he 
find a test for not dreaming which he can know has 
been successfully performed or a state of affairs 
correlated with not dreaming which he can know 
obtains. He can therefore never fulfil what Des
cartes says is a necessary condition of knowing 
something about the world around him. He can 
never know that he is not dreaming. 

I must emphasize that this conclusion is reached 
only on the assumption that it is a condition of 
knowing anything about the world around us on 
the basis of the senses that we know we are not 
dreaming that the thing is so. I think it is his 
acceptance of that condition that leads Descartes 
to 'see so manifestly that there are no certain 
indications by which we may clearly distinguish 
wakefulness from sleep'. And I think Descartes is 
absolutely right to draw that conclusion, given 

what he thinks is a condition of knowledge of the 
world. But all I have argued on Descartes's behalf 
(he never spells out his. reasoning) is that we can
not both accept that condition of knowledge and 
hope to fulfil it, as the straightforward response 
hopes to do. And of course if one of the necessary 
conditions of knowledge of the world can never be 
fulfilled, knowledge of the world around us will be 
impossible. 

I think we have now located Descartes's reason 
for his negative verdict about sensory knowledge 
in general. If we agree that he must know that he is 
not dreaming if he is to know in his particular case 

that he is sitting by the fire with a piece of paper in 
his hand, we must also agree that we can know 
nothing about the world around us. 

Once we recognize that the condition Descartes 
takes as necessary can never be fulfilled if he is 
right in thinking it is indeed necessary, we are 
naturally led to the question whether Descartes is 
right. Is it really a condition of knowing something 
about the world that one know one is not dream
ing? That is the second of the three questions I 
distinguished. It is the one that has received the 
least attention. In asking it now I do not mean to 
be going back on something I said earlier was 
undeniably true, viz., that if one is dreaming that 
something about the world is so c:i_ne does _not 
thereby know that it is sci. That still seems to me 
undeniable, but it is not the same as Descartes's 
assumption that one must know that one is not 
dreaming if one is to know something about the 
world. The undeniable truth says only that you 
lack knowledge if you are dreaming; Descartes 
says that you lack knowledge if you don't know 
that you are not dreaming. Only with the stronger 
assumption can his sceptical conclusion be 
reached. 

Is that assumption true? In so far as we find 
Descartes's reasoning convincing, or even plaus
ible, I think it is because we too on reflection find 
that it is true. I said that not much attention had 
been paid to that particular part of Descartes's 
reasoning, and I think that too is because, as he 
presents it, the step seems perfectly convincing 
and so only other parts of the argument appear 
vulnerable. Why is that so? Is it because Des
cartes's assumption is indeed true? Is there any
thing we can do that would help us determine 
whether it is true or not? The question is 
important because I have argued so far that if it 
is true we can never know anything about the 
world around us on the basis of the senses, and 
philosophical scepticism about the external world 
is correct. We would have to find that conclusion 
as convincing or as plausible as we find the 
assumption from which it is derived. 

Given our original favourable response to Des
cartes's reasoning, then, it can scarcely be denied 
that what I have called his assumption or condition 
seems perfectly natural to insist on. Perhaps it 
seems like nothing more than an instance of a 
familiar commonplace about knowledge. We are 
all aware that, even in the most ordinary circum
stances when nothing very important turns on the 
outcome, we cannot know a particular thing unless 



we have ruled out certain possibilities that we 
recognize are incompatible with our knowing that 
thing. 

Suppose that on looking out th~ window I 
announce casually that there is \I. goldfinch in the 
gardef!. If I am asked how I know it is a goldfinch 
and I reply that it is yellow, we all recognize that in 

- the normal case that is not enough for knowledge. 
'For all you've said so far,' it might be replied, 'the 
thing could be a canary, so how do you know it's a 
goldfinch?' A certain possibility compatible with 
everything I have said so far has been raised, and if 
what I have said so far is all I have got to go on and 
I don't know that the thing in the garden is not a 
canary, then I do not know that there is a goldfinch 
in the garden. I must be able to rule out the 
possibility that it is a canary if I am to know that 
it is a goldfinch. Anyone who speaks about know
ledge and understands what others say about it will 
recognize this fact or condition in particular cases. 

In this example what is said to be possible is 
something incompatible with the truth of what I 
claim to know - if that bird were a canary it would 
not be a goldfinch in the garden, but a canary. 
What I believe in believing it is a goldfinch 
would be false. But that is not the only way a 
possibility can work against my knowledge. If I 
come to suspect that all the witnesses have con
spired and made up a story about the man's being 
in Cleveland that night, for example, and their 
testimony is all I have got to go on in believing 
that he was in Cleveland, I might find that I no 
longer know whether he was there or not until I 
have some reason to rule out my suspicion. If their 
testimony were all invented I wou.ld not know that 
the man was in Cleveland. But strictly speaking his 
being in Cleveland is not incompatible with their 
making up a story saying he was. They might have 
invented a story to protect him, whereas in fact, 
unknown to them, he was there all the time. Such a 
complicated plot•is not necessary to bring out the 
point; Moore's Duke of Devonshire is enough. 
From the fact that he was dreaming that he was 
speaking in the House of Lords it did not follow 
that he was not speaking in the House of Lords. In 
fact he was. The possibility of dreaming - which 
was actual in that case - did not imply the falsity of 
what was believed. A possible deficiency in the 
basis of my belief can interfere with my knowledge 
without itself rendering false the very thing I 
believe. A hallucinogenic drug might cause me to 
see my bed covered with a huge pile of leaves, for 
example. 5 Having taken that drug, I will know the 
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actual state of my bed only if I know that what I 
see is not just the effect of the drug; I must be able 
to rule out the possibility that I am hallucinating 
the bed and the leaves. But however improbable it 
might be that my bed is actually covered with 
leaves, its not being covered with leaves does not 
follow from the fact that I am hallucinating that it 
is. What I am hallucinating could nevertheless be 
(unknown to me) true. But a goldfinch simply 
could not be a canary. So although there are two 
different ways in which a certain possibility can 
threaten my knowledge, it remains true that there 
are always certain possibilities which must be 
known not to obtain if I am to know what I claim 
to know. 

I think these are just familiar facts about human 
knowledge, something we all recognize and, abide 
by in our thought and talk about knowing things. 
We know what would be a valid challenge to a 
claim to know something, and we can recognize 
the relevance and force of objections made to our 
claims to know. The question before us is to what 
extent Descartes's investigation of his knowledge 
that he is sitting by the fire with a piece of paper in 
his hand follows these recognized everyday 
procedures for assessing claims to know. If it 
does follow them faithfully, and yet leads to the 
conclusion that he cannot know where he is or 
what is happening around him, we seem forced 
to accept his negative conclusion about knowledge 
in general just as we are forced to accept the 
conclusion that I do not know it is a goldfinch or 
do not know the witness was in Cleveland because 
I cannot rule out the possibilities which must be 
ruled out if I am to know such things. Is Des
cartes's introduction of the possibility that he might 
be dreaming just like the introduction of the pos
sibility that it might be a canary in the garden or 
that the alibi might be contrived or that it might be 
a hallucination of my bed covered with leaves? 

Those possibilities were all such that if they 
obtained I did not know what I claimed to know, 
and they had to be known not to obtain in order for 
the original knowledge-claim to be true. Does 
Descartes's dream-possibility fulfil both of those 
conditions? I have already said that it seems unde
niable that it fulfils the first. If he were dreaming 
Descartes would not know what he claims to know. 
Someone who is dreaming does not thereby know 
anything about the world around him even if the 
world around him happens to be just the way he 
dreams or believes it to be. So his dreaming is 
incompatible with his knowing. But does it fulfil 
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the second condition? Is it a possibility which must 
be known not to obtain if Descartes is to know ]hat 
he is sitting by the fire with a piece of paper in his 
hand? I think it is difficult simply to deny that it is. 
The evident force of Descartes's reasoning when 
we first encounter it is enough to show that it 
certainly strikes us as a relevant possibility, as 
something that he should know not to obtain if 
he is to know where he is and what is happening 
around him. 

When that possibility strikes us as obviously 
relevant in Descartes's investigation we might 
come to think that it is because of a simple and 
obvious fact about knowledge. In the case of the 
goldfinch we immediately recognize that I must 
know that it is not a canary if I am to know it is a 
goldfinch. And it is very natural to think that that 
is simply because its being a canary is incompatible 
with its being a goldfinch. If it were a canary it 
would not be a goldfinch, and I would therefore be 
wrong in saying that it is; so if I am to know it is a 
goldfinch I must rule out the possibility that it is a 
canary. The idea is that the two conditions I dis
tinguished in the previous paragraph are not really 
separate after all. As soon as we see that a certain 
possibility is incompatible with our knowing such
and-such, it is suggested, we immediately recog
nize that it is a possibility that must be known not 
to obtain if we are to know the such-and-such in 
question. We see that the dream-possibility satis
fies that first condition in Descartes's case (if he 
were dreaming, he wouldn't know), and that is 
why, according to this suggestion, we immediately 
see that it is relevant and must be ruled out. Some
thing we all recognize about knowledge is what is 
said to make that obvious to us. 

But is the 'simple and obvious fact about know
ledge' appealed to in this explanation really some
thing that is true of human knowledge even in the 
most ordinary circumstances? What exactly is the 
'fact' in question supposed to be? I have described 
it so far, as applied to the case of the goldfinch, as 
the fact that if I know something p (it's a gold
finch) I must know the falsity of all those things 
incompatible with p (e.g., it's a canary). If there 
were one of those things that I did not know to be 
false, and it were in fact true, I would not know 
that p, since in that case something incompatible 
with p would be true and so p would not be true. 
But to say that I must know that all those things 
incompatible with p are false is the same as saying 
that I must know the truth of all those things that 
must be true if p is true. And it is extremely 

implausible to say that that is a 'simple and 
obvious fact' we all recognize about human know
ledge. 

The difficulty is that there are no determinate 
limits to the number of things that follow from the 
things I already know. But it cannot be said that I 
now know all those indeterminately many things, 
although they all must be true if the things that I 
already know are true. Even granting that I now 
know a great deal about a lot of different things, 
my knowledge obviously does not extend to every
thing that follows from what I now know. If it did, 
mathematics, to take only one example, would be a 
great deal easier than it is - or else impossibly 
difficult. In knowing the truth of the simple 
axioms of number theory, for example, I would 
thereby know the truth of everything that follows 
from them; every theorem of number theory 
would already be known. Or, taking the pessimistic 
side, since obviously no one does know all the 
theorems of number theory, it would follow that 
no one even knows that those simple axioms are 
true. 

It is absurd to say that we enjoy or require such 
virtual omniscience, so it is more plausible to hold 
that the 'simple and obvious fact' we all recognize 
about knowledge is the weaker requirement that 
we must know the falsity of all those things that we 
know to be incompatible with the things we know. 
I know that a bird's being a canary is incompatible 
with its being a goldfinch; that is not some far- . 
flung, unknown consequence of its being a gold
finch, but something that anyone would know who 
knew anything about goldfinches at all. And the 
idea is that that is why I must know that it is not a 
canary if I am to know that it is a goldfinch. 

~Perhaps, in order to know something, p, I do not 
need to know the falsity of all those things that are 
incompatible with p, but it can seem that at least I 
must know the falsity of all those things that I 
know to be incompatible with p. Since I claim to 

know that the bird is a goldfinch, and I know that 
its being a goldfinch implies that it is not a canary, 
I must for that reason know that it is not a canary if 
my original claim is true. In claiming to know it is 
a goldfinch I was, so to speak, committing myself 
to knowing that it is not a canary, and I must 
honour my commitments. 

This requirement as it stands, even if it does 
explain why I must know that the bird is not a 
canary, does not account for the relevance of the 
other sorts of possibilities I have mentioned. The 
reason in the goldfinch case was said to be that 



I know that its being a canary is incompatible with 
its being a goldfinch. But that will n9u:xplain why 
I must rule out the possibility that the witnesses 
have invented a story about the man's being in 
Cleveland, or the possibility that I am hallucinat
ing my bed covered with a pile of leaves. Nor will 
it explain why Descartes must rule out the possib
ility that he is dreaming. What I claimed to know 
in the first case is that the man was in Cleveland 
that night. But, as we saw earlier, it is not a con
sequence of his being in Cleveland that no one will 
invent a story to the effect that he was in Cleve
land; they might mistakenly believe he was not 
there and then tell what they think is a lie. Nor is 
it a consequence of my bed's being covered with 
leaves that I am not hallucinating that it is. But we 
recognize that in order to know in those cases I 
nevertheless had to rule out those possibilities. 
Similarly, as the Duke of Devonshire reminds us, 
it is not a consequence of Descartes's sitting by the 
fire with a piece of paper in his hand that he is not 
dreaming that he is. So if it is obvious to us that 
Descartes must know that he is not dreaming if~-~ 
is to know that he is sitting by the fire, it cannot be 
simply because the possibility in question is known 
to be incompatible with what he claims to know. It 
is not. 

If there is some 'simple and obvious fact about 
knowledge' that we recognize and rely on in 
responding to De~cartes's reasoning it must there
fore be more complicated than what has been 
suggested so far. Reflecting even on the uncontro
versial everyday examples alone can easily lead us 
to suppose that it is something like this: if some
body knows something, p, he must know the "falsity 
of all those things incompatible with his knowing 
that p (or perhaps all those things he knows to be 
incompatible with his knowing that p). I will not 
speculate further on the qualifications or emenda
tions needed to make the principle less implaus
ible. The question now is whether it is our 
adherence to any such principle or requirement 
that is responsible for our recognition that the 
possibility that the bird is a canary or the possibil
ity that the witnesses made up a story must be 
known not to obtain if I am to know the things I 
said I knew in those cases. What exactly are the 
procedures or standards we follow in the most 
ordinary, humdrum cases of putative knowledge? 
Reflection on the source of Descartes's sceptical 
reasoning has led to difficulties in describing and 
therefore in understanding even the most familiar 
procedures we follow in everyday life. That is one 

The Problem of the External World 

of the rewards of a study of philosophical scepti
cism. 

The main difficulty in understanding our ordin
ary procedures is that no principle like those I have 
mentioned could possibly describe the way we 
proceed in everyday life. Or, to put it less dogma
tically, if our adherence to some such requirement 
were responsible for our reactions in those ordin
ary cases, Descartes would be perfectly correct, 
and philosophical scepticism about the external 
world would be true. Nobody would know any
thing about the world around us.. If, in order to 
know something, we must rule out a possibility 
which is known to be incompatible with our know
ing it, Descartes is perfectly right to insist that he 
must know that he is not dreaming if he is to know 
that he is sitting by the fire with a piece of paper in 
his hand. He knows his dreaming is incompatible 
with his knowing. I have already argued that ifhe i-s
right in insisting that that condition must be 
fulfilled for knowledge of the world around us 
he is also right in concluding that it can never be 
fulfilled; fulfilling it would require knowledge 
which itself would be possible only if the condition 
were fulfilled. So both steps of Descartes's reason
ing would be valid and his conclusion would be 
true. 

That conclusion can be avoided, it seems to me, 
only if we can find some way to avoid the require
ment that we must know we are not dreaming if we 
are to know anything about the world around us. 
But that requirement cannot be avoided if it is 
nothing more than an instance of a general proce
dure we recognize and insist on in making and 
assessing knowledge-claims in everyday and 
scientific life. We have no notion of knowledge 
other than what is embodied in those procedures 
and practices. So if that requirement is a 'fact' of 
our ordinary conception of knowledge we will have 
to accept the conclusion that no one knows any
thing about the world around us. 

I now want to say a few more words about the 
position we would all be in if Descartes's conclu
sion as he understands it were correct. I described 
him earlier as having lost the whole world, as 
knowing at most what he is experiencing or how 
things appear to him, but knowing nothing about 
how things really are in the world around him. To 
show how anyone in that position could come to 
know anything about the world around him is what 
I am calling the problem of our knowledge of the 
external world, and it is worth dwelling for a 
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moment on just how difficult a problem that turns 
out to be if it has been properly raised. 

If we are in the predicament Descartes finds 
himself in at the end of his First Meditation we 
cannot tell by means of the senses whether we are 
dreaming or not; all the sensory experiences we are 
having are compatible with our merely dreaming 
of a world around us while that world is in fact 
very different from the way we take it to be. Our 
knowledge is -in that way confined to our sensory 
experiences. There seems to be no way of going 
beyond them to know that the world around us 
really is this way rather than that. Of course we 
might have very strongly held beliefs about the 
way things are. We might even be unable to get 
rid of the conviction that we are sitting by the fire 
holding a piece of paper, for example. But if we 
acknowledge that our sensory experiences are all 
we ever have to go on in gaining knowledge about 
the world, and we acknowledge, as we must, that 
given our experiences as they are we could never
theless be simply dreaming of sitting by the fire, 
we must concede that we do not know that we are 
sitting by the fire. Of course, we are in no position 
to claim the opposite either. We cannot conclude 
that we are not sitting by the fire; we simply 
cannot tell which is the case. Our sensory experi
ence gives us no basis for believing one thing about 
the world around us rather than its opposite, but 
our sensory experience is all we have got to go on. 
So whatever unshakeable conviction we might 
nevertheless retain, that conviction cannot be 
knowledge. Even if we are in fact holding a piece 
of paper by the fire, so that what we are convinced 
of is in fact true, that true conviction is still not 
knowledge. The world around us, whatever it 
might be like, is in that way beyond our grasp. 
We can know nothing of how it is, no matter what 
convictions, beliefs, or opinions we continue, per
haps inevitably, to hold about it. 

What can we know in such a predicament? We 
can perhaps know what sensory experiences we are 
having, or how things seem to us to be. At least 
that much of our knowledge will not be threatened 
by the kind of attack Descartes makes on our 
knowledge of the world beyond our experiences. 
What we can know turns out to be a great deal less 
than we thought we knew before engaging in that 
assessment of our knowledge. Our position is 
much more restricted, much poorer, than we had 
originally supposed. We are confined at. best to 
what Descartes calls 'ideas' of things around us, 
representations of things or states of affairs which, 

for all we can know, might.or might not have 
something corresponding to them in reality. We 
are in a sense imprisoned within those representa
tions, at least with respect to our knowledge. Any 
attempt to go beyond them to try and tell whether 
the world really is as they represent it to be can 
yield only more representations, more deliverances 
of sense experience which themselves are compat
ible with reality's being very different from the 
way we take it to be on the basis of our sensory 
experiences. There is a gap, then, between the 
most that we can ever find out on the basis of 
our sensory experience and the way things really 
are. In knowing the one we do not thereby know 
the other. 

This can seem to leave us in the position of 
finding a barrier between ourselves and the world 
around us. There would then be a veil of sensory 
experiences or sensory objects which we could not 
penetrate but which would be no reliable guide to 
the world beyond the veil. If we were in such a 
position, I think it is quite clear that we could 
not know what is going on beyond the veil. 
There would be no possibility of our getting re
liable sensory information about the world beyond 
the veil; all such reports would simply be more 
representations, further ingredients of the ever
more-complicated veil. We could know nothing 
but the veil itself. We would be in the position of 
someone waking up to find himself locked in a 
room full of television sets and trying to find out 
what is going on in the world outside. For all he 
can know, whatever is producing the patterns he 
can see on the screens in front of him might be 
something other than well-functioning cameras 
directed on to the passing show outside the 
room. The victim might switch on more of the 
sets in the room to try to get more information, 
and he might find that some of the sets show 
events exactly similar or coherently related to 
those already visible on the screens he can see. 
But all those pictures will l\e no help to him 
without some independent ikformation, some 
knowledge which does not come to him from the 
pictures themselves, about how the pictures he 
does see before him are connected with what is 
going on outside the room. The problem of the 
external world is the problem of finding out, or 
knowing how we could find out, aboyt the world 
around us if we were in that sort of predicament. It 
is perhaps enough simply to put the problem this 
way to convince us that it can never be given a 
satisfactory solution. 



But putting the problem this way, or only this 
way, has its drawbacks~ For one thing, it 
encourages a fac_ile dismissive response; not a solu
tion to the problem as posed, but a rejection of it. I 
do not mean that we should not find a way to reject 
the problem - I think that is our only hope - but 
this particular response, I believe, is wrong, or at 
the very least premature. It is derived almost 
entirely from the perhaps overly dramatic descrip
tion of the predicament I have just given. 

I have described Descartes's sceptical conclu
sion as implying that we are permanently sealed 
off from a world we can never reach. We are 
restricted to the passing show on the veil of per
ception, with no possibility of extending our 
knowledge to the world beyond. We are confined 
to appearances we can never know to match or to 
deviate from the imperceptible reality that is for
ever denied us. This way of putting it naturally 
encourages us to minimize the seriousness of the 
predicament, to try to settle for what is undeniably 
available to us, or perhaps even to argue that 
nothing that concerns us or makes human life 
worthwhile has been left out. 

If an imperceptible 'reality', as it is called on this 
picture, is forever inaccessible to us, what concern 
can it be of ours? How can something we can 
have no contact with, something from which 
we are permanently sealed off, even make sense 
to us at all? Why should we be distressed by an 
alleged limitation of our knowledge if it is not even 
possible for the 'limitation' to be overcome? If 
it makes no sense to aspire to anything beyond 
what is possible for us, it will seem that we 
should give no further thought to this allegedly 
imperceptible 'reality'. Our sensory experiences, 
past, present, and future, will then be thought 

, to be_~ll we are or should be concerned with, and 
the idea of a 'reality' lying beyond them necessarily 
out of our reach will seem like nothing more than 
a philosopher's invention. What a sceptical philo
sopher would be denying us would then be nothing 
we could have ordinary commerce with or interest 
in anyway. Nothing distressing about our ordinary 
position in the familiar world would have been 
revealed by a philosopher who simply invents 
or constructs something he calls 'reality' or 'the 
external world' and chen demonstrates that we 
can have no access to it. That would show nothing 
wrong with the everyday sensory knowledge we 
seek and think we find in ordinary life and in 
scientific laboratories, nor would it show that our 
relation to the ordinary reality that concerns 
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us is different from what we originally thought it 
to be. 

I think this reaction to the picture of our being 
somehow imprisoned behind the veil of our own 
sensory experiences is very natural and immedi
ately appealing. It is natural and perhaps always 
advisable for a prisoner to try to make the best of 
the restricted life behind bars. But however much 
more bearable it makes the prospect of life-impri
sonment, it should not lead him to deny the greater 
desirability, let alone the existence, of life outside. 
In so far as the comfort of this response to philo
sophical scepticism depends on such a denial it is 
at the very least premature and is probably based 
on misunderstanding. It depends on a particular
diagnosis or account of how and why the philoso
phical argument succeeds in reaching its conclu
sion. The idea is that the 'conclusion' is reached 
only by: contrivance. The inaccessible 'reality' 
denied to us is said to be simply an artefact of 
the philosopher's investigation and not something 
that otherwise should concern us. That is partly a 
claim about how the philosophical investigation of 
knowledge works; as such, it needs to be explained 
and argued for. We can draw no consolation from 
it until we ·have some reason to think it might be an 
accurate account of what the philosopher does. So 
far we have no such reason. On the contrary; so far 
we have every reason to think that Descartes has 
revealed the impossibility of the very knowledge of 
the world that we are most interested in and which 
we began by thinking we possess or can easily 
acquire. In any case, that would be the only con
clusion to draw if Descartes's investigation does 
indeed parallel the ordinary kinds of assessments 
we make of our knowledge in everyday life. 

We saw that I can ask what I really know about 
the common cold, or whether I really know that 
the witness was in Cleveland on the night in ques
tion, and that I can go on to discover that I do not 
really know what I thought I knew. In such ordin
ary cases there is no suggestion that what I have 
discovered is that I lack some special, esoteric 
thing called 'real knowledge', or that I lack know
ledge of some exotic, hitherto-unheard-of domain 
called 'reality'. If I ask what I know about the 
common cold, and I come to realize that I do not 
really know whether it can be caused by sitting in a 
draught or not, the kind of knowledge I discover 
I lack is precisely what I was asking about or taking 
it for granted I had at the outset. I do not conclude 
with a1shrug that it no longer matters because what 
I now fmd I lack is only knowledge about a special 
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domain called 'reality' that was somehow invented 
only to serve as the inaccessible realm of some
thing called 'real knowledge'. I simply conclude 
that I don't really know whether colds are caused 
by sitting in draughts or not. If I say in a jury
room on Monday that we can eliminate the suspect 
because we know he was in Cleveland that night, 
and I then discover by reflection on Tuesday that I 
don't really know he was in Cleveland that night, 
what I am denying I have on Tuesday is the very 
thing I said on Monday that I had. 

There is no suggestion in these and countless 
similar everyday cases that somehow in the course 
of our reflections on whether and how we know 
something we are inevitably led to change or elev
ate our conception of knowledge into something 
else called 'real knowledge' which we showed no 
signs of being interested in at the beginning. Nor is 
it plausible to suggest that our ordinary assess
ments of knowledge somehow lead us to postulate 
a 'reality' that is simply an artefact of our inquiries 
about our knowledge. When we ask whether we 
really know something we are simply asking 
whether we know that thing. The 'really''signifies 
that we have had second thoughts on the matter, or 
that we are subjecting it to more careful scrutiny, 
or that knowledge is being contrasted with some
thing else, but not that we believe in something 
called 'real knowledge' which is different from or 
more elevated than the ordinary knowledge we are 
interested in. Knowing something differs from 
merely believing it or assuming it or taking it for 
granted or simply being under the impression that 
it is true, and so forth, so asking whether we really 
know something is asking whether we know it as 
opposed to, for example, merely believing it or 
assuming it or taking it for granted or simply 
being under the impression that it is true. 

If that is true of our ordinary assessments of 
knowledge, and if Descartes's investigation of his 
knowledge that he is sitting by the fire with a piece 
of paper in his hand is just like those ordinary 
cases, his discovery that he doesn't know in the 
case he considers will have the same significance as 
it has in those ordinary cases. And if that example 
is indeed representative of our knowledge of 
the world around us, the kind of knowledge we 
are shown to lack will be the very kind of knowl
edge we originally thought we had of things like 
our sitting by the fire holding a piece of paper. 
Without a demonstration that Descartes's philoso
phical investigation differs from our ordinary 
assessments in some way that prevents its negative 

conclusion from having the kind of significance 
similar conclusions are rightly taken to have in 
everyday life, we can derive no consolation from 
the ungrounded idea that the reality from which he 
shows our knowledge is excluded does not or 
should not concern us anyway. It is the investiga
tion of his everyday knowledge, and not merely the 
fanciful picture of a veil of perception, that gen
erates Descartes's negative verdict." 

But even if we did try to console ourselves with 
the thought that we can settle for what we can 

know on Descartes's account, how much consola
tion could it give us? The position Descartes's 
argument says we are in is much worse than what 
is contemplated in the optimistic response of 
merely shrugging off any concern with an imper
ceptible 'reality'. 

For one thing, we would not in fact be left with 
what we have always taken to be the familiar 
objects of our everyday experience - tables and 
chairs, trees and flowers, bread and wine. If Des
cartes is right, we know nothing of such things. 
What we perceive and are in direct sensory contact 
with is never a physical object or state of affairs, 
but only a representation - something that could 
be just the way it is even if there were no objects at 
all of the sort it represents. So if we were to settle 
for the realm of things we could have knowledge 
about even if Descartes's conclusion were correct, 
we would not be settling for the comfortable world 
with which we began. We would have lost all of 
that, at least as something we can know anything 
about, and we would be restricted to facts about 
how things seem to us at the moment rather than 
how they are. 

It might still be felt that after all nothing is 
certain in this changing world, so we should not 
aspire to firm truths about how things are. As.long 
as we know that all or most of us agree about how 
things seem to us, or have seemed to us up till 
now, we might feel we have enough to give our 
social, cultural, and intellectual life as much stabil
ity as we can reasonably expect or need. But again 
this reaction ~~s nQt really acknowledge the pov
erty or restrictedness of the position Descartes's 
sceptical conclusion would leave each of us in. 
Strictly speaking, there is no community of acting, 
experiencing and thinking persons I can know 
anything about if Descartes is correct. Other pe~
ple, as I understand them, are not simply sensory 
experiences of mine; they too, if they exist, will 
therefore inhabit the unreachable world beyond 
my sensory experiences, along with the tables and 



chairs and other things about-which I can know 
nothing. So at least with respect to what I can 

know I could not console myself with thoughts of 

a like-minded community of perceivers all working 

together and cheerfully making do with what a 

communal veil of perception provides. I would 
have no more reason to believe that there are any 

other people than I have to believe that I am now 
sitting in a chair writing. The representations or 
sensory experiences to which Descartes's conclu
sion would restrict my knowledge could be no 

other than my own sensory experiences; there 
could be no communal knowledge even of the 
veil of perception itself. If my own sensory experi

ences do not make it possible for me to know 
things about the world around me they do not 

make it possible for me to know even whether 
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Proof of an External World 

G. E. Moore 

It seems to me thar, su fitr from 1u bemg 1ruc, as 
Kant declares lO be his opmmn, that there is only 
one possible proof of the existence or tilings out
side of us, namely lhe one which he has given, I 
can now give a large number of different proofs, 
each of which is a perfectly rigorous proof; and 
that at many other times I have been in a position 
to gi11e many others. I can prove now, for m..mna;, 
that two human hands exist. How? By holding up 
my two hands, and saymg, as I make a cenain 
ges1ure with i:hc rig1u hand, 'Here is one hand', 
and adding, as I make a certain gesture with the 
left, 'and here is another'. And if. by doing this, I 
ha\'e pro\·ed ipso feclo the CJCtSU:nCe of t:xtemal 
i:hings, you will all see that I can also do it now 
in numbers of other ways; there 1s no need lO 

multiply examples. 
But c'hd I prove jusr now thar two human hands 

were chen in existence? I do want to insist that I 
did; rhat rhe proof "hich I gne was a perfecl1y 
rigorous one; and rhat it is perhaps impossible to 
give a better or more rigorous proof of anything 
whatever. Of coun;e, it would not have been a 
proof unlcs~ three conditions were satisfied; 
namely (I) unless rhc premiss "hich I adduced as 
proof of the conclusion wa.~ difiCrent from the 

- condusmn I adduced it to prove; (2) unless the 
premiss which I adduced was something which I 
Jenell' to be the case, and not merely something 
which I bel1c\·ed but which was b~· no means 
certain, or somei:hing which, though in facr rrue, 
I did not know to be so; and (3) unless the conclu
sion did really follow from the premiss. But all 

From G. E. Moore. Pf1tlosoph CBI Papen; (New York: 
Collier Books. 1962). pp. 144-8. 

the!i!: 1hree conditions were m facl satisfied by my 
proof. (I) The premiss which I adduced in proof 
was quite certainly difiCrent from the conclusion, 
for the conclusion was mere!) 'Two human hands 
exist al this moment'; but the premiss was some
thing far more specific than this - something 
which I expn:ssed by showing you my hands, 
making certain gestures, and saymg the words 
'Here is one hand, and here is another'. It is 
quite otnrious that the two were different, because 
it is quite obvious rhat the conclusion might hne 
been true, even if the premiss had been false. In 
assening the premiss I was as5ening much more 
than I wrui as;ierting in asserting the conclusmn. (2) 
I cercainly did at the moment know that which I 
expressed by the combination of certain gestures 
with saying the words "Here is one hand arid here 
is another'. I knew rhat there was one hand in the 
place indicated by combining a certain gesture 
with my first utrerance of 'here' and rhat there 
was another in the different place indicated by 
combining a certain gesture with my second utter
ance of 'here'. How absurd it would be to suggest 
tha1 I did not Imo" it, but only belie\·ed it, and 
rhat perhaps it was not the case! You migh1 as well 
suggest thal I do not know rhal I am now standmg 
up and talking - that perhaps after all I'm nut, and 
rhat it's nut quite cercain thal I am! And finally (3) 
1t is quite ccnain rhat the conclusion did follow 
from the premiss. This is as certain as it is that if 
there is une hand here and another here 110111', chcn 
it follows thar there are two hands m existence 
now. 

My proof. then, of the cx1s1cne<: of dungs OUI

s1de of us did satisfy rhrec of the coridi1ions neces
sary for a rigorous proof. Are there any other 



conditions necessary for a rigorous proof, such that 
perhaps it did not satisfy one of them? Perhaps 
there may be; I do not know; but I do want to 

emphasise that, so far as I can see, we all of us do 
constantly take proofs of this sort as absolutely 
conclusive proofs of certain conclusions - as finally 
settling certain questions, as to which we were 
previously in doubt. Suppose, for instance, it 
were a question whether there were as many as 
three misprints on a certain page in a certain book. 
A says there are, B is inclined to doubt it. How 
could A prove that he is right? Surely he could 
prove it by taking the book, turning to the page, 
and pointing to three separate places on it, saying 
'There's one misprint here, another here, and 
another here': surely that is a method by which it 
might be proved! Of course, A would not have 
proved, by doing this, that there were at least 
three misprints on the page in question, unless it 
was certain that there was a misprint in each of the 
places to which he pointed. But to say that he 
might prove it in this way, is to say that it might 
be certain that there was. And if such a thing as 
that could ever be certain, then assuredly it 
was certain just now that there was one hand in 
one of the two places I indicated and another in the 
other. 

I did, then, just nc~w, give a proof that there 
were then external objects; and obviously, ifl did, I 
could then have given many other, proofs of the 
same sort that there were external objects then, and 
could now give many proofs of the same sort that 
there are external objects now. 

But, if what I am asked to do is to prove that 
external objects have existed in the past, then I can 
give many different proofs of this also, but proofs 
which are in important respects of a different sort 
from those just given. And I want to emphasise 
that, when Kant says it is a scandal not to be able 
to give a proof of the existence of external objects, 
a proof of their existence in the past would cer
tainly help to remove the scandal of which he is 
speaking. He says that, if it occurs to anyone to 

question their existence, we ought to be able to 
confront him with a satisfactory proof. But by a 
person who questions their existence, he certainly 
means not merely a person who questions whether 
any exist at the moment of speaking, but a person 
who questions whether any have ever existed; and a 
proof that some have existed in the past would 
certainly therefore be relevant to part of what 
such a person is questioning. How then can I 
prove that there have been external objects in the 
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past? Here is one proof. I can say: 'I held up two 
,hands above this desk not very long ago; therefore 
two hands existed not very long ago; therefore at 

- least two external objects have existed at some time 
in the pa;>t, QED'. This is a perfectly good proof, 
provided I know what is asserted in the premiss: 
But I do know that I held up two hands above this 
desk not very long ago. As a matter of fact, in this 
case you all know it too. There's no doubt what
ever that I did. Therefore I have given a perfectly 
conclusive proof that external objects have existed 
in the past; and you will all see at once that, if this 
is a conclusive proof, I could have given many 
others of the same sort, and could now give many 
others. But it is also quite obvious that this sort of 
proof differs in important respects from the sort of 
proof I gave just now that there were two hands 
existing then. 

I have, then, given two conclusive proofs of the 
existence of external objects. The first was a proof 
that two human hands existed at the time when I 
gave the proof; the second was a proof that two 
human hands had existed at a time previous to that 
at which I gave the proof. These proofs were of a 
different sort in important respects. And I pointed 
out that I could have given, then, many other 
conclusive proofs of both sorts. It is also obvious 
that I could give many others of both sorts now. So 
that,_ if these _are-the-sort--of-proof that is wanted, 
nothing is easier than to prove the existence of 
external objects. 

But now I am perfectly well aware that, in spite 
of all that I have said, many philosophers will still 
feel that I have not given any satisfactory proof of 
the point in question. And I want briefly, in con
clusion, to say something as to why this dissatis
faction with my proofs should be felt. 

One reason why, is, I think, this. Some people 
understand 'proof of an external world' as includ
ing a proof of things which I haven't attempted to 
prove and haven't proved. It is not quite easy to 
say what it is that they want proved - what it is that 
is such that unless they got a proof of it, they 
would not say that they had a proof of the exist
ence of external things; but I can make an 
approach to explaining what they want by saying 
that if I had proved the propositions which I used 
as premisses in my two proofs, then they would 
perhaps admit that I had proved the existence of-
external things, but, in the absence of such a proof 
(which, of course~ I have neither given nor 
attempted to give), they will say that I have not 
given what they m~n by a proof of the existence of 
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external things. In other words, they want a proof 
of what I assert now when I hold up my hands and 
say 'Here's one hand and here's another'; and, in 
the other case, they want a proof of what I assert 
now whm I say 'I did hold up two hands above this 
desk just now'. Of course, what they really want is 
not merely a proof of these two propositions, but 
something like a gmeral statement as to how any 
propositions of this sort may be proved. This, of 
course, I haven't given; and I do not believe it can 
be given: if this is what is meant by proof of the 
existence of external things, I do not believe that 
any proof of the existence of external things is 
possible. Of course, in some cases what might be 
called a proof of propositions which seem like 
these can be got. If one of you suspected that one 
of my hands was artificial he might be said to get a 
proof of my proposition 'Here's one hand, and 
here's another', by coming up and examining the 
suspected hand close up, perhaps touching and 
pressing it, and so establishing that it really was a 
human hand. But I do not believe that any proof is 
possible in nearly all cases. How am I to prove now 
that 'Here's one hand, and here's another'? I do 
not believe I can do it. In order to do it, I should 
need to prove for one thing, as Descartes pointed 
out, that I am not now dreaming. But how can I 
prove that I am not? I have, no doubt, conclusive 
reasons for asserting that I am not now dreaming; I 
have conclusive evidence that I am awake: but that 
is a very different thing from being able to prove it. 
I could not tell you what all my evidence is; and I 
should require to do this at least, in order to give 
you a proof. 

But another reason why some people would feel 
dissatisfied with my proofs is, I think, not merely 
that they want a proof of something which I 
haven't proved, but that they think that, ifl cannot. 
give such extra proofs, thm the proofs that I have 
given are not conclusive proofs at all. And this, I 
think, is a definite mistake. They would_ l!ay: 'If 
you cannot prove your premiss that here is one 
hand and here is another, thm you dQ not know it. 
But you yourself have admitted that, if you did not 
know it, then your proof was not conclusive. 
Therefore your proof was not, as you say it was, 
a conclusive proof.' This view that, if I cannot 
prove such things as these, I do not know them, 
is, I think, the yiew that Kant was expressing in 
the sentence which I quoted at the beginning of 
this lecture, when he implies that so long as we 
have no proof of the existence of external things, 
their existence must be accepted merely on faith. 
He means to say, I think, that if I cannot prove that 
there is a hand here, I must accept it merely as a 
matter of faith - I cannot know it. Such a view, 
though it has been very common among philoso
phers, can, I think, be shown to be wrong - though 
shown only by the use of premisses which are not 
known to be true, unless we do know of the exist
mce of external things. I can know things, which I 
cannot prove; and among things which I certainly 
did know, even if (as I think) I could not prove 
them, were the premisses of my two proofs. I 
should say, therefore, that those, if any, who are 
dissatisfied with these proofs merely on the ground 
that I did not know their premisses, have no good 
reason for their dissatisfaction. 

ti 



Four Forms of Scepticism 

G. E. Moore 

We pass next to the argument: "Descarres's mal
icious demun is a logical possibility." This is 
obviously QUite different from both the two pre
ceding. Russell does not say that any percepts o.re 
produced by Descarres's malicious demon; nor 
does he mean that it is pracncally or theoretically 
possible for Descartes's malicious demon to pro
duce in me percepts like this, in the sense m which 
it is (perhaps) practically possible that a cunjurer 
should, and theorencally possible that a physiolo

gist should by stimulating the optic nerve lk only 
says it 1s a logical pomb1l1~y. But what exactly does 
this mean? Ir is, I think, an argument which intro
duces (jUite new considerations, of which I have 
said nothmg so far, and which lead us 10 the root of 

the difference between Russell and me. I take it 
that Russell is here assemng that it is logrm/ly 

possible that this particular percept of mine, 
which I think I kJl()w to be associai:ed wii:h a 
percept belonging to someone else, was in fact 
produced in me by a malicious demon when 
!here was no such associated percept. and that, 
therefore, I cannot know for certain what I think 
I know. It is, or course, being assumed that, if It 
was produced by a malicious clemon, !hen it fol
lows that it is not associated with a percept belong
ing to someone else, in the way in which I dunk I 
know it is: that is how the phrase "was produced 
by a malicious clemon" 1s being used. The ques
tions we have to consider are, then, simply these 
three: What is meant by saying that 1t is logically 
possible that this percept was produced by a 
malicious clemon3 Is it trill that this is logically 

From G. E. Moore, PhJosoprlK:al Papen; (New YorK: 
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possible? Arul: If it is true, does it follow !hat I 
don't know fur certam thar it w.is not produced by 
a malicious demon? 

Now there arc three different things which 
might be meant by saying that this proposiuon is 
logically possible. The first is that it 1s not a self
contradictury proposirion. This I readily grant. 

But from the mere fact that it is not self-contra
dictory, it certainly does not follow that I don't 
know for cerlain that it is false. This Russell 
grams. He holds that I do know for certain co be 
false, propositmns ahout my perceprs wl11ch are 
not self-contradictory. He holds, for instance, 
that I do know for certain that there is a white 
visual percept Jl()W; and ye! !he proposiuon that 
there isn't is certainly not self.-contradictory 

He must, therefore, in his argument, be using 
"logically possible" in some mher sense. And one 
seruie in which it might mrurally be used 1s this: 
Nor logically incompatible with anything that I 
know. If, however, he were U.'ling it in this sense, 
he wuu1d be simply begging the <jUestion. For the 
very thing I am claiming to know 1s that !his 
percept was nor produced by a malicious demon 
and of course the proposition that it was produced 
by a malicious demon 1s incompstible with !he 
proposition that it was no/. 

There remains one sense, whICh is, I think, the 
sense in which he 1.~ actually using it. Namely he is 
saying: The proposition "This percep1 was pro
dut-ed by a malicious demon" is 1101 logically 
incompatible wii:h anything you know 1mmdratd")'. 

And if i:hib is whar he means, I own that I i:hink 

Russell is right. This is a matter about which I 
suppose many philosophers would disagree w1i:h 
us. There are people who suppoi.·e that I do know 
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immediately, in certain cases, such things as: That 
person is conscious; at least, they use this lan
guage, though whether they mean exactly what I 
am here meaning by "know immediately" may be 
doubted. I can, however, not help agreeing with 
Russell that I never do know immediately that that 
person is conscious, nor anything else that is logic- " 
ally incompatible with "This percept was produced 
by a malicious demon." Where, therefore, I differ 
from him is in supposing that I do know for certain 
things which I do not know immediately and 
which also do not follow logically from anything 
which 1 do know immediately. 

This seems to me to be the fundamental ques
tion at issue in considering my classes (3) and (4) 
and what distinguishes them from cases ( l) and 
(2). I think I do know immediately things about 
myself and such things as "There was a sound like 
'Russell' a little while ago" - that is, I think that 
memory is immediate knowledge and that much of 
my knowledge about myself is immediate. But I 
cannot help agreeing with Russell that I never 
know immediately such a thing as "That person 
is conscious" or "This is a pencil," and that also 
the truth of such propositions never follows logi
cally from anything which I do know immediately, 
and yet I think that I do know such things for 
certain. Has he any argument for his view that if 
their falsehood is logically possible (i.e. if I do not 
know immediately anything logically incompatible 
with their falsehood) then I do not know them for 
certain? This is a thing which he certainly con
stantly assumes; but I cannot find that he any
where gives any distinct arguments for it. 

So far as I can gather, his reasons for holding it 
are the two assumptions which he expresses when 
he says: "If (I am to reject the view that my life is 
one long dream) I must do so on the basis of an 
analogical or inductive argument, which cannot 
give complete certainty."1 That is to say _!1e 
assumes: (1) My belief or knowledge that this is a 
pencil is, if I do not know it immediately, and if 
also the proposition does not follow logically from 

Notes 

1 Bertrand Russell, An Outline of Philosophy (Allen & 
Unwin: London, 1927), p. 218. 

anything that I know immediately, in some sense 
"based on" an analogical or inductive argument; 
and (2) What is "based on" an analogical or 
inductive argument is never certain knowledge, 
but only more or less probable belief. And with 
regard to these assumptions, it seems to me that 
the first must be true in some sense or other, 
though it seems to me terribly difficult to say 
exactly what the sense is. What I am inclined to 
dispute, therefore, is the second: I am inclined to 
think that what- is "based on" an analogical or 
inductive argummt, in the smse in which my 
knowledge or belief that this is a pencil is so, may 
nevertheless be certain knowledge and not merely 
more or less probable belief. 

What I want, however, finally to et'tlphasize is 
this: Russell's view that I do not know for certain 
that this is a pencil or that you are conscious rests, 
ifl am right, o~ no. less. than four distinct assump
tions: (1) That I don't know these things immedia
tely; (2) That they don't follow logically from any 
thing or things that I do know immediately; (3) 
That, if(l) and (2) are true, my belief in or know
ledge of them must be "based on an analogical or 
inductive argument"; and (4) That what is so 
based cannot be certain knowledge. And what I 
can't help asking myself is this: Is it, in fact, as 
certain that all these four assumptions are true, as 
that I do know that this is a pmcil and that you are 
conscious? I cannot help answering: It seems to me 
more certain that I do know that this is a pencil and 
that you are conscious, than that any single one of 
these four assumptions is true, let alone all four. 
Tl'i.at is to say, though, as I have said, I agree with 
Russell that (1), (2) and (3) are true; yet of no one 
even of these three do I feel as certain as that I do 
know for certain that this is a pencil. Nay more: I 
do not think it is rational to be as certain of any one .. 
of these four propositions, as of the proposition 
that I do know that this is a pencil. And how on 
earth is it to be decided which of the two things it 
is rational to be most certain of? 



Certainty 

G. E. Moore 

Suppose I say: "I know for ceruun that I am 

standing up; it is absolutely certain thai: I am; 
there is nor i:hc smallesl chance that I am not." 

Many philosophers would say: "You are wrong: 

you do not know that you are standing up; it is 1111/ 

absolutely certain chat you are; there is somr 

chance, !hough perhaps only a very small one, 

that you are not." And one argument which hu 

been used as an argument in favour of saying this, 
is an argument in i:hc course of whic:h i:hc philoso

pher who used it would assen: "You do not know 

for certain that you are not dreaming; it is not 

absolutely certain diat you are not; there is some 
chance, though perhaps only a very small one, that 

you are." Aru.l from this, chat I do not know for 

certain chat I am not dreaming, it is supposed [O 

follow that I do not know for certain that I am 

standing up. h as argued: If it is not cenam that 
you are not dreaming, then it is not certain that 

you are standing up And that ifl don't know that 

I'm not dreaming, I also don't know that I'm not 
sitting down, I don't feel at all inclined to dispute 

From the hypothesis that I am dreaming, 1t would, 

I think, certainly follow that I don't know thaf I am 

standing up; though I have never seen the matter 

argued, arul though it is not at all dear to me how 

it is to be proved that it would follow. But, nn the 

other hand, from the hypolhesis that I am dream

ing, it certainly 1'i0uld not follow that I am not 

standing up; for it is certainly logically possible 
that a man should be fast asleep and dreaming, 

w1u.le he is standing up and not lying down. h JS 

therefore logically possible that I should both be 

From G. E. Moore. Pf/llosophlcel Papen; (New York. 
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standing up and also at the same ume drearmng 

that I am; just as the story, about a well-known 

Duke of Oevonshue, that he once dreamt that he 

was speaking in the House of Lords and, when he 
woke up, found thai: he was speaking in the House 

of Lords, is certainly logically possible And if, as 

is oommonly assumed, when I am dreaming that 
I am standing up it may also be correct to say that 

I am 1h111k111g thai: I am standmg up, then it follows 

that the hypothesis that I am now dreaming is 

quite consistent with the hypothesis that I am 

both thinking that I am standing up and also 

actually standing up And henc:e, if as seems to 

me to be certainly the case arul as this argument 
assumes, from the hypothesis that I am now 

dreaming it would follow that I don't know that I 
am standing up, rhere follows a poim which is of 

great importance with regard to our use of the 
word "knowledge," and therefore also of the 

word "certainty" - a point which has been made 

quite conclusively more than once by Rwisell, 

namely that from the conjunc:tmn of the two facts 
that a man thinks that a given proposition p 1s true, 

and that p is in fact true, it does rwt follow that the 

man m question knows that pis true: in order that I 
may be ju.~Iilied in saying diar I know that I am 

standing up, something more is required than the 

mere conjunction of the two facts that I both think 

I am and actually am - as Ru~ . .;cll has~ it, 

true belief is not identical with knov.ledge; and 
I think we may funhcr add that even from the 
conjunction of the two facts that I feel certain thar 
I am and that I actually am il would not follow that 

I know that I am, nor therefore thai: it 1s certain 

that I am. As regards the argument drawn from the 
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fact that a man who dreams that he is standing up 
and happens at the moment actually to be standing 
up will nevertheless not know that he is standing 
up, it should indeed be noted that from the fact 
that a man is dreaming that he is standing up, it 
certainly does notfollow that he thinks he is stand
ing up; since it does sometimes happen in a dream 
that we think that it is a dream, and a man who 
thought this certainly might, although he was 
dreaming that he was standing up, yet think that 
he was not, although he could not know that he was 
not. It is not therefore the case, as might be hastily 
assume<ri:I1at,-IITOreain that I am standing up at a 
time wh00::-f~- in fact lying down, I am necessa
rily deceive4: I should be deceived only ifl thought 
I was standing when I wasn't; and I may dream 
that I am,_with()ut thinking that I am. It certainly 

,, does, howe~er, ofte;;-h;ppen that we do dream that 
so-and-so is the case, without at the time thinking 
that we are only dreaming; and in such cases, I 
think we may perhaps be said to think that what we 
dream is the case is the case, and to be deceived if it 
is not the case; and therefore also, in such cases, if 
what we dream to be the case happens also to be 
the case, we may be said to be thinking truly that it 
is the case, although we certainly do not know that 
it is. 

I agree, therefore, with that part of this argu
ment which asserts that if I don't know now that 
I'm not dreaming, it follows that I don't know that 
I am standing up, even if I both actually am and 
think that I am. But this first part of the argument 
is a consideration which cuts both ways. For, ifit is 
true, it follows that it is also true that--if I do know 
that I am standing up, then I do kno~ that I am 
not dreaming. I can therefore just as well argue: 
since I do know that I'm standing up, it follows 
that I do know that I'm not dreaming; as my 
opponent can argue: since you don't know that 
you're not dreaming, it follows that you don't 
know that you're standing up~The one argument 
is just as .good as the other,-uilless my opponent 
can give better reasons for asserting that I don't 
know that I'm not dreaming, than I can give for 
asserting_!hat I do know that I am standing up. -

What reasons can be givm for saying that I 
don't know for certain that I'm not at this moment 
dreaming? 

I do not think that I have ever seen clearly stated 
any argument which is supposed to show this. But 
I am going to try to state, as clearly as I can, the 
premisses and the reasonings from them, which I 
think have led so many philosophers to suppose 

that I really cannot now know for certain that I am 
not dreaming. 

I said, you may remember, in talking of the 
seven assertions with which I opmed this lecture, 
that I had "the evidence of my senses" for them, 
though I also said that I didn't think this was the 
only evidence I had for them, nor that this by itself 
was necessarily conclusive evidence. Now if I had 
then "the evidence of my senses" in favour of the 
proposition that I was standing up, I certainly have 
now the evidence of my smses in favour of the 
proposition that I am standing up, even though 
this may not be all the evidence that I have, and 
may not be conclusive. But have I, in fact, the 
evidence of my senses at all in favour of this 
proposition? One thing seems to me to be quite 
clear about our use of this phrase, namely, that, if a 
man at a given time is only dreaming that he is 
standing up, then it follows that he has not at that 
time the evidenc~ of his senses in favour of that 
proposition: to say ''Jones last night was only 
dreaming that he was standing up, and yet all the 
time he had the evidence of his senses that he was" 
is to say something self-contradictory. But those 
philosophers who say it is possible that I am now 
dreaming, certainly mean to say also that it is 
possible that I am only dreaming that I am standing 
up; and this view, we now see, entails that it is 
possible that I have not the evidence of my senses 
that I am. If, therefore, they are right, it follows 
that it is not certain even that I have the evidence 
of my smses that I am; it follows that it is not 
certain that I have the evidence of my senses for 
anything at all. If, therefore, I were to say now, 
that I certainly have the evidence of my senses in 
favour of the proposition that I am standing up, 
evm if it's not certain that I am standing up, I 
should be begging the very question now at issue. 
For if it is not certain that I am not dreaming, it is 
not certain that I even have the evidence of my 
senses that I am standing up. 

But, now, even if it is not certain that I have at 
this moment the evidence of my senses for any
thing at all, it is quite certain that I either have the 
evidence of my senses that 'I am standing up or 
have an experimce which is very like having the 
evidence of my smses that I am standing up. If I 
am dreaming, this experience consists in having 
dream-images which are at least very like the sen
sations I should be having if I were awake and had 
the sensations, the having of which would consti
tute "having the evidence of my senses" that I am 
standing up. Let us use the expression "sensory 



experience," in such a :way that this experience 

which I certainly am having will be a "sensory 

experience," whether or not it merely consists in 

the having of dream-images. If we use the expres

sion "sensory experience" in this way, we can say, 

I think, that, if it is not certain that I am not 

dreaming now, then it is not ce@h that all die 

sensory experiences I am now having are not mere 

dream-images. -

What then are the premisses and the reasonings 

which would lead so many philosophers to think 

that all the sensory experiences I am having now 

may be mere dream-images - that I do not know 

for certain that they are not? 
So far as I can see, one premiss which they 

would certainly use would be this: "Some at least 

of the sensory experiences which you are having 

now are similar in important respects to dream

images which actually have occurred in dreams." 

This seems a very harmless premiss, and I am 

quite willing to admit that it is true. But I think 

there is a very serious objection to the procedure of 

using it as a premiss in favour of the derived 

conclusion. For a philosopher who does use it as 

a premiss, is, I think, in fact implying, though he 

does not expressly say, that he himself knows it to 

be true. He is implying therefore that he himself 

knows that dreams have occurred. And, of course, 

I think he would be right. All the philosophers I 

have ever met or heard of certainly did know that 

dreams have occurred: we all know that dreams 

have occurred. But can he consistently combine 

this proposition that he knows that dreams have 

occurred, with his conclusion that he does not 

know that he is not dreaming? Can anybody pos

sibly know that dreams have occurred, if, at the 

time, he does not himself know that he is not 

dreaming( If he is dreaming, it may be that he is 

only dreaming that dreams have occurred; and if 

he does not know that he is not dreaming, can he 

possibly know that he is not only dreaming that 

dreams have occurred? Can he possibly know 

therefore that dreams have occurred? I do not 

think that he can; and therefore I think that anyone 

who useii this premiss and also asserts the conclu

sion that nobody ever knows that he is not dream

ing, is guilty of an inconsistency. By using this 

premiss he implies that he himself knows that 

dreams have~ccurred; while, if his conclusion is 

true, it follows that he himself does not know that 

he is not dreaming, and therefore does not know 

that he is not only dreaming that dreams have 

occurred. 

Certainty 

However, I admit that the premiss is true. Let 

usimw try to see by what sort of reasoning it might 

be thought that we could get from it to the con

clusion. 
I do not see how we can get forward in that 

direction at all, unless we first take the -following 

huge step, unless we say, namely: since there have 

been dream-images similar in important _respects 

to some of the sensory experiences I am now hav

ing, it is logically possible that there should be 

dream-images exactly like all the sensory experi

ences I am now having, and logically possible, 

therefore, that all the sensory experiences I am 

now having are mere dream-images. And it might 

be thought that the validity of this step could be 

supported to some extent by appeal to matters of 

fact, though only, of course, at the cost of the same 

sort of inconsistency which I have just pointed out. 

It might be said, for instance, that some people 

have had dream-images which were exactly like 

sensory experiences which they had when they 

were awake, and that therefore it must be logically 

possible to have a dream-image exactly like a sen

sory experience which is not a dream-image. And 

then it may be said: If it is logically possible for 

some dream-images to be exactly like sensory 

experiences which are not dream-images, surely 

it must be logically possible for all the dream

images occurring in a dream at a given time to be 

exactly like sensory experiences which are not 

dream-images, and logically possible also for all 

the sensory experiences which a man has at a 

given time when he is awake to be exactly like all 

the dream-images which he himself or another 

man had in a dream at another time. 
Now I cannot see my way to deny that it is 

logically possible that all the sensory experiences 

I am having now should be mere dream-images. 

And if this is logically possible, and if further the 

sensory experiences I am having now were the only 

experiences I am having, I do not see how I 

could possibly know for certain that I am not 

dreaming. 
But the conjunction of my memories of the 

immediate past with these sensory experiences 

may be sufficient to enable me to know that I am 

not dreaming. I say it may be. But what if our 

sceptical philosopher says: It is not sufficient; and 

offers as an argument to prove that it is not, this: It 

is logically possible both that you should be having 

all the sensory experiences you are having, and also 

that you should be remembering what you do 

remember, and yet should be dreaming. If this i! 
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logically possible, then I don't see how to deny that 
I cannot possibly know for certain that I am not 
dreaming: I do not see that I possibly could. But 
can any reason be given for saying that it is logic
ally possible? So far as I know nobody ever has, 
and I don't know how anybody ever could. And so 
long as this is not done my argument, "I know that 
I am standing up, and therefore I know that I am 
not dreaming," remains at least as good as his, 
"You don't know that you are not dreaming, and 
therefore don't know that you are standing up." 
And I don't think I've ever seen an argument 
expressly directed to show that it is not. 

One final point should be made clear. It is 
certainly logically possible that I should have been 
dreaming now; I might have been dreaming 
now; and therefore the proposition that I am 
dreaming now is not self-contradictory. But what 
I am in doubt of is whether it is logically possible 
that I should both be having all the sensory 
experiences and the memories that I have and 
yet be dreaming. The conjunction of the pro
position that I ha~ these se~e e~p~iences and 
memories with the proposition that I am dreaming 
does seem_ to me to be very likely self-contra
dictory. 
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Skepticism, Naturalism and 
Transcendental Arguments 

P. F. Strawson 

1 Introductory Remarks 

The term "'naruralism" is elasti1: in it!I use. The 
fact that it has been applied ta the work of philo

sophers having as litlle in common as Hume and 

Spinoza is enough to suggest that there is a dis-
unction to be drawn between varieties of natural

ism. In later chapters, I shall myself draw a 

distinction between two main vanenes, w1th111 

which there are subvarietics. Of the two main 
varieties, one might be called 5tncl or rrductiu 

naturalism (or, perhaps, hard naturalism). The 

other might be ulled r:o.1hol1r: m l1heral naturalism 

(or, perhaps, sofi naturalism). The words "catho

lic" and "liberal" I use here in their comprehen

sive, not in their specifl(:ally religious or poliHcal, 

senses; nothing I say will have any direct bearing 

on religion or the philosophy of religion or on 
politic~ or polilical philosophy. 

Each ofthese two general varieties ofnatvralism 

will be seen by its critics as liable to lead its 
adhcren[!l into inrellectual aberration. The expon

eni of some sutn1arieties of strict or reductive 

naturalism is liable ro be accused or what is 

pejoratively known as scientism, and of denying 

evident rrutha and rcaliries The sore or catholic 

naturalist. on the other hand, is liable to be accused 

of fostering illusions or propagating 1t1yrlls. I do not 

want to suggest that a kind or intellectual cold war 
between rhc two is ine,·itable. There is, perhaps. a 
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possibility of compromise or dCteme, c\·en of 
ret:onciliation. The sore or catholic naturalist, as 

his name suggests, will be the readier with propo

sals for peaceful coe•istence 
My mlc seems to speak of varieties of skeptici!ifll 

as well as varieties of naturalism. An exponent or 

some suln.ariety of reductive na1ural1sm m some 
particular area of debate may sometime~ be seen. 

or represented, as a kind or skeptic in that area: 

say, a moral 6keptic or a skeptic about the mental 

or about abstract entities or aboul what are called 
"intensions." I shall explore some of these areas 

later on; and it is only then that the distinction 
between hard and sore naturalism will come into 

play. 
For the present, I shall not need any such dis

rinction and I shall not make any such slight!} 

devianr or extended applications or the notion or 

skepticism. To begm with, I shall refer only to 

some familiar and standard fonns or philosophical 

skeptici!m1. Strict1y, sl;epticism is a maner of 
doubt rather than of denial. The sl;epac is, strict1y, 

nor one who denic:s the validity of Certain types or 

belief, but one who questions., if only initially and 

for methodological reasons, the adequaq of our 

grounds for holding them. He puts forward Ins 

doubts by way of a challenge - someumes a chal

lenge to himself to show that the doubts are 

unjustified, that the beliers put in c:iuestion are 
justified. He may conclude, li1'c Descanes, that 

rhe challenge can successfully be met; or, l11'e 

Hume, that ir cannot (though 1his ,·iew ofHume's 

was importantly c:iualified). Tradmonal targets of 
philosophic doubt indode the existence or the 

external world, i.e. of physical objects or bodies; 
our knowledge of other minds; the justification of 
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induction; the reality of the past. Hume concerned 
himself most with the first and third of these -
body and induction; and I shall refer mainly, 
though not only, to the first. 

I shall begin by considering various different 
kinds of attempts to meet the challenge of tradi
tional skepticism by argument; and also various 
replies to these attempts, designed to show that 
they are unsuccessful or that they miss the point. 
Then I shall consider a different kind of response 
to skepticism - a response which does not so much 
attempt to meet the challenge as to pass it by. And 
this is where I shall first introduce an undifferent
iated notion ofNaturalism. The hero of this part of 
the story is Hume: he appears in the double role of 
arch-skeptic and arch-naturalist. Other names 
which will figure in the story include those of 
Moore, Wittgenstein, Carnap and, among our 
own contemporaries, Professor Barry Stroud. 
This part of the story is the theme of the present 
chapter. It is an old story, so I shall begin by going 
over some familiar ground. 

2 Traditional Skepticism 

To begin, then, with G. E. Moore. It will be 
remembered that in his famous "A Defence of 
Common Sense"1 Moore asserted that he, and 
very many other people as well, knew with cer
tainty a number of propositions regarding which 
some philosophers had held that they were not, 
and could not be, known with certainty. These 
propositions included the proposition that the 
earth had existed for a great many years; that on 
it there had been, and were now, many bodies, or 
physical objects, of many different kinds; that 
these bodies included the bodies of human beings 
who, like Moore himself, had had, or were having, 
thoughts and feelings and experiences of many 
different kinds. If Moore was right in holding 
that such propositions are widely known, with 
certainty, to be true, then it seems to follow that 
certain theses of philosophical skepticism are false: 
e.g. the thesis that it cannot be known with cer
tainty that material objects exist, and the thesis 
that no one can know with certainty of the exist
ence of any minds other than his own or, to put it a 
little more bluntly, that no one can know with 
certainty that there are other people. Again, the 
first of these two skeptical theses is implicitly 
challenged, indeed denied, by Moore in yet 
another famous paper called "Proof of an External 

World."2 He claimed, in delivering this paper, to 
prove that two human hands exist, hence that 
external things exist, by holding up first one 
hand, then another and saying, as he did so, 
"Here is one hand and here is another." The 
proof was rigorous and conclusive, he claimed, 
since he knew for certain that the premise was 
true and it was certain that the conclusion followed 
from the premise. 

It was hardly to be expected that Moore's 
"Defence" or his "Proof" would be universally 
accepted as settling the questions to which they 
were addressed. Rather, it was felt by some philo
sophers that the point of philosophical skepticism 
about, say, the existence of external things, of the 
physical world, was somehow being missed. A 
recent expression of this feeling is given by Pro
fessor Barry Stroud in an article called "The Sig
nificance of Scepticism."3 At its most general, the 
skeptical point concerning the external world 
seems to be that subjective experience could, logic
ally, be just the way it is without its being the case 
that physical or material things actually existed. 
(Thus Berkeley, for example, embraced a different 
hypothesis - that of a benevolent deity as the cause 
of sense-experiences - and we can find in Des
cartes the suggestion, though not, of course, the 
endorsement, of another - that of a malignant 
demon; while the consistent phenomenalist ques
tions the need for any external source of sense
experience at all.) So if Moore, in making the 
claims he made, was simply relying on his own 
experience being just the way it was, he was miss
ing the skeptical point altogether; and if he was 
not, then, since he issues his knowledge-claims 
without any further argument, all he has done is 
simply to issue a dogmatic denial of the skeptical 
thesis. But simple dogmatism settles nothing in 
philosophy. Stroud, at the end of his article, 
suggests that we ought to try to find some way of 
defusing skepticism. He does not mean, some way 
of establishing or proving that we do know for 
certain what the skeptic denies we know for 
certain, for he does not appear to think that 
this is possible; but, rather, some way of 
neutralizing the skeptical question, rendering it 
philosophically impotent. These expressions are 
not very clear, but I doubt if Stroud intended 
them to be. 

Stroud mentions one attempt to neutralize the 
skeptical question, an attempt which he finds 
unsatisfactory. The attempt is Carnap's.4 Carnap 
distinguished two ways in which the words "There 



are or exist external or physical things" might be 
taken. On one interpretation these words simply 
express a proposition which is an obvious truism, a 
trivial consequence of hosts of propositions, like 
Moore's "Here are two hands," which are ordinar
ily taken, and in a sense correctly taken, to be 
empirically verified, to be established by and in 
sense-experience. On this interpretation, Moore's 
procedure is perfectly in order. Neverth~less Car
nap would agree with Stroud that Moore's proced
ure is powerless to answer the philosophical 
question whether there really are physical things, 
powerless to establish the philosophical proposition 
that there really are such things. For Carnap 
accepts the point that, as the skeptic understands, 
or, more precisely, as he claims to understand, the 
words "There exist physical things," Moore's 

experience, or any experience, could be just the 
way it is without these words expressing a truth; 
and hence that no course of experience could 
establish the proposition these words are taken by 
the skeptic to express; that it is in principle unver
ifiable in experience. But the conclusion that Car
nap draws is not the skeptical conclusion. The 
conclusion he draws is that the words, so taken, 
express no proposition at all; they are deprived of 
meaning so that the question whether the proposi
tion they express is true or raise does not arise. 
There is no theoretical issue here. There is indeed 
a practical issue: whether or not to adopt, or persist 
in, a certain convention, to make, or persist in, the 
choice of the physical-thing language or frame
work of concepts for the organization of experi
ence. Given that the choice is made, the 
convention is adopted, or persisted in, then we 
have, internally to the adopted framework, a host 
of empirically verifiable thing-propositions and 
hence, internally to the framework, the trivial 
truth that there exist physical things. But the 
external, philosophical question, which the skeptic 
tries to raise, viz. whether the framework in gen
eral corresponds to reality, has no verifiable answer 
and hence makes no sense. 

Moore, then, according to Stroud, either misses 
the point of the skeptical challenge or has recourse 
to an unacceptable dogmatism, a dogmatic claim to 
knowledge. Carnap, again according to Stroud, 
does not altogether miss the point, but seeks to 
smother or extinguish it by what Stroud finds an 
equally unacceptable verificationist dogmatism. It 
is all very well, says Stroud, to declare the philo
sophical question to be meaningless, but it does 
seem to be meaningful; the skeptical challenge, the 
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skeptical question, seem to be intelligible. We 
should at least need more argument to be con
vinced that they were not. 

Many philosophers would agree with Stroud, as 
against Carnap, on this point; and would indeed go 
further and contend both that the skeptical chal
lenge is perfectly intelligible, perfectly meaningful, 
and that it can be met and answered by rational 
argument. Descartes was one such; though his 
appeal to the veracity of God to underwrite, or 
guarantee the reliability of, our natural inclination 
to believe in the existence of the physical world no 
longer seems very convincing; if it ever did. More 
popular today is the view that the assumption of 
the existence of a physical world, of physical things 
having more or less the characteristics and powers 
which our current physical theory represents them 
as having, provides a far better explanation of the 
course of our sensory experience than any alterna
tive hypothesis. Such an assumption puts us in the 
way of a non-arbitrary, full, detailed, coherent 
causal account of that experience to an extent 
which no alternative story comes anywhere near 
rivalling. It can therefore be judged rational to 
accept it by the same criteria of rationality as 
govern our assessment of explanatory theories 
framed in natural scientific inquiry or empirical 
inquiries generally. I shall return to this answer 
later. 

Stroud does not discuss this approach in quite 
the form I have given it; but he does discuss a near 
relation of it, viz. Quine's suggestion of what he 
calls a "naturalized epistemology," which would 
address itself to the empirical question of how, 
from the meager data available to us in experience, 
we come to form the elaborate structure of our 
ordinary and scientific beliefs about the world. 5 

Stroud acknowledges that such an enquiry is per
fectly legitimate in itself; but, he contends, it 
leaves the skeptical challenge completely 
untouched. If it were seen as an attempted answer 
to the philosophical question, it would be, he 
maintains, in no better position than Moore's com
monsense assertion; merely a "scientific" version 
or analogue of the latter. We may in the end be 
convinced that Quine's legitimate naturalistic 

question is the only substantial one that confronts 
us; but if we are to be satisfied that this is so, it 
must first be shown that there is something radi
cally faulty, radically misconceived, about the 
skeptical challenge, about regarding what Carnap 
called the external question as raising a genuine 
issue. But this, says Stroud, has not so far been 
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shown, either by Carnap, though he asserted it, or 
anyone else. 

It is at this point that Stroud acknowledges the 
appeal of a kind of argument which he calls "trans
cendental." Such arguments typically take one of 
two forms. A philosopher who advances such an 
argument may begin with a premise which the 
skeptic does not challenge, viz. the occurrence of 
self-conscious thought and experience; aµd then 
proceed to argue that a necessary condition of the 
possibility of such experience is, say, knowledge of 
the existence of external objects or of states of mind 
of other beings. Or he may argue that the skeptic 
could not even raise his doubt unless he knew it to 
be unfounded; i.e. he could have no use for the 
concepts in terms of which he expresses his doubt 
unless he were able to know to be true at least some 
of the propositions belonging to the class all mem
bers of which fall within the scope of the skeptical 
doubt. Stroud remains dubious of the success of 
such arguments; presumably for the same reasons 
as he expounded in an earlier article entitled 
"Transcendental Arguments."6 There he con
fronts the propounder of such arguments with a 
dilemma. Either these arguments, in their second 
form, are little more than an elaborate and super
fluous screen behind which we can discern a simple 
reliance on a simple form of verification principle 
or the most that such arguments can establish is 
that in order for the intelligible formulation of 
skeptical doubts to be possible or, generally, in 
order for self-conscious thought and experience 
to be possible, we must take it, or believe, that we 
have knowledge of, say, external physical objects or 
other minds; but to establish this falls short 
of establishing that these beliefS are, or must be, 
true. 

The second horn of the dilemma is perhaps the 
more attractive in that it at least allows that trans
cendental argument may demonstrate something 
about the use and interconnection of our concepts. 
But if the dilemma is sound, the skeptic's withers 
are unwrung in any case. (Stroud seems to assume 
without question that the point of transcendental 
argument in general is an anti-skeptical point; but 
the assumption may be questioned, as I shall later 
suggest.) In either case, according to Stroud, the 
skeptic is unshaken because he does not deny that 
we do, and need not deny that we must, employ 
and apply the concepts in question in experiential 
conditions which we take to warrant or justify their 
application. His point is, and remains, that the 
fulfillment of those conditions is consistent with 

the falsity of all the propositions we then affirm; 
and hence that - failing further argument to the 
contrary - we cannot be said really to know that 
any such propositions are true. 

3 Hurne: Reason and Nature 

Is there any other way with skepticism which is not 
a variant on those I have referred to, i.e. is neither 
an attempt directly to refute it by rational argu
ment drawing on commonsense or theological or 
quasi-scientific considerations nor an attempt 
indirectly to refute it by showing that it is in 
some way unintelligible or self-defeating? I think 
there is another way. There is nothing new about 
it, since it is at least as old as Hume; and the most 
powerful latter-day exponent of a closely related 
position is Wittgenstein. I shall call it the way of 
Naturalism; though this name is not to be under
stood in the sense of Quine's "naturalized episte
mology." 

In a famous sentence in Book II of the Treatise 
Hume limits the pretensions of reason to deter
mine the ends of action.7 In a similar spirit, 
towards the end of Book I, he limits the pretensions 
of reason to determine the formation of beliefs 
concerning matters of fact and existence. He points 
out that all arguments in support of the skeptical 
position are totally inefficacious; and, by the same 
token, all arguments against it are totally idle. His 
point is really the very simple one that, whatever 
arguments may be produced on one side or the 
other of the question, we simply cannot help believ
ing in the existence of body, and cannot help form
ing beliefs and expectations in general accordance 
with the basic canons of induction. He might have 
added, though he did not discuss this question, 
that the belief in the existence of other people 
(hence other minds) is equally inescapable. Hume 
regularly expresses his point by reference to Nat
ure, which leaves us no option in these matters but 
"by absolute and uncontrollable necessity" deter
mines us "to judge as well as to breathe and feel." 
Speaking of that total skepticism which, arguing 
from the fallibility of human judgment, would tend 
to undermine all belief and opinion, he says: 
"Whoever has taken the pains to refute the cavils 
of this total scepticism has really disputed without 
an antagonist and endeavoured by arguments to 
establish a faculty which Nature has antecedently 
implanted in the mind and rendered unavoid
able. " 8 He goes on to point out that what holds 



for total skepticism holds also for skepticism about 
the existence of body. Even the professed skeptic 
"must assent to the principle concerning the exist
ence of body, though he cannot pretend by any 
arguments of philosophy to maintain its veracity"; 
for "nature has not left this to his choice, and has 
doubtless esteemed it an affair of too great impor
tance to be entrusted to our uncertain reasonings 
and speculations." Hence " 'tis vain to ask 
Whether there be body or not? That is a point 
which we must take for granted in all our reason
ings. "9 

Here I interpolate some remarks which are not 
strictly to the present purpose but which are very 
much to the purpose if one is considering the 
question of Hume himself. Hume contrasts the 
vain question, Whether there be body or not? with a 
question he says "we may well ask," viz. What 

causes induce us to believe in the existence of body? -

thus seeming to anticipate Quine's program for a 
naturalized epistemology. But there follows, in 
Hume, what seems to be a striking inconsistency 
between principle and practice. For, having said 
that the existence of body is a point which we must 
take for granted in all our reasonings, he then 
conspicuously does not take it for granted in the 
reasonings which he addresses to the causal ques
tion. Indeed those reasonings famously point to a 
skeptical conclusion. So, as he himself is the first 
to acknowledge, 10 there is an unresolved tension in 
Hume's position (a tension which may be found 
reminiscent in some ways of the tension between 
Kant's empirical realism and his transcendental 
idealism). One might speak of two Humes: Hume 
the skeptic and Hume the naturalist; where 
Hume's naturalism, as illustrated by the passages 
I quoted, appears as something like a refuge from 
his skepticism. An exponent of a more thorough
going naturalism could accept the question, What 

causes induce us to believe in the existence of body? as 
one we may well ask, as one that can be referred to 
empirical psychology, to the study of infantile 
development; but would do so in the justified 

expectation that answers to it would in fact take 
for granted the existence of body. 

Hume, then, we may say, is ready to accept and 
to tolerate a distinction between two levels of 
thought: the level of philosophically critical think
ing which can offer us no assurances against skep
ticism; and the level of everyday empirical 
thinking, at which the pretensions of critical think
ing are completely overridden and suppressed by 
Nature, by an inescapable natural commitment to 
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belief: to belief in the existence of body and in 
inductively based expectations. (I hinted at a par
allel with Kant; and a parallel there is, though it is 
only a loose one. There is a parallel in that Kant 
also recognizes two levels of thought: the empirical 
level at which we justifiably claim knowledge of an 
external world of causally related objects in space; 
and the critical level at which we recognize that 
this world is only appearance, appearance of an 
ultimate reality of which we can have no positive 
knowledge at all. The parallel, however, is only a 
loose one. Where Hume refers to an inescapable 
natural disposition to belief, Kant produces argu

ment (transcendental argument) to show that what, 
at the empirical level, is rightly reckoned as 
empirical knowledge of an external world of law
governed objects is a necessary condition of self
awareness, of knowledge of our own inner states; 
and - a yet more striking difference - where, at the 
critical level, Hume leaves us with unrefuted 
skepticism, Kant offers us his own brand of 
idealism.) 

Here I end my digression concerning the com
plex tensions in Hume's thought and the parallels 
with Kant; and return to a consideration of Hume 
as naturalist, leaving on one side Hume the skep
tic. According to Hume the naturalist, skeptical 
doubts are not to be met by argument. They are 
simply to be neglected (except, perhaps, in so far 
as they supply a harmless amusement, a mild 
diversion to the intellect). They are to be neglected 
because they are idle; powerless against the force of 
nature, of our naturally implanted disposition to 
belief. This does not mean that Reason has no part 
to play in relation to our beliefs concerning matters 
of fact and existence. It has a part to play, though a 
subordinate one: as Nature's lieutenant rather than 
Nature's commander. (Here we may recall and 
adapt that famous remark about Reason and the 
passions.) Our inescapable natural commitment is 
to a general frame of belief and to a general style 
(the inductive) of belief-formation. But within that 
frame and style, the requirement of Reason, that 

our beliefs should form a consistent and coherent 
system, may be given full play. Thus, for example, 
though Hume did not think that a rational 
justification of induction in general was either 
necessary or possible, he could quite consistently 
proceed to frame "rules for judging of cause and 
effect." Though it is Nature which commits us to 
inductive belief-formation in general, it is Reason 
which leads us to refine and elaborate our induct
ive canons and procedures and, in their light, to 
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criticize, and sometimes to reject, what in detail we 
find ourselves naturally inclined to believe. 

4 Hume and Wittgenstein 

In introducing this way with skepticism, I asso
ciated the name of Wittgenstein with that of 
Hume. I have in mind primarily Wittgenstein's 
notes On Certainty. 11 Like Hume, Wittgenstein 
distinguishes between those matters - those pro
positions - which are up for question and decision 
in the light of reason and experience and those 
which are not, which are, as he puts it, "exempt 
from doubt." Of course there are differences 
between Hume and Wittgenstein. We do not, for 
example, find in Wittgenstein any explicit repeti
tion of Hume's quite explicit appeal to Nature. 
But, as we shall see, the resemblances, and even 
the echoes, are more striking than the differences. 
Above all, there is, in Wittgenstein's work, as in 
Hume's, the distinction between "what it is vain" 
to make a matter of inquiry, what "we must take 
for granted in all our reasonings," as Hume puts it, 
on the one hand, and what is genuinely matter for 
inquiry on the other. 

Wittgenstein has a host of phrases to express 
this antithesis. Thus he speaks of a kind of con
viction or belief as "beyond being justified or unju
stified; as it were, as something animaf' (359);12 

and here we may find an echo of Hume's appeal to 
Nature and, even more, of Hume's remark that 
"belief is more properly an act of the sensitive than 
of the cogitative part 'of our nature."13 Again, 
Wittgenstein says that "certain propositions seem 
to underlie all questions and all thinking" (415); 
that "some propositions are exempt from doubt" 
(341); that "certain things are indeed [in der Tat, 
in practice] not doubted" (342); he speaks of 
"belief that is not founded" (253) but "in the 
entire system of our language-games belongs to the 
foundations" (411). Again, he speaks of "proposi
tions which have a peculiar logical role in the sys
tem [of our empirical propositions]" (136); which 
belong to our ''frame of reference" (83); which 
"stand fast or solid" (151 ); which constitute the 
"world-picture" which is "the substratum of all 
my enquiring and asserting" (162) or "the scaffold
ing of our thoughts" (211) or "the element in 
which arguments have their life" (105). This 
world-picture, he says, is not something he has 
because he has satisfied himself of its correctness. 
"No: it is the inherited background against which I 

distinguish between true and false" (94 ). He com
pares the propositions describing this world
picture to the rules of a game which "can be 
learned purely practically without learning any 
explicit rules" (95). 

Though the general tendency of Wittgenstein's 
position is clear enough, it is not easy to extract a 
wholly clear consecutive statement of it from the 
mass of figures or metaphors which I have illu
strated. Evidently his aim, at least in part, is to give 
a realistic account or description of how it actually 
is with our human systems or bodies of belief. 
Evidently, too, he distinguishes, as I have said, 
between those propositions, or actual or potential 
elements in our belief-systems, which we treat as 
subject to empirical confirmation or falsification, 
which we consciously incorporate in our belief
system (when we do) for this or that reason or on 
the basis of this or that experience, or which we 
actually treat as matter for inquiry or doubt - and, 
on the other hand, those elements of our belief
system which have a quite different character, 
alluded to by the figures of scaffolding, framework, 
background, substratum, etc. (The metaphors 
include that of foundations; but it is quite clear 
that Wittgenstein does not regard these proposi
tions, or elements of the belief-system, as founda
tions in the traditional empiricist sense, i.e. as basic 
reasons, themselves resting on experience, for the 
rest of our beliefs. The metaphor of a scaffolding 
or framework, within which the activity of build
ing or modifying the structure of our beliefs goes 
on, is a better one.) 

Wittgenstein does not represent this distinction 
between two kinds of element in our belief-sys
tems as sharp, absolute, and unchangeable. On the 
contrary. And this is just as well in view of some of 
his examples of propositions of the second class, 
i.e. of propositions which are "exempt from 
doubt." (Writing in 1950-51, he gives as one 
example the proposition that no one has been 
very far (e.g. as far as the moon) from the surface 
of the earth.) It would have been helpful, though 
probably contrary to his inclinations, if he had 
drawn distinctions, or indicated a principle of dis
tinction, within this class. An indication that there 
are such distinctions to be drawn comes at the end 
of an extended metaphor (96-9) in which he com
pares those propositions which are subject to 
empirical test to the waters moving in a river and 
those which are not so subject to the bed or banks 
of the river. The situation is not unchangeable in 
that there may sometimes be shifts of the bed or 



even of the bank. But, he concludes, "The bank of 
that river consists partly of hard rock, subject to no 

alteration or only to an imperceptible one, partly of 
sand which now in one place now in another gets 
washed away or deposited." 

But how close, really, is Wittgenstein to Hume? 
There are points at which he may seem closer to 
Carnap. These are the points at which he seems 
disposed to express his sense of the difference 
between those propositions which are subject to 
empirical test and those which form the scaffold
ing, framework, foundations etc. of our thought 
(the hard rock of the river bank) by denying to the 
latter the status of propositions at all - comparing 
them, as we have seen, to rules "which can be 
learned purely practically." Thus he writes at one 
point: "No such proposition as 'There are physical 
objects' can be formulated" (36); and even that 
" 'There are physical objects' is nonsense" (35). 
But he is not very close to Carnap. Carnap speaks 
of a practical issue, a choice - a decision to adopt, 
or to persist in the use of, a certain framework. 
There is nothing of this in Wittgenstein. "It is 
not," he says, "as if we chose the game" (317). 
And elsewhere, though he is dissatisfied with the 
expression, we find: "I want to say: propositions of 
the form of empirical propositions, and not only 
propositions of logic, form the foundation of all 
operating with thoughts (with language)" (401). 
(There is here an evident allusion to the Tractatus.) 

Later, straightforwardly enough, we find: "certain 
propositions seem to underlie all questions and 
all thinking." The apparent shilly-shallying over 
"proposition" is perhaps palliated by the remarks 
at 319-20, where he speaks of a lack of sharpness 
in the boundary between rule and empirical pro
position and adds that the concept "proposition" 
is itself not a sharp one.14 

To sum up now the relations between Hume 
and Wittgenstein. Hume's position seems much 
the simpler. All that is explicitly mentioned by 
him as constituting the framework of all inquiry 
- what is to be "taken for granted in all our reason
ing" - amounts to two things: acceptance of the 
existence of body and of the general reliability of 
inductive belief-formation. This is the ground
work; and its source is unambiguously identified. 
These unavoidable natural convictions, commit
ments, or prejudices are ineradicably implanted 
in our minds by Nature. Wittgenstein's position 
is, as we have seen, at least superficially more 
complicated. First, the propositions or crypto-pro
positions of the framework, though they may be 

Skepticism, Naturalism 

taken to include the two Humean elements, are 
presumptively more various. Second, the frame
work is, up ro a point at least, dynamically con
ceived: what was at one time part of the framework 
may change its status, may assume the character of 
a hypothesis to be questioned and perhaps falsified 
- some of what we would now regard as assump
tions about supernatural agents or powers presum
ably come into this category - whereas other parts 
of the framework remain fixed and unalterable. 
Finally, and connectedly, Wittgenstein does not 
speak, as Hume does, of one exclusive source, 
viz. Nature, for these prijuges. Rather, he speaks 
of our learning, from childhood up, an activity, a 
practice, a social practice - of making judgments, 
of forming beliefs - to which the crypto-proposi
tions have the special relation he seeks to illumin
ate by the figures of framework, scaffolding, 
substratum etc.; that is, they are not judgments 
we actually make or, in general, things we expli
citly learn or are taught in the course of that 
practice, but rather reflect the general character 
of the practice itself, form a frame within which 
the judgments we actually make hang together in a 
more or less coherent way. 

In spite of the greater complication of Wittgen
stein's position, we can, I think, at least as far as 
the general skeptical questions are concerned, dis
cern a profound community between him and 
Hume. They have in common the view that our 
"beliefs" in the existence of body and, to speak 
roughly, in the general reliability of induction are 
not grounded beliefs and at the same time are not 
open to serious doubt. They are, one might say, 
outside our critical and rational competence in the 
sense that they define, or help to define, the area in 
which that competence is exercised. To attempt to 
confront the professional skeptical doubt with 
arguments in support of these beliefs, with rational 
justifications, is simply to show a total misunder
standing of the role they actually play in our belief
systems. The correct way with the professional 
skeptical doubt is not to attempt to rebut it with 
argument, but to point out that it is idle, unreal, a 
pretense; and then the rebutting arguments will 
appear as equally idle; the reasons produced in 
those arguments to justify induction or belief in 
the existence of body are not, and do not become, 
our reasons for these beliefs; there is no such thing 
as the reasons for which we hold these beliefs. We 
simply cannot help accepting them as defining the 
areas within which the questions come up of what 
beliefs we should rationally hold on such-and-such 
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a matter. The point may be underlined by refer
ring again to some attempts to rebut skepticism by 
argument. 

Perhaps the best skepticism-rebutting argument 
in favor of the existence of body is the quasi
scientific argument I mentioned earlier: i.e., that 
the existence of a world of physical objects having 
more or less the properties which current science 
attributes to them provides the best available 
explanation of the phenomena of experience, just 
as accepted theories within physical science supply 
the best available explanations of the physical phe
nomena they deal with. But the implicit compar
ison with scientific theory simply proclaims its 
own weakness. We accept or believe the scientific 
theories (when we do) just because we believe they 
supply the best available explanations of the phe
nomena they deal with. That is our reason for 
accepting them. But no one accepts the existence 
of the physical world because it supplies the best 
available explanation etc. That is no one's reason 
for accepting it. Anyone who claimed it was his 
reason would be pretending. It is, as Hume 
declared, a point we are naturally bound to take 
for granted in all our reasonings and, in particular, 
in all those reasonings which underlie our accept
ance of particular physical theories. 

Similarly, the best argument against other
minds skepticism is, probably, that, given the 
non-uniqueness of one's physical constitution and 
the general uniformity of nature in the biological 
sphere as in others, it is in the highest degree 
improbable that one is unique among members of 
one's species in being the enjoyer of subjective 
states, and of the kind of subjective states one 
does enjoy in the kind of circumstances in which 
one enjoys them. But, again, this is no one's reason 
for believing in the existence of other minds, of 
other people, subjects of just such a range of sen
sations, emotions, and thoughts as he is aware of in 
himself. We simply react to others as to other 
people. They may puzzle us at times; but that is 
part of so reacting. Here again we have something 
which we have no option but to take for granted in 
all our reasoning. 

5 "Only Connect": The Role of 
Transcendental Arguments 

Suppose we accept this naturalist rejection both of 
skepticism and of skepticism-rebutting arguments 
as equally idle - as both involving a misunder-

standing of the role in our lives, the place in our 
intellectual economy, of those propositions or 
crypto-propositions which the skeptic seeks to 
place in doubt and his opponent in argument 
seeks to establish. How, in this perspective, should 
we view arguments of the kind which Stroud calls 
"transcendental"? Evidently not as supplying the 
reasoned rebuttal which the skeptic perversely 
invites. Our naturalism is precisely the rejection 
of that invitation. So, even if we have a tenderness 
for transcendental arguments, we shall be happy to 
accept the criticism of Stroud and others that 
either such arguments rely on an unacceptably 
simple verificationism or the most they can estab
lish is a certain sort of interdependence of concept
ual capacities and beliefs: e.g., as I put it earlier, 
that in order for the intelligible formulation of 
skeptical doubts to be possible or, more generally, 
in order for self-conscious thought and experience 
to be possible, we must take it, or believe, that we 
have knowledge of external physical objects or 
other minds. The fact that such a demonstration 
of dependence would not refute the skeptic does 
not worry our naturalist, who repudiates any such 
aim. But our naturalist might well take satisfaction 
in the demonstration Qf these connections - if they 
can indeed be demonstrated - for their own sake. 
For repudiation of the project of wholesale valida
tion of types of knowledge-claim does not leave the 
naturalist without philosophical employment. E. 
M. Forster's motto - "only connect" - is as valid 
for the naturalist at the philosophical level as it is 
for Forster's characters (and us) at the moral and 
personal level. That is to say, having given up the 
unreal project of wholesale validation, the natural
ist philosopher will embrace the real project of 
investigating the connections between the major 
structural elements of our conceptual scheme. If 
connections as tight as those which transcendental 
arguments, construed as above, claim to offer are 
really available, so much the better. 

Of course, it is often disputed, both in detail and 
in general, that arguments of this kind do or can 
achieve even as much as the most that Stroud 
allowed them. Typically, a transcendental argu
ment, as now construed, claims that one type of 
exercise of conceptual capacity is a necessary con
dition of another (e.g. that taking some experiences 
to consist in awareness of objects in physical space 
is a necessary condition of the self-ascription of 
subjective states as ordered in time or that being 
equipped to identify some states of mind in others 
is a necessary condition of being able to ascribe any 



states of mind to ourselves). I am not now con
cerned with the question of the validity of such 
arguments but with the general character of the 
criticisms to which they are typically subject. 
Typically, the criticism is that what is claimed to 
be a necessary condition has not been shown to be 
so and could not be shown to be so without elim
inating all possible (or candidate) alternatives, a 
task which is not attempted. The transcendental 
arguer is always exposed to the charge that even if 
he cannot conceive of alternative ways in which 
conditions of the possibility of a certain kind of 
experience or exercise of conceptual capacity 
might be fulfilled, this inability may simply be 
due to lack of imagination on his part - a lack 
which makes him prone to mistake sufficient for 
necessary conditions. 

It is not my present purpose to inquire how 
successfully arguments of the kind in question 
(on the present relatively modest construal of 
their aims) survive these criticisms; to inquire, 
that is, whether some or any of them are strictly 
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Peter Unger 

I mean to ofTer a pos1ci,·e argument for skepriasm 
about knowledge; I do not mean just to raise some 
doubts, however general, aboul statements to the 
effec1 chat people know. The argumen1 to be 
offered has as ns conclusion the unive~I form of 
lhc skeptical thc<i1s. thar is, the proposition that 
nobody ewr knows anything to be so. If this argu
menr is sound, as I am inclined to think, then it 
will follow in pamcular that nobody 11:,·er knows 
anything about the pa.~t or future or even the 
present, about others or even about lllmself, 
about exlemal objects or even about his own 
experiences. about complicated contingencies or 
even the simplest mathematical neccss:ities. This, 
then, is an argument for an extremely strong anc'I 
s"eeping conclusion incleed. 

The opposite of skepricism is uften called dog
matism. In these terms, dogmatism is the view thal 
certain things are known tu be so. The stronger dre 
form of dogmatism, the more sorts of things would 
be claimed to be known and, so, the weaker the 
form of skepticism which might still be allowed to 
hold. Thus, one might be a dogmatist about the 
past but a skeptic about the future in the sense th:11 
one might bold that we know a fair amount abom 
the past but know nothing of the future. Bill 
typical arguments to the effect that we know things 
about the pa.~t do not /l!oJ. dogmatic in any usual 
sense. And. arguments to the effect that we know 
nothmg of the future do not in any standard sense 
loolt particularly undogmar:ie; they do not looJ. 
particularly indicative of an open-minded 
spproach to things. Going by the typical argu-

Ofiglnally published In PhdostJphicBI Exchange 1. 4 
(1974). 

menu;, then, the label "dogma1ist" is unfairly pre
judicial and there is no force in the claim that 
skept1asm 1s to be preferred because the alterna
tive is dogmatism Unlike such typical arguments, 
1he argument I mean to offer gives substance to the 
claim that the alternati,·e to skepticism is a view 
which sanctions a dugmatic attitude. In that one 
may well not apprn"iate that this is indeed skeptic
ism's only alternati,·e, one might, perhaps, inno
cently believe that one knows things without being 
dogmatic in the process. But once the implications 
of that belief arc brought out, as my argumenr 
means to do, the persisrena: in such a belief ma} 
itself be considered dogmatic. Of course, I do no! 
want to be dogmatic in asserting any of 1his and, 
mdeed, confess to only a moderate amount of 
confidence in what I have tu offer. But as I am 
inclined to think it b'ue, I offer it in a spirit which I 
hope may be taken as quite undogmatic and open
minded. 

l A Preliminary Statement of the 
Argument 

I begin by giving a statement of the argumenl 
which, while corret.""t in all essentials, does not 
account for cem1in complications. On this state
ment, the argument is c:xceedingly simple and 
straightforward. It has but t\\O premises and each 
of them makes no exceptions whatsoever. The first 
of these is the proposition: 

(I} If someone knows something 10 be so, then i1 
is all right for the person 10 be absolutely 
cer1am1hati1isso. 



For example, if it is true that Knute knows that 
there was a general called "Napoleon," then it is 
(perfectly) all right for him to be absolutely certain 
that there was. And, if Rene really knows that he 
exists, then it is (perfectly) all right for Rene to be 
absolutely certain that he does. 

Our second and final premise, then, is this cate
gorical proposition: 

(2) It is never all right for anyone to be absolutely 
certain that anything is so. 

According to this premise, it is not all right for 
Knute to be absolutely certain that there was a 
general called "Napoleon," nor is it even all right 
for Rene to be absolutely certain that he exists. No 
matter what their situations, these people should 
not have this "attitude of absolute certainty." 
When one understands what is involved in having 
this attitude, or in being absolutely certain of 
something, one will presumably understand why 
it is never all right to be absolutely certain. 

These two premises together entail our conclu
sion of universal skepticism: 

(3) Nobody ever knows that anything is so. 

In particular, Knute does not really know that 
there was a general called "Napoleon," nor does 
Rene really know that he exists. 

2 The First Premise: The Idea that if 
One Knows it is All Right for One to be 
Certain 

We often have the idea that someone is certain of 
something but he shouldn't be. Perhaps from his 
expressive behavior, perhaps from something else, 
we take it that he is certain of something - whether 
or not he really is certain ofit. We ask him, if we are 
so inclined, "How can you be certain of that?" In 
asking this question, we manage to imply that it 
might not be all right for him to be certain and 
imply, further, that this is because he might not 
really know the thing. If the man could show us that 
he does know, then we should withdraw the ques
tion and, perhaps, even apologize for implying what 
we did by raising it. But, then, how do we manage 
to imply so much just by asking this question in 
the first place? Neither "know" nor any cognate 
expression ever crosses our lips in the asking. We 
are able to imply so much, I suggest, because we all 
accept the idea that, at least generally, if one does 
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know something then it is all right for one to be 
certain of it - but if one doesn't then it isn't. This 
suggests that there is some analytic connection 
between knowing, on the one hand, and on the 
other, its being all right to be certain. 

The very particular idea that knowing entails its 
being all right to be certain is suggested, further, 
by the fact that knowing entails, at least, that one is 
certain. That this is a fact is made quite plain by 
the inconsistency expressed by sentences like "He 
really knew that it was raining, but he wasn't abso
lutely certain that it was." Such a sentence can 
express no truth: if he wasn't certain, then he 
didn't know. We get further confirmation here 
from considering transitivity. The sentences "He 
was sad that it was raining, but he didn't know it 
was" and "He was really sad that it was raining, 
but he wasn't absolutely certain it was" are likewise 
inconsistent. Their inconsistency means an entail
ment from being sad that to knowing, in the first 
case, and to being certain in the second. This can 
be best explained, it would seem, by an entailment 
from knowing to being certain. The entailment 
from knowing to being certain is convincingly 
clinched, I think, by appreciating the equivalence 
between someone's knowing something and his 
knowing it for certain, or with absolute certainty. 
To be sure, we may describe cases which we would 
more naturally react to with the words "He knew 
it" than "He knew it for certain": Consider a man 
who, looking for his cuff links, unerringly went to 
the very spot they were while doubts went through 
his mind. Did he know that they were in that spot? 
But our readiness to say he knew might only 
indicate loose usage of those words by us, while 
we are more strict in our use when the word 
"certain" enters the picture. That this is much 
the more plausible hypothesis than thinking there 
to be an inequivalence here is evidenced by the 
inconsistency of the relevant sentences: "He knew 
it, but he didn't know it for certain," "He really 
knew it, but he didn't know it with absolute cer
tainty," "He knew it was there, but he didn't really 
know it," and so on. No truth can be found in these 
words no matter when they might be uttered. Even 
if they are put forth at the end of stories like that of 
the cuff-link finder, where we are inclined at first 
to say he knows, we realize that they must express 
what is false. Accordingly, we are forced to be 
unswayed by our tendency to loose usage and to 
admit the equivalence between knowing with abso
lute certainty and just plain knowing to be so. 
Admitting this equivalence, we can be quite 
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confident that knowing does indeed entail being 
absolutely certain. 

Now, it cannot be too strongly emphasized that 
everything I said is meant to be compatible with 
the sense which the ordinary word "know" actu
ally has. Indeed, it fairly relies on this word's 
having only one ("strong") sense as it occurs in 
sentences of the forms "S knows that p" and "S 
knows about X." Some philosophers have sug
gested "weak" senses of "know" in which it does 
not even have an entailment to absolute certainty. 1 

But though there is some reason to suppose that 
"know" has different meanings in "John knows 
that Jim is his friend" and "John knows Jim,"2 

there appears no reason at all to suppose that 
"knows" may mean different things as it occurs 
in the former sentence. Indeed, reason seems to 
favor the opposite view. If a genuine ambiguous 
sentence has a meaning on which it is inconsistent, 
there will generally be one also on which it is 
consistent. Once the latter meaning is pointed 
out, this difference is appreciated and felt to be 
quite striking. Thus, the sentence "John really 
types many things, but he produces symbols only 

orally" has an obvious meaning on which it is 
inconsistent. But, it may be pointed out that 
"types" has another sense, which it shares 
(roughly) with "classifies." Once this is pointed 
out, the consistent meaning is appreciated, and the 
effect is a striking one. No similar phenomenon is 
ever found with the sentence "John really knows 

that he types things, but he isn't absolutely certain 

that he does." There may be many ad hoc explana
tions of this fact. But the only plausible explana
tion is, I think, that "know" doesn't have a weak 
sense with no entailment to absolute certainty.3 

To deny our first premise, then, is to do vio
lence to the meaning of"know" and to our concept 
of knowledge. If our argument is to be stopped, it 
must be with the consideration of the second pre
mise. In any case, it is with that premise that the 
substantive claim of the argument is made: It is not 
only with mere questions of logical relations with 
which we must now contend. Accordingly, we now 
come to the largest and most important part of our 
discussion. 

3 What Attitude is Involved in One's 
being Absolutely Certain? 

I will now, at last, begin to argue for the idea that 
to be absolutely certain of something is, owing to a 

certain feature of personal certainty, to be dogmatic 

in the matter of whether that thing is so. It is 
because of this dogmatic feature that there is 
always something wrong with being absolutely cer
tain. In other words, it is because of this feature 
that our second premise, (2), is correct. My argu
ment for the idea that this feature ensures this 
dogmatism falls naturally into two parts. The 
first part, which will occupy us in this present 
section, is aimed at specifying the feature. Thus, 
we will argue here that one's being absolutely 
certain of something involves one in having a 
certain severely negative attitude in the matter of 
whether that thing is so: the attitude that no new 
information, evidence or experience which one 
might ever have will be seriously considered by 
one to be at all relevant to any possible change in 
one's thinking in the matter. The second part is 
aimed at showing this attitude to be wrongly dog
matic even in matters which may appear to be 
quite simple and certain. That more normative 
segment will be reserved for the section immedi
ately to follow. 

That such an absolutely severe attitude should 
be essential to one's knowing is hardly novel with 
me. Indeed, philosophers who are quite plainly 
anti-skeptical proclaim just this attitude as essent
ial to one's knowing. Thus Norman Malcolm 
thinks himself to know that there is an ink-bottle 
before him, and describes what he takes to be 
implicit in this knowledge of his: 

Not only do I not have to admit that (those) 
extraordinary occurrences would be evidence 
that there is no ink-bottle here; the fact is that I 
do not admit it. There is nothing whatever that 
could happen in the next moment that would by 
me be called evidence that there is not an ink
bottle here now. No future experience or inves
tigation could prove to me that I am mistaken .... 

It will appear to some that I have adopted an 
unreasonable attitude towards that statement. 
There is, however, nothing unreasonable about 
it. 

In saying that I should regard nothing as evi
dence that there is no ink-bottle here now, I am 
not predicting what I should do if various aston
ishing things happened .... 

That assertion describes my present attitude 
towards the statement that here is an ink-bottle. 4 

Now, Malcolm, it is true, aligns himself with the 
idea that there are two (or more) senses of"know" 



to be found in sentences like "John knows that 
there is an ink-bottle before him." This idea is 
neither correct nor essential to his position in 
those passages. We have already argued, in section 
2, that this idea is not correct. That this incorrect 
idea i~ not essential to the main thrust of his 
quoted remarks is, I think, equally clear. For he 
allows that there is at least a sense of "know" 
where knowing entails one's having the extreme 
attitude they characterize. Presumably, that sense, 
at least, is just the sense where knowing entails 
being absolutely certain, and the extreme attitude 
is just the one which is necessarily involved in 
absolute certainty. In that such philosophers 
think that when one knows the attitude of certainty 
is not only present but quite all right, their think
ing that the attitude is to be characterized in such 
severe negative terms is some indirect evidence for 
thinking so. An attitude \1\'hich is so severely negat
ive as this might well not be one which is very often 
justified. However, even if one wants to avoid 
skepticism, a concern for the truth about this attit
ude makes a severe characterization of it quite 
unavoidable. 

The attitude of certainty concerns any sequence 
of experience or events which could consistently 
be presented to a sentient subject, without its 
description prejudging the issue on which it 
might supposedly bear. Thus, one is certain that 
there is an ink-bottle before one only if one's 
attitude is this: Insofar as I care about being right 
about whether an ink-bottle is or was before me, 
no matter how things may seem to appear, I will 
not count as contrary evidence even such extraor
dinary sequences as these: 

... when I next reach for this ink-bottle my 
hand should seem to pass through it and I should 
not feel the contact of any object ... in the next 
moment the ink-bottle will suddenly vanish 
from sight ... I should find myself under a tree 
in the garden with no ink-bottle about ... one or 
more persons should enter this room and 
declare that they see no ink-bottle on this 
desk ... a photograph taken now of the top of 
the desk should clearly show all of the objects on 
it except the ink-bottle. 5 

Now, however (nearly) certain one may be that 
some or all of these sequences will not occur, that 
is of course not the same thing as being (at all) 
certain that there is an ink-bottle before one. But, 
though there are many differences between the 
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two, perhaps the one which should most clearly 
be focused on is this: If one is really certain of the 
ink-bottle, and not just of other things however 
related, then one's attitude is that even if one should 
seem to find oneself in a contrary garden, one 
would disregard this experience as irrelevant to the 
question of whether, at the time in question, there 
is or was an ink-bottle before one. One might resist 
this characterization, but then, I think, one would 
lose one's proper focus on what it is of which one is 
certain. 

Here is a line of resistance to our characteriza
tion of being certain. Suppose, in contrast, one's 
attitudes were these: If strange things seemed to 
happen, then perhaps I would change my mind, I 
just might. But, I am absolutely certain that no 
strange things will ever happen to speak against 
there being an ink-bottle. Might not these attit
udes be those of a man who was absolutely certain 
that there is an ink-bottle before him? Might not he 
be certain of the ink-bottle, not in or by having a 
completely exclusionary attitude on that matter 
itself but, rather, indirectly, so to speak, in or by 
having just such an attitude toward the possibility 
of apparently contrary appearances?6 

This suggestion, this line of resistance, is an 
interesting one, but it is neither correct nor of 
any use even if it were correct. First, let us notice 
that at least almost invariably when one is even very 
close to being absolutely certain of something, one 
is not nearly so certain that no contrary appear
ances will turn up. For example, you may be quite 
sure that I am married. But, you will not be quite 
so sure that no appearances to the contrary might 
show up: I may be married but say to you "No, 
I'm not really married. Mary and I don't believe in 
such institutions. We only sent out announce
ments to see the effect - and it's easier to have 
most people believe that we are." I might, at a 
certain point, say these things to you and get a 
few other people to say apparently confirmatory 
things. All of this, and some more if need be, 
should and would, I think incline you to be at 
least a bit less certain that I am married. Thus, at 
least with things where one is quite certain, the 
matter seems to be quite the opposite of what was 
suggested: One will not be so certain that nothing 
strangely contradictory will turn up - but one will 
be inclined to reject any such thing even if it does 
turn up. We may plausibly project that things 
work quite the same in situations where 
someone is absolutely certain (if there really are 
any such).7 
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Let us now take something of which you are as 
certain as anything, say, that one and one are two. 
Suppose that you are very sure that your favorite 
mathematician will never say something false to 
you about any simple sum. Imagine that he, or 
God, tells you and insists that one and one are 
three, and not two. If your attitude is that he is still 
to be trusted or, at least, that you would no longer 
be quite so sure of the sum, then you are not 
absolutely certain that one and one are two. If 
you think you are absolutely certain of this sum, 
then, I submit, you should think also that your 
attitude will be to reject entirely the message from 
the mathematician or God. In this simple arith
metical matter, you are to give it, perhaps unlike 
other messages from the same source, no weight at 
all in your thinking. It seems, then, that this line of 
resistance is not faithful to the idea of being certain 
of a particular thing. But would it be of any use in 
countering skepticism, or the skeptic's charge of 
dogmatism, even if it were right? 

It seems to me that it is at least as dogmatic to 
have the position that it is absolutely certain that 
nothing will ever even appear to speak against 
one's position as to have the attitude that any 

such appearances which might show up should 
be entirely rejected. What about appearances to 
the effect that some contrary appearances, their 
precise nature left open as yet, are likely to show 
up in the future? If one is absolutely certain thac 
the latter sort of appearances won't ever show up, 
one would, presumably, have the attitude of reject
ing entirely the indication of the former appear
ances. One's attitude of rejection gets pushed 
farther back from the matter itself. Perhaps, on 
our line of resistance, this may go on indefinitely. 
But each retreat, and the consequent new place for 
rejection, only makes a man look more and more 
obvious in his dogmatism and unreasonableness 
about the whole affair. Even going back no farther 
than the second level, so to speak, only a quite 
foolhardy man would, it seems to me, reject out of 
hand any suggestion that some things might be 
brought forth to speak against his position. If any
thing, it is better for him to allow that they may 
and to be ready to reject them. So, even if our line 
of resistance had presented us with a case of being 
certain, the "indirect" way of being certain would 
hardly help us to avoid the skeptical charge. That 
is quite surely no way for being perfectly certain to 
be perfectly all right. 

It is important to stress very hard that a clause 
like "I should regard nothing as evidence that 

there is no ink-bottle now" must be regarded as 
the expression of a man's current attitude, and not 
as any prediction of what he will do under certain 
future circumstances.8 Thus, one may allow that a 
sentence like the following is indeed consistent: 
"He is absolutely certain that there are automo
biles, but he may change his mind should certain 
evidence come up." That is because even if his 
present attitude is that he will not, things may not 
happen in accordance with his attitude. For exam
ple, things might happen to him which cause him 
to become uncertain. Or, his attitude might just 
evaporate, so to speak, the new evidence then 
affecting him in the unwanted way; and so on. 
Such conditions as these give us a consistent inter
pretation for the foregoing sentence, even if not a 
very ordinary one. A sentence which will always 
express an inconsistency, on the other hand, is 
obtained once we make sure that our severely 
negative clause is embedded so that it is clear 
that the man's current attitude is che point. 
Thus, in contrast with the foregoing, it is always 
inconsistent to say "He is absolutely certain that 
there are automobiles, but his attitude is that he 
may change his mind should certain evidence come 
up." A proper assessment of the direct linguistic 
evidence supports the idea that the attitude of 
certainty is thus absolutely severe. 

This direct linguistic evidence cannot be 
enough to satisfy one that being certain, or the 
attitude in knowing, demands so much as we 
claim. And, it is not enough to add the indirect 
evidence from anti-skeptical authors. What we 
want is to fit a severe characterization of this 
attitude into some more general account of things. 
Toward this end, I now recall my account of 
absolute terms. 9 On this account, absolute adjectives 

like "flat," "useless" and "certain" purport to 
denote a limiting state or situation to which things 
may approximate more or less closely. Thus, in the 
case of these adjectives, the modifier "absolutely," 
as well as "completely" and "perfectly," is redun
dant apart from points of emphasis. Now, various 
locutions with "certain" may appear to indicate 
matters of degree. But they will always admit of a 
paraphrase where this appearance is dispelled in 
favor of a more explicit reference to an absolute 

limit: "That's pretty certain" goes into "That's 
pretty close to being absolutely certain"; "He is 
more certain of this than of that" goes into "He 
is absolutely certain of this but not of that or else he 
is closer to being absolutely certain of this than of 
that," and so on. None of this is peculiar to "cer-



tain"; the same happens with locutions containing 
other absolute adjectives. Thus, these sentences 
seem to denote matters of degree, but their para
phrases dispel the illusory appearance: "That's the 
flattest (most useless) thing I've ever seen" goes 
into "That's the only absolutely flat (useless) thing 
I've ever seen or else that's closer to being absolutely 

flat (useless) than anything else I've seen." In light 
of these paraphrases, we may repose some confi
dence in the following formula as saying what it is 
for something to be x where that is the same as 
being absolutely x: Something or someone is x 
(flat, useless, certain, etc.) just in case nothing 
could possibly ever be more x, or x-er, than that 
thing or person is right now. It is in this strict 
sense, then, that being certain, and a fortiori being 
absolutely certain, is being at an absolute limit. 
Now, absolute adjectives typically have contrasting 
terms which are relative adjectives: "certain" has 
"confident" and "doubtful," "flat" has "bumpy" 
and "curved," "useless" has "useful" and "ser
viceable," and so on. Because matters of degree are 

concerned, there is nothing which is deceptive 
about the locutions with these terms: The sentence 
"He is pretty confident" does not go into the 
apparently senseless "He is pretty close to being 
absolutely confident"; nor does "That is very use
ful" go into "That is very close to being absolutely 
useful." These relative terms really do denote 

matters of degree and not any state or situation 
which is an absolute limit. If something is bumpy, 
it is not true that nothing could possibly be more 
bumpy or bumpier. And if someone is confident of 
something, it does not follow that no one could 
ever be more confident. Now, a necessary condi
tion for the correct application of an absolute 
adjective is, at least generally, that certain things 
denoted by relative adjectives be entirely absent. 
Thus, it is a necessary condition of something's 
being flat that it be not at all bumpy, that is, that 
bumpiness not be present even in the least degree. 
Also, it is a necessary condition of being flat that 
the thing be not at all curved, or that curvature or 
curvedness not be present at all. We might expect 
the same sort of thing to hold in the case of some
one's being certain of something, and indeed it 
does: If someone is certain of something, then 
that thing is not at all doubtful so far as he is 
concerned, that is, doubt or doubtfulness is not 
present at all in that man with respect to that 
thing. I have already argued this before, but there 
are other things which must also be entirely absent 
if a man is to be certain, though their absence 
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may be included, I suggest, in the absence of all 
doubt. 

One thing which must be entirely absent, and 
which is, I think, implicit in the absence of all 
doubt, is this: any openness on the part of the man 
to consider new experience or information as seri
ously relevant to the truth or falsity of the thing. In 
other words, if S is certain that p, then it follows 
that S is not at all open to consider any new 
experience or information as relevant to his think
ing in the matter of whether p. 

4 Why is there Always Something 
Wrong with having this Absolute 
Attitude? 

At the beginning of his brilliant paper, "Cer
tainty," G. E. Moore, perhaps the most influential 
opponent of skepticism in this century, makes 
some assertions and, as he points out, does so in 
a very positive and definite way. In just this way, 
he says, for example, that he had clothes on and 
was not absolutely naked. Moore goes on to note 
that although he did not expressly say of the things 
which he asserted that he knew them to be true, he 
implied as much by asserting them in the way he 
did. His words are these: 

I implied . .. that I myself knew for certain, in 
each case, that what I asserted to be the case 
was, at the time I asserted it, in fact the case. 
And I do not think that I can be justly accused 
of dogmatism or over-confidence for having 
asserted these things positively in the way that 
I did. In the case of some kinds of assertions, 
and under some circumstances, a man can be 
justly accused of dogmatism for asserting some
thing positively. But in the case of assertions 
such as I made, made under the circumstances 
under which I made them, the charge would be 
absurd.10 

think that we may take it that, according to 
Moore, the reason he could not so be accused is 
that he was not dogmatic here. And the reason for 
that is that he knew these things, e.g., that he was 
not naked, so that he was justified in being abso
lutely certain of them. And, so, in those innocuous 
circumstances of speech, he was justified in acting 
out of, or in accord with, his position or attitude of 
personal certainty. Moore was saying, in effect, 
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that one could have this by now familiarly char
acterized attitude without any pain of being at all 
dogmatic in the matter: That no new experience or 
information will have any effect at all on one's 
thinking in the matter at hand, in this case, in the 
matter of whether at the then present time one is 
absolutely naked or not. Moore's position here is, 
then, quite of a piece with Malcolm's thought that 
it is not at all unreasonable of him to allow nothing 
to count as contrary evidence in the matter of 
whether an ink-bottle is before him. But Moore's 
point is more particular than Malcolm's, for he 
notes the particular way in which one who is certain 
might be thought to be unreasonable, or not just
ified, in his attitude: He might be thought to be 
such in that he is dogmatic in the matter. Moore 
similarly foreshadows, while focusing more clearly 
on the form of the opposite view, Hintikka's 
implication that in many matters one is justified in 
disregarding any further information: In situations 
where one knows, Moore says or implies, one is not 
at all dogmatic in having just such an absolutely 
negative position or attitude. It seems, then, that 
Moore was more sensitive than these other authors 
to the possibility that dogmatism might (almost) 
always be charged of one who was absolutely cer
tain, even when he might rather plausibly claim to 
know. Now, it strikes me as oddly unfortunate, in a 
way, that others who actually spelled out what was 
involved in being certain, were not so sensitive to 
this particular charge. For it is, I think, precisely 
the feature they spell out which makes the charge 
of dogmatism live and convincing. By the same 
token however, it is to Moore's credit that, without 
articulating the key idea, he was able to sense the 
charge of dogmatism as a particular threat to his 
position, perhaps as the key one. Indeed, in the 
three full sentences I quoted, he refers to this 
charge as many times. We may put the substantial 
question, then, in these words: Was Moore refer
ring to a charge of some real substance, or was he 
right in contending that (because he knew) there 
was really nothing to be feared? 

We may now, I think, more fairly assess the 
question of whether in cases where one is abso
luteiy certain, supposing there are any such, one's 
attitude is dogmatic at least in some degree. In 
such a case, there may be no relevant inconsis
tency, there being no disparity between one's tena
city and willingness to risk and infer. And, it may 
well be that no one will ever disagree with one, or 
even be much less certain of the thing. For, when 
one is absolutely certain, as we are supposing, the 

matter is likely to be clear-cut. But, even if nothing 
rubs the wrong way, from within oneself or with
out, one's attitude in the matter is this: I will not 
allow anything at all to count as evidence against 
my present view in the matter. The case being 
clear-cut, this attitude will cause one no trouble 
nor bring any challenge. But, what is one to think 
of it anyway, even if no penalty or embarrassment 
is liable ever to occur? I think that any reflection at 
all makes it pretty plain that, no matter how cer
tain things may seem, this attitude is always dog
matic and one who has it will always be open to 
that charge even if circumstances mean that he will 
never be exposed to it. 

Now, in order to see more clearly why, even in 
the apparently most clear-cut and certain matters, 
there is something wrong with letting nothing 
count against one's being right, it will help to 
describe some sequences of experience. I do not 

think that such an appreciation of detail is really 
necessary to gaining conviction that the attitude of 
certainty is always dogmatic and, providing there 
are no other considerations in its favor, to be fore
gone in favor of a more open-minded position. 
One must favor such an attitude in any case, no 
matter how certain something seems and no matter 
how little one is able to imagine what experiences 
there might be which, should they ever occur, one 
had best consider seriously and not just disregard. 
This is the right view in the matter however poor 
our own imaginations might be. But, the strength 
of habits to the contrary being so great, it will be a 
big help if we can succeed in imagining sequences 
of experience which seem to cry out for serious 
thought. Even in the cases of things which at first 
seem quite certain, then, and beyond any possibil
ity of questioning at all, I will strive to be of 
service by imagining experiences. These described 
experiences should help one grasp firmly the 
idea that the attitude of certainty is always 
dogmatic. 

5 Helpful Experiences for Rejecting the 
Attitude of Certainty 

In quoting Malcolm's meditations on himself and 
his ink-bottle, we looked at some sequences of 
experiences which, if they occurred, might rightly 
be considered to have some weight and, accord
ingly, result in one's not being quite so certain as 
before that there is or was an ink-bottle before one. 
Malcolm says he wouldn't take those experiences 



as relevant here, that that is his attitude and that all 
of that is perfectly all right. I would disagree. But, 
in any event, it seems that one can easily imagine 
experiences which are more telling in this regard. 
And, also, with only more difficulty, one can ima
gine others which are easily more telling. 

In respect of the matter of that ink-bottle, there 
are, it seems to me, all sorts of possible experiences 
which might cast some doubt. For example, one 
may be approached by government officials who 
seem to demonstrate that the object on one's desk 
is a container of a material to poison the water 
supply, which somehow found its way out of gov
ernment hands and into one's home. It was dis
guised to look like an ink-bottle, but it is seen to 
have many small structural features essential to 
such a container of poison but which no ink-bottles 
have. One might well think, then, that though this 
object holds ink it is not an ink-bottle but, rather, 
is something else. Perhaps, then, there never was 

an ink-bottle before one, but only some such other 
object. It seems, at any rate, that such an experi
ence as this should not be disregarded out of hand 
no matter what one eventually should come to 
think about whether an ink-bottle was before one. 
An attitude which would thus disregard it seems, 
then, to be a dogmatic one. 

The experience just described is, I suppose, less 
than completely convincing. And, even if it is 
admitted that the experience does have some 
weight, it seems easy enough to retreat to other 
statements which are not thus susceptible to 
experimental challenge. For example, one may 
be, instead, absolutely certain that there is before 
one something which looks like an ink-bottle, or 
that there is something with a circular top, or 
whatever the favored things turn out to be. 
Though the sort of experience just imagined 
might go against one's being certain that an ink
bottle is before one, such a sequence of experience 
will not go against one's certainty about many 
other things: that there are automobiles, that 
there have been automobiles for quite some time 
now, and that one is not now absolutely naked. To 
get a more completely convincing case about one 
ink-bottle, and to begin to get a convincing case for 
these less susceptible things, one's imagination 
must work more radically. Descartes was quite 
well aware of the problem when he imagined his 
evil demon. We may do well to follow suit, though 
in a more modern and scientific vein.11 

I begin to imagine a more radical sequence of 
experience by supposing myself to experience a 
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voice, coming from no definite location, which 
tells me this, in no uncertain terms: All the experi
ences I am having, including that of the voice, are 
artificially induced. Indeed, this has been going on 
for all of my conscious life and it will continue to 
do so. The voice tells me of various experiences I 
have had, some of which I had myself forgotten 
almost entirely. It then says that scientists accom
plish all of this with me; it seems to tell me what 
they are like, what I am really like and, in great 
detail, how they manage to bring about these 
effects in me. To make its case most convincing, 
the voice says what experiences I will next have, 
and next after that and, then, after that. First, I 
will seem to fly off the face of the earth to a planet 
where the inhabitants worship me because I have 
only one mouth. After that, I am to come back to 
earth and seem to find that I have been elected 
Secretary-Treasurer of the International Brother
hood of Electricians. Finally, if that is not pre
posterous enough, I will seem to open up my 
body and find myself stuffed with fried shrimps, 
even unto the inner reaches of my thighs. Miracu
lously enough, I experience just these to happen. 
The experiences are not as in a dream but indis
tinguishable from what I call the most ordinary 
waking experiences - except, of course, for the 
extraordinary content. Nor does this predicted 
sequence seem to take place in a flash, or in any 
very brief interval. To mirror what I take as reality, 
it seems to take a couple of months. After a con
vincing talk with the voice at the end of this 
experiential journey, I am left in a blue homogen
ous field of visual experience, feeling little but 
wonder, to think over whether an ink-bottle was 
ever before me, whether there are now or ever 
were any automobiles, and so on. Of course, the 
voice has told me that none of these things ever 
were, and told me why I thought otherwise. What 
am I to think now? 

My attitude toward these imagined experiences 
is that if they should occur I would be at least 
somewhat less certain than I now am about these 
matters. I would be at least somewhat unconfident, 
even, that I was not naked at the time in question. 
This is my present attitude. If things would not 
develop in accord with it, that would be something 
I can now only hope will not happen. Moreover, I 
think it pretty plain that this is the attitude which 
I ought to have and that anyone who held an 
opposite one would have a dogmatic attitude in 
these matters. That is, if one's attitude is that these 
experiences will not be counted as having any 
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weight at all, one would be dogmatic in these 
matters. 

Now, some people might have the attitude that 
if these experiences occurred one should think 
himself to be quite mad or, at least, to have had 
his capacity for judgment impaired in some dama
ging way. 12 My own attitude is more open than 
this. But it should be pointed out that even this 
attitude of prospective self-defeat is quite compa
tible with that oflessening one's confidence. One's 
total attitude, that is, might be that if the imagined 
experiences really came to pass one would both be 
less certain that there ever were automobiles and 
also be inclined to think that one must have 
become quite mad. All that I am claiming or 
need to claim is that one ought to have at least 
the first part of this total attitude or, more pre
cisely, that one ought not to have the opposite 
attitude that any such experiences will be com
pletely disregarded. 

7 Helpful Experiences for the Hardest 
Cases 

In respect of almost any matter, the possibility of 
certain imagined sequences of experience makes 
quite a convincing case that one ought not, on 
pain of dogmatism, have the attitude of absolute 
certainty. There are, however, two sorts of matters 
where something more must be said to explain 
how such experience might help us to appreciate 
the wrongness of this severe attitude. I treat them 
in tum, proceeding from the less to the more 
difficult. 

The first and lesser difficulty concerns certain 
sorts of matters about the past. The most famous 
of these, due to Russell, 13 is the matter of whether 
the world sprang into existence five minutes ago. 
But the matter of whether oneself has existed for 
more than a brief moment will pose the problem 
more clearly so far as sequences of convincing 
experiences are concerned. The problem may be 
put like this: If any sequence of experience is to be 
convincing, it must itself endure for much more 
than a brief moment. Even in advance of any 
experiences which might look to show that one 
has been in existence only for a brief moment, 
one can and ought to appreciate this fact about 
the conditions of convincing. Therefore, it is in 
any case quite all right to have the attitude that no 
possible experience will be counted as convincing 
evidence for the claim that one has existed only for 

a brief moment. Rather, one may disregard any 
new experience which purports to be to this effect. 

The difficulty with this reasoning is that it 
doesn't take into account how new experiences 
might make us view time differently. If our voice 
told us new things about time, we might not be 
able to disregard it without ourselves being dog
matic. Suppose that the voice says that one has 
been brought into existence only a brief moment 
ago complete with an accurate understanding of 
how long temporal intervals are. But one is also 
provided, the voice says, with an appealing con
sistent web of ostensible memories: to believe that 
one has experienced the things it seems to one that 
one has will be, then, only to believe what is false. 
Now, the recent experiences one indeed has had 
are, according to the voice, part of a sequence 
which has gone on only for a brief moment, a 
billionth of a second, to be quite precise. And, 
this includes these very messages that even now 
are coming to one. Though it seems to one that the 
experiences have been going on for some months, 
one has in fact been alive for only a brief moment 
and, indeed, the world of concrete things, includ
ing the source of the voice, has existed for less than 
a minute. In response to these vocal claims one 
might put forward some relativistic theory of time 
on which the claims would make no sense and, at 
any rate, on which they could not possibly be true. 
But, that would only be to adduce some theory. 
And, if there is anything scientific about science it 
is that one should never be too certain of any 
theory, no matter how beautiful, comprehensive 
and powerful it may seem. So it seems that, no 
matter how one might wish to reply, one would do 
well to allow some influence for such a sequence of 
experience as the one just imagined. One should 
have the attitude, at least, that should it occur one 
will be not quite so certain, as one otherwise might 
be, that one has been alive for more than a brief 
moment. 

The greatest difficulty in finding possible 
experience a help in abandoning the attitude of 
certainty comes, I think, in matters where we 
think that the only possible error must be a 
"purely verbal" one. This occurs, I take it, with 
matters of "immediate experience," e.g., with 
whether one is now experiencing phenomenal 
blueness or pain. And, it occurs with the "simplest 
matters of logical necessity," e.g., with whether 
two is the sum of one and one. Perhaps the most 
famous case, due to Descartes, is that concerning 
one's own present moment thinking and existence, 



e.g., whether one now exists. Now, some philoso
phers have found it quite an article of faith to 
suppose that there might be anything to answer 
to the word "I." They would think, I suppose, that 
what one ought to be sure of is that something now 
exists, leaving it quite oPen, what that thing might 
be. Even if it is true that in such matters as these, 
any error must be purely verba~ why shouldn't the 
possibility of just such an error make the attitude 
of absolute certainty dogmatic in these very mat
ters? I have never heard anything to convince me 
of the opposite. It is said that what one believes or 
is certain of are propositions or, at least, some 
things that are too abstract to have uncertainty 
over words interfere with their status. Let us 
agree at the outset that we understand such 
attempts to downgrade the effect that words 
might have. But, nevertheless, ought not the fol
lowing story about possible experience cause at 
least some very small doubts to enter one's mind? 
Again, we have our voice. After going through the 
sequence of experiences I described before, the 
voice tells me that I become easily confused 
about the meanings of certain terms. It says that 
on occasions, and now is one of them, I confuse the 
meaning of "exist," a word which means, roughly, 
"to continue on in the face of obstacles," with the 
meaning of "persist," a word which, roughly, 
shares a meaning with the verb "to be." Con
sequently, in philosophizing, I often say to myself 
"I exist" and "It seems certain to me that I exist 

now." And, I then seem to remember that I have 
never thought otherwise. But, in fact, of course, I 
am quite a changeable fellow, and so I rarely if ever 
exist. It is true that I persist, as everyone does, and I 
should say this when I do that philosophizing. No 
doubt, I will soon change once again and say and 
think, rightly, that what I do is persist. This will 
then seem certain to me, which is better than its 
seeming certain to me that what I do is exist, since 
at least the former is something which is true. But, 
it would be far better still if neither ever even 
seemed to be absolutely certain. At the very least, 
the voice concludes, I ought never to be certain of 
these things, no matter how tempting that might 
be. This is especially true in my case because I am 
so changeable and, as a consequence, so often and 
so easily confused. 

I have no doubt that many would want to pro
test to this voice. Some might say that the matter 
of whether the words "I exist now" express a truth 
and that of whecher I exist now are two utterly 
different matters. Now, it is very true that these 
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matters are very different. But, why should that 
lead anyone to protest what I am saying? What I 
am saying is just that under certain conditions of 
experience one ought to become less certain than 
before that one indeed exists, that one thing one 
does is exist. Indeed, one may be in just such an 
experiential situation even while being quite con
fident that the words "I exist now" do indeed 
express a truth. We may suppose, after all, that 
the voice tells one that one does continue on in the 
face of obstacles, and so one ought to be confident 
that one exists, as well as that one persists. Now, it 
may be that there is something deeply wrong with 
any of these vocal suggestions and, so, that one 
ought never to allow any to affect one's beliefS or 
attitudes even in the most minimal way. But I can't 
see how anyone can be absolutely certain that this 

is so. And, suppose that the voice itself went 
through all those matters with you and told you 
to rest assured that such verbal confusions can get 
you, and are now getting you, into error here. In 
that one might experience even this, so far as I can 
see, one's attitude in any of these matters ought not 
to be that of absolute certainty. Thus, one ought 
not, really, be absolutely certain that one now 
exists, or that something exists, or that one 
now feels pain, or whatever. Of course, the source 
of uncertainty we have just uncovered is present in 
matters which are not so apparently certain or 
simple. Thus, we may now appreciate a bit more 
fully why it is at least a bit dogmatic to be certain 
that there is an ink-bottle before one, that there 
ever are any automobiles, or that one has existed 
for more than a brief moment. 

As I said earlier, these imagined sequences of 
experience are only meant to be a help in coming 
to the idea that being certain involves being dog
matic. Their role is to exemplify some situations 
where this feature of dogmatism might be brought 
out. I hope that the sequences I have described 
have been thus revealing and, so, convincing. But 
that they be so is hardly essential to making good 
our claim. For even if the particular experience 
one is able to imagine does not seem to jeopardize 
some statement which seems quite certain, one 
shouldn't be sure that there isn't any such sequence 
- possibly, even one which a human imagination 
just can't grasp in advance. And, even ifthere is no 
sequence of experience which ought to make one 
less certain, mightn't there be some other factor 
information abouc which ought to give one 
pause? Perhaps, there are some currently obscure 
conceptual truths about the nature of thought and 
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reason, which show how any thinking at all is 
parasitic on the possibility of error in the case. 
No matter how comfortable one feels in his philo
sophy and his view of the world, I can't see how he 
might properly be certain that there is no way that 
he could possibly be wrong. He cannot properly be 
certain that he has given a complete accounting of 
every sort of experience, evidence and information 
which might possibly exist. For this reason, if for 
no other, it will be dogmatic of him ever to have 
the attitude that he will disregard any new experi
ence, evidence and information which run counter 
to what he holds. 
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Defining Knowledge 



Introduction 

The papers in this section are concerned with the 
'iJUestion of how to analyze knowledge. An analysis 

of a cuncept, at leasr, provides infonna1ive, neces

sary, and sufficient conditions for the concept's 
application. 

Edmund Gettier's landmark paper ~ully 
refuteil the traditional analysis of knowledge as 
justified true belie[ Through a !lerics of examples, 

Genier showed that one could belie11e what is true 

and be justified in so bdie11ing and yet fail to 
know. Justif1Cd true belief is not sufficient for 

knowledge. 
What changes must be made to the uaditional 

accounl, then, to escape the Genier cases? Peter 

Klein proposes a constraint on any account of 
knowledge, which he calls the felmtt111$-co1nrnltnu 
pnrinp!e: 

If S's evidence for p and a description of some 

of the particular circumstances in which S 
bdieved that p arc sm::h thai: it wouW not be 
reasonable JO expect thal p is true (based upon 
S's evidence), then even if p is true, S does nol 
know thatp. 

Klem offt:rs the following analysis, which he 

daimssatisfiesth1sconstrairu:: 

S knows that p ifT 

I. pis true at I; 
2. S bdicves thal pat t; 
3. pisevidentforSatt; 
4. there 1s no true proposition such that if it 

became evaden1 to S at l, p would no 
longer be evident to S. 

Gilbert Harman criticizes this sort of account, 

relying on an example based originally on one 

gi"en bv Keith Lehrer and Thomas Paxson, Jr. 

Suppos~ I see Tom steal a librat')' book and this is 

the testimony I give bt:fore the Umvers1ty Judicial 
Council. As it happens, later that day, after I have 

left the hearing room, Tom's mother testifo • .,. that 
Tom 1s thousands of miles away, but that his 

identical twin, Buck, who might well do such 

things, is in town Suppose, further, that Tom's 

mother is a pathological liar and that this is clear to 

all in the courtroom. Myseir, I know nothing abuut 

Tom's mother, brother, or any further testimony. 

Do I know that Tom stole the book? If Klein is 
right, the answer would be no Bui Harman claims, 

inruib''ely, that it is yes. 
Klein replies tu this son of example m a loot

note, claiming that those who affinn knowledge in 

this case are committed to rejecring the felic1tous

co1ncadence principle. For there is a de:scriphon of 
the subject's case which is such thal it wouldn't ht: 

reasonable 10 expect that the subject's bt:lief is 
wrreu. The relevant description is obrained by 

conjoining a description of the funn "Tom's 

mother said that .. " with the true statement that 

in situations tile this mothers are generally reli

able_ Given this description of the sub1ecfs situa

tion, together \lollh a description of the subject's 

evidence for thinking Tom stole the book, it 1s not 

reasonable ro expect that p is true 
Harman himself, bt:lit:\.ing the cx:ample a rnun

terexample, provides the foUowing fourth condi

tion for knowledge that p: .. One's conclusion that p 
is 11ot based solely on reasomng that essmtiall}' 
involves false mtcrmediate conclusions." The 
problem posed by the example of Tom is then 
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addressed as follows. First, reasoning is construed 
so as to involve a claim about the evidence one 
does not possess. Yet the construal is not so strong 
as to require that there be no evidence whatever that 
if known would destroy one's justification. Rather, 
the claim must be that there is no undermining 
evidence one does not possess. Although Harman 
admits he cannot provide criteria for distinguish
ing true propositions that constitute undermining 
evidence from those that are such that if known 
would render the person unjustified, he notes 
that there is an intuitive difference, and that 
this difference is at work in our judgments about 
Tom. 

In his selection, Harman also outlines a concep
tion of inductive reasoning, which he believes 
comports with his fourth condition for knowledge. 
Roughly put, inductive reasoning is reasoning to 
the best explanation. More accurately, it is a kind 
of self-referential reasoning to the best explana
tion. To paraphase Harman: 

One may infer a conclusion h from one's evi
dence e only if h is based not only on e but also 
the following self-referential intermediate con
clusion: h is the best explanation for e and there 
is no undermining evidence I do not possess 
against this very conclusion. 

Robert Nozick argues that the key to knowledge 
is tracking the truth. One knows through percep
tion that there is a bird on the ledge because one 
wouldn't believe this if it weren't so. Moreover, 
one must be such that if things were slightly dif
ferent and there was a bird on the ledge, one would 
still believe that this were so. Thus, we obtain the 
preliminary account 

S knows that p iff 

I. pis true. 
2. S believes that p. 
3. If p were not true, S would not believe p. 
4. If p were true, S would believe that p. 

Later, the account is modified to account for cer
tain problem cases, e.g., cases in which, although 
one knows that p, had p not been the case, one 
would still have believed that p, but for different 
reasons. Suppose I am at a meeting with my col
league, a meeting that I firmly believe is essential 

to the department. My colleague knows of this 
conviction but doesn't share it. At the meeting, I 
know through perception that the meeting is tak
ing place today. Yet, it could well be that, had the 
meeting been called off, I would still have believed 
it was taking place today. For my colleague would 
have told me that there was no need for either of us 
to go. To fix such problems, Nozick invokes 
the notion of a method of belief, a way of coming 
to believe. Thus, we arrive :i.t the following 
account: 

S knows that p iff there is a method M such that 

I. S knows that p, via M 
2. All other methods M1 via which S 

believes that p but via which S does not 
know are outweighed by M. 

The notion of knowing via a method 1s then 
explained in terms of tracking: 

S knows that p via M iff 

I. pis true 
2. S believes, via method M, that p 
3. If p weren't true and S were to use M to 

arrive at a belief whether p, then S 
wouldn't believe, via M, that p. 

4. If p were true and S were to use M to 
arrive at a belief whether p, then S would 
believe, via M, that p. 

One of the great advantages of the account is that, 
if correct, it would defuse arguments for skepti
cism. For if Nozick is right about knowledge, it is 
not closed under known logical implication. There 
are cases in which one tracks the truth of p, tracks 
the truth of < p entails q > but fails to track the 
truth of q. The standard skeptical cases are prime 
examples: I track the truth of both <I have 
hands> and <<I have hands> entails <I am not 
a brain in a vat deceived into thinking I have 
hands>>, but I don't track the truth of <I am 
not a brain in a vat deceived into thinking I have 
hands>. For had I been a brain in a vat so 
deceived, I would still believe I have hands, for 
my evidence would be just what it is. Thus, I know 
that I have hands, even though I don't know that 
I am not a brain in a vat deceived into thinking 
I have hands. 
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Is Justified True Belief Knowledge? 

Edmund Gettier 

Various attempls have been made in recent years 
to slate necessary and sufficient conditions for 
someone's knowing a given proposmon. The 
attempts have often been such diat they can be 
stated in a form similar to the folluwing: 1 

(a) S knows diat P /FF (i) P 15 true, 
(ii) S believes diat 

P,and 
(iii) Sisjustifiedin 

believing diat 
p 

For example., Chisholm has held that the following 
gives the necessary and sufficient conditions for 
)mowledge:2 

(b) S knows diat P /FF (i) S ao;epts P, 
(ii) S has adequate 

evidence for P, 
ond 

(iii) P1suue. 

A}'er has stated the necessary and sufficient con
ditions for lmov.ledge as foUows.3 

(c) S know~ that P /FF (i) Pis nuc, 
(ii) SissurediarP 

is true, and 
(iii) S has the right 

to he sure that 

Pis true. 

I shall argue that (a) is false in that the conditions 
slated therein do aot constitute a rujfianu cond1-
t1on for the truth of the propo.<;1tion that S knows 
that P. The same argument will show rhai: (b) and 

Clrigrnally published in AnB(ysi5 (1963), pp. 121-3. 

(c) fail if «has adequate evidence for" ur "has the 
righr 10 be sure that" is substitured for "is 1ustified 
i.n believing that" throughout. 

I shall begin by noting two pomts. First, m that 
sense of "jusrified" in which S's being justified in 
believing P is a necessary condition of S's knowing 
that P, it is possible for a person to be justified in 
believing a proposition which is in fact false. Sec
ond, for any proposition P, if S is justified in 
believing P and P entails Q and S deduces Q 
from P and accepts Qas a result ofthio;; deduct10n, 
then S is justified in belie,·ing Q Keeping these 
two points in mind, I shall now presenl lwo cases 
Ill which the conditions stated in (a) are true for 
some proposition, thcmgh it is at t'hi: same time 
false that the person in queslion knows that pro
position. 

Case I 

Suppose that Smith and Jones have applied for a 
certain job. And suppose that Smith has strong 
evidence for t'hi: following conjunctive proposition: 

(d) Jones is the man who will get the job, and 
Jones has ten coins in his pocket. 

Smith's evidence for (d) rmght be that the presi
dent of the company assured him that Jones would 
in the end be selected. and that he, Smith, had 
counted the coins in Jones's pocket ten minutes 
ago. Proposn:mn (d) entails: 

(e) The man who will get the job has ten coins in 

hisp<x.ket. 



Let us suppose that Smith sees the entailment 

from (d) to (e) and accepts (e) on the grounds of 

(d), for which he has strong evidence. In this case, 

Smith is clearly justified in believing that (e) is 

true. 
But imagine, further, that unknown to Smith, 

he himself, not Jones, will get the job. And, also, 

unknown to Smith, he himself has ten coins in his 
pocket. Proposition (e) is then true, though pro
position (d), from which Smith inferred (e), is 

false. In our example, then, all of the following 

are true:(•) (e) is true, (ii) Smith believes that (e) is 

true, and (iii) Smith is justified in believing that (e) 

is true. But it is equally clear that Smith does nor 

know that (e) is true; for (e) is true in virtue of the 

number of coins in Smith's pocket, while 

Smith does not know how many coins are in 

Smith's pocket, and bases his belief in (e) on a 

count of the coins in Jones's pocket, whom 

he falsely believes to be the man who will get the 

job. 

Case II 

Let us suppose that Smith has strong evidence for 

the following proposition: 

( (f) Jones owns a Ford. 

Smith's evidence might be that Jones has at all 

times in the past within Smith's memory owned 

a car, and always a Ford, and that Jones has'just 

offered Smith a ride while driving a Ford. Let us 

imagine, now, that Smith has another friend, 

Brown, of whose whereabouts he is totally ignor-

Notes 

Plato seems to be considering some such definition at 

Theaetetus 201, and perhaps accepting one at Meno 

98. 
2 Roderick M. Chisholm, Perceiving: A Philosophical 

Is Justified True Belief Knowledge? 

ant. Smith selects three place names quite at 

random and constructs the following three propo
sitions: 

(g) Either Jones owns a Ford, or Brown is in 
Boston. 

(h) Either Jones owns a Ford, or Brown is in 
Barcelona. 

(i) Either Jones owns a Ford, or Brown is in 
Brest-Litovsk. 

Each of these propositions is entailed by (f). 

Imagine that Smith realizes the entailment of 

each of these propositions he has constructed by 

(f), and proceeds to accept (g), (h), and (i) on the 

basis of (f). Smith has correctly inferred (g), (h), 

and (i) from a proposition for which he has strong 

evidence. Smith is therefore completely justified in 

believing each of these three propositions. Smith, 

of course, has no idea where Brown is. 
But imagine now that two further conditions 

hold. First, Jones does not own a Ford, but is at 

present driving a rented car. And second, by the 

sheerest coincidence, and entirely unknown to 

Smith, the place mentioned in proposition (h) 
happens really to be the place where Brown is. If 
these two conditions hold, then Smith does not 

know that (h) is true, even though (•) (h) is true, 
(ii) Smith does believe that (h) is true, and (iii) 

Smith is justified in believing that (h) is true. 

These two examples show that definition (a) 

does not state a sufficient condition for someone's 

knowing a given proposition. The same cases, with 

appropriate changes, will suffice to show that 
neither definition (b) nor definition (c) do so 

either. 

Study (Ithaca, NY: Cornell University Press, 1957), 

p. 16. 
3 A. J. Ayer, The Problem of Knowledge (London: Peli

can, 1976). 

I 
'la. 
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A Proposed Definition of 
Propositional Knowledge 

Peter Klein 

The developmen[ of a satisfactory definition of 
propositional knowledge is es.o;ential if an adequate 
theory of knowledge is to become possible. This 
task becomes all the more urgent because the 
anem1)[ to de\/Clop such a definition of proposi
tional knowledge w1thin the traditional threefold 
c:ondirions (rrue, evident or jmrified, belief) 
has ret:ently been i;erious!y i;:hallenged, and every 
subsequent attempt to meet this Challenge has 
failed. 1 

' I wish to put forth a defimtiQn of propos1tiun.d 
knowledge and defend it. I think this definition 
does make a satisfatory eJlistemology possible 
because It remains neutral in the conflict 
between various ri,.·al ~ theories- 2 

Neutrality is an essential feature, for if one theory 
were to claim that a cenain type of proposition 
is not a proper object of knowledge, and 
another theory w1,:re to argue diai: such a pro
position is a proper object of knowledge, both 
theories must mean the same thing by proposi
tional knowledge if their disagreemenl is to be 
genuine. 

Although I believe the proposed definition does 
accomplish wha1 such a defimtion should, 1t does 
not do everything that some may have v.ished. It 
cannot em:ompass all our uses of"S knows th:a p," 
simply because that npress:ion functions in so 
many11arrousways. 

The rele,·an1 use th:n I am seek111g to define 
occurs m the following paragraph quoted frum 
Tlieury uj Knuwiu«e by Chisholm: 

Originally published in The .Joumaf of Phl/oscJplly68, 16 
(1971), pp. 471-82. 

In Plato's dialogue, lhe Meno, Socrates remal'b: 
"That there is a difference between right opin
ion and lmuwh:dge is not at all a conjecture with 
me bur some1hing I would particularly assert 
that I l::now. There are not many things of 
which I would say that, but this one, al any 
rate, I will include among tho.'iC thac I know." 
[97C] The distinction would seem to be 
obviowi. If one has knowledge, then one also 
has right or true opinion. Bui the converse is 
not true: one may have right or true opinion 
withour ha,·ing lmuwledge. Thus, we may guess 
correctly today, and therefore, have true opin
ion, but not l::now until lomorrow. Or we 
ma)' have true opinion and never l::now at all. 
(p. S) 

Ernest So:ia quotes Russell as sa)·mg; 

It is very easy ..• to give examples of true beliefs 
that are not knov.ledge. There is the man who 
looks at a clock which is not going though he 
thinks it is and who happens to look at it at the 
moment when it is righl; this man acquires a 
true belief about the time of the day but cannot 
be said to have knowledge {"Propositional 
Knowledge," 33/4) 

I cite these examples 1101 only to illustrate the 
relevant use of "S knows thac p," but also ro 
underscore the point dial propositional knowledge 
must not be equated wirh &:cidentaUy correct 
belie[ 

The traditional anal)·sis of this relevant concept 
of knowledge is: 



S knows that p iff 

(1) p is true, 
(2) S believes p, 
(3) p is evident to S. 

There are counterexamples co the traditional 
definition, but before discussing them it is neces
sary to make a few comments on the third con-

·'dition of the traditional definition of knowledge. 
Chisholm says that p is evident to S if (a) it is more 
reasonable for S to believe p than to withhold 
belief in p, and (b) there is no proposition i such 
that it is more reasonable for S to believe i than it is 

f9r him to believe p.3 The second condition is 
necessary in order to distinguish evident proposi
tions from reasonable ones. It would be a reason
able but not evident belief that the next item I pick 
from my pocket will be a Lincoln-head penny if I 
believe that I have only fifty items in my pocket, 
forty-nine Lincoln-head pennies and one Indian
head penny. Among the evident propositions 
would be "the probability is . 98 that the next 
coin will be a Lincolp-head penny" and "the 
next item will be roughly round and copper-

colored. "4 
• 

A proposition would be justified or evident for S 
if the standard warranting criteria held and if S 
had no reason to believe that the situation was 
abnormal. For example, S would be justified in 
believing that it was 5 p.m. if his watch indicated 
that time, he knew that it had been reliable in the 
past, and he remembered winding it recently and it 
appeared to be running. But suppose that it is 5 
p.m., but also that the watch had not worked for 24 
hours (the second hand moved when S turned his 
wrist to look at the watch); S would not know that 
it was 5 p.m. even though that belief was true and 
evident. 

In order to illuminate the nature of this counter
example, consider a case in which S has a true, but 
rtot evident, belief. Suppose S believes, correctly, 
that the card which he has not examined and 
which he just picked at random from a full deck 
of cards is the six of spades. He believes that 
because the last time he selected the six of spades. 
His true belief that it is the six of spades is not 
certifiable as knowledge because, given his evid
ence and the way in which he picked the card and 
the fact that there are fifty-two cards in a deck, it; 
could just as easily have been any other card. The 
evidence S had is not sufficient to "grant entitle
ment" to knowledge, as Sosa puts it. 5 

• 

A Definition of Propositional Knowledge 

For the same reason the example just mentioned 
is a counterexample to the definition of knowledge 
as true, evident belief. It is merely a coincidence 
that S's belief is correct that it is 5 p.m. Of course 
normally, the evidence S has would be sufficient to 
certify his belief as knowledge, and he would be 
entitled to claim that he knew it was 5 p.m. I will 
return later to the distinction between those times 
when S is entitled to claim that he knows and those 
times when he does know. What is important here 
is that in these special circumstances it is merely a 
felicitous coincidence that his belief is correct. 
This could be formulated in terms of a general 
principle which I will call the felicitous-coincidence 
principle: if S's evidence for p and a description of 
some of the particular circumstances in which S 
believes that p are such that it would not be reason
able to expect that p is true (based upon S's evid
ence), even if p is true, S does not know p. 
Consequently, we might tentatively assert that 
S's evidence for his belief that p is not sufficiently 
strong to certify his belief as knowledge if there is 
some fact which, were S to become aware of it, 
ought to cause S to retract his knowledge claim. 

It may be thought that the felicitous-coin-
. c\dence principl~ could be satisfied by restricting 
the set of propo'sitions that renders p evident. The 
accidentally correct, evident beliefs would become 
uncertifiable as knowledge because of some defect 
in these propositions. For example, it could be 

stipulated that the set may neither contain a false 
proposition nor render evident any false proposi
tion. 6 This surely is an improvement; it would 
dispose of the counterexample developed above 
because that set does render evident the false pro
position that the watch has been running since it 
was last wound. 

There are, however, additional counterexamples 
to this strengthened definition which reveal that 
the restrictions remain too weak. Ernest Sosa 
("Two Conceptions of Knowledge") develops 
one which I will modify. Suppose that S has 
been working in an office next to Tom Grabit's 
office for many years and has often spoken infor
mally with Tom, but does not know anything at all 
about Tom's personal life. One day he sees what 
he takes to be Tom stealing a library book. S would 
be justified in believing that Tom did steal the 
book and he is correct. But, unbeknown to S, 
Tom has an identical twin who was in town in 
the library on the day in question. Further, Tom 
has never stolen a book from the library and Buck, 
Tom's twin, iii a kleptomaniac who steals books 
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mally with Tom, but does not know anything at all 
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the library on the day in question. Further, Tom 

has never stolen a book from the library and Buck, 

Tom's twin, is a kleptomaniac who steals books 
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quite often. Although S has a true and evident 
belief that Tom stole the book, it can hardly be 
certified as knowledge, because, given S's evidence 
and the particular circumstances, it is simply a 
lucky coincidence that he is correct. The felici
tous-coincidence principle is at work here. 

This is a counterexample to the improved tradi
tional definition, because in this case there is no 
false proposition rendered evident to S.7 That is, S 
has no r~ason to believe anything at all about Bu~k: 
It is not even reasonable for l!im to believe that 
Tom does not have a twin brother, although it 
would be reasonable for him to believe that it is 
highly probable that Tom does not have a twin 
brother. But the latter is not false. 

The ' improved definition remains too weak 
because it is concerned only with the defeat of a 
knowledge claim by those false propositions ren
dered evident to S; whereas there are occasions 
when S's true evident belief fails to be knowledge 
for reasons that Shad no way of anticipating. To 
return to the felicitous-coincidence principle, if 
there is a'!)! circumstance such that, given S's 
evidence for p, it is not reasonable to expect that 
p is true (given S's evidence), even if p is true, S 
does not know that p. The circumstances men
tioned in the principle need not be circumstances 
about which S has any evident beliefs. To put the 
principle in a slightly different manner: If there is 
any true proposition d such that it and S's evidence 
for p would make it unreasonable to expect that p is 
true, S does not know p. 

Based upon these considerations, the definition 
I propos_!U,s_as_follows: 

S knows that p at t1 if and only if 

(i) p is true; 
(ii) S believes p at t1; 
(iii) p is evident to S at t1; 
(iv) there is no true proposition such that if 

it became evident to S at t1 p would no 
longer be evident to S. 

The first three conditions (iHiii) have been called 
the "traditional" conditions, and I will continue so 
to refer to them. In what follows I will assume that 
they are necessary conditions of knowledge. For 
the sake -uf simplicity I will refer to a true proposi
tion such that if it became evident to S, p would no 
longer be evident to S as a disqualifYing proposition. 

Now several points about the proposed defini
tion become immediately obvious. First, (i) follows 

from (iv) and is therefore no longer required as a 
condition. For if p were false, there would be a 
disqualifying proposition, namely "" p, and hence, 
if S knows that p, p must be true. In fact, if one 
assumes that S believes those· things which are 
evident, (ii) and (iii) are implied by (iv), for (iv) 
asseris that p is already evident to S, and, if it were, 

' S would believe p. But for the sake of the argument 
in this paper, I will continue to use (i), (ii), and (iii) 
as separate conditi</ns of propositional knowledge 
because it is condition (iv) that is probably most 
suspect,. and in defendin~'it I cannot assµme what 
follows from it. ) · 

A few more comments about the third i:ond~ 
tion. lrl spite of its ugliness I will use the expres
sion "the evidency of p." A proposition is evident 
to S at t1 ~it is more reasonable for S to believe p 
at t1 (given his evidence for it) than to withhold 
belief in p and there is no more reasonable propo
sition for S to believe at t1. A proposition may be 
evident yet false. It may be evident to S1 but fail to 
be evident to S2, because S1 knows something that 
S2 does not know, for example. In that sense 
evidency is person-relative, but it is person-neutraL 
in the sense that, whatever makes p evident to S1, 
that and that alone would make p evident to S2.
Evidency cannot be defined in a more specific
manner because the conventions of evidency will 
vary depending upon the nature of p. 

But what of counterexamples? Let us look first 
at those which attack the definition for being too 
weak. None of the counterexamples discussed so 
far work against this definition, for in each case 
there is a disqualifying proposition: "The watch is 
not working now" and "Tom, who has never 
before stolen a book, has an identical twin, klepto
maniac brother, Buck, who was in the library on 
the day in question." In other words, what sho~ 
that S does not have knowledge in each of the 
previous cases is a true proposition describing tiii:_ 
circumstances mentioned in the felicitous-coinci-
dence principle. If the proposed conditions of ___ _ 
knowledge are too weak, it must be possible for S 
to fail to know that p even though the four condi
cions are fulfilled. But if p is evident to S and yet S 
does not know that p, there must be some true--
proposition d which shows that in this case the
evidence s has for p is insufficient to warr~t 
certification of S's belief as knowledge. The .. !~ 
proposition d would disqualify S's belief as knowl
edge only if it were such as to make p no longer
evident (given S's evidence alone), and, because of 
the person-n~utral character of evidency, d would 



be such that if it became evident to S, p would no 
· longer~ evident. Hence, there can be no counter

examples to show that the definition is too weak. 
A purported counterexample showing that the 

conditions are too strong would have to show that 
S knows that p even though there is a disqualifying 
proposition. However, as a·-rough and ready-reply 
it could be pointed out that if there were such a 
disqualifying proposition, p would no longer be 
evident to the giver of the counterexample, G, 
and hence the giver of the counterexample would 
find himself in the absurd position of claiming that 
S knows· that p but he himself does not know that p. 

I said a moment ago that this was a rough and 
ready reply, but the situation is more complicated 
than I just implied. The 3bove response is valid 
only if the disqualifying proposition d is a disqual
ifying proposition for both S and G. If it were, 
then, of course, if d were evident to G, p would no 
longer be evident to him, and hence he could no 
longer claim that S knows that p, implying that he 
knows that p and, therefore that p is evident to 
him. But suppose that d is not a disqualifying 
proposition for both S and G, but only for S. 
Ought we still assert that S knows that p? Consider 
the following case. Suppose that the gas tank of S's 
car is one-fourth full and that S sees that his gas 
gauge reads "1/4," remembers that the gauge has 
been reliable in the past, and consequently believes 
that the tank is one-fourth full. The three tradi
tional conditions of knowledge are fulfilled. Now 
let us suppose that the giver of the counterex
ample, G, knows that the gauge is not working, 
but that he has sufficiently strong evidence, which 
S does not have, so that the claim that the tank is 
one-fourth full remains evident to him. He may 
have checked the gas in the tank through some 
other method. Now, since S does not have this 
additional evidence, the disqualifying proposition 
d, "the gas gauge is not working properly" would 
serve as a disqualifying proposition for S but not 
for G. Now G must maintain in spite of d that S 
knows that the tank is empty. That is, the giver of 
the counterex11mple must believe that there is a 
disqualifying proposition d, for S, but not for 
him, which is such that S still knows that the 
tank is empty. Is G correct? 

In some sense of"know," S does know that the 
tank is one-fourth full. He "knows," but for the 
wrong reasons. But in the relevant sense, he does 
not know because he only happens to have a true 
belief and it is merely an accident (in this case) that 
his belief is correct. According to the felicitous-
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coincidence principle, S does not know that the 
tank was one-fourth full. Of course any given 
disqualifying proposition d need not disqualify all 
of S's evidence as it does in this case in order to 
make p no longer evident to S. Then d would not 
make accidental the connection between all of S's 
evidence for p and ·p, but, ,if the evidence that d 
does disqualify is .. essential 'for the evidency of p to 
S, then the connection between the remaining 
evidence and the truth of p becomes insufficiently 
strong to certify his belief as knowledge. He would 
no doubt retract p if d were to become evident to 
him. If d disqualified an essential part of the evid
ence for p that S has, S would not know that p. On 
the other hand, if d does not disqualify an essential. 
part of the evidence S has for p, then it would not 
be a disqualifying proposition as defined. 

In spite of what I have just claimed, namely, 
that if the disqualifying proposition were such that 
it disqualified something essential, S would not 
know that p, it may be thought that there might 
still be some counterexamples lurking here. I 
would like to deal with one possible counterex
ample, the strongest that I know of, in order to 
reinforce the above quite general argument to 
show that the defmition is not too strong. 

Consider Mr Jones, who goes to the house of an 
acquaintance M for the first time. He sees some 
flowers on the mantelpiece, and throughout the 
evening the various guests and M comment on 
the flowers. Their comments cohere. Later, Mr 
Jones discovers that M is a magician and 
delights in fooling his guests by creating some 
extremely cleverly devised illusions of flowers 
on a mantel. Suppose further that on the night 
in question M was not up to his old tricks. In 
this example p1 is "there are flowers on the 
mantel" and d1 is "Mis a magician."8 

Now, what about this case? Did Jones know P1? 
First, let me point out that our intuitions are likely 
to diverge here, because this is so artificial and 
unusual a case. 

We might believe that Jones did know that P1. 
Our argument would run as follows: proposition d1 
does not disqu;tlify Pi; it does so only in conjunc
tion with d1 ',where d1' equals "M was up to his 
old tricks last night"; d1 ' is made evident by d1. But 
d1' is false; hence the conjunction d1' · d1 is false, 
and there is no proposition that is both true and 
evident and disqualifies p1• Hence the definition is 
upheld, and this is not a counterexample, because 
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Jones knew P1 and there is no disqualifying propo
sition. 

This response is incorrect, however, because d1 
does justify a proposition that is both true and 
evident and does disqualify Pt. namely, d1": "d1' 
is highly probable." If it became evident to Jones 
that it was highly probable that M was up to his 
old tricks, then it would no longer be evident to 

him that there were flowers on the mantel. Hence 
this is not a counterexample, because the fourth 
condition is not fulfilled and Jones does not know 
thatp1. 

But suppose that someone were to claim that 
Jones did know that P1 even though d1" is a dis
qualifying proposition for Pi. Would he be cofrect? 
I think not; for what d1" asserts is that, in this 
particular case, even though the standard criteria 
hold, they are not reliable. Therefore this example 
is not essentially different from many of the cases 
presented earlier. In those cases the reason why the 
subject's belief was not certifiable as knowledge 
was simply that, although the standard warranting 
criteria held, in those particular cases the criteria 
were not reliable. The felicitous-coincidence prin
ciple again holds. 

If one were to insist that Jones did know Pi. 
even though there is a disqualifying proposition, 
one would not only have to reject the felicitous
coincidence principle; one would also be forced to 
accept the following rather awkward result: Jones . 
did know P1 before d1" became evident,>he no 
longer knew p1 after it became evident (because p 
was no longer evident), and then, finally, he knew 
p1 again after it became evident that M was not up 
to his old tricks. A much more plausible rendering 
of the situation is this: Jones would have been 
justified in asserting that he knew that P1 (although 
he would have been mistaken) before d1" became 
evident to him; after it became evident he would 
have been justified in asserting that he did not 
know P1 (and he would be correct); and finally, 
after he learned that M was not up to his old tricks, 
he would be justified in assertin"g he knew P1 (and 
he would be correct). There are many occasions 
when we are entitled to claim that we know that p, 
although we later find out we were mistaken, for it 
would seem that we are entitled to claim that we 
know that p whenever we believe p and are justi
fied in believing that the standard warranting cri
teria for judgments like p are fulfilled and are 
justified in believing that the situation is not 
abnormal. But of course we may be entitled to 
claim that we know that p and be mistaken in the 

claim, if either the standard criteria do not hold or 
the particular situation is not such that the 
standard criteria are sufficient warranting 
criteria.9 

It would seem that those who insist that Jones 
knew that P1 before d1" became evident fail to 
distinguish between those occasions when S is 
entitled to claim that he knows that p and those 
occasions when such a claim is correct. His claim 
would be correct only when the four necessary 
conditions of knowledge were fulfilled. 

I said earlier that a good definition of proposi
tional knowledge would have to remain neutral 
with regard to the disputes among rival epistemo
logical theories; and it may be thought that the 
fourth condition is so strong that it prejudices the 
issues in favor of one or another form of skepti
cism. Some may believe that the definition is so 
strong that: 

I. If the definition were accepted, S could never 
know thatp, because S could never know that 
the fourth condition was fulfilled. 

II. If the definition were accepted, S would not 
be warranted in asserting that he knew that p, 
because S would never be warranted in 
asserting that the fourth condition held. 

III. If the definition were accepted, it would 
never be true that S knows that he knows 
that p because he could never know that the 
fourth condition held. 

Now if any one of these forms of skepticism were 
iinplied by the definition, it would lose its neutral
ity and, hence, would not be acceptable. The defi
nition must allow for the forms of skepticism 
involved in I, II, and III, but it ought not to 
imply them. 

In reply to I, let me simply point out that the 
fourth condition is not "S knows that there is no 
disqualifying proposition." S can know that p 
without knowing - or for that matter, without 
even considering-.. whether there are any disquali
fying propositions. The condition merely asserts 
that his evidence must be such that there are no 
disqualifying propositions. A person supporting 
the skeptical position of I-type must show that 
for some reason there is always a disqualifying 
proposition for any particular type of proposition 
which he held was not a possible object of know
ledge. 

In reply to II, it must be pointed out that S 
would be warranted in asserting or believing that 
he knew that p, if it is evident to him that there is 



no disqualifying proposition for p. Although that is 
never beyond any conceivable doubt, on many 
occasions it would be beyond any reasonable 
doubt. Those are the occasions mentioned earlier 
when S is entitled to claim that he knows that p. A 
skeptic supporting the position involved in II 
would have to show that there never are such 
occasions. 

Finally, the statement "S knows that he knows 
that p" would .be true whenever the following are 
true: 

1' "S knowS' that p" is true; (see reply to I) 
2' S believes that he knows that p; 
3' "S knows that p" is evidentto S; (see reply to II) 
4' There is no disqualifying proposition for "S 

knows that p." 

It seems quite clear that these conl:litions could be 
fulfilled; or rather, the definition itself does not 
rule out the possibility that these conditions are 
fulfilled. 

I said earlier that any good definition of know
ledge would have to be acceptable to all the rival 
epistemological theorists, and I have just shown 
that mine would be acceptable to three forms of 
skepticism and their rivals. I cannot show that it 
will be acceptable to all of the other rivals, but I 
can at least make this claim more plausible if I can 
show my definition to be acceptable to Descartes 
and his critics, since the differences there seem to 
be about as serious as possible. 

The Cartesians believe that it is possible to 
legitimately question what we ordinarily take to 
be evident claims, for example, that there is now 
a piece of paper in front of me. These are dubit
able, not because we have some evidence against 
any particular such claim, but because our meth
ods of determining whether such propositions are 
true or false are themselves in need of confirma
tion. The anti-Cartesians, on the other hand, argue 
that the methods are adequate. Now I do not wish 
to get involved in the particular disputes between 

Notes 

One series of discussions is: Edmund Gettier, "ls 
Justified True Belief Knowledge?", this vol., ch. 7; 
Roderick M. Chisholm, Theory of Knowledge (Engle
wood Cliffs, N.J.: Prentice-Hall, 1966), p. 23. fn 22; 
John Pollock, "Chisholm's Definition of Know
ledge," Philosophical Studies XIX, 5 (October 1968), 
pp. 72--6. Another series is Ernest Sosa, "Pr~osi-
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Descartes and his critics. Nor do I wish to detail 
the claims of each rival epistemology. But I do 
want to show that, given this proposed definition 
of propositional knowledge, the issue can be joined 
and perhaps settled. 

Cartesian doubt, in its strong form, must grant 
that a certain proposition p is evident, given all the 
standard tests for p, but yet it must maintain that it 
remains possible to doubt that we know p. 
Whereas the anti-Cartesians seem to be maintain
ing that, if p is evident as a result of all the 
standard tests being applied to p, then it becomes 
gratuitous to doubt that we know that p. 

- The issue, then, can be put as follows: Is there a 
disqualifying proposition for all those propositions 
which we ordinarily take to be beyond doubt true? 
Will, for example, any of the following serve as a 
disqualifying proposition? 

1. Perhaps I am dreaming now. 
2. I have been deceived before, so perhaps I am 

being deceived now. 
3. Something other than material objects may be 

causing our perceptions, for example, an evil 
genius. 

4. Perhaps I am mad. 

Now, as I mentioned above, I do not propose to get 
involved at this time in the dispute over the truth 
of any of the above propositions. What I wish to 
point out is that the proposed definition of pro
positional knowledge does not prejudge the issue 
at all, in favor of either the Cartesians or the anti
Cartesians. In fact, it clarifies the issues by focus
ing attention on the considerations surrounding 
the possibility of the existence of such a disqual
ifying proposition. 10 

The definition of propositional knowledge that I 
have proposed seems to meet all the necessary 
conditions of any such attempt and, in addition, 
seems to provide a procedure for evaluating vari
ous epistemological theories. 

tional Knowledge," Philosophical Studies XX, 3 (April 
1969), pp. 33-43; Keith Lehrer and Thomas Paxson, 
Jr., "Knowledge: Undefeated Justified True Belief," 
The Journal of Philosophy LXVI, 8 (24 April 1969), 
pp. 225-37; Sosa, "Two Conceptions of Knowl
edge," The Journal of Philosophy LXVII, 3 (12 Feb. 
1970), pp. 59-68. 
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2 By "an epistemological theory" I mean a set of beliefs 
· concerning the types of propositions that can (or 
cannot) be known. 

3 Chisholm, Theory of Knowledge, p. 22. Implicit in the 
concept of evidency or justification used by Chisholm 
and the other writers concerned with the adequacy of 
the traditional definition is the notion of a set of 
propositions with relative degrees of reasonableness 
relevant to some evidence. This concept of justifica
tion, although sufficient for elucidating the justifica
tion of empirical propositions and adequate for the 
purposes of this essay, must be amended if analytic 
propositions are to be counted as evident. At some 
time I intend to explore the evidency of analytic 
propositions, but it is the class of nonanalytic pro
positions that has proved troublesome to the tradi
tional definition of knowledge and it is those 
difficulties with which this article is concerned. 

4 I am indebted to the editors of the :Journal of Philo
sophy for pointing out a mistake in an earlier version 
of this paper; I had failed to note the compatibility of 
its being more reasonable for S to believe p than to 
withhold belief and its being more reasonable to 
believe ; than p. 

S "Two Conceptions of Knowledge," p. 62. 
6 Two such attempts to improve the traditional defini

tion were made by Sosa, "Propositional Knowledge," 
and Lehrer and Paxson, "Knowledge." 

7 It may be thought that there is one fillse proposition 
rendered evident by the propositions which render it 
evident that Tom Grabit stole the book, i.e., S knows 
that Tom stole the book. If this were the case, not 
only would it appear to trivialize the improved tradi
tional definition, but also any other proposed fourth 
condition would fail to explicate the concept of 
knowledge for the definition would become merely 
"S knows that p if it is not false that S does not know 
that p." However, whatever renders p evident to S 
would not, by itself, render it evident that he knows 
p, because it would not render it evident to S that he 
believes p. That is, a proposition may be evident for S 
without S believing that it is. If it is evident to S, this 
means that it would be more reasonable for him to 
believe than withhold belief; but, of course, he may 
not believe that p. 

8 A counterexample similar to this one was suggested 
to me both by A. J. Ayer and by Marc Cohen. 

9 Lehrer and Paxson present and dismiss a definition 
of knowledge similar to the one developed here. 
They reject the definition because of a counterex
ample similar to the Jones case. 

Suppose I see a man walk . into the library and 
remove a book from the library by concealing it 
beneath his coat. Since I am sure the man is Tom 
Grabit, whom I have often seen before when he 
attended my classes, I report that I know that Tom 
Grabit has removed the book. However, suppose 
further that Mrs Grabit, the mother of Tom, has 
averred that on the day in question Tom was not in 
the library, indeed, was thousands of miles away, and 
that Tom's identical twin brother, Buck Grabit, was 
in the library. Imagine, moreover, that I am entirely 
ignorant of the fact that Mrs Grabit has said these 
things. The statement that she has said these things 
would defeat any justification I have for believing 
that Tom Grabit removed the book, according to our 
present definition of defeasibility. Thus, I could not 
be said to have nonbasic knowledge that Tom Grabit 
removed the book ("Knowledge," p. 228). 

But the situation is not quite that simple. I grant 
that it appears that this is a case of S's knowing, but 
I do not grant that the claim "Tom's mother 
said ... " is, by itself, sufficient to disqualify S's 
knowledge claim. If we couple what Tom's mother 
said with the proposition "what mothers say in 
situations like this is generally reliable," then, if 
the conjunction of the two propositions is a disqua
lifying proposition, S would not know that Tom 
stole the book. That is, if Tom's mother said that 
Buck stole the book and mothers' statements are 
generally reliable, it is only a felicitous coincidence 
that S's belief is correct. For if mothers" statements 
are generally reliable in these situations, it is highly 
probable that Buck, and not Tom, stole the book 
and it is merely a lucky coincidence that S's belief is 
correct because the propositions that render p evi
dent to S are equally compatible with the highly 
probable denial of p. 

IO Let me add that the dispute between the Cartesians 
and the anti-Cartesians could be viewed as a dis
agreement over whether the evidency of (iii) to S 
renders (iv) evident to S. 
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Selections from Thought 

Gilbert Harman 

Knowledge and Prohabiliry 

Tht lo11ery paradox 

Some philosophers argue thal we ne11cr simply 
believe anything that we du not take to be certain 
Instead we believe it to a greater or lesser degree; 
we assign ii a higher or lower "i;;ubjective pro
bability." If knowledge implies belief, on this 
view we never know anything that isn't absolutely 
certain. That conflicts with ordinary views about 
knowledge, since our degree of belief in some 
things we think we know is greater lhan our degree 
of belief in other things we think we know. 

We might counl as belie"ved anything whose 
"subjecti\le probability'" exceeds .99 But that 
would also conflict with ordinary views. W1: do 
not suppose that a man incunsistcntly believes of 
11:very participant in a fair loctery that the pamci
pant will lose, even though we suppose that the 
man assigns a subjective probabilitv greater than 
.99 to each person's losing. If ordinary views are lo 
be preserved, belief mus1 be distinguished from 
high degree of belief. 

A rule of inductive inference is sometimes called 
a "Tule of acceptance," since it tells us what we can 
accept (i.e., believe), given other beliefs, degrees of 
belief, etc. A purely probabilistic rule of acceir 
tance says that we may accept something if and 
llnly if its probability is greater than .99. 
Kyburg points out that such a rule leads to a 
"lottery parallax"' since it authorizes the accepl
ance of an inconsistent set of beliefs, each saying of 

Or1ginelly pu1J11snee1 m G. Herman. 111ought (Princeton: 

Pnnceton University Press, 1973). 

~:iicubr par1icipant in a loner)' that he will 

ltis truethatnocontrad1crwnar1ses1fconclu
sicms are added to the evidence on whose basis 
probabilities are calculated. Concluding that a par
ticular person will lose changes the e11idential 
probability that the nat person will lose. When 
there arc only 100 people left, we cannol infer the 
next person will lose, since the evidential probabil
ity ohhis no longer exceeds .99. But this does not 
eliminate paradox. The paradox is not just that use 
of a purely probabilistic rule leads to inconsislcnt 
beliefs. It is not 1Jbviously irrational lo have incon

sistent beliefs even when we know that they arc 
inconsistent. It ha.-i occasionally been suggested2 

that a rational man believes that he has at least 
some (other) fa1se beliefs. If so, it follows logically , 
that at least one thing he bclu:ves u false (if nothing 
else, then his belief that he has other false beliefs); 
a rational man will know that. So a rational 
man knows that al least 1Jnc thing he believes is 
false. Nevertheless it u paralloxical to suppose 
that we could rationally believe of every particip
ant in a lottery that he will lose; and it is just as 
paralloxical to suppose that we could rationally 
believe this of all but mo participants in a large 

lottery. 
The lottery paradllx can be avoided if a purel) 

probabilistic rule of acccplance is taken to be relev
ant not to the acceptance of various individual 
hypo1heses but rather to the set of whac we accept 
The idea is that the probability of the whole sel 
must exceed .99. We are free to choose among 
various hyporhese:<;; Sll}'mg that llne Ill' another par
ticipant in a loner)' loses as long as the probabild}" 
of the conjunction of all hypotheses accepted 
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remains above . 99. (The idea requires a distinction 
between what is simply accepted and what is 
accepted as evidence. If we could add new conclu
sions to the evidence, the lottery paradox would be 
generated as indicated in the previous paragraph.) 
However, although this version of a purely prob
abilistic rule does not yield the Iott~ paradox, it 
does not fit in with ordinary views, as I shall now 
argue. 

Gettier examples and probabilistic rules of 
acceptance 

In any Gettier example we are presented with 
similar cases in which someone infers h from 
things he knows, h is true, and he is equally just
ified in making the inference in either case. 3 In the 
one case he comes to know that h and in the other 
case he does not. I have observed that a natural 
explanation of many Gettier examples is that the 
relevant infer~nce involves not only the final con
clusion h but also at least one intermediate conclu
sion true in the one case but not in the other. And I 
have suggested that any account of inductive infer
ence should show why such intermediate conclu
sions are essentially involved in the relevant 
inferences. Gettier cases are thus to be explained 
by appeal to the principle 

P Reasoning that essentially involves false con
clusions, intermediate or final, cannot give one 
knowledge. 

It is easy to see that purely probabilistic rules of 
acceptance do not permit an explanation of Gettier 
examples by means of principle P. Reasoning in 
accordance with a purely probabilistic rule 
involves essentially only its final conclusion. 
Since that conclusion is highly probable, it can be 
inferred without reference to any other conclu
sions; in particular, there will be no intermediate 
conclusion essential to the inference that is true in 
one case and false in the other. 

For example, Mary's friend Mr Nogot con
vinces her that he has a Ford. He tells her that 
he owns a Ford, he shows her his ownership certi
ficate, and he reminds her that she saw him drive 
up in a Ford. On the basis of this and similar 
evidence, Mary concludes that Mr Nogot owns a 
Ford. From that she infers that one of her friends 
owns a Ford. In a normal case, Mary might in this 
way come to know that one of her friends owns a 
Ford. However, as it turns out in this case, Mary is 

wrong about Nogot. His car has just been 
repossessed and towed away. It is no longer his. 
On the other hand, Mary's friend Mr Havir does 
own a Ford, so she is right in thinking that one of 
her friends owns a Ford. However, she does not 
realize that Havir owns a Ford. Indeed, she hasn't 
been given the slightest reason to think that he 
owns a Ford. It is false that Mr Nogot owns a 
Ford, but it is true that one of Mary's friends 
owns a Ford. Mary has a justified true belief that 
one of her friends owns a Ford but she does not 
know that one of her friends owns a Ford. She 
does not know this because principle P has been 
violated. Mary's reasoning essentially involves the 
false conclusion that Mr. Nogot owns a Ford.4 

But, if there were probabilistic rules of accept
ance, there would be no way to exhibit the rele
vance of Mary's intermediate conclusion. For 
Mary could then have inferred her final conclusion 
(that one of her friends owns a Ford) directly from 
her original evidence, all of which is true. Mr 
Nogot is her friend, he did say he owns a Ford, 
he did show Mary an ownership certificate, she did 
see him drive up in a Ford, etc. If a purely prob
abilistic rule would permit Mary to infer from that 
evidence that her friend Nogot owns a Ford, it 
would also permit her to infer directly that one of 
her friends owns a Ford, since the latter conclusion 
is at least as probable on the evidence as the for
mer. Given a purely probabilistic rule of accept
ance, Mary need not first infer an intermediate 
conclusion and then deduce her final conclusion, 
since by means of such a rule she could directly 
infer her final conclusion. The intermediate con
clusion would not be essential to her inference, and 
her failure to know that one of her friends owns a 
Ford could not be explained by appeal to 
principle P. 

A defender of purely probabilistic rules might 
reply that what has gone wrong in this case is not 
that Mary must infer her conclusion from some
thing false but rather that, from the evidence that 
supports her conclusion, she could also infer some
thing false, namely that Mr Nogot owns a Ford. In 
terms of principle P, this would be to count as 
essential to Mary's inference any conclusion the 
probabilistic rule would authorize from her start
ing point. But given any evidence, some false con
clusion will be highly probable on that evidence. 
This follows, e.g., from the existence of lotteries. 
For example, let s be a conclusion saying under 
what conditions the New Jersey State Lottery was 
most recently held. Let q say what ticket won the 



grand prize. Then consider the conclusion, not 

both sand q. Call that conclusion r. The conclusion 
r is highly probable, given evidence having nothing 
to do with the outcome of the recent lottery, but r 

is false. If such highly probable false conclusions 
were always considered essential to an inference, 
Mary could never come to know anything. 

The problem is that purely probabilistic consid
erations do not suffice to account for the peculiar 
relevance of Mary's conclusion about Nogot. Var
ious principles might be suggested; but none of 
them work. For example, we might suspect that 
the trouble with r is that it has nothing to do with 
whether any of Mary's friends owns a Ford. Even 
if Mary were to assume that r is false, her original 
conclusion would continue to be highly probable 
on her evidence. So we might suggest that an 
inferable conclusion t is essential to an inference 
only if the assumption that t was false would block 
the inference. That would distinguish Mary's rele
vant intermediate conclusion, that Nogot owns a 
Ford, from the irrelevant conclusion r, since if 
Mary assumed that Nogot does not own a Ford 
she could not conclude that one of her friends 
owns a Ford. 

But again, if there is a purely probabilistic rule 
of acceptance, there will always be an inferable 
false t such that the assumption that it is false 
would block even inferences that give us 
knowledge. For let h be the conclusion of any 

inference not concerned with the New Jersey Lot
tery and let r be as above. Then we can let t be the 
conjunction h (S r. This t is highly probable on the 
same evidence e on which h is highly probable; t is 
false; and h is not highly probable relative. to the 
evidence e (S (not t). Any inference would be 
undermined by such a t, given a purely probabil
istic rule of acceptance along with the suggested 
criterion of essential conclusions. 

The trouble is that purely probabilistic rules are 
incompatible with the natural account of Gettier 
examples by means of principle P. The solution is 
not to attempt to modify P but rather to modify 
our account of inference. 

Knowledge and Explanation 

A causal theory 

Goldman suggests that we know only if there is the 
proper sort of causal connection between our belief 
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and what we know. 5 For example, we perceive that 
there has been an automobile accident only if the 
accident is relevantly causally responsible, by way 
of our sense organs, for our belief that there has 

been an accident. Similarly, we remember doing 
something only if having done it is relevantly 
causally responsible for our current memory of 
having done it. Although in some cases the fact 
that we know thus simply begins a causal chain 
that leads to our belief, in other cases the causal 
connection is more complicated. If Mary learns 
that Mr Havit owns a Ford, Havit's past owner
ship is causally responsible for the evidence she 
has and also responsible (at least in part) for 
Havit's present ownership. Here the relevant cau
sal connection consists in there being a common 
cause of the belief and of the state of affairs 
believed in. 

Mary fails to know in the original Nogot-Havit 
case because the causal connection is lacking. 
Nogot's past ownership is responsible for her evi
dence but is not responsible for the fact that one of 
her friends owns a Ford. Havit's past ownership at 
least partly accounts for why one of her friends 
now owns a Ford, but it is not responsible for her 
evidence. Similarly, the man who is told some
thing true by a speaker who does not believe 
what he says fails to know because the truth of 
what is said is not causally responsible for the fact 
that it is said. 

General knowledge does not fit into this simple 
framework. That all emeralds are green neither 
causes nor is caused by the existence of the parti
cular green emeralds examined when we come to 
know that all emeralds are green. Goldman han
dles such examples by counting logical connections 
among the causal connections. The belief that all 
emeralds are green is, in an extended sense, rele
vantly causally connected to the fact that all emer
alds are green, since the evidence causes the belief 
and is logically entailed by what is believed. 

It is obvious that not every causal connection, 
especially in this extended sense, is relevant to 
knowledge. Any two states of affairs are logically 
connected simply because both are entailed by 
their conjunction. If every such connection were 
relevant, the analysis Goldman suggests would 
have us identify knowledge with true belief, since 
there would always be a relevant "causal con
nection" betwet:n any state of true belief and the 
state of affairs believed in. Goldman avoids this 
reduction of his analysis to justified true belief by 
saying that when knowledge is based on inference 
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relevant causal connections must be "re
constructed" in the inference. Mary knows that 
one of her friends owns a Ford only if her infer
ence reconstructs the relevant causal connection 
between evidence and conclusion. 

But what does it mean to say that her inference 
must "reconstruct" the relevant causal connec
tion? Presumably it means that she must infer or 
be able to infer something about the causal con
nection between her conclusion and the evidence 
for it. And this suggests that Mary must make at 
least two inferences. First she must infer her ori
ginal conclusion and second she must infer some
thing about the causal connection between the 
conclusion and her evidence. Her second conclu
sion is her "reconstruction" of the causal connec
tion. But how detailed must her reconstruction be? 
If she must reconstruct every detail of the causal 
connection between evidence and conclusion, she 
will never gain knowledge by way of inference. If 
she need only reconstruct some "causal connec
tion," she will always know, since she will always 
be able to infer that evidence and conclusion are 
both entailed by their conjunction. 

I suggest that it is a mistake to approach the 
problem as a problem about what else Mary needs 
to infer before she has knowledge of her original 
conclusion. Goldman's remark about reconstruct
ing the causal connection makes more sense as a 
remark about the kind of inference Mary needs to 
reach her original conclusion in the first place. It 
has something to do with principle P and the 
natural account of the Gettier examples. 

Nogot presents Mary with evidence that he 
owns a Ford. She infers ·that one of her friends 
owns a Ford. She is justified in reaching that 
conclusion and it is true. However, since it is 
true, not because Nogot owns a Ford, but because 
Havit does, Mary fails to come to know that one of 
her friends owns a Ford. The natural explanation 
is that she must infer that Nogot owns a Ford and 
does not know her final conclusion unless her 
intermediate conclusion is true. According to this 
natural explanation, Mary's inference essentially 
involves the conclusion that Nogot owns a Ford. 
According to Goldman, her inference essentially 
involves a conclusion concerning a causal connec
tion. In order to put these ideas together, we must 
tum Goldman's theory of knowledge into a theory 

1 • of inference. 
As a first approximation, let us take his remarks 

about causal connections literally, forgetting for 
the moment that they include logical connections. 

Then let us transmute his causal theory of know
ing into the theory that inductive conclusions 
always take the form X causes Y, where 
further conclusions are reached by additional 
steps of inductive or deductive reasoning. In 
particular, we may deduce either X or Y from X 
causes Y. 

This causal theory of inferring provides the 
following account of why knowledge requires that 
we be right about an appropriate causal connec
tion. A person knows by inference only if all con
clusions essential to that inference are true. That 
is, his inference must satisfy principle P. Since he 
can legitimately infer his conclusion only if he can 
first infer certain causal statements, he can know 
only if he is right about the causal connection 
expressed by those statements. First, Mary infers 
that her evidence is a causal result ofNogot's past 
ownership of the Ford. From that she deduces that 
Nogot has owned a Ford. Then she infers that his 
past ownership has been causally responsible for 
present ownership; and she deduces that Nogot 
owns a Ford. Finally, she deduces that one of her 
friends owns a Ford. She fails to know because she 
is wrong when she infers that Nogot's past own
ership is responsible for Nogot's present owner
ship. 

Inference to the best explanatory statement 

A better account of inference emerges if we replace 
"cause," with "because." On the revised account, 
we infer not just statements of the form X causes Y 
but, more generally, statements of the form Y 
because X or X explains Y. Inductive inference is 
conceived as inference to the best of competing 
explanatory statements. Inference to a causal 
explanation is a special case. 

The revised account squares better with ordin
ary usage. Nogot's past ownership helps to explain 
Mary's evidence, but it would sound odd to say 
that it caused that evidence. Similarly, the detect
ive infers that activities of the butler explain these 
footprints; does he infer that those activities 
caused the footprints? A scientist explains the 
properties of water by means of a hypothesis 
about unobservable particles that make up the 
water, but it does not seem right to say that facts 
about those particles cause the properties of water. 
An observer infers that certain mental states best 
explain someone's behavior; but such explanation 
by reasons might not be causal explanation. 



Furthermore, the switch from "cause" to 

"because" avoids Goldman's ad hoc treatment of 
knowledge of generalizations. Although there is no 
causal relation between a generalization and those 
observed instances which provide us with evidence 
for the generalization, there is an obvious explana
tory relationship. That all emeralds are green does 
not cause a particular emerald to be green; but it 
can explain why that emerald is green. And, other 
things being equal, we can infer a generalization 
only if it provides the most plausible way to 
explain our evidence. 

We often infer generalizations that explain but 
do not logically entail their instances, since they are 
of the form, In circumstances C, X's tend to be Y's. 

Such generalizations may be inferred if they pro
vide a sufficiently plausible account of observed 
instances all things considered. For example, 
from the fact that doctors have generally been 
right in the past when they have said that someone 
is going to get measles, I infer that doctors can 
normally tell from certain symptoms that someone 
is going to get measles. More precisely, I infer that 
doctors have generally been right in the past 
because they can normally tell from certain symp
toms that someone is going to get measles. This is a 
very weak explanation, but it is a genuine one. 
Compare it with the pseudo-explanation, "Doctors 
are generally right when they say someone has 
measles because they can normally tell from certain 
symptoms that someone is going to get measles." 

Similarly, I infer that a substance is soluble in 
water from the fact that it dissolved when I stirred 
it into some water. That is a real explanation, to be 
distinguished from the pseudo-explanation, "That 
substance dissolves in water because it is soluble in 
water." Here too a generalization explains an in
stance without entailing that instance, since water
soluble substances do not always dissolve in water. 

Although we cannot simply deduce instances 
from this sort of generalization, we can often 
infer that the generalization will explain some 
new instance. The inference is warranted if the 
explanatory claim that X's tend to be Y's will 

explain why the next X will be Y is sufficiently 
more plausible than competitors such as interfering 

factor Qwill prevent the next Xfrom being a Y. For 
example, the doctor says that you will get measles. 
Because doctors are normally right about that sort 
of thing, I infer that you will. More precisely, I 
infer that doctors' normally being able to tell 
when someone will get measles will explain the 
doctor's being right in this case. The competing 
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explanatory statements here are not other explana
tions of the doctor's being right but rather expla
nations of his being wrong - e.g., because he has 
misperceived the symptoms, or because you have 
faked the symptoms of measles, or because these 
symptoms are the result of some other disease, etc. 
Similarly, I infer that this sugar will dissolve in my 
tea. That is, I infer that the solubility of sugar in 
tea will explain this sugar's dissolving in the pre
sent case. Competing explanations would explain 
the sugar's not dissolving - e.g., because there is 
already a saturated sugar solution there, because 
the tea is ice-cold, etc. 

Further examples6 

I infer that when I scratch this match it will light. 
My evidence is that this is a Sure-Fire brand 
match, and in the past Sure-Fire matches have 
always lit when scratched. However, unbeknownst 
to me, this particular match is defective. It will not 
light unless its surface temperature can be raised to 
six hundred degrees, which is more than can be 
attained by scratching. Fortunately, as I scratch the 
match, a burst ofQ:-radiation (from the sun) strikes 
the tip, raising surface temperature to six hundred 
degrees and igniting the match. Did I know that 
the match would light? Presumably I did not know. 

I had justified true belief, but not knowledge. On 
the present account, the explanation of my failure 
to know is this: I infer that the match will light in 
the next instance because Sure-Fire matches gen
erally light when scratched. I am wrong about that; 
that is not why the match will light this time. 
Therefore, I do not know that it will light. 

It is important that our justification can appeal 
to a simple generalization even when we have false 
views about the explanation of that generalization. 
Consider the man who thinks that barometers fall 
before a rainstorm because of an increase in the 
force of gravity. He thinks the gravity pulls the 
mercury down the tube and then, when the force is 
great enough, pulls rain out of the sky. Although 
he is wrong about this explanation, the man in 
question can come to know that it is going to rain 
when he sees the barometer falling in a particular 
case. That a man's belief is based on an inference 
that cannot give him knowledge (because it infers a 
false explanation) does not mean that it is not also 
based on an inference that does give him know
ledge (because it infers a true explanation). The 
man in question has knowledge because he infers 
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not only the stronger explanation involving gravity 
but also the weaker explanation. He infers that the 
explanation of the past correlation between falling 
barometer and rain is that the falling barometer is 
normally associated with rain. Then he infers that 
this weak generalization will be what will explain 
the correlation between the falling barometer and 
rain in the next instance. 

Notice that if the man is wrong about that last 
point, because the barometer is broken and is 
leaking mercury, so that it ~s just a coincidence 
that rain is correlated with the falling barometer in 
the next instance, he does not come to know that it 
is going to rain. 

Another example is the mad-fiend case. Omar 
falls down drunk in the street. An hour later he 
suffers a fatal heart attack not connected with his 
recent drinking. After another hour a mad fiend 
comes down the street, spies Omar lying in the 
gutter, cuts off his head, and runs away. Some 
time later still, you walk down the street, see 
Omar lying there, and observe that his head has 
been cut off. You infer that Omar is dead; and in 
this way you come to know that he is dead. Now 
there is no causal connection between Omar's 
being dead and his head's having been cut off. 
The fact that Omar is dead is not causally respons
ible for his head's having been cut off, since if he 
had not suffered that fatal heart attack he still 
would have been lying there drunk when the mad 
fiend came along. And having his head cut off did 
not cause Omar's death, since he was already dead. 
Nor is there a straightforward logical connection 
between Omar's being dead and his having his 
head cut off. (Given the right sorts of tubes, one 
might survive decapitation.) So it is doubtful that 
Goldman's causal theory of knowing can account 
for your knowledge that Omar is dead. 

If inductive inference is inference to the best 
explanatory statement, your inference might be 
parsed as follows: "Normally, if someone's head 
is cut off, that person is dead. This generalization 
accounts for the fact that Omar's having his head 
cut off is correlated here with Omar's being dead." 
Relevant competing explanatory statements in this 
case would not be competing explanations of 
Omar's being dead. Instead they would seek to 
explain Omar's not being dead despite his head's 
having been cut off. One possibility would be that 
doctors have carefully connected head and body 
with special tubes so that blood and air get from 
body to head and back again. You rule out that 
hypothesis on grounds of explanatory complica-

tions: too many questions left unanswered (why 
can't you see the tubes? why wasn't it done in the 
hospital? etc.). If you cannot rule such possibilities 
out, then you cannot come to know that Omar is 
dead. And if you do rule them out but they turn 
out to be true, again you do not come to know. For 
example, if it is all an elaborate psychological 
philosophical experiment, which however fails, 
then you do not come to know that Omar is dead 
even though he is dead. 

Statistical inference 

Statistical inference, and knowledge obtained from 
it, is also better explicated by way of the notion of 
statistical explanation than by way of the notion of 
cause or logical entailment. A person may infer 
that a particular coin is biased because that pro
vides the best statistical explanation of the 
observed fraction of heads. His conclusion explains 
his evidence but neither causes nor entails it. 

The relevant kind of statistical explanation does 
not always make what it explains very probable. 
For example, suppose that I want to know whether 
I have the fair coin or the weighted coin. It is 
equally likely that I have either; the probability of 
getting heads on a toss of the fair coin is l 12; and 
the probability of getting heads on a toss of the 
weighted coin is 6/10. I toss the coin 10,000 times. 
It comes up heads 4,983 times and tails 5,017. I 
correctly conclude that the coin is the fair one. You 
would ordinarily think that I could in this way 
come to know that I have the fair coin. On the 
theory of inference we have adopted, I infer the 
best explanation of the observed distribution of 
heads and tails. But the explanation, that these 
were random tosses of a fair coin, does not make 
it probable that the coin comes up heads exactly 
4,983 times and tails exactly 5,017 times in 10,000 
tosses. The probability of this happening with a 
fair coin is very small. If we want to accept the idea 
that inference is inference to the best explanatory 
statement, we must agree that statistical explana
tion can cite an explanation that makes what it 
explains less probable than it makes its denial. In 
the present case, I do not explain why 4,983 heads 
have come up rather than some other number of 
heads. Instead I explain how it happened that 
4,983 heads came up, what led to this happening. 
I do not explain why this happened rather than 
something else, since the same thing could easily 
have led to something else. 



To return to an example I have used elsewhere, 
you walk into a casino and see the roulette wheel 
stop at red fifty times in a row. The explanation 
may be that the wheel is fixed. It may also be that 
the wheel is fair and this is one of those times when 
fifty reds come up on a fair wheel. Given a fair 
wheel we may expect that to happen sometimes 
(but not very often). But if the explanation is that 
the wheel is fair and that this is just one of those 
times, it says what the sequence of reds is the 
result of, the "outcome" of. It does not say why 
fifty reds in a row occurred this time rather than 
some other time, nor why that particular series 
occurred rather than any of the 250-1 other pos
sible series. 

This kind of statistical explanation explains 
something as the outcome of a chance set-up. 
The statistical probability of getting the explained 
outcome is irrelevant to whether or not we explain 
that outcome, since this kind of explanation is 
essentially pure nondeterministic explanation. All 
that is relevant is that the outcome to be explained 
is one possible outcome given that chance set-up. 
That is not to say that the statistical probability of 
an outcome is irrelevant to the explanation of that 
outcome. It is relevant in this sense: the greater the 
statistical probability an observed outcome has in a 
particular chance set-up, the better that set-up 
explains that outcome. 

The point is less a point about statistical expla
nation than a point about statistical inference. I 
wish to infer the best of competing statistical 
explanations of the observed distribution of 
heads. This observed outcome has different statist
ical probabilities in the two hypothetical chance 
set-ups, fair coin or weighted coin. The higher 
this statistical probability, the better, from the 
point of view of inference (other things being 
equal). The statistical probability of an outcome 
in a particular hypothetical chance set-up is rele
vant to how good an explanation that chance set
up provides. Here a better explanation is one that 
is more likely to be inferable. For example, I infer 
that I have the fair coin. The statistical probability 
of 4,983 heads on 10,000 tosses of a fair coin is 
much greater than the statistical probability of that 
number of heads on 10,000 tosses of the weighted 
coin. From the point of view of statistical prob
ability, the hypothesis that the coin is fair offers a 
better explanation of the observed distribution 
than the hypothesis that the coin is biased. So 
statistical probability is relevant to statistical expla
nation. Not that there is no explanation unless 
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statistical probability is greater than 1/2. Rather 
that statistical probability provides a measure of 
the inferability of a statistical explanation. 

According to probability theory, if initially 
the coin is just as likely to be the fair one or the 
weighted one and the statistical probability of 
the observed outcome is much greater for the fair 
coin than for the weighted coin, the probability 
that the coin is fair, given the observed evidence, 
will be very high. We might conclude that the 
statistical probability of the observed outcome 
given the fair or weighted coin is only indirectly 
relevant to my inference, relevant only because of 
the theoretical connections between those statisti
cal probabilities and the evidential probabilities of 
d\e two hypotheses about the coin, given the 
observed evidence. But that would be to get things 
exactly backward. No doubt there is a connection 
between high evidential probability and inference; 
but, as we have seen, it is not because there is a 
purely probabilistic rule of acceptance. High prob
ability by itself does not warrant inference. Only 
explanatory considerations can do that; and the 
probability relevant to explanation is statistical 
probability, the probability that is involved in stat
istical explanation. It is the statistical probabilities 
of the observed outcome, given the fair and 
weighted coins, that is directly relevant to infer
ence. The evidential probabilities of the two 
hypotheses are only indirectly relevant in that 
they in some sense reflect the inferability of the 
hypotheses, where that is determined directly by 
considerations of statistical probability. 

Suppose that at first you do not know which of 
the two coins I have selected. I toss it 10,000 times, 
getting 4,983 heads and 5,017 tails. You infer that I 
have the fair coin, and you are right. But the 
reason for the 4,983 heads is that I am very good 
at tossing coins to come up whichever way I desire 
and I deliberately tossed the coin so as to get 
roughly half heads and half tails. So, even though 
you have justified true belief, you do not know that 
I have the fair coin. 

If statistical inference were merely a matter of 
infering son:iething that has a high probability on 
the evidence, there would be no way to account for 
this sort of Gettier example. And if we are to 
appeal to principle P, it must be a conclusion 
essential to your inference that the observed out
come is the result of a chance set-up involving the 
fair coin in such a way that the probability of heads 
is 112. Given a purely probabilistic rule, that con
clusion could not be essential, for reasons similar 
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to those that have already been discussed concern
ing the Nogot-Havit case. On the other hand, if 
statistical inference is inference to the best expla
nation and there is such a thing as statistical expla
nation even where the statistical probability of 
what is explained is quite low, then your conclu
sion about the reason for my getting 4,983 heads is 
seen to be essential to your inference. Since your 
explanation of the observed outcome is false, prin
ciple P accounts for the fact that you do not come 
to know that the coin is the fair coin e~n though 
you have justified true belief. 

Conclusion 

We are led to construe induction as inference to 
the best explanation, or more precisely as inference 
to the best of competing explanatory statements. 
The conclusion of any single step of such inference 
is always of the form Y because X (or X explains 
Y), from which we may deduce either X or Y. 
Inductive reasoning is seen to consist in a sequence 
of such explanatory conclusions. 

We have been led to this conception of induc
tion in an attempt to account for Gettier examples 
that show something wrong with the idea that 
knowledge is justified true belief. We have tried 
to find principles of inference which, together with 
principle P, would explain Gettier's deviant cases. 
Purely probabilistic rules were easily seen to be 
inadequate. Goldman's causal theory of knowing, 
which promised answers to some of Gettier's ques
tions, suggested a causal theory of induction: 
inductive inference as inference to the best of 
competing causal statements. Our present version 
is simply a modification of that, with explanatory 
replacing causal. Its strength lies in the fact that it 
accounts for a variety of inferences, including 
inferences that involve weak generalizations or 
statistical hypotheses, in a way that explains Get
tier examples by means of principle P. 

Evidence One Does Not Possess 

Three examples 

Example (1) 
While I am watching him, Tom takes a library 
book from the shelf and conceals it beneath his 
coat. Since I am the library detective, I follow him 
as he walks brazenly past the guard at the front 

door. Outside I see him take out the book and 
smile. As I approach he notices me and suddenly 
runs away. But I am sure that it was Tom, for I 
know him well. I saw Tom steal a book from the 
library and that is the testimony I give before the 
University Judicial Council. After testifying, I 
leave the hearing room and return to my post in 
the library. Later that day, Tom's mother testifies 
that Tom has an identical twin, Buck. Tom, she 
says, was thousands of miles away at the time of 
the theft. She hopes that Buck did not do it; but 
she admits that he has a bad character. 

Do I know that Tom stole the book? Let us 
suppose that I am right. It was Tom that took 
the book. His mother was lying when she said 
that Tom was thousands of miles away. I do not 
know that she was lying, of course, since I do not 
know anything about her, even that she exists. Nor 
does anyone at the hearing know that she is lying, 
although some may suspect that she is. In these 
circumstances I do not know that Tom stole the 
book. My knowledge is undermined by evidence I 
do not possess.7 

Example (2) 
Donald has gone off to Italy. He told you ahead of 
time that he was going; and you saw him off at the 
airport. He said he was to stay for the entire 
summer. That was in June. It is now July. Then 
you might know that he is in Italy. It is the sort of 
thing one often claims to know. However, for 
reasons of his own Donald wants you to believe 
that he is not in Italy but in California. He writes 
several letters saying that he has gone to San 
Francisco and has decided to stay there for the 
summer. He wants you to think that these letters 
were written by him in San Francisco, so he sends 
them to someone he knows there and has that 
person mail them to you with a San Francisco 
postmark, one at a time. You have been out of 
town for a couple of days and have not read any 
of the letters. You are now standing before the 
pile of mail that arrived while you were away. 
Two of the phony letters are in the pile. You are 
about to open your mail. I ask you, "Do you know 
where Donald is?" "Yes," you reply, "I know that 
he is in Italy." You are right about where Donald 
is and it would seem that your justification for 
believing that Donald is in Italy makes no 
reference to letters from San Francisco. But you 
do not know that Donald is in Italy. Your knowl
edge is undermined by evidence you do not as yet 
possess. 



Example (3) 
A political leader is assassinated. His associates, 
fearing a coup, decide to pretend that the bullet 
hit someone else. On nationwide television they 
announce that an assassination attempt has failed 
to kill the leader but has killed a secret service man 
by mistake. However, before the announcement is 
made, an enterprising reporter on the scene tele
phones the real story to his newspaper, which has 
included the story in its final edition. Jill buys a 
copy of that paper and reads the story of the 
assassination. What she reads is true and so are 
her assumptions about how the story came to be in 
the paper. The reporter, whose by-line appears, 
saw the assassination and dictated his report, 
which is now priqted just as he dictated it. Jill 
has justified true belief and, it would seem, all 
her intermediate conclusions are true. But she 
does not know that the political leader has been 
assassinated. For everyone else has heard about the 
televised announcement. They may also have seen 
the story in the paper and, perhaps, do not know 
what to believe; and it is highly implausible that 
Jill should know simply because she lacks evidence 
everyone else has. Jill does not know. Her know
ledge is undermined by evidence she does not 
possess. 

These examples pose a problem for my strategy. 
They are Gettier examples and my strategy is to 
make assumptions about inference that will 
account for Gettier examples by means of principle 
P. But these particular examples appear to bring in 
considerations that have nothing to do with con
clusions essential to the inference on which belief 
is based. 

Some readers may have trouble evaluating these 
examples. Like other Gettier examples, these 
require attention to subtle facts about ordinary 
usage; it is easy to miss subtle differences if, as in 
the present instance, it is very difficult to formu
late a theory that would account for these differ
ences. We must compare what it would be natural 
to say about these cases if there were no additional 
evidence one does not possess (no testimony from 
Tom's mother, no letters from San Francisco, and 
no televised announcement) with what it would be 
natural to say about the cases in which there is the 
additional evidence one does not possess. We must 
take care not to adopt a very skeptical attitude nor 
become too lenient about what is to count as 
knowledge. If we become skeptically inclined, we 
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will deny there is knowledge in either case. If we 
become too lenient, we will allow that there is 
knowledge in both cases. It is tempting to go in 
one or the other of these directions, toward 
skepticism or leniency, because it proves so diffi
cult to see what general principles are involved 
that would mark the difference. But at least some 
difference between the cases is revealed by the fact 
that we are more inclined to say that there is know
ledge in the examples where there is no under
mining evidence a person does not possess than in 
the examples where there is such evidence. The 
problem, then, is to account for this difference in 
our inclination to ascribe knowledge to someone. 

Evidence against what one knows 

lfl had known about Tom's mother's testimony, I 
would not have been justified in thinking that it 
was Tom I saw steal the book. Once you read the 
letters from Donald in which he says he is in San 
Francisco, you are no longer justified in thinking 
that he is in Italy. If Jill knew about the television 
announcement, she would not be justified in 
believing that the political leader has been assassi
nated. This suggests that we can account for the 
preceding examples by means of the following 
principle. 

One knows only if there is no evidence such that 
if one knew about the evidence one would not be 
justified in believing one's conclusion. 

However, by modifying the three examples it can 
be shown that this principle is too strong. 

Suppose that Tom's mother was known to the 
Judicial Council as a pathological liar. Everyone at 
the hearing realizes that Buck, Tom's supposed 
twin, is a figment of her imagination. When she 
testifies no one believes her. Back at my post in the 
library, I still know nothing of Tom's mother or 
her testimony. In such a case, my knowledge 
would not be undermined by her testimony; but 
if I were told only that she had just testified that 
Tom has a twin brother and was himself thousands 
of miles away from the scene of the crime at the 
time the book was stolen, I would no longer be 
justified in believing as I now do that Tom 
stole the book. Here I know even though there 
is evidence which, if I knew about it, would 
cause me not to be justified in believing my 
conclusion. 
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Suppose that Donald had changed his mind and 
never mailed the letters to San Francisco. Then 
those letters no longer undermine your knowledge. 
But it is very difficult to see what principle 
accounts for this fact. How can letters in the pile 
on the table in front of you undermine your know
ledge while the same letters in a pile in front of 
Donald do not? If you knew that Donald had 
written letters to you saying that he was in San 
Francisco, you would not be justified in believing 
that he was still in Italy. But that fact by itself does 
not undermine your present knowledge that he is 
in Italy. 

Suppose that as the political leader's associates 
are about to make their announcement, a saboteur 
cuts the wire leading to the television transmitter. 
The announcement is therefore heard only by 
those in the studio, all of whom are parties to the 
deception. Jill reads the real story in the newspaper 
as before. Now, she does come to know that the 
political leader has been assassinated. But if she 
had known that it had been announced that he was 
not assassinated, she would not have been justified 
in believing that he was, simply on the basis of the 
newspaper story. Here, a cut wire makes the dif
ference between evidence that undermines know
ledge and evidence that does not undermine 
knowledge. 

We can know that h even though there is evid
ence e that we do not know about such that, if we 
did know about e, we would not be justified in 
believing h. If we know that h, it does not follow 
that we know that there is not any evidence like e. 
This can seem paradoxical, for it can seem obvious 
that, if we know that h, we know that any evidence 
against h can only be misleading. So, later if we get 
that evidence we ought to be able to know enough 
to disregard it. 

A more explicit version of this interesting para
dox goes like this.8 "Ifl know that his true, I know 
that any evidence against h is evidence against 
something that is true; so I know that such evid
ence is misleading. But I should disregard evi
dence that I know is misleading. So, once I know 
that h is true, I am in a position to disregard any 
future evidence that seems to tell against h." This 
is paradoxical, because I am never in a position 
simply to disregard any future evidence even 
though I do know a great many different things. 

A skeptic might appeal to this paradox in order 
to argue that, since we are never in a position to 
disregard any further evidence, we never know 
anything. Some philosophers would turn the argu-

ment around to say that, since we often know 
things, we are often in a position to disregard 
further evidence. But both of these responses go 
wrong in accepting the paradoxical argument in 
the first place. 

I can know that Tom stole a book from the 
library without being able automatically to disre
gard evidence to the contrary. You can know that 

. Donald is in Italy without having the right to 
ignore whatever further evidence may turn up. 
Jill may know that the political leader has been 
assassinated even though she would cease to know 
this if told that there was an announcement that 
only a secret service agent had been shot. 

The argument for paradox overlooks the way 
actually having evidence can make a difference. 
Since I now know that Tom stole the book, I 
now know that any evidence that appears to indic
ate something else is misleading. That does not 
warrant me in simply disregarding any further 
evidence, since getting that further evidence can 
change what I know. In particular, after I get such 
further evidence I may no longer know that it is 
misleading. For having the new evidence can make 
it true that I no longer know that Tom stole the 
book; if I no longer know that, I no longer know 
that the new evidence is misleading. 

Therefore, we cannot account for the problems 
posed by evidence one does not possess by appeal 
to the principle, which I now repeat: 

One knows only if there is no evidence such that 
if one knew about the evidence one would not be 
justified in believing one's conclusion. 

For one can know even though such evidence 
exists. 

A result concerning inference 

When does evidence one doesn't have keep one 
from having knowledge? I have described three 
cases, each in two versions, in which there is 
misleading evidence one does not possess. In 
the first version of each case the misleading 
evidence undermines someone's knowledge. In 
the second version it does not. What makes the 
difference? 

My strategy is to account for Gettier examples 
by means of principle P. This strategy has led us to 
conceive of induction as inference to the best 
explanation. But that c.onception of inference 



does not by itself seem able to explain these ex
amples. So I want to use the examples in order to 
learn something more about inference, in particu
lar about what other conclusions are essential to 
the inference that Tom stole the book, that Donald 
is in Italy, or that the political leader has been 
assassinated. 

It is not plausible that the relevant inferences 
should contain essential intermediate conclusions 
that refer explicitly to Tom's mother, to letters 
from San Francisco, or to special television pro
grams. For it is very likely that there is an infinite 
number of ways a particular inference might be 
undermined by misleading evidence one does not 

1
possess. If there must be a separate essential con
clusion ruling out each of these ways, inferences 
would have to be infinitely inclusive - and that is 
implausible. 

Therefore it would seem that the relevant infer
ences must rule out undermining evidence one 
does not possess by means of a single conclusion, 
essential to the inference, that characterizes all 
such evidence. But how might this be done? It is 
not at all clear what distinguishes evidence that 
undermines knowledge from evidence that does 
not. How is my inference to involve an essential 
conclusion that rules out Tom's mother's testify
ing a certain way before a believing audience but 
does not rule out (simply) her testifying in that 
way? Or that rules out the existence of letters of a 
particular sort in the mail on your table but not 
simply the existence of those letters? Or that rules 
out a widely heard announcement of a certain sort 
without simply ruling out the announcement? 

Since I am unable to formulate criteria that 
would distinguish among these cases, I will simply 
label cases of the first kind "undermining evidence 
one does not possess." Then we can say this: one 
knows only if there is no undermining evidence 
one does not possess. If there is such evidence, one 
does not know. However, these remarks are com
pletely trivial. 

It is somewhat less trivial to µse the same 
label to formulate a principle concerned with infer
ence. 

Q One may infer a conclusion only if one also 
infers that there is no undermining evidence 
one does not possess. 

There is of course an obscurity in principle Q; but 
the principle is not as trivial as the remarks of the 
last paragraph, since the label "undermining evi
dence one does not possess" has been explained in 
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terms of knowledge, whereas this is a principle 
concerning inference. 

If we take principle Q., concerning inference, to 
be basic, we can use principle P to account for the 
differences between the two versions of each of the 
three examples described above. In each case an 
inference involves essentially the claim that there 
is no undermining evidence one does not possess. 
Since this claim is false in the first version of each 
case and true in the second, principle P implies 
that there can be knowledge only in the second 
version of each case. 

So there is, according to my strategy, some 
reason to think that there is a principle concerning 
inference like principle Q That raises the question 
of whether there is any independent reason to 

accept such a principle; and reflection on good 
scientific practice suggests a positive answer. It is 
a commonplace that a scientist should base his 
conclusions on all the evidence. Furthermore, he 
should not rest content with the evidence he hap
pens to have but should try to make sure he is not 
overlooking any relevant evidence. A good scien
tist will not accept a conclusion unless he has some 
reason to think that there is no as yet undiscovered 
evidence which would undermine his conclusion. 
Otherwise he would not be warranted in making 
his inference. So good scientific practice reflects 
the acceptance of something like principle Q., 
which is the independent confirmation we wanted 
for the existence of this principle. 

Notice that the scientist must accept something 
like principle Q., with its reference to "undermin
ing evidence one does not possess." For example, 
he cannot accept the following principle, 

One may infer a conclusion only if one also 
infers that there is no evidence at all such that 
if he knew that evidence he could not accept his 
conclusion. 

There will always be a true proposition such that if 
he learned that the proposition was true (and 
learned nothing else) he would not be warranted 
in accepting his conclusion. If h is his conclusion, 
and if k is a true proposition saying what ticket will 
win the grand prize in the next New Jersey State 
Lottery, then either k or not h is such a proposition. 
If he were to learn that it is true that either k or not 
h (and learned nothing else), not h would become 
probable since (given what he knows) k is antece
dently very improbable. So he could no longer 
reasonably infer that h is true. 
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There niust be a certain kind of evidence such 
that the scientist infers there is no as yet undiscov
ered evidence of that kind against h. Principle Q 
says that the relevant kind is what I have been 
labelling "undermining evidence one does not pos
sess." Principle Q is confirmed by the fact that 
good scientific practice involves some such prin
ciple and by the fact that principle Q together with 
principle P accounts for the three Gettier ex
amples I have been discussing. 

If this account in terms of principles P and Q is 
accepted, inductive conclusions must involve some 
self-reference. Otherwise there would be a regress. 
Before we could infer that h, we would have to 
infer that there is no undermining evidence to h. 
That prior inference could not be deductive, so it 
would have to be inference to the best explanatory 
statement. For example, we might infer that the 
fact that there is no sign of undermining evidence 
we do not possess is explained by there not being 
any such evidence. But, then, before we could 
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Knowledge and Skepticism 

Robert Nozick 

Knowledge 

Conditions for knowledge 

Our usk is to fonnulate further conditions to go 
alongside 

(I) pistrue 
(2) Sbelievesthatp. 

We wouM like each condition to be~ for 
knowledge, so any case lhat fails rn sausfr it will 

nm be an instance of knowledge. Furthe~re, we 
would like the condttions ro be jointly suffu::ient 

for knowledge, so any case that satisfies all of them 

will be an instance of knowledge. We first shall 
formulace conditions that seem to handle ordinarv 
cases correctly, cWm)ing as knowledge ~ 
which are knowledge, and as nonlmowledge cases 

which are not; then we shall d1eck m sec how these 

conditions handle some difficult cases discussed in 
theliterature. 1 

The causal condition on knowledge, previous!)' 
mentioned, proVJdes an inhospitable enrironmt:m 
for mathematical and ethical knowledge, also there 
arc v.ell-known difficulties in specifying the rype 
of causal COllllCCrion. If someone floatmg in a tank 
oblivious lo everything around him is given (by 
direct electrical and chemical stimulation of the 
brain) the belier that he is floating m a rank wirh 
his brain being stimula1ed. then el1en rh~ that 

Originally published in R. Nozick, Phl/osDphicBI Explana

tions (Cembricjge MA: Harvard University Press, 1981), 
pp. 172-85, 197-217: reprlnled by pe1mission of the 
publisher, copyright I('• by the Pmstdent and Fellows of 
Harvard College. 

fan is pan of the cause of his belier, still he does 
notknowthatitistrue. 

Let us consider a different third condit10n 

(3) Ir p weren't true, S wouldn't believe rhatp 

Throughout tills work, let us write the subjunctive 
"if-then" by an arrow, and the negation of a sent
ence by prefacing "not-" tu it. The abmre cundi-
tion thus is rewritten as: 

(3) not-p --+ nut-(S beliei.·es that p). 

This subjuncti,.·e condnion 1s nor unrelated tu the 
causal coru'litmn. Often when the fact that p (par
tiall}) causes someone to believe thar p, rhe fact 
also will be causally neceo;;sary for his having rhe 
belief - without rhe cause, rhe effect wuuJd nut 
occur. In that case, rhe subjuoctin: condition 3 also 
will be satisfied Yet this cunditwn is not equiva
lent to the causal condmon. For the causal condi
tion will be satisfied in cases of causal 
mrerdetenninatiun, where either two sufficient 
causes of rhe effect actually operate, or a back-up 
cause (of the same effect) would operate ifrhe fir~'l 
one didn't; whereas rhe subjunctive condition need 
not hold for these cases. 2 When rhe two conditions 
do agree, causality indicates knowledge because it 
acts in a manner that makes the subjuncti\le 3 true 

The subjunctive conllition 3 senes to exclude 
cases ofrhe sort first described by Edward Gcrtier, 
such as rhe following. T\\o other people are in my 
office and I am 1ustified on the basis of much 
evidence in believing the first owns a Ford car; 
though he (now) docs rmr, rhe second person (a 
stranger to nu:) owns one. I believe truh· and 
justifiably thar someone (or other) in m}' .office 
owns a Ford car, bUI I do not know someone 
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does. Concluded Gettier, knowledge is not simply 
justified true belief. 

The following subjunctive, which specifies con
dition 3 for this Gettier case, is not satisfied: if no 
one in my office owned a Ford car, I wouldn't 
believe that someone did. The situation that 
would obtain if no one in my office owned a 
Ford is one where the stranger does not (or 
where he is not in the office); and in that situation 
I still would believe, as before, that someone in my 
office does own a _Ford, namely, the first person. 
So the subjunctive condition 3 excludes this Get
tier case as a case of knowledge. 

The subjunctive condition is powerful and 
intuitive, not so easy to satisfy, yet not so powerful 
as to rule out everything as an instance of know
ledge. A subjunctive conditional "if p were true, q 
would be true," p-+ q, does not say that p entails q 
or that it is logically impossible that p yet not-q. It 
says that in the situation that would obtain if p 
were true, q also_ would be true. This point is 
brought out especially clearly in recent "possible
worlds" accounts of subjunctives: the subjunctive 
is true when (roughly) in all those worlds in which" 
p holds true that are closest to the actual world, q 
also is true. (Examine those worlds in which p 
holds true closest to the actual world, and see if q 

holds true in all these.) Whether or not q is true in 
p worlds that are still farther away from the actuar 
worut is irre1ev:int to the truth of the subjunctive. I~ 
do not mean to endorse· any particular possible
worlds account of subjunctives, nor am I com
mitted to this type of account. 3 I sometimes shall 
use it, though, when it illustrates points in an 
especially clear way.4 

The subjunctive condition 3 also handles nicely 
cases that cause difficulties for the view that you 
know that p when you can rule out the relevant 
alternatives top in the context. For, as Gail Stine 
writes, 

what makes an alternative relevant in one con
text and not another? ... if on the basis of visual 
appearances obtained under optimum condi
tions while driving through the countryside 
Henry identifies an object as a barn, normally 
we say that Henry knows that it is a barn. Let us 
suppose, however, that unknown to Henry, the 
region is full of expertly made papier-mache 
facsimiles of barns. In that case, we would not 
say that Henry knows that the object is a barn, 
unless he has evidence against it being a papier
mache facsimile, which is now a relevant alter-

native. So much is clear, but what if no such 
facsimiles exist in Henry's surroundings, 
although they once did? Are either of these 
circumstances sufficient to make the hypothesis 
(that it's a papier-mache object) relevant? Prob
ably not, but the situation is not so clear.5 

Let p be the statement that the object in the field is 
a (real) barn, and q the one that the object in the 
field is a papier-mache barn. When papier-mache 
barns are scattered through the area, if p were 
false, q would be true or might be. Since in this 
case (we are supposing) the person still would 
believe p, the subjunctive 

(3) not-p -+ noHS believes that p) 

is not satisfied, and so he doesn't know that p. 
However, when papier-mache barns are or were 
scattered around another country, even if p were 
false q wouldn't be true, and so (for all we have 
been told) the person may well know that p. A 
hypothesis q contrary to p clearly is relevant 
when if p weren't true, q would be true; when 
not-p -+ q. It clearly is irrelevant when if p weren't 
true, q also would not be true; when not p -+ not
q. The remaining possibility is that neither of these 
opposed subjunctives holds; q might (or might not) 
be true if p weren't true. In this case, q also will be 
relevant, according to an account of knowledge 
incorporating condition 3 and treating subjunct
ives along the lines sketched above. Thus, condi
tion 3 handles cases that befuddle the "relevant 
alternatives" account; though that account can 
adopt the above subjunctive criterion for when an 
alternative is relevant, it then becomes merely an 
alternate and longer way of stating condition 3.6 

Despite the power and intuitive force of the 
condition that if p weren't true the person would 
not believe it, this condition does not (in conjunc
tion with the first two conditions) rule out every 
problem case. There remains, for example, the 
case of the person in the tank who is brought to 
believe, by direct electrical and chemical stimula
tion of his brain, that he is in the tank and is being 
brought to believe things in this way; he does not 
know this is true. However, the subjunctive con
dition is satisfied: ifhe weren't floating in the tank, 
he wouldn't believe he was. 

The person in the tank does , not know he is 
there, because his belief is not\sensitive to the 
truth.} Although it is caused by the fact that is its 
content, it is not sensitive to that fact. The opera
tors of the tank could have produced any belief, 

) 



including the false belief that he wasn't in the tank; 
if they had, he would have believed that. Perfect 
sensitivity would involve beliefs and facts varying 
together. We already have one portion of that 
variation, subjunctively at least: if p were false he 
wouldn't believe it. This sensitivity as specified by 
a subjunctive does not have the belief vary with the 
truth or falsity of p in all possible situations, 
merely in the ones that would or might obtain if 
p were false. 

The subjunctive _condition 

(3) not-p ----> not-(S believes that p) 

tells us only half th~ story about how his belief is 
sensitive to the truth-value of p. It tells us how his 
belief state is sensitive to p's falsity, but not liow it 
is sensitive to p's truth; it tells us what-his belief 
state would be if p were false, but not what it 
would be if p were true. 

To be sure, conditions l and 2 tell us_ that p is 
true and he does believe it, but it does n!)t follow 
that his believing p is sensitive to p's being true. 
This additional sensitivity is given to us by a 
further subjunctive: if p were true, he would 
believe it. 

(4) p ----> S believes that p. 

Not only is p true and S believes it, but if it were 
true he would believe it. Compare: not only was 
the photon emitted and did it go to the left, but (it 
was then true that): if it were emitted it would go 
to the left. The truth of antecedent and consequent 
is not alone sufficient for the truth of a subjunct
ive; 4 says more than land 2.7 Thus, we presup
pose some (or another) suitable account of 
subjunctives. According to the suggestion tenta
tively made above,_ 4 holds true if not only does he 
actually truly believe p, but in the "close" worlds 
where p is true, he also believes it. He believes that 
p for son/e distance out in the p neighborhood of 
the actual world; similarly, condition 3 speaks not 
of the whole not-p neighborhood of the actual 
world, but only of the first portion of it. (If, as is 
likely, these explanations do not help, please use 
your own intuitive understanding of the subjunc
tives 3 and 4.) 

The person in the tank does not satisfy the 
subjunctive condition 4. Imagine as actual a 
world in which he is in the tank and is stimulated 
to believe he is, and consider what subjunctives are 
true in that world. It is not true of him there that if 
he were in the tank he would believe it; for in the 
close world (or situation) to his own where he is in 
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the tank but they don't give him the belief that he 
is (much less instill the belief that he isn't) he 
doesn't believe he is in the tank. Of the person 
actually in the tank and believing it, it is not true to 
make the further statement that if he were in the 
tank he would believe it - so he does not know he 
is in the tank. 8 

The subjunctive condition 4 also handles a case 
presented by Gilbert Harman.9 The dictator of a 
country is killed; in their first edition, newspapers 
print the story, but later all the country's news
papers and other media deny the story, falsely. 
Everyone who encounters the denial believes it 
(or does not know what to believe and so suspends 
judgment). Only one person in the country fails to 
hear any denial and he continues to believe the 
truth. He satisfies conditions l through 3 (and the 
causal condition about belief) yet we are reluctant 
to say he knows the truth. The reason is that if he 
had heard the denials, he too would have believed 
them, just like everyone else. His belief is not 
sensitively tuned to the truth, he doesn't satisfy 
the condition that if it were true he would believe 
it. Condition 4 is not satisfied.10 

There is a pleasing symmetry about how this 
account of knowledge relates conditions 3 and 4, 
and connects them to the first two conditions. The 
account has the following form. 

(l) 
(2) 
(3) not-1 ----> not-2 
(4) l ----> 2 

I am not inclined, however, to make too much of 
this symmetry, for I found also that with other 
conditions experimented with as a possible fourth 
condition there was some way to construe the 
resulting third and fourth conditions as symmetri
cal answers to some symmetrical looking ques
tions, so that they appeared to arise in parallel 
fashion from similar questions about the compon
ents of true belief. 

Symmetry, it seems, is a feature of a mode of 
presentation, not of the contents presented. A uni
form transformation of symmetrical statements 
can leave the results nonsymmetrical. But if sym
metry attaches to mode of presentation, how can it 
possibly be a deep feature of, for instance, laws of 
nature that they exhibit symmetry? (One of my 
favorite examples of symmetry is due to Groucho 
Marx. On his radio program he spoofed a com
mercial, and ended, "And if you are not comple
tely satisfied, return the unused portion of our 
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product and we will return the unused portion of 
your money.") Still, to present our subject sym
metrically makes the connection of knowledge to 
true belief especially perspicuous. It seems to me 
that a symmetrical formulation is a sign of our 
understand~ng, rather than a mark of truth. If we 
cannot understand an asymmetry as arising from 
an underlying symmetry through the operation of 
a particular factor, we will not understand why 
that asymmetry exists in that direction. (But do 
we also need to understand why the underlying 
asymmetrical factor holds instead of its opposite?) 

A person knows that p when he not only does 
truly believe it, but also would truly believe it and 
wouldn't falsely believe it. He not only actually has 
a true belief, he subjunctively has one. It is true 
that p and he believes it; if it weren't true he 
wouldn't believe it, and if it were true he would 
believe it. To know that p is to be someone who 
would believe it if it were true, and who wouldn't 
believe it if it were false. 

It will be useful to have a term for this situation 
when a person's belief is thus subjunctively con
nected to the fact. Let us say of a person who 
believes that p, which is true, that when 3 and 4 
hold, his belief tracks the truth that p. To know is 
to have a belief that tracks the truth. Knowledge is 
a par\icular way of being connected to the world, 
having a specific real fa~tual connection to the 
world: tracking it. 

One refinement is needed in condition 4. It may 
be possible for someone to have contradictory 
beliefs, to believe p and also believe not-p. We do 
not mean such a person to easily satisfy 4, and in 
any case we want his beijef-state;sensitive to the 
truth of p, to focus upon p. So let us rewrite our 
fourth condition as: 

(4) p --+ S believes that p and not-(S believes that 
not-p).11 

As you might have expected, this account of 
knowledge as tracking requires some refiQements 
and epicycles. Readers who find themselves (or 
me) bogged down in these refinements should 

'' J move on directly to this essay's second part, -on 
skepticism, where the pace picks up. 

Ways and methods 

The fourth condition says that if p were true the 
person would believe it. Suppose the person only 
happened to see a certain event or simply chanced 

on a book describing it. He knows it occurred. Yet 
if he did not happen to glance that way or encoun
ter the book, he would not believe it, even though 
it occurred. As written, the fourth condition would 
exclude this case as one where he actually knows 
the event occurred. It also would exclude the fol

-1owing case. Suppose some person who truly 
believes that p would or might arrive at a belief 
about it in some other close situation where it 
holds true; in a way or by a method different 
from the one he (actually) used in arriving at his 
belief that p, and so thereby come to believe that 
not-p. In that (close) situation, he would believe 
not-:P even though p still holds true. Yet, all this 
does not show he actually doesn't know that p, for 
actually he has not used this alternative method in 
arriving at his belief. Surely he can know that ·p, 
even though condition 4, as written, is not satis
fied. 

Similarly, suppose he believes that p by one 
method or way of arriving at belief, yet if p were 
false he wouldn't use this method but would use 
another one instead, whose application would lead 
him mistakenly to believe p (even though it is 
false). This person does not satisfy condition 3 as 
written; it is not true of him that if p were false he 
wouldn't believe it. Still, the fact that he would use 
another method of arriving at belief if p were false 
does not show he didn't know that p when he used 
this method. A grandmother sees her grandson is 
well when he comes to visit; but if he were sick or 
dead, others would tell her he was well to spare her 
upset. Yet this does not mean she doesn't know he 
is well (or at least ambulatory) when she sees him. 
Clearly, we must restate our conditions to take 
explicit account of the ways and methods of arriv
ing at belief. 

Let us define a technical locution, S knows, via 
method (or way of believing) M, that p: 

(1) 
(2) 

(3) 

(4) 

pis true. 
S believes, via method or way of coming to 
believe M, that p. 
If p weren't true and S were to use M to 
arrive at a belief whether (or not) p, then S 
wouldn't believe, via M, that p. 
If p were true and S were to use M to arrive at 
a belief whether (or not) p, then S would 
believe, via M, that p. 

We need to relate this technical locution to our 
ordinary notion of knowledge. If only one method 
M is actually or subjunctively relevant to S's belief 
that p, then, simply, S Jmows that p (according to 



our ordinaty notion) if and only if that method M 
is such that S knows that p via M. 

Some situations involve multiple methods, how
ever. 

First Situation: S's belief that p is overdeter
mined; it was introduced (or reinforced) by 
two methods, each of which in isolation would 
have been sufficient to produce in S the belief 
that p. S's belief that p via one of these methods 
satisfies conditions 1-4. However, S's belief that 
p via the second method does not satisfy condi
tions 1-4, and in pai:ticular·violates condition 3. 

A case of this sort is discussed by Armstrong.12 A 
father believes his son innocent of committing a 
particular crime, both because of faith in his son 
and (now) because he has seen presented in the 
courtroom a conclusive demonstration of his son's 
innocence. His belief via the method of courtroom 
demonstration satisfies 1-4, let us suppose, but his 
faith-based belief does not. If his son were guilty, 
he would still believe him innocent, on the basis of 
faith in his son. Thus, his belief that p (that his son 
is innocent) via faith in his son violates condition 3. 
Looking at his belief alone, without mention of 
method, his beLief that p violates the third condi
tion (nam~f, if p were false S wouldn't believe that 
p), which made no mention of method. 

Second Situation: S's belief that p via one 
method satisfies conditions 1-4. However, i( p 
were false, S would not use that method in 
·arriving at a belief about the truth value of p. 

Instead, he would use another method, t~reby 
deciding, despite p's falsity, that p was true. S's 

·actual belief that p is in no way based on the use 

of this second method, but if p were false he· 
would believe p via the second methotl. (How
ever, if p were false and S were to decide about 
its truth value by using the first method, then S 
would not believe that p. To be sure, if p were 
false S wouldn't decide about it by using that 
first method.) The truth value of p affects which 
method S uses to decide whether p. 

Our earlier example of the grandmother is of this 
sort. Consider one further example, suggested to 
me by Avishai Margalit. S believes a certain build
ing is a theater and concert hall. He has attended 
plays and concerts there (first method). However, 
if the building were not a theater, it would have 
housed a nuclear reactor that would so have altered 
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the air around it (let us suppose) that everyone 
upon approaching the theater would have become 
lethargic and nauseous, and given up the attempt 
to buy a ticket. The government cover story would 
have been that the building was a theater, a cover 
story they knew would be safe since no unmedic
ated person could approach through the nausea 
field to discover any differently. Everyone, let us 
suppose, would ltave believed the cover story; they 
would Irlive believed that the building they saw 
(but only from some distance) was a theater. · 

S believes the building is a theater because he 
has attended plays and concerts inside. He does 
not believe it is a theater via the second method of 
reading the government's cover story plus planted 
spurious theater and concert reviews. There are no 
such things. However, if it . weren't a theater, it 
would be a nuclear reactor, there would be such 
cover stories, and S would believe still (this time 
falsely and via the second method) that _the build
ing was a theater. Nonetheless, S, who actually has 
attended performances there, knows that it is a 
theater. 

To hold that a person knows that p if there 
exists at least one method M, satisfying conditions 
1-4, via which he believes that p, would classify 
the father as knowing his son is innocent, a con
sequence i:oo charitable to the father. Whereas it 
seems too stringent to require that all methods 
satisfy conditions 1-4, including those methods 

that were not actl~ally used but would be under 
some other circumstances; the grandmother knows 
her grandson is ~ell, and the person who has 
attended the concerts and plays knows the building 
is a theater. It is more reasonable to hold he knows 
that p if all the methods via which he actually 
believes that p satisfy conditions I-4. Yet suppose 
our theatergoer also believes it is a theater partly 
because government officials, before they decided 
on which use they would put the building to, 
announced they were building a theater. Still, the 
theatergoer knows the building is a theater. Not all 
methods actually used need satisfy conditions 1-4, 
but we already ha~e seen how the weak position 
that merely one such method is enough mishandles 
the case of the father. 

We are helped to thread our way through these 
difficulties when we notice this father d~;noc 
merely believe his son is innocent via the route of 
faith in his son; this defective route, not satisfying 
1-4, also outweighs for him the method of court
room demonstration. Even if courtroom demon
stration (had it operated alone) would lead to the 
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Table 10.1 

M1 recommends M2 recommends Does the person believe 
fJ or believe not-/!? 

Case I 
Case II 
Case III 

believep 
believep 
believe not-p 

believe p 
believe not-p 
believep 

believesp 
? 

belief that his son is guilty, that not-p, still he 
would believe his son innocent, via faith in his 
son. Although it is the method of courtroom 
demonstration that gives him knowledge that p if 
anything does, for the (ather this method is out
weighed by faith. 13 As a first try at delineating 
outweighing; we might say that method M is out
weighed by others if when M would have the 
person believe p, the person believes not-p if the 
other methods would lead to the belief that not-p, 
or when M would have the person believe not-p, 
the person believes p if the other methods would 
lead to the belief that p. 

This leads us to put forth the following position: 
S knows that p if there is some method via which S 
believes that p which satisfies conditions 1-4, and 
that method is not outweighed by any other meth
od(s), via which S actually believes that p, that fail 
to satisfy conditions 3 and 4. According to this 
position, in some cases a person has knowledge 
even when he also actually believes via a method 
M1 that does not satisfy 1-4, provided it is out
weighed by one that does; namely, in the over
determination case, and in the case when M 1 alone 
would suffice to fix belief but only in the absence 
of a verdict from the M he also uses which does 
satisfy 1-4. 

S knows that p if and only if there is a method M 
such that (a) he knows that p via M, his belief via 
M that p satisfies conditions 1-4, and (b) all other 
methods M1 via which he believes that p that do 
not satisfy conditions l-4 are outweighed by M. 14 

We have stated our outweighing requirement 
only roughly; now we must turn to refinements. 
According to our rough statement, in the over
determination case, method M 1, which satisfies 3 
and 4 and which is what gives knowledge if any
thing does, wins out over the other method M2 in 
all cases. The actual situation (Case I) is where M1 
recommends believing pas does M2, and the per
son believes p. In this case we have made our 
answer to the question whether he knows that p 
depend on what happens or would happen in the 
two other cases where the methods recommend 

different beliefs (see Table IO.I). The first rough 
statement held that the person knows in Case I 
only if he would believe p in Case II and not-p in 
Case III. While this is sufficient for knowledge in 
Case I, it seems too stringent to be necessary for 
such knowledge. 

An alternative and more adequate view would 
hold constant what the other method recommends, 
and ask whether the belief varies with the recom
mendation of M1. Since M2 actually recommends 
p (Case I), we need look only at Case III and ask: 
when M2 continues to recommend p and M1 
recommends not-p, would the person believe not
p? Despite his faith, would the father believe his 
son guilty if the courtroom procedure proved 
guilt? That is the relevant question - not what he 

would believe if the courtroom showed innocence 
while (somehow) his method of faith led to a con
clusion of guilty. 

Consider how this works out in another simple 
case. I see a friend today; he is now alive. However, 
if he were not alive, I wouldn't have seen him 
today or (let us suppose) heard of his death, and 
so still would believe he was alive. Yet condition 3 
is satisfied; it includes reference to a method, and 
the method M 1 of seeing him satisfies 3 with 
respect to p equals he is alive at the time. But 
there also is another method M2 via whi~li I 
believe he is alive, namely having known he was 
alive yesterday and continuing to believe it. Case 
III asks what I would believe if I saw the friend 
dead {though I knew yesterday he was alive); our 
position holds I must believe him dead in this case 
if I am to know by seeing him that he is alive in 
Case I. However, we need not go so far as to 
consider what I would believe if I had "learned" 
yesterday that he was dead yet "saw" him alive 
today. Perhaps in that case I would wonder 
whether it really was he I was s\:eing. Even so, 
given the result in Case III, I know (in Case I) he is 
alive. Thus, we hold fixed the recommendation of 
the other method, and only ask whether then the 
belief varies with the recommendation of method 
M,.1s 



Our test of looking ·at Case III cannot apply if 
M1 is a one-sided method, incapable of recom
mending belief in not-p; it either recommends 
belief in p or yields no recommendation. (Perhaps 
M1 detects one of a number of sufficient condi
tions for p; not detecti11g this, M 1 remains silent as 
to the rruth of p.) What are we to say about his 
knowing if a person's bl:~ef is overdetermined or 
jointly determined by a one-sided method M1 plus 
another method M2 which fails to satisfy condition 
3? Should we now look at Case II, where M1 
recommends belief in p and M2 recommends belief 
in not-p, and say that believing p in this case is 
sufficient to show that M1 outweighs M2? That 
does not seem unreasonable, but we had better be 
careful to stipulate that this Case II situation is a 
sufficient condition for Mi's outweighing M2 only 
when the .Case III situation is impossible, for 
otherwise we face the possibility of divergent 
results. (Fo'r 'eKample, he believes p in Case II 
and in Case' III, yet believes not-p when both 
methods ~e;ommend not-p; here the result in 
Case II indicates M1 outweighs M2 while the 
result in Case. III indicates M2 outweighs M1.) It 
is Case III that should predominate. 

One final remark about method. Suppose a 
method is good for some types of statements but 
not others; it satisfies 3 and 4 for the first type but 
not for the second. However, S believes the 
rri.ethod is good for all types of statements and 
applies it indiscriminately. .. When he applies it to 
a statement of the first type which he thereby 
comes to believe, does he know that it is true? He 

does, if he satisfies conditions 3 and 4. Hesitation 
to grant him knowledge stems, I think, from the 
fact that if p were false and were of the second 
type, he might well still believe it. Whether or not 
this undercuts condition 3 for knowledge depends 
upon the disparity of the two types; the greater the 
gulf between the types, the more willing we are to 
say he knows a statement ·of the type where M 
works. 

In explaining the nature of knowledge by refer
ence to a method or way of believing, we leave 
large questions open about how to individuate 
methods, count them, identify which method is 
at work, and so on. I do not want to underestimate 
these difficulties, but neither do I want to pursue 
them here. 16 Still, some clarifying remarks are 
needed.·, 

A person can use a method (in my sense) with
out proceeding methodically, and without know
ledge or awareness of what method he is using. 
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Usually, a method will have a final upshot in 
experience on which the belief is based, such as 
visual experience, and then (a) no method without 
this upshot is the same method, and (b) any 
method experientially the same, the same "from 
the inside," will count as the same method. Basing 
our beliefs on experiences, you and I and the 
person floating in the tank are using, for these 
purposes, the same method. 

Some methods are supervenient on others, for 
example, "believing what seems to be true to you" 
or "believing what seems true given the weighting 
of all other methods." The account of outweighing 
is not to apply to such supervenient methods, 
otherwise there always will be such a one that 
outweighs all the others. There are various gerry
mandered (Goodmanesque) methods that would 
yield the same resulting belief in the actual situa
tion; which method a person actually is using will 
depend on which general disposition to acquire 
beliefs (extending to other situations) he actually 
• • • 17 1s exerc1smg. 

Although sometimes it will be necessary to be 
explicit about the methods via which someone 
believes something, often it will cause no confu
sion to leave out all mention of method. Further
more, some statements play a central role in our 
continuing activities, or in our picture of the world 
or framework wherein we check other statements, 
for example, "I have two hands," "the world has 

existed for many years already"; it is misleading to 
think of our coming to believe them via some 
delimited method or methods. 18 So nested are 
these statements in our other beliefs and activities, 
and so do they nest them, that our ~elief or accep-

- tance of them is (for_;tlmost all pµrposes) best 
represented apart frof!l __ any part!cular methods. 
In considering our knowledge of _!hem we may 
revert to the earlier simpler subjunctives 

(3) not-p-> not-(S believes that p) 
(4) p-> S believes that p. 

The very centrality of the specific p means that 4 
wilrbe satisfied without reference to a specific 
method or way of believing. In contrast, I know 
there is a pair of scissors on my desk (in front of 
me) now; but it is not accurate simply to say that if 
there were a pair of scissors there, I would believe 
there was. For what ifI weren't looking, or hadn't 
looked, or were elsewhere now? Reference to the 
method via which I believe there are scissors on 
the desk is needed to exclude these possibilities. 
With the most central statements, however, there 
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is no similar "what if'; their centrality ensures 

they will not escape notice. 

Skepticism 

The skeptic about knowledge argues that we know 

very little or nothing of what we think we know, or 

at any rate that this position is no less reasonable 

than the belief in knowledge. The history of philo

sop!iy exhibits a number of different attempts to 

refute the skeptic: to prove him wrong or show 

that in arguing against knowledge he presupposes 

there is_ some and so refutes himself. Otbers 

attempt to show that accepting skepticism is 

unreasonable. since it is more likely that the skep

tic's extreme conclusion is false than that all of his 

premisses are true, or simply because reasonable

ness of belief just means proceeding in an anti

skeptical way. Even when these counterarguments 

satisfy their inventors, they fail to satisfy others, as 

is shown by the persistent attempts against skepti

cism.19 The continuing felt need to refute skepti

cism, and the difficulty in doing so, attests to the 

power of the skeptic's position, the depth of his 

worries. 
An account of knowledge should illuminate 

skeptical arguments and show wherein lies their 

force. If the account leads us to reject these argu

ments, this had better not happen too easily or too 

glibly. To think the skeptic overlooks something 

obvious, to attrib1,!te to him a simple mistake or 

confusion or fallacy, is to refuse to acknowledge 

the power of his position and the grip it can have 

upon us. We thereby cheat oursetves of tile-oppor

tunity to reap his insights and to gain self-know

ledge in understanding why his arguments lure us 

so. Moreover, in fact, we cannot lay the specter of 

skepticism to rest without first hearing what it 

shall unfold. 
Our goal is not, however, to refute skepticism, 

to prove it is wrong or even to argue that it is 

wrong. Our task here is to explain how knowledge 

is possible, given what the skeptic says that we do 

accept (for example, that it is logically possible that 

we are dreaming or are floating in the tank). In 

doing this, we need not convince the skeptic, and 

we may introduce explanatory hypotheses that he 

would reject. What is important for our task of 

explanation and understanding is that we find 

those hypotheses acceptable or plausible, and that 

they show us how the existence of knowledge fits 

together with the logical possibilities the skeptic 

points to, so that these are reconciled within our 

own belief system. These hypotheses are to explain 

to ourselves how knowledge is possible, not to 

prove to someone else that knowledge is possible. 20 

Skeptical possibilities 

The skeptic often refers to possibilities in which a 

person would believe something even though it 

was false: really, the person is cleverly deceived 

by others, perhaps by an evil demon, or the person 

is dreaming or he is floating in a tank near Alpha 

Centauri with his brain being stimulated. In each 

case, the p he believes is false, and he believes it 

even though it is false. 
How do these possibilities adduced by the skep

tic show that someone does not know that p? 
Suppose that someone is you; how do these poss

ibilities count against your knowing that p? One 

way might be the following. (I shall consider otl'il!t

ways later.) If there is a possible situation where p 
is false yet you believe that p, then in that situation 

you believe that p even though it is false. So it 

appears you do not satisfy condition 3 for knowl

edge. 

(3) If p were false, S wouldn't believe that p. 

For a situation has been described in which you do 

believe that p even though p is false. How then can 

it also be true that if p were false, you wouldn't 

believe it? If the skeptic's possible situation shows 

that 3 is false, and if 3 is a necessary con~ition for 

knowledge, then the skeptic's 'prnisil?,le situation 

shows that there isn't knowledge. 
So construed, the skeptic's argument plays on 

condition 3; it aims to show that condition 3 is not 

satisfied. _The skeptic may seem to be putting forth 

R: Even if p were false, S still would believe p.21 

This conditional, with the same antecedent as 3 

and the contradictory consequent, is incompatible 

with the truth of 3. If 3 is true, then R is not. 

However, R is stronger than the skeptic needs in 

order to show 3 is false. For 3 is false when if p 
were false, S might believe that p. This last con

ditional is weaker than R, and ip merely 3's denial: 

T: not-[not-p-+ not-(S believes that p)]. 

Whereas R does not simply deny 3, it asserts an 

opposing subjunctive of its own. Perhaps the poss

ibility the skeptic adduces is not enough to show 

that R is true, but it appears at least to establish the 



weaker T; since this T denies 3, the skeptic's 

possibility appears to show that 3 is false.22 

However, the truth of3 is not incompatible with 

the existence of a possible situation where the 
person believes p though it is false. The subjunct

ive 

(3) not-p -+ not-(S believes p) 
. -~ 

does not talk of all possible situations in which p is 
false (in which not-p is true). It does not say that in 

all possible situations where not-p holds, S doesn't 
believe p. To say there is no possible situation in 

which not-p yet S believes p, would be to say that 
not-p entails not-(S believes p), or logically implies 

it. But subjunctive conditionals differ from entail

ments; the subjunctive 3 is not a statement of 

entailment. So the existence of a possible situation 

in which p is false yet S believes p does not show 
that 3 is false;23 3 can be true even though there is 

a possible situation where not-p and S believes 
thatp. 

What the subjunctive' J3 speaks of is the situation 
that would hold if p were false. Not every possible 

situation in which p is fal!le is the situation that 
would hold if p were false. To fall into possible 

worlds talk,_ the subjunctive 3 speaks of the not-p 
world that is closest to the actual world, or of i:hose 

not-p worlds that are closest to the actual world, or 
more strongly (according to my suggestion) of the 

not-p neighborhood of the actual world. And it is 
of this or these not-p worlds that it says (in them) 

S does not believe that p. What happens in yet 

other more distant not-p worlds is no concern of 
the subjunctive 3. 

The skeptic's possibilities (let us refer to them 
as SK), of the person's being deceived by a demon 

·.i pr dreaming or floating in a tank, count against the 

sut}iunctive 

(3) if p were false then S wouldn't believe that p 

only if (one of) these possibilities would or might 

obtain if p were false; only if one of these possibil

ities is in the not-p neighborhood of the actual 

world. Condition 3 says: if p were false, S still 

would not believe p. And this can hold even 
though there is some situation SK described by 

the skeptic in which p is false and S believes p. If p 

were false S still would not believe p, even though 
there is a situation SK in which p is false and S 
does believe p, provided that this situation SK 
wouldn't obtain if p were false. If the skeptic 

describes a situation SK which would not hold 
even if p were false then this situation SK doesn't 
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show that 3 is false and so does not (in this way at 

least) undercut knowledge. Condition C acts to 
rule out skeptical hypotheses. 

C: not-p -+ SK does not obtain. 

Any skeptical situation SK which satisfies condi

tion C is ruled out. For a skeptical situation SK to 
show that we don't know that p, it must fail to 
satisfy C which excludes it; instead it must be a 

situation that might obtain if p did not, and so 
satisfy C's denial: 

not-(not-p-+ SK doesn't obtain). 

Although the skeptic's imagined situations appear 

to show that 3 is false, they do not; they satisfy 

condition C and so are excluded. 
The skeptic might go on to ask whether we 

know that his imagined situations SK are excluded 

by condition C, whether we know that if p were 
false SK would not obtain. However, typically he 

asks something stronger: do we know that his 
imagined situation SK does not actually obtain? 
Do we know that we are not being deceived by a 

demon, dreaming, or floating in a tank? And if we 
do not know this, how can we know that p? Thus 

we are led to the second way his imagined situa
tions might show that we do not know that p. 

Skeptical results 

According to our account of knowledge, S knows 

that the skeptic's situation SK doesn't hold if and 
only if 

(1) SK doesn't hold 
(2) S believes that SK doesn't hold 
(3) If SK were to hold, S would not believe that 

SK doesn't hold 
(4) If SK were not to hold, S would believe it 

does not. 

Let us focus on the third of these conditions. The 

skeptic has carefully chosen his situations SK so 

that if they held we (still) 'Yould believe they did 

not. We would believe we weren't dreaming, 

weren't being deceived, and so on, even if we were. 
He has chosen situations SK such that if SK were to 

hold, S would (still) believe that SK doesn't hold -
and this is incompatible with the truthof3.24 

Since condition 3 is a necessary condition for 
knowledge, it follows that we do not know that SK 

doesn't hold. If it were true that an evil demon was 
deceiving us, if we were having a particular dream, 
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if we were floating in a tank with our brains sti
mulated in a specified way, we would still believe 
we were not. So, we do not know we're not being 
deceived by an evil demon, we do not know we're 
not in that tank, and we do not know we're not 
having that dream. So says the skeptic, and so says 
our account. And also so we say - don't we? For 
how could we know we are not being deceived that 
way, dreaming that dream? if those things were 

happening to us, everythfo.g would seem the 
same to us. There is no way we can know it is 
not happening for there is no way we could tell if it 
were happening; and if it were happening we 
would believe exactly what we do now - in parti
cular, we still would believe that it was not. For 
this reason, we (eel, and correctly, that we don't 
Know - how cou!d we? - thiit it is not happening to 
us. It is a virtue of our account that it yields, and 
explains, this result. 

The skeptic asserts we do not know his possibil
ities don't obtain, and he is right. Attempts to 
avoid skepticism by claiming we do know these 
things are bound to fail. The skeptic's possibilities 
make us uneasy because, as we deeply realize, we 
do not know they don't obtain; it is not surprising 
that attempts to show we do know these things 
leave us suspicious, strike us even as bad faith.25 

Nor has the skeptic merely pointed out something 
obvious and trivial. It comes as a surprise to realize 
that we do not know his possibilities don't obtain. 
It is startling, shocking. For we would have 
thought, before the skeptic got us to focus on it, 
that we did know those things, that we did know 
we were not being deceived by a demon, or dream
ing that dream, or stimulated that way in that tank. 
The skeptic has pointed out that we do not know 
things we would have confidently said we knew. 
And if we don't know these things, what can we 
know? So much for the supposed obviousness of 
what the skeptic tells us. 

Let us say that a situation (or world) is doxically 
identical for S to the actual situation when if S 
were in that situation, he would have exactly the 
beliefs (doxa) he actually does have. More gener
ally, two situations are doxically identical for S if 
and only if he would have exactly the same beliefs 
in them. It might be merely a curiosity to be told 
there are nonactual situations doxically identical to 
the actual one. The skeptic, however, describes 
worlds doxically identical to the actual world in 
which almost everything believed is false. 26 

Such worlds are possible because we know 
mediately, not directly. This leaves room for a 

~~divergence between our beliefs and the trut~. It 
is as though we possessed only two-dimensional 
plane projections of three-dimensional objects. 
Different three-dimensional objects, oriented 
appropriately, have the same two-dimensional 
plane projection. Similarly, different situations or 
worlds will lead to our having the very same 
beliefs. What is surprising is how very different 
the doxically identical world can be - different 
enough for almost everything believed in 'it to be 
false. Whether or not the mere fact that knowledge 
is mediated always makes room for such a very 
different doxically identical world, it does so in our 
case, as the skeptic's possibilities show. To be 
shown this is nontrivial, especially when we recall 
that we do not know the skeptic's possibility 
doesn't obtain: we do not know that we are not 
living in a doxically identical world wherein almost 
everything we believe is false. 27 

1
• 

What more could the skeptic ask for or hope to 
show? Even readers who sympathized with my 
desire not to dismiss the skeptic too quickly may 
feel this has gone too far, that we have not merely 
acknowledged the force of the skeptic's position 
but have succumbed to it. 

The skeptic maintains that we know almost 
none of what we think we know. He has shown, 
much to our initial surprise, that we do not know 
his (nontrivial) possibility SK doesn't obtain. 
Thus, he has shown of one thing we thought we 
knew, that we didn't and don't. To the conclusion 
that we know almost nothing, it appears but a short 
step. For if we do not know we are not dreaming or 
being deceived by a demon or: floating in a tank, 
then how can I know, for example, that I am sitting 
before a page writing with a pen, and how can you 
know that you are reading a page of a book? 

However, although our account of knowledge 
agrees with the skeptic in saying that we do not 
know that not-SK, it places no formidable barriers 
before my knowing that I am writing on a page 
with a pen. It is true 'that I am, I believe I am, if 
I weren't I wouldn't believe I was, and if I were, 
I would believe it. (I leave out the reference to 
method.) Also, it is true that you are reading a page 
(please, don't stop now!), you believe you are, if 
you weren't reading a page you wouldn't believe 
you were, and if you were reading a page you 
would believe you were.• So according to the 
account, I do know that I am writing on a page 
with a pen, and you do know that you are reading a 
page., The account does not lead to any general 
skepticism. 



Yet we must grant that it ;ippears that if the 
skeptic is right that we don't know we are not 
dreaming or being deceived or floating in the 
tank, then it cannot be that I know I am writing 
with a pen or that you know you are reading a 
page. So we must scrutinize with special care the 
skeptic's "short step" to the conclusion that we 
don't ·know these thing~, for either this step 
cannot be taken or our account of knowledge is 
incoherent. 

Nonclosure 

In taking the "short step," the skeptic assumes 
that if S knows that p and he knows that p entails 
q then he also knows that q. In the terminology of 
the logicians, the skeptic assumes that knowledge 
is closed under known logical implication; that the 
operation of moving from something known to 
something else known to be entailed by it does 
not take us outside of the (closed) area of know
ledge. He intends, of course, to work things back
w~rds, arguing that since the person does not know 
that q, assuming (at least for the purposes of argu
ment) that he does know thatp entails q, it follows 
that he does not know that p. For if he did know 
that p, he would also know that q, which he 
doesn't. 

The details of different skeptical arguments 
vary in their S;tructure, but each one will assume 
some variarit of the principle that knowledge is 
closed under known logical implication. If we 
abbreviate "knowledge that p" ~y "Kp" and 
abbreviate "entails" by the fish-hook sign "~," 
we can write this principle of closure as the sub
junctive principle 

P: K(p ~ q) & Kp -+ Kq. 

If a person were to know that p entails q and he 
were to know that p then he would know that q. 
The statement that q follows by modus ponens 
from the other two stated as known in the ante
cedent of the subjunctive principle P; this princi
ple counts on the person to draw the inference to q. 

You know that your being in a tank on Alpha 
Centauri entails your not being in place X where 
you are. (I assume here a limited readership.) And 
you know also the contrapositive, that your being 
at place X entails that you are not then in a tank on 
Alpha Centauri. If you knew you were at X you 
would know you're not in a tank (of a specified 
sort) at Alpha Centauri. But you do not know this 
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last fact (the skeptic has argued and we have 
agreed) and so (he argues) you don't know the 
first. Another. intuitive way of putting the skeptic's 
argument is as follows. If you know that two state
ments are incompatible and you know the first is 
true then you know the denial of the second. You 
know that your being at X and your being in a tank 
on Alpha Centauri are incompatible; so if you 
knew you were at X you would know you were 
not in the (specified) tank on Alpha Centauri. 
Since you do not know the second, you don't 
know the first. 28 

No doubt, it is possible to argue over the details 
of principle P, to point out it is incorrect as it 
stands. Perhaps, though Kp, the person does not 
know that he knows that p (that is, not-KKp) and 
so does not draw the inference to q. Or perhaps he 
doesn't draw the inference because not-KK(p ~ 
q). Other similar principles face their own diffi
culties: for example, the principle that K(p -+ q) 
-+ (Kp -+ Kq) fails if Kp stops p ---> q from being 
true, that is, if Kp -+ not-(p -+ q); the principle 
that K(p ~ q) ---> K(Kp -+ Kq) faces difficulties if 
Kp makes the person forget that (p ~ q) and so he 
fails to draw the inference to q. We seem forced to 
pile K upon K until we reach something like KK(p 
~ q) & KKp -+ Kq; this involves strengthening 
considerably the antecedent of P and so is not 
useful for the skeptic's argument that p is not 
known. (From a principle altered thus, it 
would follow at best that it is not known that p is 
known.) 

We would be ill-advised, however, to quibble 
over the details of P. Although these details are 
difficult to get straight, it will continue to appear 
that something like P is correct. If S knows that "p 
entails q" and he knows that p and knows that "(p 
and p entails q) entails q" and he does draw the 
inference to q from all this and believes q via the 
process of drawing this inference, then will he not 
know that q? And what is wrong with simplifying 
this mass of detail by writing merely principle P, 
provided we apply it only to cases where the mass 
of detail holds, as it surely does in the skeptical 
cases under consideration? For example, I do rea
lize that my being in the Van Leer Foundation 
Building in Jerusalem entails that I am not in a 
tank on Alpha Centauri; I am capable of drawing 
inferences now; I do believe I am not in a tank on 
Alpha Centauri (though not solely via this infer
ence, surely); and so forth. Won't this satisfy the 
correctly detailed principle, and shouldn't it follow 
that I know I am not (in that tank) on Alpha . 
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Centauri? The skeptic agrees it should follow; so 
he concludes from the fact that I don't know I am 
not floating in the tank on Alpha Centauri that I 
don't know I am in Jerusalem. Uncovering diffi
culties in the details of particular formulations of P 
will not weaken the principle's intuitive appeal; 
such quibbling will seem at best like a wasp attack
ing a steamroller, at worst like an effort in bad faith 
to avoid being pulled along by the skeptic's argu
ment. 

_Principle P is wrong, however, and not merely 
in detail. Knowledge is not closed under known 
logical implication. 29 S knows that p when S has a 
true belief that p, and S wouldn't have a false belief 
thatp (condition 3) and S would have a true belief 
that p (condition 4). Neither of these latter two 
conditions 1s closed under known logical 
implication. 

Let us begin with condition 

(3) if p were false, S wouldn't believe that p. 

When S knows that p, his belief that p is contin
gent on the truth of p, contingent in the way the 
subjunctive condition 3 describes. Now it might be 
that p entails q (and S knows this), that S's 
belief that p is subjunctively contingent on the 
truth of p, that S believes q, yet his belief that q 
is not subjunctively dependent on the truth of q, in 
that it (or he) does not satisfy: 

(3') if q were false, S wouldn't believe that q. 

For 3' talks of what S would believe if q were false, 
and this may be a very different situation than the 
one that would hold if p were false, even though p 
entails q. That you were born in a certain city 
entails that you were born on earth. 30 Yet contem
plating what (actually) would be the situation if 
you were not born in that city is very different 
from contemplating what situation would hold if 
you weren't born on earth. Just as those possibil
ities are very different, so what is believed in them 
may be very different. When p entails q (and not 
the other way around) p will be a stronger state
ment than q, and so not-q (which is the antecedent 
of 3') will be a stronger statement than not-p 
(which is the antecedent of 3). There is no reason 
to assume you will have the same beliefs in these 
two cases, under these suppositions of differing 
strengths. 

There is no reason to assume the (closest) not-p 
world and the (closest) not-q world are doxically 
identical for you, and no reason to assume, even 
though p entails q, that your beliefs in one of these 

worlds would be a (proper) subset.of your beliefs 
in the other. 

Consider now the two statements: 

p = I am awake and sitting on a chair in Jerusa
lem; 

q = I am not floating in a tank on Alpha Centauri 
being stimulated by electrochemical means to 
believe that p. 

The first one entails the second: p entails q. Also, I 
know that p entails q; and I know that p. If p were 
false, I would be standing or lying down in the 
same city, or perhaps sleeping there, or perhaps in 
a neighboring city or town. If q were false, I would 
be floating in a tank on Alpha Centauri. Clearly 
these are very different situations, leading to great 
differences in what I then would believe. If p were 
false, if I weren't awake and sitting on a ·chair in 
Jerusalem, I would not believe that p. Yet if q were 
false, if I was floating in a tank on Alpha Centauri, 
I would believe that q, that I was not in the tank, 
and indeed, in that case, I would still believe that p. 
According to our account of knowledge, I know 
that p yet I do not know that q, even though (I 
know) p entails q. 

This failure of knowledge to be closed under 
known logical implication stems from the fact that 
condition 3 is not closed under known logical 
implication; condition 3 can hold of one statement 
believed while not of another known to be entailed 
by the first.31 It is clear that any account that 
includes as a necessary condition for knowledge 
the subjunctive condition 3, not-p --+ not-(S 
believes that p), will have the consequence that 
knowledge is not closed under known logical 
implication. 32 

When p entails q and you believe each of them, 
if you do not have a false belief that p (since p is 
true) then you do not have a false belief that q. 
However, if you are to know something not only 
don't you have a false belief about it, but also you 
wouldn't have a false belief about it. Yet, we have 
seen how it may be that p entails q and you believe 
each and you wouldn't have a false belief that p yet 
you might have a false belief that q (that is, it is 
not the case that you wouldn't have one). Know
ledge is not closed under the known logical 
implication because "wouldn't have a false belief 
that" is not closed under known logical implica
tion. 

If knowledge were the same as (simply) true 
beilef then it would be closed under known logical 
implication (provided the implied staten:ients were. 



believed). Knowledge is not simply true belief, 
however; additional conditions are needed. These 
further conditions will-make knowledge open 
under known logical implication, even when the 
entailed statement is believed, when at least one of 
the further conditions itself is open. Knowledge 
stays closed (only) if all of the additional condi
tions are closed. I lack a general nontrivial char
acterization of those conditions that are closed 
under known logical implication; possessing such 
an illuminating characterization, one might 
attempt to prove that no additional conditions of 
that sort could provide an adequate analysis of 
knowledge. 

Still, we can say the following. A belief that p is 
knowledge that p only if it somehow varies with 
the truth of p. The causal condition for knowledge 
specified that the belief was "produced by" the 
fact, but that condition did not provide the right 
sort of varying with the fact. The subjunctive 
conditions 3 and 4 are our attempt to specify that 
varying. But however an account spells this out, it 
will hold that whether a belief that p is knowledge 
partly depends on what goes on with the belief in 
some situations when p is false. An account that 
says nothing about what is believed in any situa
tion when p is false cannot give us any mode of 
varying with the fact. 

Because what is preserved under logical impli
cation is truth, any condition that is preserved 
under known logical implication is most likely to 

speak only of what happens when p, and q, are 
true, without speaking at all of what happens when 
either one is false. Such a, condition is incapable of 
providing "varies with"; so adding only such con
ditions to true belief cannot yield an adequate 
account of knowledge.33 

A beliefs somehow varying with the truth of 
what is believed is not closed under known logical 
implication. Since knowledge that p involves such 
variation, knowledge also is not closed under 
known logical implication. The skeptic cannot 
easily deny that knowledge involves such variation, 
for his argument that we don't know that we're not 
floating in that tank, for example, uses the fact that 
knowledge does involve variation. ("If you were 
floating in the tank you would still think you 
weren't, so you don't know that you're not.") 
Yet, though one part of his_argument YSe£ that 
fact that knowledge involv~~uch~ariation, 
another part of his argument presupposes that 
knowledge does not involve any such variation. 
This latter is the part that depends upon know-
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ledge being closed under known logical 
implication, as when the skeptic argues that since 
you don't know that not-SK, you don't know you 
are not floating in the tank, then you also don't 
know, for example, that you are now reading a 
book. That closure can hold only if the variation 
does not. The skeptic cannot be right both times. 
According to our view he is right when he holds 
that knowledge involves such variation and so con
cludes that we don't know, for example, that we 
are not floating in that tank; but he is wrong when 
he assumes knowledge is closed under known logi
cal implication and concludes that we know hardly 
anything. 34 -

Knowledge is a real factual relation, subjunct
ively specifiable, whose structure admits our 
standing in this relation, tracking, to p without 
standing in it to some q which we know p to entail. 
Any relation embodying some variation of belief 
with the fact, with the truth (value), will exhibit 
this structural feature. The skeptic is right that we 
don't track some particular truths - the ones stat
ing that his skeptical possibilities SK don't hold -
but wrong that we don't stand in the real know
ledge-relation of tracking to many other truth~ 
including ones that entail these first mentioned 
truths we believe but don't know. 

The literature on skepticism contains writers 
who endorse these skeptical arguments (or similar 
narrower ones), but confess their inability to main
tain their skeptical beliefs at times when they are 
not focusing explicitly on the reasoning that led 
them to skeptical conclusions. The most notable 
example of this is Hume: 

I am ready to reject all belief and reasoning, and 
can look upon no opinion even as more probable 
or likely than another ... Most fortunately it 
happens that since reason is incapable of dispel
ling these clouds, nature herself suffices to that 
purpose, and cures me of this philosophical 
melancholy and delirium, either by relaxing 
this bent of mind, or by some avocation, and 
lively impression of my senses, which obliterate 
all these chimeras. I dine, I play a game of 
backgammon, I converse, and am merry with 
my friends; and when after three or four 
hours' amusement, I would return to these 
speculations, they appear so cold, and 
strained, and ridiculous, that I cannot find in 
my heart to enter into them any farther. (A 
Treatise of Human Nature, Book I, Part IV, 
section VII) 
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The great subverter of Pyrrhonism or the exces
sive principles of skepticism is action, and 
employment, and the occupations of common 
life. These principles may flourish and triumph 
in the schools; where it is, indeed, difficult, if 
not impossible, to refute them. But as soon as 
they leave the shade, and by the presence of the 
real objects, which actuate our passions and 
sentiments, are put in opposition to the more 
powerful principles of our nature, they vanish 
like smoke, and leave the most determined skep
tic in the same condition as other mortals 
... And though a Pyrrhonian may throw himself 
or others into a momentary amazement and 
confusion by his profound reasonings; the first 
and most trivial event in life will put to flight all 
his doubts and scruples, and leave him the same, 
in every point of action and speculation, with 

·the philosophers of every other sect, or with 
those who never concerned themselves in any 
philosophical researches. When he awakes from 
his dream, he will be the first to join in the laugh 
against himself, and to confess that all his objec
tions are mere amusement. (An Enquiry Con
cerning Human Understanding, Section XII, 
Part II) 

The theory of knowledge we have presented 
explains why skeptics of various sorts have had 
such difficulties in sticking to their far-reaching 
skeptical conclusions "outside the study," or even 
inside it when they are not thinking specifically 
about skeptical arguments and possibilities SK. 

The skeptic's arguments do show (but show 
only) that we don't know the skeptic's possibilities 
SK do not hold; and he is right that we don't track 
the fact that SK does not hold. (If it were to hold, 
we would still think it didn't.) However, the skep
tic's arguments don't show we do not know other 
facts (including facts that entail not-SK) for we do 
track these other facts (and knowledge is not closed 
under known logical entailment.) Since we do 
track these other facts - you, for example, the 
fact that you are reading a book; I, the fact that I 
am writing on a page - and the skeptic tracks such 
facts too, it is not surprising that when he focuses 
on them, on his relationship to such facts, the 
skeptic finds it hard to remember or maintain his 
view that he does not know those facts. Only by 
shifting his attention back to his relationship to the 
(different) fact that not-SK, which relationship is 
not tracking, can he revive his skeptical belief and 
make it salient. However, this skeptical triumph is 

evanescent, it vanishes when his attention turns to 
other facts. Only by fixating on the skeptical pos
sibilities SK -can he maintain his skeptical virtue; 
otherwise, unsurprisingly, he is- forced to confess 
to sins of credulity. 

Skepticism and the conditions for knowledge 

We have considered how the skeptic's argument 
from the skeptical possibilities SK plays off con
dition 3: if p weren't true S wouldn't believe that p. 
His argument gains its power by utilizing this 
condition ("but even if SK held, you still would 
believe it didn't, so you do not know it doesn't"); 
the deep intuitive force of the argument indicates 
that condition 3 (or something very much like it) is 
a necessary condition for knowledge. Similarly, are 
there any skeptical arguments or moves that play 
off condition 4: if p were true then S would believe 
that p (and wouldn't believe that not-p)? If condi
tion 3 specifies how belief somehow should vary 
with the truth of what is believed, condition 4 
specifies how belief shouldn't vary when the 
truth of what is believed does not vary. Condition 
3 is a variation condition, condition 4 is an adher
ence condition. Both conditions together capture 
the notion that S (who actually truly believes p) 
would have a true beliefthatp. He wouldn't have a 
false belief that p if p weren't true (condition 3), 
and he would have a true belief that p if p were true 
(condition 4). Just as the skeptic argued earlier that 
the belief wouldn't vary when it should, he also 
can argue that it would vary when it shouldn't, 
concluding both times that we don't have know
ledge. 

We would expect skeptical arguments playing 
off condition 4 to be less powerful and compelling 
than ones playing off 3. Condition 3 requires that 
we wouldn't falsely believe p, and we can be led to 
worry not only whether we might but whether we 
do. While condition 4 requires that we would truly 
believe p (and wouldn't falsely believe not-p), and 
though we might worry whether we might violate 
this, we need have no fear that we are - for we 
know we are believing p and are not believing not
p. Skeptical arguments playing off condition 4, 
unlike those with 3, cannot make us wonder also 
whether we violate the condition's indicative ver
sion. 
,_ Condition 4 is an adherence condition, so the 

relevant doubts concern how securely you are tied 
to the truth. For many (most?) of the things p you 



believe, if a group of people came and deceitfully 
told you not-p, you would believe them and stop 
believing p. (Relevant experiments frequently have 
been done by social psychologists.) So do you 
really know p? If physicists told you that Newton's 
theory turns out to have been correct after all, 
wouldn't (or mightn't) you believe them? So do 
you really know Newtonian theory is false? 

But, as before, the mere possibility of its being 
true while you do not believe it is not sufficient to 
show you don't actually know it. That possibility 
must be one that might arise. Call this possibility 
of p's being true while you don't believe it: sk. 
(Lowercase "sk" is p's being true and your not 
believing it, while capital SK is p's being false and 
your believing p.) Possibility sk need not concern 
us when: if p were true, sk wouldn't hold; p --> 

not-sk; sk is false throughout the first part of the p 
neighborhood of the actual world. It is fortunate 
for my knowing that p that there wouldn't be 
people who trick me, just as it is fortunate for my 
knowing I am in Emerson Hall that whatever 
would occur if I weren't there does not include 
people tricking or hypnotizing me into believing I 
am there. 

Suppose I present a certain argument to some
one who believes (truly) that p, and he is convinced 
by it and comes to believe not-p. Look how easily 
he can be moved from believing p to believing not
p. Suppose it happens that I do not present the 
argument to him, so he does not start to believe 
not-p, and he continues to believe p. Does he know 
that p? Is it merely the case that his knowledge is 
insecure, or does such· instability show it is not 
knowledge after all? 

A skeptic might argue that for almost each p we 
(think we) know, there is an argument or happen
ing that would get us to believe not-p even though 
p was true. We reply to this skeptic as before - the 
fact that some possible argument or happening 
would get .us to believe not-p when p doesn't 
show that it is false that 4: if p were true then S 
would believe p and S wouldn't believ~ not-p. To 
show the falsity of 4, the skeptic would have to 
refer to something that might occur if p were true; 
if it wouldn't hold if p were true, what he refers to 
is irrelevant. 

Among the arguments that get people to stop 
believing things are the skeptic's arguments them
selves. These arguments often puzzle people, 
sometimes they get people to stop believing they 
know that p. They do not know that they know. 
Should we describe ~his as a case of people who 
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first know that they know but who, after hearing 
the skeptic's arguments, no longer know that they 
know because they no longer believe that they 
know (and knowledge entails belief)? Our present 
view is that such people did not know that they 
knew that p, even before hearing the skeptic. For 
their previous belief that they knew that p would 
vary when it shouldn't, so it violates condition 4. 
Similarly, some people who never have heard the 
skeptic's arguments would (if they heard them) 
become convinced that they don't know that p. It 
is pleasant to grant the skeptic a partial victory 
after all, one gained by the plausibility of his 
arguments, not their cogency. Because of the skepti
cal arguments, some people would falsely believe 
they don't know that p, and these people do not 
know they know it. The existence of skeptical 
arguments makes one type of skeptical conclusion 
(that we don't know we know things) true of some 
people - those the shoe fits have been wearing it. 

Meno claimed he could speak eloquently about 
virtue until Socrates, torpedolike, began to ques
tion him. He did not know what virtue was, for 
Socrates' questions uncovered Meno's previously 
existing confusions. Even if it had been a sophist's 
questions that bewildered Meno, getting him to 
believe the opposite, what he previously had would 
not have been knowledge. Knowledge should be 
made of sterner stuff. 35 

Thus, some skeptical arguments play off condi
tion 3, others off condition 4. In addition to these 
conditions, our (full) account of knowledge formu
lates a condition about outweighing to cover the 
situation when multiple methods, not all satisfying 
3 and 4, give rise to the belief. Do any skeptical 
arguments play off this outweighing condition? 
Here, presumably, would fit various attempts at 
unmasking the dominant sources of our belief as 
methods that do not track: faith, prejudice, self
interest, class-interest, deep psychological motives. 
The outweighing view involves subjunctives, but 
does anything here correspond to the skeptic's 
focusing upon a possibility that is so far out that 
it wouldn't occur, even if p were false? Perhaps the 
following is comparable. Recall that it was not 
necessary for the tracking method to win out 
against the combined opposed weight of all other 
methods; the person's belief merely had to vary 
with the verdict of the tracking method when the 
recommendations of every other way used to arrive 
at belief were held fixed. (It was only Case III in 
the chart that needed to be examined.) Any actual 
split in the verdict of nontracking methods will be 
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welcome support. The skeptic should not load the 
other methods against what tracking recommends, 
any more than they actually are; to suppose more 
counts as too far out. 

Some skeptical arguments play off condition 3, 
some off condition 4, some (perhaps) off the out
weighing condition when multiple methods are 
involved. Still other skeptical arguments play off 
the methods themselves, off the fact that know
ledge is gained via methods or ways of believing. 
In the situations when we are aware of what meth
ods we are using, do we know we are using those 
methods? To decide whether we know this, 
according to condition 3 we must consider what 
we would believe if we weren't using the methods. 
Would we then still believe we were? If so, condi
tion 3 is violated, and so we did not actually know 
we were using the methods. 

Along this pathway lies trouble. For if we 
weren't using that method, the very method we use 
to track various facts - a situation we have to con
template in applying condition 3 - who knows what 
we would believe about what methods we are using? 
That method M we are using to track various facts 
may be the very method via which we believe that we 
are using method M. This is likely if (and only if) M 
is described widely and deeply enough, for example, 
as the sum total of our (rational or effective) meth
ods. But then, how are we to treat the question of 
what we would believe if we weren't using that 
method M, a question condition 3 pushes at us in 
order to decide if we know we are using M? "If I 
weren't using M, would I still believe I was?" What 
methods ofbelievingam I left by this question? After 
all, condition 3 when fully formulated says: not-p 
and S, viaM, comes to a beliefabout the truth of p --+ 

not-(S believes that p ). And the method M of condi
tion 3 is the very one said to be actually utilized, in 
condition 2: S believes, via M, that p. 

Yet now we face the situation where S believes 
of himself that he is applying method M, via an 
application of method M itself;36 moreover, in 
this situation the statement p, which we are trying 
to decide whether S knows, is: S is using method 
M. The result of substituting this p in the 
full condition 3 is: If S weren't using method M, 
and S, via using M, were to decide about the 
truth of "S is using method M" then S would 
not believe "Sis using method M." But the ante
cedent of this subjunctive is supposing both that 
S is not using method M (this supposition is 
the not-p of the antecedent of condition 3) and 
that S is using method M (he uses this method in 

3 to decide whether or not p, since that is the 
method via which, in condition 2, he actually 
believes p). We have no coherent way to under
stand this. 37 

Yet if we cannot simply include the use of 
method M in determining what S would believe 
if he were not using M, neither can we simply 
suppose (for the purposes of condition 3) that S 
is using some other method to arrive at a belief 
about this matter. We saw earlier, in considering a 
range of examples, the great importance of holding 
the method fixed in deciding questions about 
knowledge. Recall the grandmother who sees her 
grandson visit her and so believes he is healthy and 
ambulatory; yet if he weren't ambulatory, other 
relatives would tell her he was fine to spare her 
anxiety and upset. She sees her grandson walking; 
does she know he is ambulatory? According to 
condition 3 we must ask what she would believe 
if he weren't ambulatory. If the method via which 
she believes is not held fixed, the answer will be 
wrong. True, ifhe weren't ambulatory, she would 
then believe he was (via hearing about him from 
other relatives). But the relevant question is: what 
would she believe ifhe weren't ambulatory and (as 
before) she saw him and spoke to him. Thus, to 
reach the correct answer about her knowledge, the 
method must be held fixed - that is one of the 
reasons why we introduced explicit reference to 
the method or way of believing. 

How then are we to treat the question of 
whether the person knows he is using method M, 
when he believes he is via that very method M? If 
he knows he is, then his belief that he is tracks the 
fact that he is, and varies with that fact. To deter
mine whether it so varies, we must look to the 
question of what he would believe if p were false, 
that is, if he weren't using method M. How are we 
to understand this question? It seems we must 
hold fixed the method M via which he believes, 
in order to reach the correct answer about knowl
edge (as is shown by the case of the grandmother), 
and that we cannot hold the method M fixed, for 
then we have the (apparently) incoherent supposi
tion that he is applying the method to the situation 
where he is not using it, in order to determine 
whether or not he is - and this supposes that he 
both is and isn't using the method. 

This problem does not arise when we know via 
another method that we are using some particular 
method; it arises only for our knowledge of our use 
of our deepest methods, though not for shallower 
specifications of these methods in specific 
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instances. Still, what should we say about our 

knowledge of these deepest methods or of the 

conditions in which we apply them. Do you 
know you are rational, do you know you are 

sane? If you were irrational or insane, mightn't 

you think you were rational and sane? Yes, but 
not by applying methods under (fixed) conditions 

of rationality and sanity. We cannot conclude sim
ply that condition 3 is not satisfied so you don't 
know you are rational or sane; for that condition is 

not satisfied only when the method is allowed to 
vary. It would be best to be able coherently to 

discover whether or not that method is being 
used. I can use M to discover whether you are 

using M (if you weren't, I wouldn't believe, via 

M, that you were), or whether I was using Min the 

past (if I hadn't been, I wouldn't now believe, via 

M, that I had been). The difficulty is to make sense 
of saying that M, if currently used, would detect 

that it was not being used (if it weren't). And while 
I do not think this simply is incoherent, neither is 
it pellucidly clear. 38 

Questions about knowing one is rational or sane 
need not depend on varying the method used. If 

what we have to go on as we apply methods is the 
appearance of rationality and sanity, then mightn't 

we appear sane and rational to ourselves even if we 

are not? So how do we know we are? We do have 

more to go on than how we appear to ourselves; 

there also is the agreement with others. Let us 

Notes 

Despite some demurrals in the literature, there is 

general agreement that conditions I and 2 are neces

sary for knowledge. (For some recent discussions, see 

D. M. Armstrong, Belief, Truth and Knowledge (Cam

bridge: Cambridge University Press, 1973), ch. 10; 

Keith Lehrer, Knowledge (Oxford: Oxford University 

Press, 1974), chs. 2, 3.) [ shall take for granted that 

this is so, without wishing to place very much weight 

on its being belief that is the precise cognitive attitude 

(as opposed to thinking it so, accepting the statement, 

and so on) or on the need to introduce truth as 

opposed to formulating the first condition simply 

as:p. 
I should note that our procedure here does not 

seem from thinking that every illuminating discussion 

of an important philosophical notion must present 

(individually) necessary and (jointly) sufficient con

ditions. 
2 Below, we discuss further the case where though the 

fact that p causes the person's belief that p, he would 
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leave aside the possibility that all those others 

also might be insane and irrational, or be engaged 

in a plot to convince me (falsely) that I was rational 
and sane. Neither of these is what (actually) would 

or might occur if I weren't rational or sane. Might 

an insane and irrational person also be mistaken 
about whether others are agreeing with him, 

though, interpreting their disagreement as con
cord? If a person were insane or irrational in this 
way then others would appear (to him) to agree 

with him, and so he would appear sane and rational 
to himself. Things would appear qualitatively 

indistinguishable to him from the situation where 
he rationally and sanely judges the world. There 

appears to be no shift in method here, at least 

insofar as how using the method is experienced 

internally by the user. Do you know, then, that 
you are not in that particular skeptical situation 

SK? Perhaps not, but (as before) from our not 

knowing that particular not-SK it does not follow 
that we don't know other things, including that we 
are being sane and rational in particular situations 

in particular ways. For if we weren't, we wouldn't 
believe we were; if we weren't then sane and 
rational in those particular ways, what would or 

might obtain is not this skeptic's possibility SK. 

These points emerge even more clearly if we con
sider positions skeptical not about (almost) all 

knowledge in general, but about particular kinds 

of knowledge. 

believe it anyway, even if it were not true. I should 

note here that I assume bivalence throughout this 

chapter, and consider only statements that are true 

if and only if their negations are false. 

3 See Robert Stalnaker, "A Theory of Conditionals," 

in N. Rescher (ed.), Studies in Logical Theory 

(Oxford: Basil Blackwell, 1968); David Lewis, Coun

terfoctua/s (Cambridge: Harvard University Press, 

1973); and Jonathan Bennett's critical review of 

Lewis, "Counterfactuals and Possible Worlds," 

Canadian Journal of Philosophy IV, 2 (Dec. 1974), 

pp. 381-402. 
Our purposes require, for the most part, no more 

than an intuitive understanding of subjunctives. 

However, it is most convenient to examine here 

some further issues, which will be used once or 

twice later. Lewis's account has the consequence 

that p -+ q whenever p and q are both true; for the 

possible world where p is true that is closest to the 

actual world is the actual world itself, and in that 
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world q is true. We might try to remedy this by 
saying that when p is true, p -+ q is true if and only 
if q is true in all p worlds closer (by the metric) to the 
actual world than is any not-p world. When p is false, 
the usual accounts hold that p -+ q is true when q 
holds merely in the closest p worlds to the actual 
world. This is too weak, but how far out must one 
go among the p worlds? A suggestion parallel to the 
previous one is: out until one reaches another not-p 
world (still further out). So if q holds in the closest p 
world Wt but not in the p world w2, even though no 
not-p world lies between Wt and w2, then (under the 
suggestion we are considering) the subjunctive is 
false. A unified account can be offered for subjunct
ives, whatever the truth value of their antecedents. 
The p neighborhood of the actual world A is the 
closest p band to it; that is, w is in the p neighborhood 
of the actual world if and only if p is true in w and 
there are no worlds wP and wP such that not-pis true 
in wP and p is true in wP, and wP is closer to A than w 
is to A, and wP is at least as close to A as wP is to A. 
A subjunctive p --> q is true if and only if q is true 
throughout the p neighborhood of the actual world. 

If it is truly a random matter which slit a photon 
goes through, then its going through (say) the right 
slit does not establish the subjunctive: if a photon 
were fired at that time from that source it would go 
through the right-hand slit. For when p equals A 
photon is fired at that time from that source, and q 
equals the photon goes through the right-hand slit, q 
is not true everywhere in the p neighborhood of the 
actual world. 

This view of subjunctives within a possible-worlds 
framework is inadequate if there is no discrete p band 
of the actual world, as when for each positive distance 
from the actual world A, there are both p worlds and 
not-p worlds so distant. Even if this last is not gen
erally so, many p worlds that interest us may have 
their distances from A matched by not-p worlds. 
Therefore, let us redefine the relevant p band as the 
closest spread of p worlds such that there is no not-p 
world intermediate in distance from A to two p worlds 
in the spread unless there is also another p world in 
the spread the very same distance from A. By defini
tion, it is only p worlds in the p band, but some not-p 
worlds may be equidistant from A. 

Though this emendation allows us to speak of the 
closest spread of p worlds, it no longer is so clear 
which worlds in this p band subjunctives (are to) 
encompass. We have said it is not sufficient for the 
truth of p -+ q that q hold in that one world in the p 
band closest to the actual world. Is it necessary, as our 
first suggestion has it, that q hold in all the p worlds in 
the closest p band to the actual world? Going up until 
the first "pure" stretch of not-p worlds is no longer as 
natural a line to draw as when we imagined "pure" p 
neighborhoods. Since there already are some not-p 
worlds the same distance from A as some members of 

the p band, what is the special significance of the first 
unsullied not-p stretch? There seems to be no natural 
line, though, coming before this stretch yet past the 
first p world. Perhaps nothing stronger can be said 
than this: p -+ q when q holds for some distance out 
in the closest p band to the actual world,·that is, when 
all the worlds in this first part of that closest p band 
are q. The distance need not be fixed as the same for 
all subjunctives, although various general formulas 
might be imagined, for example, that the distance is 
a fixed percentage of the width of the p band. 

I put forth this semantics for subjunctives in a 
possible-worlds framework with some diffidence, 
having little inclination to pursue the details. Let 
me emphasize, though, that this semantics does not 
presuppose any realist view that all possible worlds 
obtain. I would hope that into this chapter's 
subjunctively formulated theoretical structure can 
be plugged (without too many modifications) what
ever theory of subjunctives turns out to be adequate, 
so that the theory of knowledge we formulate is not 
sensitive to variations in the analysis of subjunctives. 
In addition to Lewis and Stalnaker cited above, see 
Ernest W. Adams, The Logic of Conditionals (Dor
drecht: Reidel, 1975);John Pollock, Subjunctive Rea
soning (Dordrecht: Reidel, 1976); J. H. Sobel, 
"Probability, Chance and Choice" (unpublished 
book manuscript); and a forthcoming book by Yigal 
Kvart. 

4 If the possible-worlds formalism is used to represent 
counterfactuals and subjunctives, the relevant worlds 
are not those p worlds that are closest or most similar 
to the actual world, unless the measure of closeness or 
similarity is: what would obtain if p were true. 
Clearly, this cannot be used to explain when 
subjunctives hold true, but it can be used to represent 
them. Compare utility theory which represents pre
ferences but does not explain them. Still, it is not a 
trivial fact that preferences are so structured that they 
can be represented by a real-valued function, unique 
up to a positive linear transformation, even though 
the representation (by itself) does not explain these 
preferences. Similarly, it would be of interest to 
know what properties hold of distance metrics 
which serve to represent subjunctives, and to know 
how subjunctives must be structured and interrelated 
so that they can be given a possible worlds represen
tation. (With the same one space serving for all 
subjunctives?) 

One further word on this point. Imagine a library 
where a cataloguer assigns call numbers based on 
facts of sort F. Someone, perhaps the cataloguer, 
then places each book on the shelf by looking at its 
call number, and inserting it between the two books 
whose call numbers are most nearly adjacent to its 
own. The call number is derivative from facts of type 
F, yet it plays some explanatory role, not merely 
a representational one. "Why is this book located 



precisely there? Because ofits number." Imagine next 

another library where the person who places books on 

the shelves directly considers facts of type F, using 

them to order the books and to interweave new ones. 

Someone else might notice that this ordering can be 

represented by an assignment of numbers, numbers 

from which other information can be derived as well, 

for example, the first letter of the last name of the 

principal author. But such an assigned number is no 

explanation of why a book in this library is located 

between two others (or why its author's last name 

begins with a certain letter). I have assumed that 

utility numbers stand to preferences, and closeness 

or similarity measures stand to subjunctives, as the 

call numbers do to the books, and to the facts of type F 

they exhibit, in the second library. 

5 G. C. Stine, "Skepticism, Relevant Alternatives 

and Deductive Closure," Philosophical Studies 29 

(1976), p. 252, who attributes the example to Carl 

Gin et. 
6 This last remark is a bit too brisk, for that account 

might use a subjunctive criterion for when an alter

native q top is relevant (namely, when if p were not 

to hold, q would or might), and utilize some further 

notion of what it is to rule out relevant alternatives 

(for example, have evidence against them), so that it 

did not tum out to be equivalent to the account we 

offer. 
7 More accurately, since the truth of antecedent and 

consequent is not necessary for the truth of the 

subjunctive either, 4 says something different from 

1 and 2. 
8 I experimented with some other conditions which 

adequately handled this as well as some other prob

lem cases, but they succumbed to further difficult

ies. Though much can be learned from applying 

those conditions, presenting all the details would 

engage only the most masochistic readers. So I sim

ply will list them, each at one time a candidate to 

stand alone in place of condition 4. 

(a) S believes that not-p --+ not-p. 

(b) S believes that not-p --+ not-p or it is through 

some other method that S believes not-p. 

(Methods are discussed in the next section.) 

(c) (S believes p or S believes not-p) --+ not-(S 

believes p, and not-p·holds) and not-(S believes 

not-p, and p holds). 
( d) not-(S believes that p) --+ not-(p and S believes 

that not-p). 
(e) not-(p and S believes that p) --+ not-(not-p and 

S believes that p or p and S believes that not-p). 

9 Gilbert Harman, Thought (Princeton: Princeton, 

University Press, 1973), ch. 9, pp. 142-54. 

10 What if the situation or world where he too hears the 

later false denials is not so close, so easily occurring? 

Should we say that everything that prevents his 
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hearing the denial easily could have not happened, 

and does not in some close world? 
11 This reformulation introduces an apparent asymme

try between the consequents of conditions 3 and 4. 

Since we have rewritten 4 as 

p--+ S believes that p and not-(S believes that not-p), 

why is 3 not similarly rewritten as 

not-p --+ not-(S believes that p) and S believes that 

not-p? 

It is knowledge that p we are analyzing, rather than 

knowledge that not-p. Knowledge that p involves a 

stronger relation to p than to not-p. Thus, we did 

not first write the third condition for knowledge of p 
as: not-p --+ S believes that not-p; also the following 

is not true: S knows that p --+ (not-p --+ S knows that 

not-p). 
Imagine that someone S knows whether or not p, 

but it is not yet clear to us which he knows, whether 

he knows that p or knows that not-p. Still, merely 

given that S knows that--, we can say: 

not-p --+ not-(S believes that p) 
p --+ not-(S believes that not-p). 

Now when the blank is filled in, either with p or with 

not-p, we have to add S's believing it to the conse

quent of the subjunctive that begins with it. That 

indicates which one he knows. Thus, when it is p 
that he knows, we have to add to the consequent of 

the second subjunctive (the subjunctive that begins 

with p): S believes that p. We thereby transform the 

second subjunctive into: 

p--+ not-(S believes that not-p) and S believes that p. 

Except for a rearrangement of which is written first 

in the consequent, this is condition 4. Knowledge 

that p especially tracks p, and this special focus on p 

(rather than not-p) gets expressed in the subjunctive, 

not merely in the second condition. 
There is another apparent asymmetry in the ante

cedents of the two subjunctives 3 and 4, not due to 

the reformulation. When actually p is true and S 

believes that p, condition 4 looks some distance out 

in the p neighborhood of the actual world, while 

condition 3 looks some distance out in the not-p 

neighborhood, which itself is farther away from the 

actual world than the p neighborhood. Why not have 

both conditions look equally far, revising condition 3 

to require merely that the closest world in which p is 

false yet S believes that p be some distance from the 

actual world. It then would parallel condition 4, 

which says that the closest world in which p yet p 
is not believed is some distance away from the actual 

world. Why should condition 3 look farther from the 

actual world than condition 4 does? 

However, despite appearances, both conditions 

look at distance symmetrically. The asymmetry is 
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caused by the fact that the actual world, being a p 
world, is not symmetrical between p and not-p. 
Condition 3 says that in the closest not-p world, 
not-(S believes that p), and that this "not-(S believes 
that p)" goes out through the first part of the not-p 
neighborhood of the actual world. Condition 4 says 
that in the closest p world, S believes that p, and that 
this "S believes that p" goes out through the first 
part of the p neighborhood of the actual world. Thus 
the two conditions are symmetrical; the different 
distances to which they extend stems not from an 
asymmetry in the conditions but from one in the 
actual world - it being (asymmetrically) p. 

12 D. M. Armstrong, Belief, Truth and Knowledge 
(Cambridge: Cambridge University Press, 1973), p. 
209; he attributes the case to Gregory O'Hair. 

13 Some may hold the father is made more sure in his 
belief by courtroom proof; and hold that the father 
knows because his degree of assurance (though not 
his belief) varies subjunctively with the truth. 

14 If there is no other such method Mt via which S 
believes that p, the second clause is vacuously true. 

Should we say that no other method used out
weighs M, or that M outweighs all others? Delicate 
questions arise about situations where the methods 
tie, so that no subjunctive holds about one always 
winning over the other. It might seem that we 
should require that M outweigh (and not merely 
tie) the other methods; but certain ways of resolving 
the ties, such as not randomly deciding but keeping 
judgment suspended, might admit knowledge when 
a true belief is arrived at via a tracking method M 
which is not outweighed yet also doesn't (always) 
outweigh the others present. There is no special 
need to pursue the details here; the outweighing 
condition should be read here and below as a vague 
one, residing somewhere in the (closed) interval 
between "outweighs" and "not outweighed", but 
not yet precisely located. This vagueness stands 
independently of the refinements pursued in the 
text immediately below. 

15 When a belief is overdetermined or jointly produced 
by three methods, where only the first satisfies con
ditions 3 and 4, the question becomes: what does the 
person believe when Mt recommends believing not
P while the two others each recommend believing p? 
Notice also that in speaking of what would happen 
in Case III we are imposing a subjunctive condition; 
if there is no "would" about it, if in each instance of 
a Case III situation it is determined at random which 
method outweighs which, then that will not be suf
ficient for knowledge, even though sometimes Mt 
wins out. 

It is worrisome that in weakening our initial 
description of outweighing by looking to Case III 
but not to Case II, we seem to give more weight to 
condition 3 for tracking than to condition 4. So we 
should be ready to reconsider this weakening. 

16 For example, in the case of the father who believes 
on faith that his son is innocent and sees the court
room demonstration of innocence, does the father 
use two methods, faith and courtroom demonstra
tion, the second of which does satisfy conditions 3--4 
while the first (which outweighs it) does not satisfy 
3--4; or does the father use only one method which 
doesn't satisfy 3--4, namely: believe about one's son 
whatever the method of faith tells one, and only if it 
yields no answer, believe the result of courtroom 
demonstration? With either mode of individuation, 
knowledge requires the negative existentially quan
tified statement (that there is no method ... ) some
where, whether in specifying the method itself or in 
specifying that it is not outweighed. 

17 One suspects there will be some gimmick whereby 
whenever p is truly believed a trivial method M can 
be specified which satisfies conditions 3 and 4. If so, 
then further conditions will have to be imposed 
upon M, in addition to the dispositional condition. 
Compare the difficulties encountered in the litera
ture on specifying the relevant reference class in 
probabilistic inference and explanation; see Henry 
Kyburg, Probability and the Logic of Rational Belief 
(Middletown: Wesleyan University Press, 1961), ch. 
9; C. G. Hempel, Aspects of Scientific Explanation 
(New York: Free Press, 1965), pp. 394--4-05; also his 
"Maximal Specificity and Lawlikeness in Probabil
istic Explanation," Philosophy of Science 35 (1968), 
pp. llfr.33. 

18 See Ludwig Wittgenstein, On Certainty (Oxford: 
Basil Blackwell, 1969), 83, 94, 102-10, 14-0--4, 
151-2, 162-3, 166, 411, 419, 472-5. 

19 There is an immense amount of literature concern
ing skepticism. See, for example, Sextus Empiricus, 
Writings (4 vols, Loeb Classical Library, Cambridge: 
Harvard University Press); Richard Popkin, History 
of Skepticism from Erasmus to Descartes (rev. edn, 
New York: Humanities Press, 1964); Arne Naess, 
Skepticism (New York: Humanities Press, 1968); 
Rene Descartes, Meditations on First Philosophy 
(New York: Liberal Arts Press, 1960); G. E. 
Moore, "Proof of an External World," "Certainty," 
and "Four Forms of Scepticism," this vol., chs 2, 3 
and 4, and "A Defense of Common Sense," in his 
Philosophical Papers (Allen and Unwin, London, 
1959); J. L. Austin, "Other Minds" in his 
Philosophical Papers (Oxford University Press, 
1961); Wittgenstein, On Certainty; Keith Lehrer, 
"Why Not Skepticism?" (in Swain and Pappas 
(eds), Essays on Knowledge and Justification, pp. 
34fr.63); Peter Unger, Ignorance (Oxford University 
Press, 1975), pp. 7-24; Michael Slote, Reason and 
Skepticism (London: Allen· and Unwin, 1970); 
Roderick Firth, "The Anatomy of Certainty," Phi
losophical Review 76 (1967), pp. 3-27; Thompson 
Clarke, "The Legacy of Skepticism," Journal of 
Philosophy 69 (1972), pp. 754--69; Stanley Cavell, 



The Claim of Reason (Oxford University Press, 
1979). 

20 From the perspective of explanation rather than 

proof, the extensive philosophical discussion, deriv
ing from Charles S. Peirce, of whether the skeptic's 

doubts are real is beside the point. The problem of 
explaining how knowledge is possible would remain 
the same, even if no one ever claimed to doubt that 

there was knowledge. 
21 Subjunctives with actually false antecedents and 

actually true consequents have been termed by 
Goodman semi-factua/s. R is the semi-factual: not-p 
-+ S believes p. 

22 Should one weaken condition 3, so that the account 
of knowledge merely denies the opposed subjunctive 

R? That would give us: not-(not-p -+ S believes p). 

This holds when 3 does not, in situations where if p 
were false, S might believe p, and also might not 

believe it. The extra strength of 3 is needed to 

exclude these as situations of knowledge. 
23 Though it does show the falsity of the corresponding 

entailment, "not-p entails not-(S believes that p)." 
24 If a person is to know that SK doesn't hold, then 

condition 3 for knowledge must be satisfied (with 

"SK doesn't hold" substituted for p). Thus, we get 

(3) not-(SK doesn't hold) -+ not-(S believes that 
SK doesn't hold). 

Simplifying the antecedent, we have 

(3) SK holds -+ not-(S believes that SK doesn't 

hold}. 

The skeptic has chosen a situation SK such that the 
following is true of it: 

SK holds -+ S believes that SK doesn't hold. 

Having the same antecedent as 3 and a contradictory 
consequent, this is incompatible with 3. Thus, con
dition 3 is not satisfied by the person's belief that SK 

does not hold. 
25 Descartes presumably would refute the tank hypoth

esis as he did the demon hypothesis, through a proof 

of the existence of a good God who would not allow 
anyone, demon or psychologist, permanently to 

deceive us. The philosophical literature has concen

trated on the question of whether Descartes can 
prove this (without begging the question against 

the demon hypothesis). The literature has not dis

cussed whether even a successful proof of the exis
tence of a good God can help Descartes to conclude 
he is not almost always mistaken. Might not a good 

God have his own reasons for deceiving us; might he 
not deceive us temporarily - a period which includes 
all of our life thus far (but not an afterlife)? To the 
question of why God did not create us so that we 
never would make any errors, Descartes answers 

that the motives of God are inscrutable to us. Do 
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we know that such an inscrutable God could not be 

motivated to allow another powerful "demon" to 
deceive and dominate us? 

Alternatively, could not such a good God be 

motivated to deceive itself temporarily, even if not 
another? (Compare the various Indian doctrines 

designed to explain our ignorance of our own true 
nature, that is, Atman-Brahman's or, on another 
theory, the purusha's nature.) Whether from play

fulness or whatever motive, such a good God would 
temporarily deceive itself, perhaps even into think

ing it is a human being living in a material realm. 
Can we know, via Descartes' argument, that this is 
not our situation? And so forth. 

These possibilities, and others similar, are so 

obvious that some other explanation, I mean 
the single-minded desire to refute skepticism, 

must be given for why they are not noticed and 
discussed. 

Similarly, one could rescrutinize the cogito argu

ment. Can "I think" only be produced by something 
that exists? Suppose Shakespeare had written for 
Hamlet the line, "I think, therefore I am," or a 

fiction is written in which a character named Des
cartes says this, or suppose a character in a dream of 
mine says this; does it foliow that they exist? Can 

someone use the cogito argument to prove he him
self is not a fictional or dream character? Descartes 
asked how he could know he wasn't dreaming; he 

also should have asked how he could know he wasn't 
dreamed. See further my fable "Fiction," Plough

shares 6, 3 (Oct. 1980). 
26 I say almost everything, because there still could be 

some true beliefs such as "I exist." More limited 

skeptical possibilities present worlds doxically iden
tical to the actual world in which almost every belief 

of a certain sort is false, for example, about the past, 
or about other people's mental states. 

27 Let w1 ... , w0 be worlds doxically identical to the 
actual world for S. He doesn't know he is not in wi. 

he doesn't know he is not in w2 ... ; does it follow 
that he doesn't know he is in the actual world WA or 
in one very much like it (in its truths)? Not if the 

situation he would be in if the actual world WA did 
not obtain wasn't one of the doxically identical 

worlds; if the world that then would obtain would 

show its difference from the actual one WA, he then 
would not believe he was in WA. 

However, probably there are some worlds not 
very different from the actual world (in that they 
have mostly the same truths) and even doxically 

identical to it, which might obtain if WA did not. 
In that case, S would not know he was in w A speci
fied in all its glory. But if we take the disjunction of 
these harmless worlds (insofar as drastic skeptical 

conclusions go) doxically identical with WA then S 
will know that the disjunction holds. For if it didn't, 

he would notice that. 



Robert Nozick 

28 This argument proceeds from the fact that floating 
in the tank is incompatible with being at X. Another 
form of the skeptic's argument, one we shall con
sider later, proceeds from the fact that floating in the 
tank is incompatible with knowing you are at X (or 
almost anything else). 

29 Note that I am not denying that Kp & K(p -< q) -+ 
Believes q. 

30 Here again I assume a limited readership, and ignore 
possibilities such as those described in James Blish, 
Cities in Flight. 

31 Thus, the following is not a deductively valid form 
of inference. 

p -< q (and S knows this) 
not-p -+ not-(S believes that p) 
Therefore, not-q-+ not-(S believes that q). 

Furthermore, the example in the text shows that 
even the following is not a deductively valid form 
of inference. 

p -< q (and S knows this) 
not-p -+ not-(S believes that p) 
Therefore, not-q-+ not-(S believes that p). 

Nor is this one deductively valid: 

p-< q 
not-q-+ r 
Therefore, not-p-+ r. 

32 Does this same consequence of nonclosure under 
known logical implication follow as well from con
dition 4: p -+ S believes that p? When p is not 
actually true, condition 4 can hold d' p yet not of a 
q known to be entailed by p. For example, let p be 
the (false) statement that I am in Antarctica, and let 
q be the disjunction of p with some other appropriate 
statement; for example, let q be the statement that I 
am in Antarctica or I lost some object yesterday 
though I have not yet realized it. If p were true 
I would know it, p entails q, yet if q were true I 
wouldn't know it, for the way it would be true would 
be by my losing some object without yet realizing it, 
and if that happened I would not know it. 

This example to show that condition 4 is not 
closed under known logical implication depends on 
the (actual) falsity of p. I do not think there is any 
suitable example to show this in the case where p is 
true, leaving aside the trivial situation when the 
person simply does not infer the entailed statement q. 

33 Suppose some component of the condition, call it C, 
also speaks of some cases when p is false, and when q 
is false; might it then provide "varies with," even 
though C is preserved under known logical implica
tion, and is transmitted from p to q when p entails q 
and is known to entail q? If this condition C' speaks 
of some cases where not-p and of some cases where 
not-q, then C will be preserved under known logical 
implication if, when those cases of not-p satisfy it, 

and p entails q, then also those cases of not-q satisfy 
it. Thus, C seems to speak of something as preserved 
from some cases of not-p to some cases of not-q, 
which is preservation in the reverse direction to the 
entailment involving these, from not-q to not-p. 
Thus, a condition that is preserved under known 
logical implication and that also provides some mea
sure of "varies with" must contain a component 
condition saying that something interesting (other 
than falsity) is preserved in the direction opposite to 
the logical implication (for some cases); and more
over, that component itself must be preserved in the 
direction of the logical implication because the con
dition including it is. It would be interesting to see 
such a condition set out. 

34 Reading an earlier draft of this chapter, friends 
pointed out to me that Fred Dretske already had 
defended the view that knowledge (as one among 
many epistemic concepts) is not closed under known 
logical implication. (See his "Epistemic Operators," 
Journal of Philosophy 67 (1970), pp. 1007-23.) 
Furthermore, Dretske presented a subjunctive con
dition for knowledge (in his "Conclusive Reason," 
Australasian Journal of Philosophy 49, (1971), pp. 
l-22), holding that S knows that p on the basis of 
reasons R only if: R would not be the case unless p 
were the case. Here Dretske ties the evidence sub
junctively to the fact, and the belief based on the 
evidence subjunctively to the fact through the evid
ence. (Our account of knowledge has not yet intro
duced or discussed evidence or reasons at all. While 
this condition corresponds to our condition 3, he has 
nothing corresponding to 4.) So Dretske has hold d' 
both pieces of our account, subjunctive and nonclo
sure, and he even connects them in a passing foot
note (Journal of Philosophy 67, p. 1019, n. 4), 
noticing that any account of knowledge that relies 
on a subjunctive conditional will not be closed under 
known logical implication. Dretske also has the 
notion of a relevant alternative as "one that might 
have been realized in the existing circumstances if 
the actual state of affairs had not materialized" (p. 
102 l ), and he briefly applies all this to the topic of 
skepticism (pp. 1015-16), holding that the skeptic is 
right about some things but not about others. 

It grieves me somewhat to discover that Dretske 
also had all this, and was there first. It raises the 
question, also, of why these views have not yet had 
the proper impact. Dretske makes his points in the 
midst of much other material, some of it less insight
ful. The independent statement and delineation of 
the position here, without the background m~ise, I 
hope will make clear its many merits. 

After Goldman's paper on a causal theory of 
knowledge (in Journal of Philosophy 64 (1967)), an 
idea then already "in the air," it required no great 
leap to consider subjunctive conditions. Some two 
months after the first version of this chapter was 



written, Goldman himself published a paper on 
knowledge utilizing counterfactuals ("Discrimina
tion and Perceptual Knowledge," Journal of 
Philosophy 78 (1976), pp. 771-91), also talking of 

relevant possibilities (without using the counterfac
tuals to identify which possibilities are relevant); and 
Shope's survey article has called my attemion to a 
paper of L. S. Carrier ("An Analysis of Empirical 
Knowledge,'~ Southern Journal of Ph11osophy 9 
(1971), pp. 3-11) that also used subjunctive con
ditions including our condition 3. Armstrong's re
liability view of knowledge (Belief. Truth and 
Knowledge, pp. 166, 169) involved a lawlike connec
tion between the belief that p and the state of affairs 
that makes it true. Clearly, the idea is one whose 
time has come. 

35 Is it a consequence of our view that of two people 
who know p, each believing he knows p and satisfy
ing condition 3 for knowing he knows p, one may 
know he knows and the other not, because (although 
identical in all other respects) the second might 
encounter skeptical arguments while the first some-
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how lives hermetically sealed from the merest brush 

with them? 
36 Our task now is not to wonder whether it is legit

imate to use M to reach a belief that M is being used. 
What, after all, is the alternative? Presumably, an 
infinite regress of methods, or a circle, or reaching a 
method which is used but either is not believed to be 
used, or is believed to be though not via any method 
or way of believing. 

37 Similar questions arise about our knowledge of other 
statementa such that if they were false, we would not 
be using the methods via which we know they are 
true, for example, "there are eyes," "I am alive," "I 
am sentient," perhaps "I sometimes am tracking 
something." 

38 Should we say for these cases discussed in the text 
that condition 3 does not apply, so that, as in the 
previous case of necessary truths, the whole weight 
of tracking devolves upon condition 4? The issue 
then simply turns on whether in similar situations 
where the person uses method M, he also would 
believe he does. 



PART Ill 

Contemporary Foundationalism 
and Coherentism 



Introduction 

The Pyrrhonian problematic can he formulated as 

foUows. One can be justified in believing that p 
only 1f one has a reason to belH:ve that p But if a 

proposition that q is one's reason to believe that p, 

it can provide justification only 1f it iii a good 
reason - that is, only if it, too (or they, if there is 

more than one reason), is something one is just

ified in believing. This leaves three possibilities for 

any tree of justification: (I) all il:s branches termin
ate; (2) at least one of its branches l."OTitains a loop; 

(J) at least one of its branches ii; infinite. Thus, we 

have the three traditional theories of justificacion: 

foundational1sm, coherentism, and the rather less 

popular mfinitism. To be complete, there is a 
founh option not mentioned, namely that skepti
cism is true and there arc no trees of justification, 
for no one is ever jusnfied in believing anything. 

This description of the Pyrrhonian problemai:ic 

corresponds closely to the way Roderick Chisholm 

seeb the epistemological terrain. Faced with these 
options, he chooses foundationalism This means 

ac:lmining that there are some proposmons that we 

are justified m believing but for which we lack 

reasons in the form of further propositions we 
are justified m believing. Chisholm fully embraces 

this consequence Ha,.fog made the statemenl 

"There lies a key," 1r one is asked "\Vhat is your 

justification for thinking that?," one must provide 

an answer, but 1:1.-entually, m the chain of ques

rions, a claim about one's present experience will 

be challenged: "\Vhat is your justification for 
thinking you have SUt:b-and-such experience?" 

To this, Chisholm thinks one can do no better 
than tu answer "My justification is that I have 

such-and-such experience." Similarly, faced with 

a challenge to a claim regardi'l:" one's present 

belief that p, one must repeat oneself, saymg 

"My justification for thinking I belie,·e thai: p is 
that I believethatp." 

Are, then, these foundational beliefs, these parts 

of "the gil1en," themselves justified? Chisholm 
declines tu give us an answer, saying thai: there 

are unly two essential points: these beliefs, whether 

they are justified or not, justify other beliefs, and 

reports expressing these belie!S provide slopping 

places in the dialectic of askmg for and gi,·ing 

reasons. 
Wilfrid Sellars attacks the doctnnc of the gi'en 

precisely on the issue of the epi~log1cal status 

of these foundational beliefs. If there is knowledge 

that is unsupponed by further knov. ledge, as 

Chisholm would have to acknowledge, then 

reports of this knowledge, like reports of any 
piece of knowledge, must have authority But a 

reporr can have authority only if the person mak

ing it in some sense recognizes Its authorit~·. Thus, 
even in the case of my knowledge that what I see 

before me is green, my reporr "This is green" 

must have authority that I recognize. r.toreover, 

in this case, the authority can only lie in the reli
able connection between the production uf tokens 

of "This is green" and the presence of green 
objects. So if I am to know through observation 

that what I see is green, I must recognize the truth 

of this generalization. Huw, then, du 1 knuw the 

truth of the generalization? My present Jmowlcdge 

IS based on memory knowledge of instances of it. 
\\/hat of my knov.·lcdge of these instances? Are we 

headed for a regress? Nu, answers Sellars, fur 

although I have such memory knowledge, the 

experiential beliefs from which these memones 

are derived need not ha,·e been pieces of ~ ~ 
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knowledge. (Presumably, these pieces of memory 
knowledge, too, have authority that is also recog
nized' by t~ subject in the form of a belief that 
reports of "This was green and I experienced it to 
be so" co-vary with actual past encounters with 
green objects.) 

Sellars's account rules out Chisholm's given. 
Formulated in the language of beliefs rather than 
of reports: if all knowledge of particular matters of 
fact, including even observation knowledge, 
depends on general knowledge, and if in turn this 
general knowledge itself depends on knowledge of 
particular matters of fact, then empirical know
ledge has no foundation. 

Ernest Sosa, in his contribution, clarifies the 
alternatives of coherentism and foundationalism, 
of the raft and the pyramid. Traditional founda
tionalism and coherentism alike are committed to a 
kind of "formal" foundationalism, which holds 
that epistemic conditions supervene on non-epis
temic conditions in a way that can be specified in 
general, perhaps recursively. Formal foundation
alism, according to Sosa, derives its plausibility 
from the claims that epistemic conditions are 
normative and that all normative conditions are 
supervenient. If a state of affairs is good, it must 
be good because it is a state of pleasure, or because 
it is a state of desire satisfaction, etc. It cannot be 
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The Myth of the Given 

Roderick M. Chisholm 

I. The doctrine of"the given" involved two theses 
about our knowledge. We may introduce them by 
means of a traditional metaphor: 

(A) The knowledge which a person has at any 
time is a srructure or edifice, many pans 
and stages of which help to support each 
other, bur whic:h as a whole is supported by 
its own foundation. 

The second thesis is a specification or the first: 

(B) The foundation of one's knowledge r;onsists 
(at least in pan) of the apprehension of 
what have been called, variously, "sensa
tions," "sense-impressions," "appear
an<.-es," "sensa," .. sense-qualia," and 
"phenomena " 

These phenomenal entities, said to be at the base 
of 1he structure of knowledge, are what was c:alled 
"the given." A third thesis is sometimes associated 
with the doctrine of the given, but 1he first two 
theses do not imply it. We ma) formulate it m the 
lerms of 1he same metaphor· 

(C) The only apprehension whic:h is thm basic 
to the structure of knowledge is our appre
hension of ''appearancesn (etc.) - OUT 
apprehension of the given. 

Theses (A) and (B) constitute the "doctrine of the 
gi"·en"; thesis (C), if a label were net.es:!al'}', might 

originally published in R. Chisholm. Phl/oscpllJ" (Engle
wood Cliffs, NJ: Prentice-Hall.1964), pp. 261-86 

be called "1he phenomenalistic version" of the 
doctrine. The fir.;t two theses are essential to 
the empirical tradition in Western philusoph). 
The third is problematic for traditional empiricism 
and depends in pan, bm only in pan, upon the 
way in which the metaphor of the edifice and its 
foundation is spelled our. 

I believe II is accurale to say thar, ar the time at 

whic:h our study begins, mosr American epistemo
logisB accepted the fir.;t two theses and thus 
accepted the doctrine uf the given. The expression 
"the given" became a term of contemporary philo
sophical vocabulary partly because of its use by 
C. I. Lewis in his Mind and thr World-Ordtr 
(Scribner, 1929). Many of 1he philosophers who 
accepted the doctrine avoided the ~ 
because of its association with other more contro
ver.;ial p;irts ofLewis's book a book which might 
be taken (though misrali:cnly, I thinli:) also to 
endorse thesis (C). the "phenomenalistic version" 
of the doctrine The doctrine itself theses (A) 
and (B) - became a matter of general controversy 
durmg the period of our survey. 

Thesis (A) was criticized as being "'absolute" 
and thesis (B) as being overly "subjective." Both 
criticisms may be f~nd in some of the ''mstru
mentalistic:" writings of John Dewey and philo
sophers associared with him. They may also be 
found in the writings of 1hosc philosophers of 
science ("logical empiricislli") writing in the tradi
tion of the Vienna Circle. (At an early stage ofth1s 
tradition, however, some of chese same ph1loso-
pher!i seem to have accepted all three theses.) Dis
cussion became entangled in verbal confusions -
especially in connection with the uses of such 
terms as "doubt," "certainty," "appearance," 



Roderick M. Chisholm 

and "immediate experience." Philosophers, influ
enced by the work that Ludwig Wittgenstein had 
been doing in the 1930s, noted such confusions in 
detail, and some of them seem to have taken the 
existence of such confusions to indicate that (A) 
and (B) are false. 1 Many have rejected both theses 
as being inconsistent with a certain theory of 
thought and reference; among them, in addition 
to some of the critics just referred to, we find 
philosophers in the tradition of nineteenth-century 
"idealism." 

Philosophers of widely diverging schools now 
believe that "the myth of the given" has finally 

, been dispelled.2 I suggest, however, that, although 
thesis (C), "the phenomenalistic version," is false, 
the two theses, (A) and (B), which constitute the 
doctrine of the given are true. 

The doctrine is not merely the consequence of a 
metaphor. We are led to it when we attempt to 
answer certain questions about justification - our 
justification for supposing, in connection with any 
one of the things that we know to be true, that it is 
something that we know to be true. 

2. To the question "What justification do I have 
for thinking I know that a is true?" one may reply: 
"I know that b is true, and if I know that b is true 
then I also know that a is true." And to the ques
tion "What justification do I have for thinking I 
know that b is true?" one may reply: "I know that c 
is true, and ifl know that c is true then I also know 
that bis true." Are we thus led, sooner or later, to 
something n of which one may say: "What justifies 
me in thinking I know that n is true is simply the 
fact that n is true." If there is such an n, then the 
belief or statement that n is true may be thought of 
either as a belief or statement which "justifies 
itself' or as a belief or statement which is itself 
"neither justified nor unjustified." The distinction 
- unlike that between a Prime Mover which moves 
itself and a Prime Mover which is neither in 
motion nor at rest - is largely a verbal one; the 
essential thing, if there is such an n, is that it 
provides a stopping place in the process, or dialec
tic, of justification. 

We may now re-express, somewhat less meta
phorically, the two theses which I have called the 
"doctrine of the given." The first thesis, that our 
knowledge is an edifice or structure having its own 
foundation, becomes (A) "every statement, which 
we are justified in thinking that we know, is just
ified in part by some statement which justifies 
itself." The second thesis, that there are appear-

ances ("the given") at the foundation of our 
knowledge, becomes (B) "there. are statements 
about appearances which thus justify themselves." 
(The third thesis - the "phenomenalistic version" 
of the doctrine of the given - becomes (C) "there 
are no self-justifying statements which are not 
statements about appearances.") 

Let us now turn to the first of the two theses 
constituting the doctrine of the given. 

3. "Every justified statement is justified in part by 
some statement which justifies itself." Could it be 
that the question which this thesis is supposed to 
answer is a question which arises only because of 
some mistaken assumption? If not, what are the 
alternative ways of answering it? And did any of 
the philosophers with whom we are concerned 
actually accept any of these alternatives? The first 
two questions are less difficult to answer than the 
third. 

There are the following points of view to be 
considered, each of which seems to have been 
taken by some of the philosophers in the period 
of our survey. 

(1) One may believe that the questions about 
justification which give rise to our problem 
are based upon false assumptions and hence 
that they should not be asked at all. · 

(2) One may believe that no statement or claim is 
justified unless it is justified, at least in part, 
by some other justified statement or claim 
which it does not justify; this belief may 
suggest that one should continue the process 
of justifying ad indefinitu'1n, justifying 
each claim by reference to some additional 
claim. 

(3) One may believe that no statement or claim a 
is justified unless it is justified by some other 
justified statement or claim b, and that b is 
not justified unless it in turn is justified by a; 

this would suggest that the process of justify
ing is, or should be, circular. 

(4) One may believe that there are some particu
lar claims n at which the process of justifying 
should stop, and one may then hold of any 
such claim n either: (a) n is justified by some
thing - viz., experience or observation - which 
is not itself a claim and which therefore can
not be said itself either to be justified or 
unjustified; (b) n is itself unjustified; (c) n 

justifies itself; or ( d) n is neither justified nor 

unjustified. 



These possibilities, I think, exhaust the signific
ant points of view; let us now consider them in 
turn. 

4. "The questions about justification which give 
rise to the problem are based upon false assump
tions and therefore should not be asked at all." 

The questions are not based upon false assump
tions; but most of the philosophers who discussed 
the questions put them in such a misleading way 
that one is very easily misled into supposing that 
they are based upon false assumptions. 

Many philosophers, following Descartes, Rus
sell, and Husserl, formulated the questions about 
justification by means of such terms as "doubt," 
"certainty," and "incorrigibility," and they used, 
or misused, these terms in such a way that, when 
their questions were taken in the way in which one 
would ordinarily take them, they could be shown 
to be based upon false assumptions. One may note, 
for example, that the statement "There is a dock 
on the mantelpiece" is not self-justifying - for to 
the question "What is your justification for think
ing you know that there is a dock on the mantel
piece?" the proper reply would be to make some 
other statement (e.g., "I saw it there this morning 
and no one would have taken it away") - and one 
may then go on to ask "But are there any state
ments which can be said to justify themselves?" If 
we express these facts, as many philosophers did, 
by saying that the statement "There is a dock on 
the mantelpiece" is one which is not "certain," or 
one which may be "doubted," and if we then go on 
to ask ":t;:>oes this doubtful statement rest upon 
other statements which are certain and incorrig
ible?" then we are using terms in an extraordina
rily misleading way. The question "Does this 
doubtful statement rest upon statements which 
are certain and incorrigible?" - if taken as one 
would ordinarily take it - does rest upon a false 
assumption, for (we may assume) the statement 
that there is a dock on the mantelpiece is one 
which is not doubtful at all 

John Dewey, and some of the philosophers 
whose views were very similar to his, tended to 
suppose, mistakenly, that the philosophers who 
asked themselves "What justification do I have 
for thinking I know this?" were asking the quite 
different question "What more can I do to verify 
or confirm that this is so?" and they rejected 
answers to the first question on the ground that 
they were unsatisfactory answers to the second.3 

-~Philosophers influenced by Wittgenstein tended to 
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suppose, also mistakenly, but quite understand
ably, that the question "What justification do I 
have for thinking I know this?" contains an impli
cit challenge and presupposes that one does not 
have the knowledge concerned. They then pointed 
out, correctly, that in most of the cases where the 
question was raised (e.g., '"What justifies me in 
thinking I know that this is a table?") there is no 
ground for challenging the claim to knowledge and 
that questions presupposing that the claim is false 
should not arise. But the question "What justifies 
me in thinking I know that this is a table?" does 
not challenge the claim to know that this is a table, 
much less presuppose that the claim is false. 

The "critique of cogency," as Lewis described 
this concern of epistemology, presupposes that we 
are justified in thinking we know most of the 
things that we do think we know, and what it 
seeks to elicit is the nature of this justification. 
The enterprise is like that of ethics, logic, and 
aesthetics: 

The nature of the good can be learned from 
experience only if the content of experience be 
first classified into good and bad, or grades of 
better and worse. Such classification or grading 
already involves the legislative application of the 
same principle which is sought. In logic, prin
ciples can be elicited by generalization from 
examples only if cases of valid reasoning have 
first been segregated by some criterion. In 
esthetics, the laws of the beautiful may be 
derived from experience only if the criteria of 
beauty have first been correctly applied.4 

When Aristotle considered an invalid mood of the 
syllogism and asked himself "What is wrong with 
this?" he was not suggesting to himself that per
haps nothing was wrong; he presupposed that the 
mood was invalid, just as he presupposed that 
others were not, and he attempted, successfully, 
to formulate criteria which would enable us to 
distinguish the two types of mood. 

When we have answered the question "What 
justification do I have for thinking I know this?" 
what we learn, as Socrates taught, is something 
about ourselves. We learn, of course, what the 
justification happens to be for the particular 
claim with which the question is concerned. But 
we also learn, more generally, what the criteria are, 
if any, in terms of which we believe ourselves 
justified in counting one thing as an instance of 
knowing and another thing not. The truth which 
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the philosopher seeks, when he asks about justific
ation, is "already implicit in the mind which seeks 
it, and needs only to be elicited and brought to 
clear expression. " 5 

Let us turn, then, to the other approaches to the 
problem of "the given." 

5. "No statement or claim would be justified 
unless it were justified, at least in part, by some 
other justified claim or statement which it does not 
justify." 

This regressive principle might be suggested by 
the figure of the building and its supports: no stage 
supports another unless it is itself supported by 
some other stage beneath it - a truth which holds 
not only of the upper portions of the building but 
also of what we call its foundation. And the prin
ciple follows if, as some of the philosophers in the 
tradition of logical empiricism seemed to believe, 
we should combine a frequency theory of prob
ability with a probability theory of justification. 

In Experience and Prediction (U. of Chicago, 
1938) and in other writings, Hans Reichenbach 
defended a "probability theory of knowledge" 

·which seemed to involve the following conten
tions: 

(1) To justify accepting a statement, it is neces
sary to show that the statement is probable. 

(2) To say of a statement that it is probable is to 
say something about statistical frequencies. 
Somewhat more accurately, a statement of 
the form "It is probable that any particular a 
is a b" may be explicated as saying "Most a's 
are h's." Or, still more accurately, to say 
"The probability is n that a particular a is a 
b" is to say "The limit of the relative fre
quency with which the property of being a b 
occurs in the class of things having the prop
erty a is n." 

(3) Hence, by (2), to show that a proposition is 
probable it is necessary to show that a certain 
statistical frequency obtains; and, by (1), to 
show that a certain statistical frequency 
obtains it is necessary to show that it is prob
able that the statistical frequency obtains; and 
therefore, by (2), to show that it is probable 
that a certain statistical frequency obtains, it 
is necessary to show that a certain frequency 
of frequencies obtains .... 

(4) And therefore "there is no Archimedean 
point of absolute certainty left to which to 
attach our knowledge of the world; all we 

have is an elastic net of probability connec
tions floating in open space" (p. 192). 

This reasoning suggests that an infinite number 
of steps must be taken in order to justify accept
ance of any statement. For, according to the rea
soning, we cannot determine the probability of one 
statement until we have determined that of a sec
ond, and we cannot determine that of the second 
until we have determined that of a third, and so on. 
Reichenbach does not leave the matter here, how
ever. He suggests that there is a way of "descend
ing" from this "open space" of probability 
connections, but, if I am not mistaken, we can 
make the descent only by letting go of the concept 
of justification. 

He says that, if we are to avoid the regress of· 
probabilities of probabilities of probabilities ... we 
must be willing at some point merely to make a 
guess; "there will always be some blind posits on 
which the whole concatenation is based" (p. 367). · 

- _The view that knowledge is to be identified with 
certainty and that probable knowledge must be• , 
"imbedded in a framework of certainty" ,is ~'a 

remnant of rationalism. An empiricist thedl'y of 
probability can be constructed only if we are will
ing to regard knowledge as a system of posits."6 

But if we begin by assuming, as we do, that 
there is a distinction be_tween knowledge, on the 
one hand, and a lucky guess, on the other, then we 
must reject at least one of the premises of any 
argument purporting to demonstrate that know
ledge is a system of "blind posits." The unaccept
able conclusion ofReichenbach's argument may be 
so construed as to follow from premises (1) and (2); 
and premise (2) may be accepted as a kind of defini
tion (though there are many who believe that this 
definition is not adequate to all of the uses of the 
term "probable" in science and everyday life). 
Premise (1), therefore, is the one we should reject, 
andiliere are good reasons, I think, for rejecting (l ), 
the thesis that "to justify accepting a proposition it 
is necessary to show that the proposition is prob
able." In fairness to Reichenbach, it should be 
added that he never explicitly affirms premise (1 ); 
but some such premise is essential to his argument. 

6. "No statement or claim a would be justified 
unless it were justified by some other justified 
statement or claim b which would not be justified 
unless it were justified in turn by a." 

The "coherence theory of truth," to which 
stlme philosophers committed themselves, is 



sometimes taken to imply that justification may 
thus be circular; I believe, however, that the theory 
does not have this implication. It does define 
"truth" as a kind of systematic consistency of 
beliefs or propositions. The truth of a proposition 
is said to consist, not in the fact that the proposi
tion "corresponds" with something which is not 
itself a proposition, but in the fact that it fits 

~ consistently into a certain more general system of 
propositions. This view may even be suggested by 
the figure of the building and its foundations. 
There is no difference in principle between the 
way in which the upper stories are supported by 
the lower, and that in which the cellar is supported 
by the earth just below it, or the way in which that 
stratum of earth is supported by various substrata 
farther below; a good building appears to be a part 
of the terrain on which it stands and a good system 
of propositions is a part of the wider system which 
gives it its truth. But these metaphors do not solve 
philosophical problems. 

.. The coherence theory did in fact appeal to 
something other than logical consistency; its pro
ponents conceded that a system of false proposi
tions may be internally consistent and hence that 
logical consistency alone is no guarantee of truth. 
B_E.and Blanshard, who defended the coherence 
theory in The Nature of Thought, said that a pro
position is true provided it is a member of an 
internally consistent system of propositions and 
provided further this system is "the system in 
which everything real and possible is coherently 
included."7 In one phase of the development of 
"logical empiricism" its proponents seem to have 
held a similar view: a proposition - or, in this case, 
a statement - is true provided it is a member of an 
internally consistent system of statements and pro
vided further this system is "the system which is 
actually adopted by mankind, and especially by the 
scienti:;ts in our culture circle. " 8 

A tlieory of truth is not, as such, a theory of 
juStification. To say that a proposition is true is not 
to say that we are justified in accepting it as true, 
and to say that we are justified in accepting it as 
true is not to say that it is true. Whatever merits 
the. coherence theory may have as an answer to 
certain questions about truth, it throws no light 
upon our present epistemological question. If we 
accept the coherence theory, we may still ask, 
concerning any proposition a which we think we 
know to be true, "What is my justification for 
thinking I know that a is a member of the system 
of propositions in which everything real and poss-
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ible is coherently included, or that a is a member 
of the system of propositions which is actually 
adopted by mankind and by the scientists of our 
culture circle?" And when we ask such a question, 
we are confronted, once again, with our original 
alternatives. 

7. If our questions about justification do have a 
proper stopping place, then, as I have said, there 
are still four significant possibilities to consider. 
We may stop with some particular claim and say of 
it that either: 

(a) it is justified by something - by experience, 
or by observation - which is not itself a claim 
and which, therefore, cannot be said either to 
be justified or to be unjustified; 

(b) it is justified by some claim which refers to 
our experience or observation, and the claim 
referring to our experience or observation has 
no justification; 

(c) it justifies itself; or 
( d) it is itself neither justified nor unjustified. 

The first of these alternatives leads readily to the 
second, and the second to the third or to the 
fourth. The third and the fourth - which differ 
only verbally, I think- involve the doctrine of"the 
given." 

Carnap wrote, in 1936, that the procedure of 
scientific testing involves two operations: the 
"confrontation of a statement with observation" 
and the "confrontation of a statement with previ
ously accepted statements." He suggested that 
those logical empiricists who were attracted to 
the coherence theory of truth tended to lose sight 
of the first of these operations - the confromation 
of a statement with observation. He proposed a 
way of formulating simple "acceptance rules" for 
such confrontation and he seemed to believe that, 
merely by applying such rules, we could avoid the 
epistemological questions with which the adher
ents of "the given" had become involved. 

Carnap said this about his acceptance rules: "If 
no foreign language or introduction of new terms 
is involved, the rules are trivial. For example: 'If 
one is hungry, the statement "I am hungry" may 
be accepted'; or: 'If one sees a key one may accept 
the statement "there lies a key."' "9 As we shall 
note later, the first of these rules differs in an 
important way from the second. Confining our
selves for the moment to rules of the second sort -
"If one sees a key one may accept the statement 
'there lies a key' " - let us ask ourselves whether 
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the appeal to such rules enables us to solve our 
problem of the stopping place. 

When we have made the statement "There lies a 
key," we can, of course, raise the question "What 
is my justification for thinking I know, or for 
believing, that there lies a key?" The answer 
would be "I see the key." We cannot ask "What 
is my justification for seeing a key?" But we can 
ask "What is my justification for thinking that it is 
a key that I see?" and, if we do see that the thing is 
a key, the question will have an answer. The 
answer might be "I see that it's shaped like a key 
and that it's in the lock, and I remember that a key 
is usually here." The possibility of this question, 
and its answer, indicates that we cannot stop 
our questions about justification merely by 
appealing to observation or experience. For, of 
the statement "I observe that that is an A," we 
can ask, and answer, the question "What is my 
justification for thinking that I observe that there is 
an A?' 

It is relevant to note, moreover, that there may 
be conditions under which seeing a key does not 
justify one in accepting the statement "There is a 
key" or in believing that one sees a key. If the key 
were so disguised or concealed that the man who 
saw it did not recognize it to be a key, then he 
might not be justified in accepting the statement 
"There is a key." Just as, if Mr. Jones unknown to 
anyone but himself is a thief, then the people who 
see him may be said to see a thief - but none of 
those who thus sees a thief is justified in accepting 
the statement "There is a thief."10 

Some of the writings of logical empiricists sug
gest that, although some statements may be just
ified by reference to other statements, those 
statements which involve "confrontation with 
observation" are not justified at all. C. G. Hempel, 
for example, wrote that "the acknowledgement of 
an experiential statements as true is psychologic
ally motivated by certain experiences; but within 
the system of statements which express scientific 
knowledge or one's beliefs at a given time, they 
function in the manner of postulates for which no 
grounds are offered."11 Hempel conceded, how
ever, that this use of the term "postulate" is mis
leading and he added the following note of 
clarification: "When an experiential sentence is 
accepted 'on the basis of direct experiential evid
ence,' it is indeed not asserted arbitrarily; but to 
describe the evidence in question would simply 
mean to repeat the experiential statement itself. 
Hence, in the context of cognitive justification, 

the statement functions in the manner of a primit
ive sentence." 12 

When we reach a statement having the property 
just referred to - an experiential statement such 
that to describe its evidence "would simply mean 
to repeat the experiential statement itself' - we 
have reached a proper stopping place in the pro
cess of justification. 

8. We are thus led to the concept of a belief, 
statement, claim, proposition, or hypothesis, 
which justifies itself. To be clear about the con
cept, let us note the way in which we would justify 
the statement that we have a certain belief. It is 
essential, of course, that we distinguish justifying 
the statement that we have a certain belief from 
justifying the belief itself. 

Suppose, then, a man is led to say "I believe that 
Socrates is mortal" and we ask him "What is your 
justification for thinking that you believe, or for, 
thinking that you know that you believe, that : · 
Socrates is mortal?" To this strange question, the. 
only appropriate reply would be "My justification 
for thinking I believe, or for thinking that I know 
that I believe, that Socrates is mortal is simply the 
fact that I do believe that Socrates is mortal." One 
justifies the statement simply by reiterating it; the 
statement's justification is what the statement says. 
Here, then, we have a case which satisfies Hem
pel's remark quoted above; we describe the evid
ence for a statement merely by repeating the 
statement. We could say, as C. J. Ducasse did, 
that "the occurrence of belief is its own evid
ence. "13 

Normally, as I have suggested, one cannot just
ify a statement merely by reiterating it. To the 
question "What justification do you have for 
thinking you know that there can be no life on 
the moon?" it would be inappropriate, and imper
tinent, to reply by saying simply "There can be no 
life on the moon," thus reiterating the fact at issue. 
An appropriate answer would be one referring to 
certain other facts - for example, the fact that we 
know there is insufficient oxygen on the moon to 
support any kind of life. But to the question 
"What is your justification for thinking you know \ 
that you believe so and so?" there is nothing to say 
other than "I do believe so and so." 

We may say, then, that there are some state-__ 
ments which are self-justifying, or which justify 
themselves. And we may say, analogously, that 
there are certain beliefs, claims, propositions, or 
hypotheses which are self-justifying, or which 



justify themselves. A statement, belief, claim, pro
position, or hypothesis may be said to be self
justifying for a person, if the person's justification 
for thinking he knows it to be true is simply the 
fact that it is true. 

Paradoxically, these things I have described by 
saying that they "justify themselves" may also be 
described by saying they are "neither justified nor 
u11iustified." The two modes of description are 
two different ways of saying the same thing. 

If we are sensitive to ordinary usage, we may 
note that the expression "I believe that I believe" 
is ordinarily used, not to refer to a second-order 
belief about the speaker's own beliefs, but to indic
ate that the speaker has not yet made up his mind. 
"I believe that I believe that Johnson is a good 
president" might properly be taken to indicate 
that, if the speaker does believe that Johnson is a 
good president, he is not yet firm in that belief. 
Hence there is a temptation to infer that, if we say 
of a man who is firm in his belief that Socrates is 
mortal, that he is "justified in believing that he 
believes that Socrates is mortal," our statement 
"makes no sense." And there is also a temptation 
to go on and say that it "makes no sense" even to 
say of such a man, that his statement "I believe that 
Socrates is mortal" is one which is "justified" for 
him. 14 After all, what would it mean to say of a 
man's statement about his own belief, that he is not 

justified in accepting it? 15 

The questions about what does or does not 
"make any sense" need not, however, be argued. 
We may say, if we prefer, that the statements about 
the beliefs in question are "neither justified nor 
unjustified." Whatever mode of description we 
use, the essential points are two. First, we may 
appeal to such statements in the process of justify
ing some other statement or belief. If they have no 
justification they may yet be a justification - for 
something other than themselves. ("What justifies 
me in thinking that he and I are not likely to agree? 
The fact that I believe that Socrates is mortal and 
he does not.") Second, the making of such a state
ment does provide what I have been calling a 
"stopping place" in the dialectic of justification; 
but now, instead of signalizing the stopping place 
by reiterating the questioned statement, we do it 
by saying that the question of its justification is 
one which "should not arise." 

It does not matter, then, whether we speak of 
certain statements which "justify themselves" or 
of certain statements which are "neither justified 
nor unjustified," for in either case we will be 
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referring to the same set of statements. I shall 
continue to use the former phrase. 

There are, then, statements about one's own 
beliefS ("I believe that Socrates is mortal") - and 
for statements about many other psychological 
attitudes - which are self-justifying. "What just
ifies me in believing, or in thinking I know, that I 
hope to come tomorrow? Simply the fact that I do 

hope to come tomorrow." Thinking, desiring, 
wondering, loving, hating, and other such atti
tudes are similar. Some, but by no means all, of 
the statements we can make about such attitudes, 
when the attitudes are our own, are self-justifying 
- as are statements containing such phrases as "I 
think I remember" or "I seem to remember" (as 
distinguished from "I remember"), and "I think 
that I see" and "I think that I perceive" (as dis
tinguished from "I see" and "I perceive"). Thus, 
of the two examples which Carnap introduced in 
connection with his "acceptance rules" discussed 
above, viz., "I am hungry" and "I see a key," we 
may say that the first is self-justifying and the 
second not. 

The "doctrine of the given," it will be recalled, 
tells us (A) that every justified statement, about 
what we think we know, is justified in part by some 
statement which justifies itself and (B) that there 
are statements about appearances which thus just
ify themselves. The "phenomenalistic version" of 
the theory adds (C) that statements about appear
ances are the only statements which justify them
selves. What we have been saying is that the first 
thesis, (A), of the doctrine of the given is true and 
that the "phenomenalistic version," (C), is fulse; 
let us turn now to thesis (B). 

9. In addition to the self-justifying statements 
about psychological attitudes, are there self-just
ifying statements about "appearances"? Now we 
encounter difficulties involving the word "appear
ance" and its cognates. 

Sometimes such words as "appears," "looks," 
and "seems" are used to convey what one might 
also convey by such terms as "believe." For ex
ample, if I say "It appears to me that General de 
Gaulle was successful," or "General de Gaulle 
seems to have been successful," I am likely to 
mean only that I believe, or incline to believe, 
that he has been successful; the words "appears" 
and "seems" serve as useful hedges, giving me an 
out, should I find out later that de Gaulle was not 
successful. When "appear'-words are used in this 
way, the statements in which they occur add 
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nothing significant to the class of "self-justifying" 
statements we have just provided. Philosophers 
have traditionally assumed, however, that such 
terms as "appear" may also be used in a quite 
different way. If this assumption is correct, as I 
believe it is, then this additional use does lead us to 
another type of self-justifying statement. 

The philosophers who exposed the confusions 
to which the substantival expression "appearance" 
gave rise were sometimes inclined to forget, I 
think, that things do appear to us in various 
ways. 16 We can alter the appearance of anything 
we like merely by doing something which will 
affect our sense organs or the conditions of 
observation. One of the important epistemological 
questions about appearances is "Are there self
justifying statements about the ways in which 
things appear?" 

Augustine, refuting the skeptics of the late Pla
tonic Academy, wrote: 

I do not see how the Academician can refute 
him who says: I know that this appears white to 
me, I know that my hearing is delighted with 
this, I know this has an agreeable odor, I know 
this tastes sweet to me, I know that this feels 
cold to me .... When a person tastes something, 
he can honestly swear that he knows it is sweet 
to his palate or the contrary, and that no trickery 
of the Greeks can dispossess him of that know
ledge.17 

Suppose, now, one were to ask "What justification 
do you have for believing, or thinking you know, 
that this appears white to you, or that that tastes 
bitter to you?" Here, too, we can only reiterate the 
statement: "What justifies me in believing, or in 
thinking I know, that this appears white to me and 
that that tastes bitter to me is the tact that this does 
appear white to me and that does taste bitter." 

An advantage of the misleading substantive 
"appearance," as distinguished from the verb 
"appears," is that the former may be applied to 
those sensuous experiences which, though capable 
of being appearances of things, are actually not 
appearances of anything. Feelings, imagery, and 
the sensuous content of dreams and hallucination 
are very much like the appearances of things and 
they are such that, under some circumstances, they 
could be appearances of things. But if we do not 
wish to say that they are experiences wherein some 
external physical thing appears to us, we must use 
some expression other than "appear." For 

"appear," in its active voice, requires a grammat
ical subject and thus requires a term which refers, 
not merely to a way of appearing, but also to 
something which appears. 

But we may avoid both the objective "Something 
appears blue to me,'' and the substantival "I sense 
a blue appearance." We may use another verb, say 
"sense," in a technical way, as many philosophers 
did, and equate it in meaning with the passive 
voice of "appear,'' thus saying simply "I sense 
blue," or the like. Or better still, it seems to me, 
and at the expense only of a little awkwardness, we 
can use "appear" in its passive voice and say "I am 
appeared to blue." 

Summing up, in our new vocabulary, we may 
say that the philosophers who talked of the 
"empirically given" were referring, not to "self
justifying" statements and beliefs generally, but 
only to those pertaining to certain "ways of being 
appeared to." And the philosophers who objected 
to the doctrine of the given, or some of them, 
argued, that no statement about "a way of being 
appeared to" can be "self-justifying." 

lO. Why would one suppose that "This appears 
white" (or, more exactly, "I am now appeared 
white to") is not self-justifying? The most convin
cing argument was this: If I say "This appears 
white,'' then, as Reichenbach put it, I am making 
a "comparison between a present object and a 
formerly seen object. " 18 What I am saying could 
have been expressed by "The present way of 
appearing is the way in which white objects, or 
objects which I believe to be white, ordinarily 
appear." And this new statement, clearly, is not 
self-justifying; to justify it, as Reichenbach intim
ated, I must go on and say something further -
something about the way in which I remember 
white objects to have appeared. 

"Appears white" may thus be used to abbreviate 
"appears the way in which white things normally 
appear." Or "white thing,'' on the other hand, may 
be used to abbreviate "thing having the color of 
things which ordinarily appear white." The phrase 
"appear white" as it is used in the second quoted 
expression cannot be spelled out in the manner of 
the first; for the point of the second can hardly be 
put by saying that "white thing" may be used to 
abbreviate "thing having the color of things which 
ordinarily appear the way in which white things 
normally appear." In the second expression, the 
point of "appears white" is not to compare a way of 
appearing with something else; the point is to say 



something about the way of appearing itself. It is in 
terms of this second sense of "appears white" -
that in which one may say significantly and with
out redundancy "Things that are white may norm
ally be expected to appear white" - that we are to 
interpret the quotation from Augustine above. 
And, more generally, when it was said that 
"appear"-statements constitute the foundation of 
the edifice of knowledge, it was not intended 
that the "appear"-statements be interpreted as 
statements asserting a comparison between a 
present object and any other object or set of 
objects. 

The question now becomes "Can we formulate 
any significant 'appear'-statements without thus 
comparing the way in which some object appears 
with the way in which some other object appears, 
or with the way in which the object in question has 
appeared at some other time? Can we interpret 
'This appears white' in such a way that it may be 
understood to refer to a present way of appearing 
without relating that way of appearing to any other 
object?" In Experience and Prediction, Reichenbach 
defended his own view (and that of a good many 
others) in this way: 

The objection may be raised that a comparison 
with formerly seen physical objects should be 
avoided, and that a basic statement is to concern 
the present fact only, as it is. But such a reduc
tion would make the basic statement empty. Its 
content is just that there is a similarity between 
the present object and one formerly seen; it is by 
means of this relation that the present object is 
described. Otherwise the basic statement would 
consist in attaching an individual symbol, Say a 
number, to the present object; but the introduc
tion of such a symbol would help us in no way, 
since we could not make use of it to construct a 
comparison with other things. Only in attaching 
the same symbols to different objects, do we 
arrive at the possibility of constructing relations 
between the objects. (pp. 176-7) 

It is true that, if an "appear" -statement is to be 
used successfully in communication, it must assert 
some comparison of objects. Clearly, if I wish you 
to know the way things are now appearing to me, I 
must relate these ways of appearing to something 
that is familiar to you. But our present question is 
not "Can you understand me if I predicate some
thing of the way in which something now appears 
to me without relating that way of appearing to 
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something that is familiar to you?" The question 
is, more simply, "Can I predicate anything of the 
way in which something now appears to me with
out thereby comparing that way of appearing with 
something else?" From the fact that the first of 
these two questions must be answered in the 
negative it does not follow that the second must 
also be answered in the negative. 19 

The issue is not one about communication, nor 
is it, strictly speaking, an issue about language; it 
concerns, rather, the nature of thought itself. 
Common to both "pragmatism" and "idealism," 
as traditions in American philosophy, is the view 
that to think about a thing, or to interpret or con

ceptualize it, and hence to have a belief about it, is 
essentially to relate the thing to other things, actual 
or possible, and therefore to "refer beyond it." It is 
this view - and not any view about language or 
communication - that we must oppose if we are to 
say of some statements about appearing, or of any 
other statements, that they "justify themselves." 

To think about the way in which something is 
now appearing, according to the view in question, 
is to relate that way of appearing to something else, 
possibly to certain future experiences, possibly to 
the way in which things of a certain sort may be 
commonly expected to appear. According to the 
"conceptualistic pragmatism" of C. I. Lewis's 
Mind and the World-Order (1929), we grasp the 
present experience, any present way of appearing, 
only to the extent to which we relate it to some 
future experience.20 According to one interpreta
tion of John Dewey's "instrumentalistic" version 
of pragmatism, the present experience may be used 
to present or disclose something else but it does 
not present or disclose itself. And according to the 
idealistic view defended in Brand Blanshard's The 

Nature of Thought, we grasp our present experi
ence only to the extent that we are able to include 
it in the one "intelligible system of universals" 
(vol. I, p. 632). 

This theory of reference, it should be noted, 
applies not only to statements and beliefs about 
"ways of being appeared to" but also to those other 
statements and beliefs which I have called "self
justifying." If "This appears white," or "I am 
appeared white to," compares the present experi
ence with something else, and thus depends for its 
justification upon what we are justified in believing 
about the something else, then so, too, does "I 
believe that Socrates is mortal" and "I hope that 
the peace will continue." This general conception 
of thought, therefore, would seem to imply that no 
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belief or statement can be said to justify itself. But 
according to what we have been saying, if there is 
no belief or statement which justifies itself, then it 
is problematic whether any belief or statement is 
justified at all. And therefore, as we might expect, 
this conception of thought and reference has been 
associated with skepticism. 

Blanshard conceded that his theory of thought 
"does involve a degree of scepticism regarding our 
present knowledge and probably all future know
ledge. In all likelihood there will never be a pro
position of which we can say, 'This that I am 
asserting, with precisely the meaning I now attach 
to it, is absolutely true.' "21 On Dewey's theory, or 
on one common interpretation of Dewey's theory, 
it is problematic whether anyone can now be said 
to know that Mr Jones is working in his garden. A. 
0. Lovejoy is reported to have said that, for 
Dewey, "I am about to have known" is as close 
as we ever get to "I know."22 C. I. Lewis, in his An 
Analysis of Knowledge and Valuation (Open Court, 
1946) conceded in effect that the conception of 
thought suggested by his earlier Mind and the 
World-Order does lead to a kind of skepticism; 
according to the later work there are "apprehen
sions of the given" (cf. An Analysis, pp. 182-3) -
and thus beliefs which justify themselves. 

What is the plausibility of a theory of thought 
and reference which seems to imply that no one 
knows anything? 

Perhaps it is correct to say that when we think 
about a thing we think about it as having certain 
properties. But why should one go on to say that to 
think about a thing must always involve thinking 
about some other thing as well? Does thinking 
about the other thing then involve thinking about 
some third thing? Or can we think about one thing 
in relation to a second thing without thereby 
thinking of a third thing? And if we can, then 
why can we not think of one thing - of one thing 
as having certain properties - without thereby 
relating it to another thing? 

The linguistic analogue of this view of thought 
is similar. Why should one suppose - as Reich
enbach supposed in the passage cited above and as 
many others have also supposed - that to refer to a 
thing, in this instance to refer to a way of appear
ing, is necessarily to relate the thing to some other 

thing? 
Some philosophers seem to have been led to 

such a view of reference as a result of such con
siderations as the following: We have imagined a 
man saying, in agreement with Augustine, "It just 

does appear white - and that is the end of the 
matter." Let us consider now the possible reply 
"That it is not the end of the matter. You are 
making certain assumptions about the language 
you are using; you are assuming, for example, 
that you are using the word 'white,' or the phrase 
'appears white,' in the way in which you have 
formerly used it, or in the way in which it is 
ordinarily used, or in the way in which it would 
ordinarily be understood. And if you state your 
justification for this assumption, you will refer to 
certain other things - to yourself and to other 
people, to the word 'white,' or to the phrase 
'appears white,' and to what the word or phrase 
has referred to or might refer to on other occa
sions. And therefore, when you say 'This appears 
white' you are saying something, not only about 
your present experience, but also about all of these 
other things as well." 

The conclusion of this argument - the part that 
follows the "therefore" - does not follow from the 
premises. In supposing that the argument is valid, 
one fails to distinguish between ( 1) what it is that a 
man means to say when he uses certain words and 
(2) his assumptions concerning the adequacy of 
these words for expressing what it is that he 
means to say; one supposes, mistakenly, that 
what justifies (2) must be included in what justifies 
(1). A Frenchman, not yet sure of his English, may 
utter the words "There are apples in the basket,'' 
intending thereby to express his belief that there 
are potatoes in the basket. If we show him that he 
has used the word "apples" incorrectly, and hence 
that he is mistaken in his assumptions about the 
ways in which English speaking people use and 
understand the word "apples,'' we have not shown 
him anything relevant to his belief that there are 
apples in the basket. 

Logicians now take care to distinguish between 
the use and mention of language (e.g., the English 
word "Socrates" is mentioned in the sentence 
"'Socrates' has eight letters" and is used but not 
mentioned, in "Socrates is a Greek.")23 As we 
shall have occasion to note further, the distinction 
has not always been observed in writings on epis
temology. 

11. If we decide, then, that there is a class of beliefs 
or statements which are "self-justifying,'' and that 
this class is limited to certain beliefs or statements 
about our own psychological states and about the 
ways in which we are "appeared to,'' we may be 
tempted to return to the figure of the edifice: our 



knowledge of the world is a structure supported 
entirely by a foundation of such self-justifying 
statements or beliefs. We should recall, however, 
that the answers to our original Socratic questions 
had two parts. When asked "What is your justific
ation for thinking that you know a?" one may reply 
"I am justified in thinking I know a, because (1) I 
know band (2) if I know b then I know a." We 
considered our justification for the first part of this 
answer, saying "I am justified in thinking I know 
b, because (l) I know c and (2) ifl know c then I 
know b." And then we considered our justification 
for the first part of the second answer, and con
tinued in this fashion until we reached the point of 
self-justification. In thus moving toward "the 
given," we accumulated, step by step, a backlog 
of claims that we did not attempt to justify - those 
claims constituting the second part of each of our 
answers. Hence our original claim - "I know that a 
is true" - does not rest upon "the given" alone; it 
also rests upon all of those other claims that we 
made en route. And it is not justified unless these 
other claims are justified. 

A consideration of these other claims will lead 
us, I think, to at least three additional types of 
"stopping place," which are concerned, respect
ively, with memory, perception, and what Kant 
called the a priori. Here I shall comment briefly 
on the first two. 

It is difficult to think of any claim to empirical 
knowledge, other than the self-justifying state
ments we have just considered, which does not to 
some extent rest upon an appeal to memory. But 
the appeal to memory - "I remember that A 
occurred" - is not self-justifying. One may ask 
"And what is your justification for thinking that 
you remember that A occurred?" and the question 
will have an answer - even if the answer is only the 
self-justifying "l think that I remember that A 
occurred." The statement "I remember that A 
occurred" does, of course, imply "A occurred"; 
but "I think that I remember that A occurred" 
does not imply "A occurred" and hence does not 
imply "I remember that A occurred." For we can 
remember occasions - at least we think we can 
remember them - when we learned, concerning 
some event we had thought we remembered, that 
the event had not occurred at all, and consequently 
that we had not really remembered it. When we 
thus find that one memory conflicts with another, 
or, more accurately, when we thus find that one 
thing that we think we remember conflicts with 
another thing that we think we remember, we may 
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correct one or the other by making further inquiry; 
but the results of any such inquiry will always be 
justified in part by other memories, or by other 
things that we think that we remember. How then 
are we to choose between what seem to be con
flicting memories? Under what conditions does "I 
think that I remember that A occurred" serve to 
justify "I remember that A occurred"? 

The problem is one of formulating a rule of 
evidence - a rule specifying the conditions under 
which statements about what we think we remem
ber can justify statements about what we do 
remember. A possible solution, in very general 
terms, is "When we think that we remember, 
then we are justified in believing that we do 
remember, provided that what we think we 
remember does not conflict with anything else 
that we think we remember; when what we think 
we remember does conflict with something else we 
think we remember, then, of the two conflicting 
memories (more accurately, ostensible memories) 
the one that is justified is the one that fits in better 
with the other things that we think we remember." 
Ledger Wood made the latter point by saying that 
the justified memory is the one which "coheres 
with the system of related memories"; C. I. Lewis 
used "congruence" instead of "coherence. " 24 But 
we cannot say precisely what is meant by "fitting 
in," "coherence," or "congruence" until certain 
controversial questions of confirmation theory and 
the logic of probability have been answered. And it 
may be that the rule of evidence is too liberal; 
perhaps we should say, for example, that when 
two ostensible memories conflict neither one of 
them is justified. But these are questions which 
have not yet been satisfactorily answered. 

If we substitute "perceive" for "remember" in 
the foregoing, we can formulate a similar set of 
problems about perception; these problems, too, 
must await solution. 25 

The problems involved in formulating such 
rules of evidence, and in determining the validity 
of these rules, do not differ in any significant way 
from those which arise in connection with the 
formulation, and validity, of the rules of logic. 
Nor do they differ from the problems posed by 
the moral and religious "cognitivists" (the "non
intuitionistic cognitivists") that I have referred to 
elsewhere. The status of ostensible memories and 
perceptions, with respect to that experience which 
is their "source," is essentially like that which such 
"cognitivists" claim for judgments having an eth
ical or theological subject matter. Unfortunately, it 
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is also like that which other "enthusiasts" claim for 
still other types of subject matter. 

12. What, then, is the status of the doctrine of"the 
given" - of the "myth of the given"? In my opi
nion, the doctrine is correct in saying that there are 
some beliefs or statements which are "self-justify
ing" and that among such beliefs and statements 
are some which concern appearances or "ways of 
being appeared to;" but the "phenomenalistic ver
sion" of the doctrine is mistaken in implying that 
our knowledge may be thought of as an edifice 
which is supported by appearances alone. 26 The 
cognitive significance of "the empirically given" 
was correctly described - in a vocabulary rather 
different from that which I have been using - by 
John Dewey: 

The alleged primacy of sensory meanings is 
mythical. They are primary only in logical sta
tus; they are primary as tests and confirmation 
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Does Empirical Knowledge Have a 
Foundation? 

Wilfrid Sellars 

I ha11e arrived al a stage in m}' argument which is, 

at least prima facic, uut uf .step with the basic 
11resuppos1tions of logica.l atomism Thus, a~ long 

as looking grrrn is taken [O be the notion to which 

being grm1 is redocible, it could be daimed with 

cons1dcrable plausibility that fundamental con

cepts pertaining to observable fact ha11e that logical 

independence of one another which 1s diaractens

tic of the empiricist 1radi1ion. Indeed, at first sight 

the situation is gu1tt disquieting, for if the ability to 

recognize thal: x loo\:s green presupposes the con

cept of bemg grrrn, and if this in turn in\'olves 
)mowing in what circ:umstarn:es to view an object 

to ascertain its color, then, since one can scandy 

detennine whal the c1rcumstanc::es are without 

noticing that: certain objects have certain percep
tible characteristics - iru::luding colors - i[ would 

seem [hat one couldn't form the concept of he1ng 
gru11. and, by parity of rea~oning, of the other 

colors, unless he already had them. 
Now, it just won't do to reply that to have the 

concept of green, to lnuw wha[ it is for some[hing 
to be green, it is sufficient 10 respond, when one is 
in point of fact in !>tmdard conditions, fO green 

objects with the nM:able "This is green.'' Not 

only must the cornlillons be of a sort that is appro

priale for de1ermining the c:olor of an objeu by 

looking, [he subject must know thar conditions of 
[hls son are apprupriate. And while this does not 

imply that one must ha\'e conc:cpts before one has 

them, it does imply that one nn have the concept 

Originally published In H. Felgl and M. Scriven (eds). The 
FoundBtKJns of Science and the Concepts of Psychology 

and Psychoana/ysls. Minnesota Stullles In the Philooo 
phy of Science, \IOt I (Mlnneapolls: Uni~ersity of Minne
sota Press, 1956), pp, 293-300. 

of green only by having a whole banery of c:onccpts 

of whic:h it is one element. It implies that while the 

process of acquiring the concept green may 
indeed does - mvolve a long history of acquiring 

p1ec~al habits of response lo various objects m 

various circumstanc:es, there is an important sense 

in whic:h one has no conc:ept pertaining to the 

observable properties or physic:al objects in Space 
arnl Time unless one has them all and, indeed, as 

we shall see, a great deal more besides. 

One of the furms taken by the M)'th ohhe Given 

is the idea that there is, indeed tnusl he, a strucrure 
ur par11cular marter or fac:t suc:h that {a) each fact 

can not only be noninferemially knuwn to be the 

case, lmt presupposes no uther knowledge either of 
particular matter of fact, or of general truths; and 

{b) such [hat the noninferential knowledge or facts 

belong111g m this struc:ture cunsritutes the ul[lmalc 

court or appedls fur all factual claims panic:ular 

arnl general abou[ the world It is important to 

note thal I c:haracrerized the knowledge of fact 

belonging to this S[ratum as not only noninferen

rial, but as presupposing no knowledge ur other 

matter or fact, whether p.intcu!H or general. II 
might be thought that this is a redundancy, that 

knowledge (not belief or convic:11on, hut know

ledge) which logic:ally presupposes knowledge of 
orher facts tnust be inferential. This, however. as I 

hope to show. is itself an episode in the Myth 
Now. the idea of such a pri,.ileged stratum of 

faCI is a fitmiliar one, though not without its difli
culries. Knowledge pertaining to this level is r11111-

1nfemll1al, yet it is, after all, ltno1l'h.!ge. Ir is 

11l11111a1e, yet it has aallwnly. The attempt to 



make a consistent picture of these two require
ments has traditionally taken the following form: 

Statements pertaining to this level, in order to 
"express knowledge" must not only be made, 
but, so to speak, must be worthy of being made, 
credible, that is, in the sense of worthy of cre
dence. Furthermore, and this is a crucial point, 
they must be made in a way which involves this 
credibility. For where there is no connection 
between the making of a statement and its 
authority, the assertion may express conviction, 
but it can scarcely be said to express knowledge. 

The authority - the credibility - of state
ments pertaining to this level cannot exhaus
tively consist in the fact that they are sup
ported by other statements, for in that case all 
knowledge pertaining to this level would have to 
be inferential, which not only contradicts the 
hypothesis, but flies in the face of good sense. 
The conclusion seems inevitable that if some 
statements pertaining to this level are to express 
noninferential knowledge, they must have a cred
ibility which is not a matter of being supported 
by other statements. Now there does seem to be 
a class of statements which fill at least part of 
this bill, namely such statements as would be 
said to report observations, thus, "This is red." 
These statements, candidly made, have author
ity. Yet they are not expressions of inference. 
How, then, is this authority to be understood? 

Clearly, the argument continues, it springs 
from the fact that they are made in just the 
circumstances in which they are made, as is 
indicated by the fact that they characteristically, 
though not necessarily or without exception, 
involve those so-called token-reflexive expres
sions which, in addition to the tenses of verbs, 
serve to connect the circumstances in which a 
statement is made with its sense. (At this point 
it will be helpful to begin putting the line of 
thought I am developing in terms of the fact
stating and observation-reporting roles of ,certain 
sentences.) Roughly, two verbal performances 
which are tokens of a non-token-reflexive sen
tence can occur in widely different circum
stances and yet make the same statement; 
whereas two tokens of a token-reflexive sentence 
can make the same statement only if they are 
uttered in the same circumstances (according to 
a relevant criterion of sameness). And two 
tokens of a sentence, whether it contains a 
token-reflexive expression - over and above a 
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tensed verb - or not, can make the same report 
only if, made in all candor, they express the 
presence - in some sense of "presence" - of the 
state of affairs that is being reported; if, that is, 
they stand in that relation to the state of affairs, 
whatever the relation may be, by virtue of which 
they can be said to formulate observations of it. 

It would appear, then, that there are two ways 
in which a sentence token can have credibility: 
(1) The authority may accrue to it, so to speak, 
from above, that is, as being a token of a sent
ence type all the tokens of which, in a certain 
use, have credibility, e.g. "2 + 2 = 4." In this 
case, let us say that token credibility is inherited 
from type authority. (2) The credibility may 
accrue to it from the fact that it came to exist 
in a certain way in a certain set of circumstances, 
e.g. "This is red." Here token credibility is not 
derived from type credibility. 

Now, the credibility of some sentence types 
appears to be intrinsic - at least in the limited 
sense that it is not derived from other sentences, 
type or token. This is, or seems to be, the case 
with certain sentences used to make analytic 
statements. The credibility of some sentence 
types accrues to them by virtue of their logical 
relations to other sentence types, thus by virtue 
of the fact that they are logical consequences of 
more basic sentences. It would seem obvious, 
however, that the credibility of empirical sent
ence types cannot be traced without remainder 
to the credibility of other sentence types. And 
since no empirical sentence type appears to have 
intrinsic credibility, this means that credibility 
must accrue to some empirical sentence types by 
virtue of their logical relations to certain sent
ence tokens, and, indeed, to sentence tokens the 
authority of which is not derived, in its turn, 
from the authority of sentence types. 

The picture we get is that of their being two 
ultimate modes of credibility: (1) The intrinsic 
credibility of analytic sentences, which accrues 
to tokens as being tokens of such a type; (2) the 
credibility of such tokens as "express observa
tions," a credibility which flows from tokens to 
types. 

Let us explore this picture, which is common to 
all traditional empiricisms, a bit further. How is 
the authority of such sentence tokens as "express 
observational knowledge" to be understood? It has 
been tempting to suppose that in spite of the 
obvious differences which exist between "observa-
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tion reports" and "analytic statements," there is an 
essential similarity between the ways in which they 
come by their authority. Thus, it has been claimed, 
not without plausibility, that whereas ordinary 

empirical statements can be co"ectly made without 
being true, observation reports resemble analytic 
statements in that being correctly made is a suffi
cient as well as necessary condition of their truth. 
And it has been inferred from this - somewhat 
hastily, I believe - that "correctly making" the 
report "This is green" is a matter of "following 
the rules for the use of'this,' 'is' and 'green."' 

Three comments are immediately necessary: 
( l) First a brief remark about the term "report." 

In ordinary us~ge a report is a report made by 

someone to someone. To make a report is to do 

something. In the literature of epistemology, how
ever, the word "report" or "Konstatierung" has 
acquired a technical use in which a sentence 
token can play a reporting role (a) without being 
an overt verbal performance, and (b) without 
having the character of being "by someone to 
someone" - even oneself. There is, of course, 
such a thing as "talking to oneself' - in faro interno 

- but, as I shall be emphasizin~ in the closing 
stages of my argument, it is important not to 
suppose that all "covert" verbal episodes are of 
this kind. 

(2) My second comment is that while we shall 
not assume that because "reports" in the ordinary 

sense are actions, "reports" in the sense of Konsta

tierungen are also actions, the line of thought we are 
considering treats them as such. In other words, it 
interprets the correctness of Konstatierungen as 
analogous to the rightness of actions. Let me 
emphasize, however, that not all ought is ought to 

do, nor all correctness the correctness of actions. 

(3) My third comment is that if the expression 
"following a rule" is taken seriously, and is not 
weakened beyond all recognition into the bare 
notion of exhibiting a unifurmity - in which case 
the lightning, thunder sequence would "follow a 
rule" - then it is the knowledge or belief that the 
circumstances are of a certain kind, and not the 
mere fact that they are of this kind, which con
tributes to bringing about the action. 

In the light of these remarks it is clear that if 
observation reports are construed as actions, if their 
correctness is interpreted as the correctness of an 
action, and if the authority of an observation report 
is construed as the fact that making it is "following 
a rule" in the proper sense of this phrase, then we 
are face to face with givenness in its most straight-

forward form. For these stipulations commit one 
to the idea that the authority of Konstatierungen 

rests on nonverbal episodes of awareness -
awareness that something is the case, e.g. that this 

is green - which nonverbal episodes have an intrin
sic authority (they are, so to speak, "self-authenti
cating") which the verbal performances (the 
Konstatierungen) properly performed "express." 
One is committed to a stratum of authoritative 
nonverbal episodes ("awareness") the authority of 
which accrues to a superstructure of verbal actions, 

provided that the expressions occurring in these 
actions are properly used. These self-authenticat
ing episodes would constitute the tortoise on 
which stands the elephant on which rests the edi
fice of empirical knowledge. The essence of the 
view is the same whether these intrinsically 
authoritative episodes are such items as the aware
ness that a certain sense content is green or such 
items as the awareness that a certain physical 
object looks to someone to be green. 

But what is the alternative? We might begin by 
trying something like the following: An overt or 
covert token of"This is green" in the presence of a 
green item is a Konstatierung and expresses obser
vational knowledge if and only if it is a manifesta
tion of a tendency to produce overt or covert 
tokens of "This is green" - given a certain set -
if and only if a green object is being looked at in 
standard conditions. Clearly on this interpretation 
the occurrence of such tokens of "This is green" 
would be "following a rule" only in the sense that 
they are instances of a uniformity, a uniformity 
differing from the lightning-thunder case in that it 
is an acquired causal characteristic of the language 
user. Clearly the above suggestion, which corre
sponds to the "thermometer view" criticized by 
Professor Price, and which we have already 
rejected elsewhere, won't do as it stands. Let us 
see, however, ifit can't be revised to fit the criteria 
I have been using for "expressing observational 
knowledge." 

The first hurdle to be jumped concerns the 
authority which, as I have emphasized, a sentence 
token must have in order that it may be said 'to 
express knowledge. Clearly, on this account the 
only thing that can remotely be supposed to con• 
stitute such authority is the fact that one can infer 
the presence of a green object from the fact that 
someone makes this report. As we have already 
noticed, the correctness of a report does not have 
to be construed as the rightness of an action. A 
report can be correct as being an instance of a 



general mode of behavior which, in a given lin
guistic community, it is reasonable to sanction and 
support. 

The second hurdle is, however, the decisive 
one. For we have seen that to be the expression 
of knowledge, a report must not only have author
ity, this authority must in some sense be recognized 
by the person whose report it is. And this is a steep 
hurdle indeed. For if the authority of the report 
"This is green" lies in the fact that the existence of 
green items appropriately related to the perceiver 
can be inferred from the occurrence of such 
reports, it follows that only a person who is able 
to draw this inference, and therefore who has not 
only the concept green, but also the concept of 
uttering "This is green" - indeed, the concept of 
certain conditions of perception, those which 
would correctly be called "standard conditions" -
could be in a position to token "This is green" in 
recognition of its authority. In other words, for a 
Konstatierung "This is green" to "express observa
tional knowledge," not only must it be a symptom 

or sign of the presence of a green object in standard 
conditions, but the perceiver must know that 
tokens of "This is green" are symptoms of the 
presence of green objects in conditions which are 
standard for visual perception. 

Now it might be thought that there is something 
obviously absurd in the idea that before a token 
uttered by, say, Jones could be the expression of 
observational knowledge, Jones would have to 
know that overt verbal episodes of this kind are 
reliable indicators of the existence, suitably related 
to the speaker, of green objects. I do not think that 
it is. Indeed, I think that something very like it is 
true. The point I wish to make now, however, is 
that if it is true, then it follows, as a matter of 
simple logic, that one couldn't have observational 
knowledge of any fact unless one knew many other 

things as well. And let me emphasize that the point 
is not taken care of by distinguishing between 
knowing how and knowing that, and admitting that 
observational knowledge requires a lot of "know 
how." For the point is specifically that observa
tional knowledge of any particular fact, e.g. that 
this is green, presupposes that one knows general 
facts of the form Xis a reliable symptom of Y. And 
to admit this requires an abandonment of the 
traditional empiricist idea that observational 
knowledge "stands on its own feet." Indeed, the 
suggestion would be anathema to traditional 
empiricists for the obvious reason that by making 
observational knowledge presuppose knowledge of 

Does Empirical Knowledge Have a Foundation? 

general facts of the form X is a reliable symptom of 

Y, it runs counter to the idea that we come to 
know general facts of this form only after we 
have come to know by observation a number of 
particular facts which support the hypothesis that 
Xis a symptom ofY. 

And it might be thought that there is an obvious 
regress in the view we are examining. Does it not 
tell us that observational knowledge at time t pre
supposes knowledge of the form X is a reliable 

symptom of Y, which presupposes prior observa
tional knowledge, which presupposes other know
ledge of the form X is a reliable symptom of Y, 
which presupposes still other, and prior, observa
tional knowledge, and so on? This charge, how
ever, rests on too simple, indeed a radically 
mistaken, conception of what one is saying of 
Jones when one says that he knows that p. It is 
not just that the objection supposes that knowing 
is an episode; for clearly there are episodes which 
we can correctly characterize as knowings, in par
ticular, observings. The essential point is that in 
characterizing an episode or a state as that of 
knowing, we are not giving an empirical description 
of that episode or state; we are placing it in the 
logical space of reasons, of justifying and being 
able co justify what one says. 

Thus, all that the view I am defending requires 
is that no tokening by S now of "This is green" is 
to count as "expressing observational knowledge" 
unless it is also correct to say of S that he now 

knows the appropriate fact of the form X is a 
reliable symptom of Y, namely thar (and again I 
oversimplify) utterances of "This is green" are 
reliable indicators of the presence of green objects 
in standard conditions of perception. And while 
the correctness of this statement about Jones 
requires that Jones could now cite prior particular 
facts as evidence for the idea that these unerances 
are reliable indicators, it ·requires only that it is 
correct to say that Jones now knows, thus remem
bers, that these particular facts did obtain. It does 
not require that it be correct to say that at the time 
these facts did obtain he then knew them to obtain. 
And the regress disappears. 

Thus, while Jones' ability to give inductive rea
sons today is built on a long history of acquiring 
and manifesting verbal habits in perceptual situa
tions, and, in particular, the occurrence of verbal 
episodes, e.g. "This is green," which is superfi
cially like those which are later properly said to 
express observational knowledge, it does nor 
require thar any episode in this prior time be 
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""' characterizeable as expressing knowledge. (At this 
point, the reader should reread the opening section 
of this chapter.) 

The idea that observation "strictly and properly 
s<H:alled" is constituted by certain self-authenti
cating nonverbal episodes, the authority of which 
is transmitted to verbal and quasi-verbal perfor
mances when these performances are made "in 
conformity with the semantical rules of the lan
guage," is, of course, the heart of the Myth of the 
Given. For the given, in epistemological tradition, 
is what is taken by these self-authenticating epi
sodes. These "takings" are, so to speak, the 
unmoved movers of empirical knowledge, the 
"knowings in presence" which are presupposed 
by all other knowledge, both the knowledge of 
general truths and the knowledge "in absence" of 
other particular matters of fact. Such is the frame
work in which traditional empiricism makes its 
characteristic claim that the perceptually given is 
the foundation of empirical knowledge. 

If I reject the framework of traditional empiri
cism, it is not because I want to say that empirical 
knowledge has no foundation. For to put it this 

way is to suggest that it is really "empirical 
knowledge s<H:alled," and to put it in a box with 
rumors and hoaxes. There is clearly some point to 
the picture of human knowledge as resting on a 
level of propositions - observation reports - which 
do not rest on other propositions in the same way 
as other propositions rest on them. On the other 
hand, I do wish to insist that the metaphor of 
"foundation" is misleading in that it keeps us 
from seeing that if there is a logical dimension in 
which other empirical propositions rest on obser
vation reports, there is another logical dimension 
in which the latter rest on the former. 

Above all, the picture is misleading because of 
its static characrer. One seems forced to choose 
between the picture of an elephant which rests on 
a tortoise (What supports the tortoise?) and the 
picture of a great Hegelian serpent of knowledge 
with its tail in its mouth (Where does it begin?). 
Neither will do. For empirical knowledge, like its 
sophisticated extension, science, is rational, not 
because it has a foundation but because it is a self
correcring enterprise which can put any claim in 
jeopardy, though not all at once. 



13 

Epistemic Principles 

Wilfrid Sellars 

The Ciplication of knowledge as 'justified true 
belief'. though it invoJ,·es man}' pirfalls 10 which 

attention has been called in recent years, remains 
the orthodox or da.~sical accounr and is, I believe, 

essentially sound. Thus, in the present lecture I 

shall assume that it can be formulated in stK.h a 

~·ay as to be immune from the t}·pe of counter

examples with which it has been bombarded !lince 
Gctticr's pioneering paper in Analym and turn m\' 

ancntion to another problem whi~h has dogged i;s 
footsn:JI" since the very beginliing. This problem 

can be put in the form of two questions If know

ledge is justified true belief, how can there be such 

a dung as self-evident knowledge' And if there is 

no such thing as sclf-c,·1dcnt lmowlcdge, how can 
on)' rrue belief be, in the relcvanr sense, justified? 

But firs! lei us bear about in llll: neighboring 

fieldi., perhaps 10 scare up some game. bu1, in anv 
case, to rcfamiliarize ourselves with the terrai..;. 

Thus, are d1ere not occasions on which a person 

can be said ro be jusrified in believing something 

which he would not appropriately be said to know? 

Presumably, ro be justified in believing something 

is ro haYe good reasons for belie,•ing it, as con

trasted wirh i1s conuadiaory. Bur hoTP good? 

Adequare> Condusn·e? If adequa1e, adequare for 
what? If CQndusiye, the conclusion of what is at 

stake? 
We are all familiar wilh Austin's point concern

ing the performaliYe character of 'I kno"' We are 

Onginally published in H. Casteneda (ed.), Action, 
Knowledge. and Reality (lndian~l1s: Bobbs-Memll. 
1975), pp. 332-49. 

also familiar with the fact that, whereas to 5aY 'I 

promise to do A' is, other things being equal, to 

promise to do A, to say 'I know that-p' is not. other 

rhings being equal, ro know rhar-p Chisholm's 
distinction belWeen the s1rw and the txttnikd 

sense of 'performative utterance' is helpful in this 
connection. According ro Chisholm, 

An utterance begmmng with 'I want' 1s not 

performam.·c in Lrhej strict sense, for it unnol 
be i;aid to be an 'aa' of wanting. But 'I want' is 
often used to accomplish what one might 
accomplish by means of the strict performatiYe 
'I request'. Let us say, then, that 'I want' ma} be 

a 'performative utterance' in an tXftntkd snu:t of 
1belatterexpress1on. 1 

He asks m which, if either, of these senses an 

utterance of 'I know' may be performariYe. After 
reminding us that 'I know' is not pcrfonnative m 

rhe strict sense of rhe term, be allows thar "{itj is 

often used to accomplish whar one may accomplish 

by the strict pcrfonnarive "I guarantee" or "I giYe 

you my word"' and 'hence may be performat1Ye in 
an extended sense oflbe lerrn'.2 

He argues, however, 1ha1 'I know' IS not always 

a substiru1e for 'I guarantee', poin1ing our rhar: 

Just as an utterance of'l want' may serYe IJ11th to 
say liOmething about me and lo get vou lo do 
something, an u11erance of 'I know' ;,,ay scne 
hoth to say something about me and to prmmle 
you with guarantees. To :suppose that the per

formance of the nondescnptiYe funcrion 1s 

inronsisten1 with the simulcaneous performance 
of the descripti,·e function might be called, 
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therefore, an example of the performative fal
lacy. 3 

I think that Chisholm is quite right about this. On 
the other hand, it seems to me that he overlooks 
the possibility of a connection between 'I know' 
and 'I guarantee' other than the one he considers. 
'I know that-p' might be related to 'I guarantee 
that-p' not just as an autobiographical description 
which on occasion performs the same role as the 
latter but as one which contains a reference to 
guaranteeing in its very meaning. Is it not possible 
to construe 'I know that-p' as essentially equivalent 
to 'p, and I have reasons good enough to support a 
guarantee' (i.e., to say 'I guarantee' or 'You can 
rely on my statement')? Such an account would 
enable us to recognize a performative element in 
the very meaning of the verb 'to know' without 
construing 'I know' as a performative in the strict 
sense. It would also preserve the symmetry 
between first person and other person uses of the 
verb 'to know' which seems to be a pre-analytic 
datum. Thus, 'He knows that-p' would entail 'He 
has reasons good enough to support a guarantee 
that-p'.4 

Furthermore, this account would enable us to 
appreciate the context dependence of the adequacy 
involved. Reasons which might be adequately good 
to justify a guarantee on one occasion might not be 
adequate to justify a guarantee on another. Again, 
the presence of such a performative element in the 
very meaning of the verb 'to know' would account 
for the fact (if it is a fact) that we rarely think in 
terms of 'I know' in purely self-directed thinkings; 
that we rarely have thoughts of the form 'I know 
that-p' unless the question of a possible guarantee 
to someone other than ourselves has arisen. Of 
course, we can 'tell ourselves' that we know some
thing, but, then, so can we be said to make pro
mises to ourselves. 

II 

Yet even after justice has been done, perhaps along 
the above lines, to the performative element in the 
meaning of the verb 'to know', it seems to me that 
we must recognize a closely related use of this 
expression which, though it may have implications 
concerning action, is not in any of the above senses 
performative. For once the ethical issue of how 
good one's reasons for a belief must be in order 
to justify giving a guarantee is solved, there remains 

the problem of how good reasons must be to 
justify believing that-p, where to believe that-p 
is obviously not an action, let alone a 
performatory action in either the strict or the 
extended sense. 

Confronted by this question, we are tempted to 
set apart a class of cases in which the reasons are 
not only good enough to justify believing that-p 
but good enough to make it absurd not to believe 
that-p (or, perhaps, to believe its contradictory). It 
is perhaps, some such concept as this which is 
(in addition to the truth condition) the non-per
formative core of the meaning of the verb 'to 
know'. 

I think the above discussion has served its pri
mary purpose by highlighting the concept of hav
ing good reasons for believing that-p. For the 
solution of the problem which was posed in my 
opening remarks hinges ultimately on a distinction 
between two ways in which there can be, and one 
can have, good reasons for believing that-p.5 

Now one pattern for justifying a belief in terms 
of good reasons can be called inferential. Consider 
the schema: 

p; 
So, I have good reasons, all things considered, 
for believing q. 

On reflection, this schema tends to expand into: 

I have good reasons, all things considered, for 
believing p; 
So,p; 
So, I have good reasons, all things considered, 
for believing q. 

Further reflection suggests that arguments con
forming to this schema have a suppressed premise. 
What might it be? Consider the following 
expanded schema: 

I have, all things considered, good reasons for 
believing p; 
So,p; 
p logically implies q; 
So, I have, all things considered, good reasons 
for believing q. 

The line of thought thus schematically repre
sented would seem to involve the principle, 

Logical implication transmits reasonableness. 



In cases of this type, we are tempted to say, we 

have derivative good reasons, all things considered, 

for believing q. We say, in other words, that the 

reasonableness of believing q is 'inferential'. 

Notice that the above line of thought is 

obviously an oversimplification, undoubtedly in 

several respects. In particular, it is important to 

note that if I have independent grounds for believ

ing not-q, I may decide that I do not have good 

reasons, all things considered, for believing that-p. 

After all, if p implies q, not-q equally implies not-p. 

Yet in spite of its oversimplifications, the above 

train of thought takes us nearer to the distinctions 

necessary to solve our problem. 
I have been considering the case where one 

proposition, p, logically implies another, q, and 

have claimed, with the above qualifications, that 

logical implication transmits reasonableness. Per

haps we can also take into account, with trepida

tion, 'probabilistic' implication, which would give 

us the following schema: 

It is reasonable, all things considered, to believe 

p; 
So,p; 
p probabilistically implies q to a high degree; 
So, all things considered, it is reasonable to 

believe q. 

Probabilistic justification of beliefs in accordance 

with this pattern would, presumably, be illustrated 

by inductive arguments and theoretical explana

tions. In each case, we move from a premise of the 

form: 

It is reasonable, all things considered, to believe 

E, 

where 'E' formulates the evidence, to a conclusion 

of the form: 

It is reasonable, all things considered, to believe 

H, 

where 'Jr formulates in the first case ·a law-like 

statement and in the second case a body of theoret

ical assumptions. 

III 

As has been pointed out since time immemorial, it 

is most implausible to suppose that all epistemic 
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justification is inferential, at least in the sense of 

conforming to the patterns described above. 

Surely, it has been argued, there must be beliefS 

which we are justified in holding on grounds other 

than that they can be correctly inferred, induct

ively or deductively, from other beliefs which we 

are justified in holding. In traditional terms, if 

there is to be inferential knowledge, must there 

not be non-inferential knowledge - beliefs, that is, 

the reasonableness of which does not rest on the 

reasonableness of beliefs which logically or prob

abilistically imply them? 
We are clearly in the neighborhood of what has 

been called the 'self-evident', the 'self-certifying', 

in short, of 'intuitive knowledge'. It is in this 

neighborhood that we find what has come to be 

called the foundational picture of human know

ledge. According to this picture, beliefs which 

have inferential reasonableness ultimately rely for 

their authority on a stratum of beliefs which are, in 

some sense, self-certifying. The reasonableness of 

moves from the level of the self-evident to higher 

levels would involve the principles of logic 

(deductive and inductive) and, perhaps, certain 

additional principles which are sui generis. They 

would have in common the character of transmit

ting authoritativeness from lower-level beliefs to 

higher-level beliefs. 

IV 

Let us reflect on the concept of such a founda

tional level of knowledge. It involves the concept 

of beliefs which are reasonable, which have episte

mic authority or co"ectness, but which are not rea

sonable or authoritative by virtue of the fact that 

they are beliefs in propositions which are implied 

by other propositions which it is reasonable to 

believe. Let us label them, for the moment, 'non

inferentially reasonable beliefs'. 
How can there be such beliefs? For the concept 

of a reason seems so clearly tied to that of an 

inference or argument that the concept of non-infer

ential reasonableness seems to be a contradictio in 

adjecto. Surely, we are inclined to say, for a belief 

(or believing) to be reasonable, there must be a 

reason for the belief (or believing). And must not 

this reason be something other than the belief or 

believing for which it is the reason? And surely, we 

are inclined to say, to believe something because it 

is reasonable (to believe it) involves not only that 

there be a reason but that, in a relevant sense, one 
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has or is in possession of the reason. Notice that I 
have deliberately formulated these expostulations 
in such a way as to highlight the ambiguities 
involved when one speaks of reasonable beliefs. 

In attempting to cope with these challenges, I 
shall leave aside problems pertaining to inferential 
and non-inferential reasonableness in logic and 
mathematics and concentrate on the apparent 
need for 'self evidence' in the sphere of empirical 
matters of fact. 

How might a self-justifying belief be construed? 
One suggestion, modified from Chisholm's Theory 
of Knowledge,6 is to the effect that the justification 
of such beliefs has the form, 

What justifies me in claiming that my belief that 
a is Fis reasonable is simply the fact that a is F. 

But this seems to point to the existence of infer
ences of the form, 

It is a fact that a is F; 
So, it is reasonable to believe that a is F, 

and one might begin to wonder what principle 
authorizes this inference. 

Something, clearly, has gone wrong. In order 
for any such argument to do the job, its premise 
would have to have authority; it would have to be 
something which it is reasonable to believe. But if 
we modify the schema to take this into account, it 
becomes: 

It is reasonable to believe it to be a fact that a is 
F; 
So, it is reasonable to believe that a is F, 

which, in virtue of the equivalence of 

believing a to be F 

with 

believing it to be a fact that a is F, 

is obviously unilluminating. 

v 

Now many philosophers who have endorsed a 
concept of intuitive knowledge are clearly 
committed to the position that there is a level of 

cognition more basic than believing. This more basic 
level would consist of a sub-conceptua!7 awareness 
of certain facts. In terms of the framework that I 
have sketched elsewhere, there would be a level of 
cognition more basic than thinkings or tokenings of 
sentences in Mentalese - more basic, in fact, than 
symbolic activity, literal or analogical. It would be 
a level of cognition unmediated by concepts; 
indeed it would be the very source of concepts in 
some such way as described by traditional theories 
of abstraction. It would be 'direct apprehension' of 
facts; their 'direct presence' to the mind.8 

Schematically we would have, · 

It is a fact (which I directly apprehend) that a is 
F-
' So, it is reasonable to have the conceptual belief 

that a is F. 

This multiplication of distinctions raises two ser
ious problems: (1) What sort of entities are facts? 
Do they belong to the real (extra-conceptual) 
order? That 'fact' is roughly a synonym for 
'truth', and 'true' is appropriately predicated of 
conceptual items (in overt speech or Mentalese) 
should give pause for thought. 

Then there is also the question: (2) How is 
'direct apprehension' to be understood? If the 
apprehending is distinguishable from the appre
hended, is it not also 'separable'? Might not appre
hending occur without any fact being 
apprehended? If so, an 'apprehending that-p' 
might not be an apprehending of the fact that-p. 
Hitting, in baseball, implies that something is hit. 
'Swinging' does not. To hit is to swing successfully. 
Of course, 'apprehend', like 'see', is, in its ordinary 
sense, an achievement word. But does this not 
mean that, as in the case of 'see', there is a place 
for 'ostensibly apprehending', i.e., seeming to appre
hend, a concept which does not imply achieve
ment? 

Many who use the metaphor 'to see' in intellect
ual contexts overlook the fact that in its literal 
sense 'seeing' is a term for a successful conceptual 
activity which contrasts with 'seeming to see'. No 
piling on of additional metaphors (e.g., 'grasping', 
which implies an object grasped) can blunt this 
fact. Now the distinction between seeing and 
merely seeming to see implies a criterion. To rely 
on the metaphors of'apprehending' or 'presence of 
the object' is to obscure the need of criteria for 
distinguishing between 'knowing' and 'seeming to 
know', which ultimately define what it means to 



speak of knowledge as a correct or well-founded 

thinking that something is the case. 
If so, to know that we have apprehended a fact, 

we would have to know that the criteria which 

distinguish apprehending from seeming to apprehend 

were satisfied. In short, I suspect that the notion of 

a non-conceptual 'direct apprehension' of a 'fact' 

provides a merely verbal solution to our problem. 

The regress is stopped by an ad hoc regress-stop

per. Indeed, the very metaphors which promised 

the sought-for foundation contain within them

selves a dialectical moment which takes us beyond 

them. 

VI 

What is the alternative? I suggest that the key to 

our problem is provided by the Verbal Behaviorist 

model, developed elsewhere. It is, we have seen, a 

simple, indeed radically over-simplified, model, 

but it will provide us, [ believe, with the outline 

of a strategy for getting out of the classical laby

rinth. 
According to this model, it will be remembered, 

the primary sense of 

is 

The thought occurred to Jones that snow is 

white 

Jones said 'snow is white', 

where the verb 'to say' was stripped of some of its 

ordinary implications and roughly equated with 'to 

utter words candidly as one who knows the lan

guage'. In particular, it was purged of the illocu

tionary and perlocutionary forces which Austin 

and Grice find so central to their theory of mean

ing. 'To say', in this sense, was also equated with 

'thinking-out-loud'. 
According to the VB, as I describe him, we must 

also introduce, in order to take account of those 

cases where one thinks silently, a secondary sense of 

The thought occurred to Jones that snow is 

white, 

in which it refers to a short-term proximate pro

pensity to think-out-loud that snow is white. 

When this propensity is 'uninhibited', one thinks

out-loud, i.e., thinks in the primary sense of this 
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term (as construed by VB). There can be many 

reasons why, on a particular occasion, this 

propensity is inhibited. But, for our purposes, 

the most important is the general inhibition 

acquired in childhood when, after being taught to 

think-out-loud, one is trained not to be a 'babbler'. 

One might use the model of an on-off switch 

which gets into the wiring diagram when the 

child learns to keep his thoughts to himself. 
[ have argued elsewhere that yet another con

cept of 'having the thought occur to one that-p' 

can be introduced which stands to the second as 

the theoretical concept of electronic processes 

stands to the acquisition (and loss) of the power 

to attract iron filings (or a bell clapper) by a piece 

of soft iron in a coil of wire attached to an electric 

circuit. I argued that the classical concept of 

thought-episodes can be construed as part of a 

theoretical framework designed to explain the 

acquisition and loss of verbal propensities to 

think-out-loud. In approaching the problem of 

the status of non-inferential knowledge, however, 

I shall return to the VB model and concentrate, 

indeed, on the primary sense of having the thought 

occur to one that-p, i.e., think-out-loud that-p. 
I have argued elsewhere that perceptual experi

ence involves a sensory element which is in no way 

a form of thinking, however intimately it may be 

connected with thinking. This element consists of 

what I have variously called 'sense impressions', 

'sensations', or 'sensa'. I argued that these items, 

properly construed, belong in a theoretical frame

work designed to explain: 

(a) the difference between merely thinking of 

(believing in the existence of) a perceptible 
state of affairs and seeing (or seeming to see) 
that such a state of affuirs exists; 

(b) how it can seem to a person that there is a 
pink ice cube in front of him when there isn't 

one - either because there is something there 

which is either not pink or not cubica~ or 

because there is nothing there and he is hav

ing a realistic hallucination. 

I've explored problems pertaining to the nature 

and status of this sensory element on many occa

sions, 9 but further exploration of this theme would 

leave no time for the problem at hand. 
What is important for our purposes is that per

ceptual experience also involves a conceptual or 

propositional component - a 'thinking' in a suit

ably broad sense of this accordion term. In percep

tion, the thought is caused to occur to one that, for 
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example, there is a pink ice cube in front of one. It 
is misleading to call such a thought a 'perceptual 
judgment' - for this implies question-answering 
activity of estimating, for example, the size of an 
object. (I judge that the room is ten feet tall.) 
Perhaps the best term is 'taking something to be 
the case'. Thus, on the occasion of sensing a cer
tain color configuration, one takes there to be an 
object or situation of a certain description in one's 
physical environment. 

Let us consider the case where 

Jones sees there to be a red apple in front of 
him. 

Given that Jones has learned how to use the rele
vant words in perceptual situations, he is justified 
in reasoning as follows: 

I just thought-out-loud 'Lo! Here is a red apple' 
(no countervailing conditions obtain); 
So, there is good reason to believe that there is a 
red apple in front of me. 

Of course, the conclusion of this reasoning is 
not the thinking involved in his original perceptual 
experience. Like all justification arguments, it is a 
higher-order thinking. He did not originally infer 
that there is a red apple in front of him. Now, 
however, he is inferring from the character and 
context of his experience that it is veridical and 
that there is good reason to believe that there is 
indeed a red apple in front of him. 

Notice that although the justification of the 
belief that there is a red apple in front of Oones) 
is an inferential justification, it has the peculiar 
character that its essential premise asserts the 
occurrence of the very same belief in a specific 
context. 10 It is this fact which gives the appearance 
that such beliefs are self-justifying and hence gives 
the justification the appearance of being non
inferential. 

It is, as I see it, precisely this feature of the 
unique pattern of justification in question which, 
misinterpreted, leads Chisholm to formulate as his 
principle for the 'directly evident', 

What justifies me in counting it as evident that a 
is F is simply the fact that a is F. 11 

To be sure, Chisholm's examples of the 'directly 
evident' are not taken from the domain of percept
ual beliefs, but rather, in true Cartesian spirit, 

from one's knowledge about what is going on in 
one's mind at the present moment. Indeed, he 
rejects the idea that particular perceptual beliefs 
of the kind which I illustrated by my example of 
the red apple are ever directly evident. 

On the other hand, though he does think that 
particular perceptual beliefs of this type can at best 
be indirectly evident, he does think that they can be 
reasonable. Should we say 'directly reasonable'? I, 
of course, would answer in the affirmative. Yet it is 
not clear to me that Chisholm would be happy 
with this suggestion. If (as he should) he has at 
the back of his mind the reasoning; 

There (visually) appears to me to be a red apple 
here; 
So, it is reasonable for me (to believe) that there 
is a red apple here, 

then he should not object to speaking of the rea
sonableness in question as 'direct', for the premise 
does not contain a predicate of epistemic evalua
tion. If, on the other hand (as he should not), he 
has at the back of his mind the following reason
ing, 

It is evident to me that there (visually) appears to 
me to be a red apple here; 
So, it is reasonable for me (to believe) that there 
is a red apple here, 

we could expect him to object to speaking of this 
reasonableness as 'direct'. 

This tension sets the stage for a corresponding 
comment on Chisholm's third epistemic principle, 
which concerns the case where what we visually 
take to be the case is the presence of something 
having a 'sensible characteristic F' (where 'F' 
ranges over the familiar Aristotelian list of proper 
and common sensibles). The principle reads as 
follows: 

(C) If there is a certain sensible characteristic F 
such that S believes that he perceives some
thing to be F, then it is evident to S that he 
is perceiving something to have that char
acteristic F, and also evident that there is 
something that is F. 

I shall not pause to quibble over such matters as 
whether, in the light of Chisholm's definition of 
'evident', it can ever be evident to me that I am 
perceiving something to be pink or that something 



in front of me is pink - even if the claim is limited 
to the facing side. A high degn,:e-of i:easonableness 
will do. The point which I \vish to stress is that 
once again the question arises, does Chisholm 
think of the evidence involved in the principles 
as 'direct' or 'indirect'? This time it is clear that 
he thinks of it as indirect. As I see it, then, he has at 
the back of his mind the following reasoning: 

It is evident to me that there appears to me to be 
a pink object here; 
So, it is evident to me that I perceive a pink 
object to be here and evident to me that there 
is a pink object here. 

The contrasting reasoning would be: 

There appears to me to be a pink object here; 
So, it is evident to me that I perceive a pink 
object to be here and evident to me that there 
is a pink object here. 

Now I suspect that what has misled Chisholm is 
the fact that if I were to argue, 

There appears to me to be a pink cube here; 
So, it is highly reasonable for me (to believe) 
that there is a pink object here, 

a skeptic could be expected to challenge me by 
asking 'What right have you to accept your con
clusion, unless you have a right to accept the pre
mise? Are you not implying that you know that 
there appears to you to be a pink object here; and 
must not this claim be a tacit premise in your 
argument?' But, surely, the skeptic would just be 
mistaken - not, indeed, in asserting that in some 
sense I imply that [ know that there appears to me 
to be a pink object here, but in asserting that this 
implication must be taken to be a premise in my 
reasoning, if it is to be valid, and, hence, if the 
corresponding epistemic principle is to be true. But 
in that case, the latter principle would be not 

Chisholm's (C), but rather: 

(C') If it is evident to S that there is a certain 
sensible characteristic F . .. 

The larger import of the above reply to the 
skeptic will be sketched in my concluding remarks. 
For the moment, let me say that from my point of 
view something very like Chisholm's principle (C) 
is sound but concerns the direct evidence (or, bet-
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ter, direct high degree of reasonableness) of certain 
perceptual beliefs. Let me formulate it as follows: 

(S) If there is a certain sensible characteristic F 

such that S believes that he perceives some
thing to be F, then it is evident to S that 
there is something that is F and, hence, that 
he is perceiving something to be F. 

Notice that I have reversed the relative position 
of the two clauses in the consequent as they appear 
in Chisholm's principle. This is because, on my 
interpretation, the core of the principle is 

(SI) If I ostensibly see there to be an F object 
here, then it is highly reasonable for me (to 

believe) that there is an F object here. 

And the move to 

(S2) If I ostensibly see there to be an F object 
here, then it is highly reasonable for me (to 

believe) that I see there to be an F object 
here 

is justified by the conceptual tie between 'osten
sibly see', 'see', and truth. 

VII 

Chisholm's principle (C) and his other epistemic 
principles pertaining to perception and memory 
are themselves justified, as he sees it, by the fact 
that unless they, or something like them, are true, 
then there could be no such thing as perceptual 
knowledge to the effect, to use his example, that 
there is a cat on the roof. We have here a justifica
tion of the 'this or nothing' kind familiar to the 
Kantian tradition. The principles also seem, on 

occasion, to be treated as candidates for the status 
of synthetic a priori (and even, one suspects, self
evident) truth. 

As I see it, on the other hand, these epistemic 
principles can be placed in a naturalistic setting 
and their authority construed in terms of the nat
ure of concept formation and of the acquisition of 
relevant linguistic skills. The model which I have 
been using is, indeed, a very simple one, and I have 
largely limited my use of it to the epistemic 
authority of perceptual beliefs. But if the strategy 
which I have suggested is successful, it is a rela
tively simple matter to extend it to memory beliefs. 
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I have discussed the case of non-inferential know
ledge of our own mental states in some detail, 
using this same general strategy, on a number of 
occasions. 12 

But, surely, it will be urged, f.lcts about learning 
languages and acquiring linguistic skills are them
selves empirical facts; and to know these facts 
involves perception, memory, indeed, all the epis
temic activities the justification of which is at stake. 
Must we not conclude that any such account as I 
give of the principle that perceptual beliefs occur
ring in perceptual contexts are likely to be true is 
circular? It must, indeed, be granted that principles 
pertaining to the epistemic authority of perceptual 
and memory beliefs are not the sort of thing which 
could be arrived at by inductive reasoning from 
perceptual belief. But the best way to make this 
point is positive. We have to be in this framework to 
be thinking and perceiving beings at all. I suspect that 
it is this plain truth which is the real underpinning 
of the idea that the authority of epistemic princi
ples rests on the fact that unless they were true we 
could not see that a cat is on the roof. 

I pointed out a moment ago that we have to be 
in the framework of these (and other) principles to 
be thinking, perceiving, and, I now add, acting 
beings at all. But surely this makes it clear that 
the exploration of these principles is but part and 
parcel of the task of explicating the concept of a 
rational animal or, in VB terms, of a language
using organism whose language is about the world 
in which it is used. It is only in the light of this 
larger task that the problem of the status of epis
temic principles reveals its true meaning. 

From the perspective of this larger task, the 
metaphor of 'foundation and superstructure' is 

Notes 

R. M. Chisholm, Theory of Knowledge (Englewood 
Oiffs, NJ: Prentice-Hall, 1966), pp. 16--17. 

2 Ibid. 
3 Ibid., p. 17. 
4 Notice that the above account of the relation of 'I 

know' to a performative is not quite the same as 
Urrnson's. According to the latter, as represented by 
Chisholm, to say that Mr Jones knew some proposi
tion to be true is to say that Mr Jones was 'in a 
position in which he was entitled to say "I know"'. 
This account, as Chisholm points out, brings us back 
to the original problem of how the first person use of 
the verb is to be construed. 

seen to be a false extrapolation, to use a Deweyan 
turn of phrase, from specific 'problematic situa
tions' with respect to which it is appropriate. And 
when we concern ourselves, as Philosophy ulti
mately demands, with how it is with man and his 
world, as contrasted with the catch-as-catch-can 
procedures which generate man's awareness of 
himself and his world, surely we can say, as I 
wrote some fifteen years ago in an earlier essay 
on this topic, 

There is clearly some point to the picture of 
human knowledge as resting on a level of pro
positions - observation reports - which do not 
rest on other propositions in the same way as 
other propositions rest on them. On the other 
hand, I do wish to insist that the metaphor of 
'foundation' is misleading in that it keeps us 
from seeing that if there is a logical dimension 
in which other empirical propositions rest on 
observation reports, there is another logical 
dimension in which the latter rest on the for
mer. 

Above all, the picture is misleading because of 
its static character. One seems forced to choose 
between the picture of an elephant which rests 
on a tortoise (What supports the tortoise?) and 
the picture of a great Hegelian serpent of know
ledge with its tail in its mouth (Where did it 
begin?). Neither will do. For empirical know
ledge, like its sophisticated extension, science, is 
rational, not because it has a foundation but 
because it is a self-correcting enterprise which 
can put any claim in jeopardy, though not all at 
once.13 

5 I have called attention elsewhere to the importance of 
distinguishing between questions concerning the rea
sonablenessofbelievingthat-p from questions concern
ing the reasonableness of 'acting on the proposition 
that-p', including guaranteeing that-p. The concept of 
acting on a proposition is clear only in simple cases, as 
when, for example, the proposition occurs as a premise 
in the agent's practical reasoning. When the agent takes 
probabilities into account, a far more complicated story 
is necessary to clarify the sense in which a person can be 
said to have acted on a given proposition. For a discus
sion of these problems, see my 'Induction as Vindica
tion', Philosophy ofScience 31 (1964), pp.197-232. 



6 Chisholm, Theory of Knowledge, p. 28. Chisholm's 
principle concerns 'what justifies us in counting it 
as evident that a is F. But the 'evident' is defined on 
p. 22 as a special case of the 'reasonable'. 

7 Where 'sub-conceptual' is far from being used as a 
pejorative term. 

8 It is clearly some such position which is envisaged by 
many who explicitly reject the equation of knowledge 
with justified true belief. That it is implicit in 
Chisholm's position becomes clear not only when 
we reflect (as above) on what his principle concerning 
the directly evident might mean, but when we take 
into account his use of such phrases as 'state of 
affairs' that '"presents itself to him" ' or that '"is 
apprehended through itself'' (Chisholm, Theory of 

Knowledge, p. 28) and his general commitment to a 
fact ontology (ibid., chap. 7, passim), a 'fact', in the 
relevant sense, being a 'state of affairs which exists' 
(ibid., p. 104). 'Exists' in this context should not be 
confused with the 'existential quantifier' but should 
be considered as a synonym for 'obtains'. It is 
obviously not self-contradictory to say that some 
states of affairs do not obtain. 

9 Most recently in my Science and Metaphysics (Lon
don: Routledge and Kegan Paul, 1967), ch. l, and in 
'Science, Sense Impressions, and Sensa: A Reply to 
Cornman', Review of Metaphysics 25 (1971), which is 
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a reply to Cornman's 'Sellars, Scientific Realism, 
and Sensa', Review of Metaphysics 24 (1970). 

IO I called attention to this feature of the justification 
involved in 'non-inferential' knowledge in Science, 

Perception and Reality (London: Routledge and 
Kegan Paul, and New York: Humanities Press, 
1963), chap. 3. Thus, I wrote' ... one only knows 
what one has a right to think to be the case. Thus, to 
asy that one directly knows that-p is to say that his 
right to the conviction that-p essentially involves the 
fact that the idea that-p occurred to the knower in a 
specific way' (ibid., p. 88). I suggested that this 'kind 
of credibility' be called 'trans-level credibility', and 
the pattern of inference involved in the reasoning 
which mobilizes this credibility, 'trans-level infer
ence'. A similar point was less clearly made in Sec
tions 32-9 of my 'Empiricism and the Philosophy of 
Mind', in Herbert Feigl and Michael Scriven (eds), 
Minnesota Studies in the Philosophy of Science vol. 1 
(Minneapolis: University of Minnesota Press, 1956). 

Reprinted as chapter 5 of my Science, Perception and 

Reality. 
11 Chisholm, Theory of Knowledge, p. 28. 
12 Most recently in my Science and Metaphysics, esp. 

pp. 7lff., l5lff. 
13 'Empiricism and the Philosophy of Mind', sec. 38; 

quoted from Science, Perception and Reality, p. 170. 
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The Raft and the Pyramid 

Ernest Sosa 

Conkmporar} epistemology musr choose between 
1he solid security of i:he ancient foundational1st 
pyramKI and i:he risky a1henture or lhe new coher
entisr raft. Our main objective will be 10 under
stand, as deeply as we can, the nature of lhe 
controversy and the reasons for and against each 
of i:he two options. But first of all we take note of 
two underlying assumptions. 

1 Two Assumptions 

(Al) Not everything believed is known, but 
nothing can be known w11hout being at 
)eru.'1: believed (or accepted, pn:sumed, 
taken for granted, or i:he like) in some 
broad sense. What additional requirements 
must a belief fill in order to be knowledge? 
There are surely at least the following two: 
(a) it must be true, and (b) it must be 
justified (ur warranted, reasonable, correct, 
mlhel1ke). 

(A2) Let us assume, moreover, wnh rcspecr to 

i:he second condition Al(b): firsc, that it 
involves a normatl'-C or cvah1scive property; 
and, second, th31 i:he relevant sort of 
jusnficauon is diat whid1 pertains to 
knowledge· epistemic (or theorelical) justi
fit;ation. Someone seriou.~ly ill may have 
two sorts of jusuficarion for believing he 

Orig!nally publlstled In Midwest Studies in l'hlkEophy. 
llo/.5:Studiesin~(Mlnneapolls·Unlverslty 

of Minnesota Press. 1980). pp. 3-25; an appendix to 
this paper Is drawn from Ernest Sosa, "'How Do You 
~now?" American PhtlosDph/ca/ Quarterly 11 (1974), 
pp.113-22. 

will recover: die practical jw;tification that 
derives from i:he t.untribution such belief 
will make to his recovery and die 1hcoretical 
justification provided by i:he lab results, die 
doctor's diagnosis and prognosis, and so on. 
Only die latter is relevant to the question 
whether he knows. 

2 Knowledge and Criteria 

There arc two key questions of i:he theory of 
knowledge: 
(1) What do we know? 
(ii) How do we know? 
The answer to i:he first would be a list ofbits 
or knowledge or at least of t}'pes or know
ledge. of the self, of tbe cucnW world, of 
other minds, and w on. An answer to the 
second would give criteria (or canons. meth
ods, principles, or die like) that would 
explain hov. we know whatever It is that we 
do know. 

b. In developing a theory of knowledge, we can 
begin eidier with a(1) or with a(ii). P.uricular
ism would have us begin widi an answer to 
a(i) and only then take up a(ii) on tbe basis of 
diat answer. Quite to die contrary, method
ism would reverse that order The panicular
IS[ thus rends 10 be anriskeptical on prindple. 
Bur die mediodist is as such equally receptive 
ro skepticism and to tbe connary. Hume, for 
example, was no less a merhodisr than Des
cancs. Each accepted, m effect, that vnly the 
obvious and what is proved deductively on Its 
basis an possibly he known. 



c. What, then, is the obvious? For Descartes it 
is what we know by intuition, what is clear 
and distinct, what is indubitable and credible 
with .no fear of error. Thus for Descartes 
basic knowledge is always an infallible belief 
in an indubitable truth. All other knowledge 
must stand on that basis through deductive 
proof. Starting from such criteria (canons, 
methods, etc.), Descartes concluded that 
knowledge extended about as far as his con
temporaries believed. 1 Starting from similar 
criteria, however, Hume concluded that both 
science and common sense made claims far 
beyond their rightful limits. 

d. Philosophical posterity has rejected Des
cartes's theory for one main reason: that it 
admits too easily as obvious what is nothing 
of the sort. Descartes's reasoning is beauti
fully simple: God exists; no omnipotent per
fectly good being would descend to deceit; 
but if our common sense beliefS were radi
cally false, that would represent deceit on His 
part. Therefore, our common sense beliefs 
must be true or at least cannot be radically 
false. But in order to buttress this line of 
reasoning and fill in details, Descartes 
appeals to various principles that appear 
something less than indubitable. 

e. For his part, Hume rejects all but a minus
cule portion of our supposed common sense 
knowledge. He establishes first that there is 
no way to prove such supposed knowledge on 
the basis of what is obvious at any given 
moment through reason or experience. And 
he concludes, in keeping with this method
ism, that in point of fact there really is no 
such knowledge. 

3 Two Metaphors: The Raft and the 
Pyramid 

Both metaphors concern the body or system of 
knowledge in a given mind. But the mind is of 
course a more complex marvel than is sometimes 
supposed. Here I do not allude to the depths 
plumbed by Freud, nor even to Chomsky's. Nor 
need we recall the labyrinths inhabited by states
men and diplomats, nor the rich patterns of some 
novels or theories. We need look no further than 
the most common, everyday beliefs. Take, for 
instance, the belief that driving tonight will be 
dangerous. Brief reflection should reveal that any 
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of us with that belief will join to it several other 
closely related beliefs on which the given belief 
depends for its existence or (at least) its justifica
tion. Among such beliefs we could presumably 
find some or all of the following: that the road 
will be icy or snowy; that driving on ice or snow 
is dangerous; that it will rain or snow tonight; that 
the temperature will be below freezing; appropri
ate beliefs about the forecast and its reliability; and 
so on. 

How must such beliefS be interrelated in order 
to help justify my belief about the danger of driv
ing tonight? Here foundationalism and coherent
ism disagree, each offering its own metaphor. Let 
us have a closer look at this dispute, starting with 
foundationalism. 

Both Descartes and Hume attribute to human 
knowledge an architectonic structure. There is a 
nonsymmetric relation of physical support such 
that any two floors of a building are tied by that 
relation: one of the two supports (or at least helps 
support) the other. And there is, moreover, a part 
with a special status: the foundation, which is 
supported by none of the floors while supporting 
them all. 

With respect to a body of knowledge K (in 
someone's possession), foundationalism implies 
that K can be divided into parts K1, Kz ... such 
that there is some nonsymmetric relation R (ana
logous to the relation of physical support) which 
orders those parts in such a way that there is one -
call it F - that bears R to every other part while 
none of them bears R in turn to F. 

According to foundationalism, each piece of 
knowledge lies on a pyramid such as that shown 
in Figure 14.1. The nodes of such a pyramid (for a 
proposition P relative to a subject S and a time t) 
must obey the following requirements: 

a. The set of all nodes that succeed (directly) 
any given node must serve jointly as a base 
that properly supports that node (for S at t). 

b. Each node must be a proposition that S is 
justified in believing at t. 

c. If a node is nor self-evident (for S at t), it 
must have successors (that serve jointly as a 
base that properly supports that node). 

p 

Figure 14.l 
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d. Each branch of an epistemic pyramid must 
terminate. 

For the foundationalist Descartes, for instance, 
each terminating node must be an indubitable 
proposition that S believes at t with no 
possibility of error. As for the nonterminal 
nodes, each of them represents inferential 
knowledge, derived by deduction from more 
basic beliefs. 

Such radical foundationalism suffers from a 
fatal weakness that is twofold: (a) there are not so 
many perfectly obvious truths as Descartes 
thought; and (b) once we restrict ourselves to 
what is truly obvious in any given context, very 
little of one's supposed common sense 
knowledge can be proved on that basis. If we 
adhere to such radical foundationalism, 
therefore, we are just wrong in thinking we know 
so much. 

Note that in citing such a "fatal weakness" of 
radical foundationalism, we favor particularism as 
against the methodism of Descartes and Hume. 
For we reject the methods or criteria of Descartes 
and Hume when we realize that they plunge us in a 
deep skepticism. If such criteria are incompatible 
with our enjoyment of the rich body of knowledge 
that we commonly take for granted, then as good 
particularists we hold on to the knowledge and 
reject the criteria. 

If we reject radical foundationalism, however, 
what are we to put in its place? Here epistemology 
faces a dilemma that different epistemologists 
resolve differently. Some reject radical foundation
alism but retain some more moderate form of 
foundationalism in favor of a radically different 
coherentism. Coherentism is associated with 
idealism - of both the German and the British 
variety - and has recently acquired new vigor and 
interest. 

The coherentists reject the metaphor of the 
pyramid in favor of one that they owe to the 
positivist Neurath, according to whom our body 
of knowledge is a raft that floats free of any anchor 
or tie. Repairs must be made afloat, and though no 
part is untouchable, we must stand on some in 
order to replace or repair others. Not every part 
can go at once. 

According to the new metaphor, what justifies a 
belief is not that it be an infallible belief with an 
indubitable object, nor that it have been proved 
deductively on such a basis, but that it cohere with 
a comprehensive system of beliefS. 

4 A Coherentist Critique of 
Foundationalism 

What reasons do coherentists offer for their total 
rejection of foundationalism? The argument that 
follows below summarizes much of what is alleged 
against foundationalism. But first we must distin
guish between subjective states that incorporate a 
propositional attitude and those that do not. A 
propositional attitude is a mental state of someone 
with a proposition for its object: beliefS, hopes, and 
fears provide examples. By way of contrast, a head
ache does not incorporate any such attitude. One 
can of course be conscious of a headache, but the 
headache itself does not constitute or incorporate 
any attitude with a proposition for its object. With 
this distinction in the background, here is the 
antifoundationalist argument, which has two 
lemmas - a(iv) and b(iii) - and a principal con
clusion. 

a. (i) If a mental state incorporates a proposi
tional attitude, then it does not give us 
direct contact with reality, e.g., with 
pure experience, unfiltered by concepts 
or beliefs. 

(ii) If a mental state does not give us direct 
contact with reality, then it provides no 
guarantee against error. 

(iii) If a mental state provides no guarantee 
against error, then it cannot serve as a 
foundation for knowledge. 

(iv) Therefore, if a mental state incorporates 
a propositional attitude, then it cannot 
serve as a foundation for knowledge. 

b. (i) If a mental state does not incorporate a 
propositional attitude, then it is an 
enigma how such a state can provide 
support for any hypothesis, raising its 
credibility selectively by contrast with 
its alternatives. (If the mental state has 
no conceptu;il or propositional content, 
then what logical relation can it possibly 
bear to any hypothesis? Belief in a 
hypothesis would be a propositional atti
tude with the hypothesis itself as object. 
How can one depend logically for such a 
belief on an experience with no proposi
tional content?) 

(ii) If a mental state has no propositional 
content and cannot provide logical sup
port for any hypothesis, then it cannot 
serve as a foundation for knowledge. 



(iii) Therefore, if a mental state does not 
incorporate a propositional attitude, 
then it cannot serve as a foundation for 
knowledge. 

c. Every mental state either does or does not 
incorporate a propositional attitude. 

d. Therefore, no mental state can serve as a 
foundation for knowledge. (From a(iv), 
b(iii), and c.) 

According to the coherentist critic, foundational
ism is run through by this dilemma. Let us take a 
closer look. 2 

In the first place, what reason is there to think, 
in accordance with premise b(i), that only proposi
tional attitudes can give support to their own kind? 
Consider practices - e.g., broad policies or cus
toms. Could not some person or group be justified 
in a practice because of its consequences: that is, 
could not the consequences of a practice make it a 
good practice? But among the consequences of a 
practice may surely be found, for example, a more 
just distribution of goods and less suffering than 
there would be under its alternatives. And neither 
the more just distribution nor the lower degree of 
suffering is a propositional attitude. This provides 
an example in which propositional attitudes (the 
intentions that sustain the practice) are justified by 
consequences that are not propositional attitudes. 
That being so, is it not conceivable that the justi
fication of belief that matters for knowledge be 
analogous to the objective justification by con
sequences that we find in ethics? 

Is it not possible, for instance, that a belief that 
there is something red before one be justified in 
part because it has its origins in one's visual 
experience of red when one looks at an apple in 
daylight? If we accept such examples, they show us 
a source of justification that serves as such without 
incorporating a propositional attitude. 

As for premise a(iii), it is already under suspi
cion from our earlier exploration of premise b(i). A 
mental state M can be nonpropositional and hence 
not a candidate for so much as truth, much less 
infallibility, while it serves, in spite of that, as a 
foundation of knowledge. Leaving that aside, let us 
suppose that the relevant mental state is indeed 
propositional. Must it then be infallible in order to 
serve as a foundation of justification and know
ledge? That is so far from being obvious that it 
seems more likely false when compared with an 
analogue in ethics. With respect to beliefs, we may 
distinguish between their being true and their 
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being justified. Analogously, with respect to 
actions, we may distinguish between their being 
optimal (best of all alternatives, all things consid
ered) and their being (subjectively) justified. In 
practical deliberation on alternatives for action, is 
it inconceivable that the most eligible alternative 
not be objectively the best, all things considered? 
Can there not be another alternative - perhaps a 
most repugnant one worth little if any considera
tion - that in point of fact would have a much 
better total set of consequences and would thus be 
better, all things considered? Take the physician 
attending to Frau Hitler at the birth of little Adolf. 
Is it not possible that if he had acted less morally, 
that would have proved better in the fullness of 
time? And if that is so in ethics, may not its like
ness hold good in epistemology? Might there not 
be justified (reasonable, warranted) beliefs that are 
not even true, much less infallible? That seems co 
me not just a conceivable possibility, but indeed a 
familiar fact of everyday life, where observational 
beliefs too often prove illusory but no less reason
able for being false. 

If the foregoing is on the right track, then the 
antifoundationalist is far astray. What has led him 
there? • 

As a diagnosis of the antifoundationalist argu
ment before us, and more particularly of its second 
lemma, I would suggest that it rests on an lntel
lectualist Model of Justification. 

According to such a model, the justification of 
belief (and psychological states generally) is para
sitical on certain logical relations among proposi
tions. For example, my belief (i) that the streets are 
wet, is justified by my pair of beliefs (ii) that it is 
raining, and (iii) that if it is raining, the streets are 
wet. Thus we have a structure such as this: 

B(Q) is justified by the fact that B(Q) is 
grounded on (B(P), B(P:JQ)). 

And according to an Intellectualist Model, this is 
parasitical on the fact that 

P and (P:JQ) together logically imply Q 

Concerning this attack on foundationalism I will 
argue (a) that it is useless to the coherentist, since 
if the antifoundationalist dilemma impales the 
foundationalist, a form of it can be turned against 
the coherentist to the same effect; (b) that the 
dilemma would be lethal not only to foundational
ism and coherentism but also to the very 
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possibility of substantive epistemology; and (c) 
that a form of it would have the same effect on 
normative ethics. 

a. According to coherentism, what justifies a 
belief is its membership in a coherent and 
comprehensive set of beliefs. But whereas 
being grounded on B(P) and B(PCQ) is a 
property of a belief B(Q) that yields imme
diately the logical implication of Q and P 
and (PCQ) as the logical source of that 
property's justificatory power, the property 
of being a member of a coherenc set is not 
one that immediately yields any such impli
cation. 

It may be argued, nevertheless, (i) that 
the property of being a member of a coher
ent set would supervene in any actual 
instance on the property of being a member 
of a particular set a that is in face coherenc, 
and (ii) that this would enable us to preserve 
our lntellectualist Model, since (iii) the just
ification of the member belief B(Q) by its 
membership in a would then be parasitical 
on the logical relations among the beliefs in 
a which constitute the coherence of that set 
of beliefs, and (iv) the justification of B(Q) 
by the fact that it is part of a coherent set 
would then be indirectly parasitical on logi
cal relations among propositions after all. 

But if such an indirect form of parasitism 
is allowed, then the experience of pain may 
perhaps be said to justify belief in its exist
ence parasitically on the fact that P logically 
implies P! The lntellectualist Model seems 
either so trivial as to be dull, or else sharp 
enough to cut equally against both founda
tionalism and coherentism. 

b. If (i) only propositional attitudes can justify 
such propositional attitudes as belief, and if 
(ii) to do so they must in turn be justified by 
yet other propositional attitudes, it seems 
clear that (iii) there is no hope of construct
ing a complete epistemology, one which 
would give us, in theory, an account of 
what the justification of any justified belief 
would supervene on. For (i) and (ii) would 
rule out the possibility of a finite regress of 
justification. 

c. If only propositional attitudes can justify 
propositional attitudes, and if to do so they 
must in turn be justified by yet other pro
positional attitudes, it seems clear that there 

is no hope of constructing a complete nor
mative ethics, one which would give us, in 
theory, an account of what the justification 
of any possible justified action would super- · 
vene upon. For the justification of an action 
presumably depends on the intentions it 
embodies and the justification of these, 
and here we are already within the net of 
propositional attitudes from which, for the 
Intellectualist, there is no escape. 

It seems fair to conclude that our coherentist 
takes his antifoundationalist zeal too far. His anti
foundationalist argument helps expose some valu
able insights but falls short of its malicious intent. 
The foundationalist emerges showing no serious 
damage. Indeed, he now demands equal time for a 
positive brief in defense of his position. 

5 The Regress Argument 

a. The regress argument in epistemology con
cludes that we must countenance beliefs that 
are justified in the absence of justification by 
other beliefs. But it reaches that conclusion 
only by rejecting the possibility in principle 
of an infinite regress of justification. It thus 
opts for foundational beliefs justified in some 
noninferential way by ruling out a chain or 
pyramid of justification that has justifiers, 
and justifiers of justifiers, and so on without 
end. One may well find this too short a route 
to foundationalism, however, and demand 
more compelling reasons for thus rejecting 
an infinite regress as vicious. We shall 
find indeed that it is not easy to meet this 
demand. 

b. We have seen how even the most ordinary of 
everyday beliefs is the tip of an iceberg. A 
closer look below the surface reveals a com
plex structure that ramifies with no end in 
sight. Take again my belief that driving will 
be dangerous tonight, at the tip of an iceberg, 
(I), as presented in Figure 14.2. The immedi
ate cause of my belief that driving will be 
hazardous tonight is the sound of raindrops 
on the windowpane. All but one or two mem
bers of the underlying iceberg are as far as 
they can be from my thoughts at the time. In 
what sense, then, do they form an iceberg 
whose tip breaks the calm surface of my con
sciousness? 
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(I) 

Driving will be dangerous tonight. 

The road will be 
icy or snowy. 

It will rain o 
snow all night. 

I 

Driving on snow or 
ice is dangerous. 

The temperature will 
be below freezing. 

----------It is raining hard 
already and the sky 
is overcast. 

The forecast estimates It is near freezing already 
a 100 percent probability and the forecast 
of rain or snow all night. calls for a sharp drop 

in temperature. 

Figure 14.2 

Here I will assume that the members of (I) 
are beliefS of the subject, even if unconscious 
or subconscious, that causally buttress and 
thus justify his prediction about the driving 
conditions. 

Can the iceberg extend without end? It 
may appear obvious that it cannot do so, 
and one may jump to the conclusion that 
any piece of knowledge must be ultimately 
founded on beliefs that are not (inferentially) 
justified or warranted by other beliefs. This is 
a doctrine of epistemic foundationalism. 

Let us focus not so much on the giving of 
justification as on the having of it. Can there 
be a belief that is justified· in part by other 
beliefs, some of which are in turn justified by 
yet other beliefS, and so on without end? Can 
there be an endless regress of justification? 

c. There are several familiar objections to such a 
regress: 
(i) Objection: "It is incompatible with human 

limitations. No human subject could har
bor the required infinity of beliefs." 
Reply: It is mere presumption to fathom 
with such assurance the depths of the 
mind, and especially its unconscious and 
dispositional depths. Besides, our object 
here is the nature of epistemic justifica
tion in itself and not only that of such 
justification as is accessible to humans. 
Our question is not whether humans 
could harbor an infinite iceberg of justifi
cation. Our question is rather whether any 
mind, no matter how deep, could do so. 
Or is it ruled out in principle by the very 
nature of justification? 

(ii) Objection: "An infinite regress is indeed 
ruled out in principle, for if justification 
were thus infinite how could it possibly 
end?" 
Reply: (i) If the end mentioned is tem
poral, then why must there be such an 
end? In the first place, the subject may be 
eternal. Even if he is not eternal, more
over, why must belief acquisition and 
justification occur seriatim? What pre
cludes an infinite body ofbeliefS acquired 
at a single stroke? Human limitations may 
rule this out for humans, but we have yet 
to be shown that it is precluded in prin
ciple, by the very nature of justification. 
(ii) If the end mentioned is justificatory, 
on the other hand, then to ask how justi
fication could possibly end is just to beg 
the question. 

(iii) Objection: "Let us make two assump
tions: first, that S's belief of q justifies 
his belief of p only if it works together 
with a justified belief on his part that q 

provides good evidence for p; and, sec
ond, that if S is to be ~Ustified in believ
ing p on the basis of his belief of q and is 
to be justified in believing q on the basis 
of his belief of r, then S must be justified 
in believing that r provides good evid
ence for p via q. These assumptions 
imply that an actual regress of justifica
tion requires belief in an infinite propo
sition. Since no one (or at least no 
human) can believe an infinite proposi
tion, no one (no human) can be a subject 
of such an actual regress. " 3 
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·Reply: Neither of the two assumptions is 
beyond question, but even granting 
them both, it may still be doubted that 
the conclusion follows. It is true that 
each finitely complex belief of form "r 
provides good evidence for p via 
q1 ... qn" will omit how some members 
of the full infinite regress are epistemic
ally tied to belief of p. But that seems 
irrelevant given the fact that for each 
member r of the regress, such that r is 
tied epistemically to belief of p, there is a 
finite belief of the required sort ("r pro
vides good evidence for p via q1 ... qn ") 
that ties the two together. Consequently, 
there is no apparent reason to suppose -
even granted the two assumptions - that 
an infinite regress will require a single 
belief in an infinite proposition, and not 
just an infinity of beliefs in increasingly 
complex finite propositions. 

(iv) Objection: "But if it is allowed that just
ification extend infinitely, then it is too 
easy to justify any belief at all or too 
many beliefS altogether. Take, for 
instance, the belief that there are perfect 
numbers greater than 100. And suppose 
a mind powerful enough to believe 
every member of the following 
sequence: 

( u 1) There is at least one perfect number 
> 100 
There are at least two perfect num
bers> 100 
There are at least three perfect 
numbers > 100 

If such a believer has no other belief 
about perfect numbers save the belief 
that a perfect number is a whole number 
equal to the sum of its whole factors, then 
surely he is not justified in believing that 
there are perfect numbers greater than 
100. He is quite unjustified in believing 
any of the members of sequence (ul), in 
spite of the fact that a challenge to any 
can be met easily by appeal to its succes
sor. Thus it cannot be allowed after all 
that justification extend infinitely, and an 
infinite regress is ruled out." 
Reply: We must distinguish between 
regresses of justification that are actual 

and those that are merely potential. The 
difference is not simply that an actual 
regress is composed of actual beliefs. 
For even if all members of the regress 
are actual beliefs, the regress may still 
be merely potential in the following 
sense: while it is true that if any member 
were justified then its predecessors would 

be, still none is in fact justified. Anyone 
with our series of beliefs about perfect 
numbers in the absence of any further 
relevant information on such numbers 
would presumably be the subject of 
such a merely potential justificatory 
regress. 

(v) Objection: "But defenders of infinite just
ificatory regresses cannot distinguish thus 
between actual regresses and those that 
are merely potential. There is no real 
distinction to be drawn between the two. 
For if any regress ever justifies the belief 
at its head, then every regress must 
always do so. But obviously not every 
regress does so (as we have seen by exam
ples), and hence no regress can do so."4 

Reply: One can in fact distinguish 
between actual justificatory regresses 
and merely potential ones, and one can 
do so both abstractly and by examples. 

What an actual regress has that a 
merely potential regress lacks is the prop
erty of containing only justified beliefs as 
members. What they both share is the 
property of containing no member with
out successors that would jointly justify it. 

Recall our regress about perfect num
bers greater than 100; i.e., there is at least 
one; there are at least two; there are at least 
three; and so on. Each member has a suc
cessor that would justify it, but no mem
ber is justified (in the absence of further 
information external to the regress). That 
is therefore a merely potential infinite 
regress. As for an actual regress, I see no 
compelling reason why someone (if not a 
human, then some more powerful mind) 
could not hold an infinite series of actually 
justified beliefs as follows: 

(u2) There is at least one even number 
There are at least two even numbers 
There are at least three even 
numbers 



It may be that no one could be the subject 
of such a series of justified beliefs unless 
he had a proof that there is a denumer
able infinity of even numbers. But even if 
that should be so, it would not take away 
the fact of the infinite regress of potential 
justifiers, each of which is actually justi
fied, and hence it would not take away 
the fact of the actual endless regress of 
justification. 

The objection under discussion is con
fused, moreover, on the nature of the 
issue before us. Our question is not 

whether there can be an infinite potential 
regress, each member of which would be 
justified by its successors, such that the 
belief at its head is justified in virtue of its 
position there, at the head of such a 
regress. The existence and even the poss
ibility of a single such regress with a 
belief at its head that was not justified in 
virtue of its position there would of 
course settle that question in the negat
ive. Our question is, rather, whether 
there can be an actual infinite regress of 
justification, and the fact that a belief at 
the head of a potential regress might still 
fail to be justified despite its position 
does not settle this question. For even if 
there can be a merely potential regress 
with an unjustified belief at its head, 
that leaves open the possibility of an infi
nite regress, each member of which is 
justified by its immediate successors 
working jointly, where every member of 
the regress is in addition actually justi
fied. 

6 The Relation of Justification and 
Foundationalist Strategy 

The foregoing discussion is predicated on a simple 
conception of justification such that a set of beliefs 
(J conditionally justifies (would justify) a belief X 
iff, necessarily, if all members of (J are justified 
then X is also justified (if it exists). The fact that 
on such a conception of justification actual endless 
regresses - such as (a2) - seem quite possible 
blocks a straightforward regress argument in 
favor of foundations. For it shows that an actual 
infinite regress cannot be dismissed out of hand. 
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Perhaps the foundationalist could introduce 
some relation of justification - presumably more 
complex and yet to be explicated - with respect to 
which it could be argued more plausibly that an 
actual endless regress is out of the question. 

There is, however, a more straightforward strat
egy open to the foundationalist. For he need not 

object to the possibility of an endless regress of 
justification. His essential creed is the more posi
tive belief that every justified belief must be at the 
head of a terminating regress. Fortunately, to 
affirm the universal necessity of a terminating 
regress is not to deny the bare possibility of a 
nonterminating regress. For a single belief can 
trail at once regresses of both sorts: one terminat
ing and one not. Thus the proof of the denumer
ably infinite cardinality of the set of evens may 
provide for a powerful enough intellect a terminat

ing regress for each member of the endless series of 
justified beliefs: 

(a2) There is at least one even number 
There are at least two even numbers 
There are at least three even numbers 

At the same time, it is obvious that each member 
of (a2) lies at the head of an actual endless regress 
of justification, on the assumption that each mem
ber is conditionally justified by its successor, 
which is in turn actually justified. 

"Thank you so much," the foundationalist may 
sneer, "but I really do not need that kind of help. 
Nor do I need to be reminded of my essential 
creed, which I know as well as anyone. Indeed 
my rejection of endless regresses of justification 
is only a means of supporting my view that every 
justified belief must rest ultimately on founda
tions, on a terminating regress. You reject that 
strategy much too casually, in my view, but I will 
not object here. So we put that strategy aside. And 
now, my helpful friend, just what do we put in its 
place?" 

Fair enough. How then could one show the 
need for foundations if an endless regress is not 
ruled out? 

7 Two Levels of Foundationalism 

a. We need to distinguish, first, between two 
forms of foundationalism: one formal, the 
other substantive. A type of formal foundation-
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a/ism with respect to a nonnative or evaluative 
property ¢ is the view that the conditions 
(actual and possible) within which ¢ would 
apply can be specified in general, perhaps 
recursively. Substantive foundationalism is 
only a particular way of doing so, and coher
entism is another. 

Simpleminded hedonism is the view that: 

(i) every instance of pleasure is good, 
(ii) everything that causes something good 

is itself good, and 
(iii) everything that is good is so in virtue of 

(i) or (ii) above. 

Simpleminded hedonism is a type of formal 
foundationalism with respect to the good. 

Classical foundationalism in epistemology 
is the view that: 

(i) every infallible, indubitable belief is 
justified, 

(ii) every belief deductively inferred from 
justified beliefs is itself justified, and 

(iii) every belief that is justified is so in virtue 
of (i) or (ii) above. 

Classical foundationalism is a type of formal 
foundationalism with respect to epistemic 
justification. 

Both of the foregoing theories - simple
minded hedonism in ethics, and classical 
foundationalism in epistemology - are of 
course flawed. But they both remain exam
ples of formal foundationalist theories. 

b. One way of arguing in favor of formal foun
dationalism in epistemology is to formulate a 
convincing formal foundationalist theory of 
justification. But classical foundationalism in 
epistemology no longer has for many the 
attraction that it had for Descartes, nor has 
any other form of epistemic foundationalism 
won general acceptance. Indeed epistemic 
foundationalism has been generally aband
oned, and its advocates have been put on 
the defensive by the writings of Wittgenstein, 
Quine, Sellars, Rescher, Aune, Harman, 
Lehrer, and others. It is lamentable that in 
our headlong rush away from foundational
ism we have lost sight of the different types of 
foundationalism (formal vs. substantive) and 
of the different grades of each type. Too 
many of us now see it as a blur to be decried 
and avoided. Thus our present attempt to 
bring it all into better focus. 

c. If we cannot argue from a generally accepted 
foundationalist theory, what reason is there to 
accept formal foundationalism? There is no 
reason to think that the conditions (actual and 
possible) within which an object is spherical 
are generally specifiable in nongeometric 
terms. Why should we think that the condi
tions (actual and possible) within which a 
belief is episternically justified are generally 
specifiable in nonepistemic terms? 

So far as I can see, the main reason for 
accepting formal foundationalism in the 
absence of an actual, convincing formal foun
dationalist theory is the very plausible idea 
that epistemic justification is subject to the 
supervenience that characterizes nonnative 
and evaluative properties generally. Thus, if 
a car is a good car, then any physical replica 
of that car must be just as good. If it is a good 
car in virtue of such properties as being eco
nomical, little prone to break down, etc., then 
surely any exact replica would share all such 
properties and would thus be equally good. 
Similarly, if a belief is epistemically justified, 
it is presumably so in virtue of its character 
and its basis in perception, memory, or infer
ence (if any). Thus any belief exactly like it in 
its character and its basis must be equally well 
justified. Epistemic justification is superveni
ent. The justification of a belief supervenes 
on such properties of it as its content and its 
basis (if any) in perception, memory, or infer
ence. Such a doctrine of supervenience may 
itself be considered, with considerable just
ice, a grade of foundationalism. For it entails 
that every instance of justified belief is 
founded on a number of its nonepistemic 
properties, such as its having a certain basis 
in perception, memory, and inference, or the 
like. 

But there are higher grades of foundation
alism as well. There is, for instance, the doc
trine that the conditions (actual and possible) 
within which a belief would be epistemically 
justified can be specified in general, 
perhaps recursively (and by reference to 
such notions as perception, memory, and 
inference). 

A higher grade yet of formal foundational
ism requires not only that the conditions for 
justified belief be specifiable, in general, but 
that they be specifiable by a simple, compre
hensive theory. 



d. Simpleminded hedonism is a formal founda
tionalist theory of the highest grade. If it is 
true, then in every possible world goodness 
supervenes on pleasure and causation in a 
way that is recursively specifiable by means 
of a very simple theory. 

Classical foundationalism in epistemology 
is also a formal foundationalist theory of the 
highest grade. If it is true, then in every 
possible world epistemic justification super
venes on infallibility cum indubitability and 
deductive inference in a way that is recur
sively specifiable by means of a very simple 
theory. 

Surprisingly enough, coherentism may 
also turn out to be formal foundationalism 
of the highest grade, provided only that the 
concept of coherence is itself both simple 
enough and free of any normative or evalua
tive admixture. Given these provisos, coher
entism explains how epistemic justification 
supervenes on the nonepistemic in a theory 
of remarkable simplicity: a belief is justified if 
it has a place within a system of beliefs that is 
coherent and comprehensive. 

It is a goal of ethics to explain how the 
ethical rightness of an action supervenes on 
what is not ethically evaluative or normative. 
Similarly, it is a goal of epistemology to 
explain how the epistemic justification of a 
belief supervenes on what is not epistemically 
evaluative or normative. If coherentism aims 
at this goal, that imposes restrictions on the 
notion of coherence, which must now be con
ceived innocent of epistemically evaluative or 
normative admixture. Its substance must 
therefore consist of such concepts as explana
tion, probability, and logical implication -
with these conceived, in turn, innocent of 
normative or evaluative content. 

e. We have found a surprising kinship between 
coherentism and substantive foundational
ism, both of which turn out to be varieties of 
a deeper foundationalism. This deeper foun
dationalism is applicable to any normative or 
evaluative property </>, and it comes in three 
grades. The first or lowest is simply the super
venience of ¢: the idea that whenever some
thing has </> its having it is founded on certain 
others of its properties which fall into certain 
restricted sorts. The second is the explicable 
supervenience of ¢: the idea that there are 
formulable principles that explain in quite 

The Raft and the Pyramid 

general terms the conditions (actual and pos
sible) within which </> applies. The third and 
highest is the easily explicable supervenience 
of</>: the idea that there is a simple theory that 
explains the conditions within which </> 

applies. We have found the coherentist and 
the substantive foundationalist sharing a pri
mary goal: the development of a formal foun
dationalist theory of the highest grade. For 
they both want a simple theory that explains 
precisely how epistemic justification super
venes, in general, on the nonepistemic. This 
insight gives us an unusual viewpoint on some 
recent attacks against foundationalism. Let us 
now consider as an example a certain simple 
form of argument distilled from the recent 
antifoundationalist literature. 5 

8 Doxastic Ascent Arguments 

Several attacks on foundationalism turn on a sort 
of "doxastic ascent" argument that calls for closer 
scrutiny.6 Here are two examples: 

A. A belief B is foundationally justified for S 
in virtue of having property F only if S is 
justified in believing (I) that most at least 
of his beliefs with property F are true, and 
(2) that B has property F. But this means 
that belief B is not foundational after all, 
and indeed that the very notion of ( empiri
cal) foundational belief is incoherent. 

It is sometimes held, for example, that 
perceptual or observational beliefs are often 
justified through their origin in the exer
cise of one or more of our five senses in 
standard conditions of perception. The 
advocate of doxastic ascent would raise a 
vigorous protest, however, for in his view 
the mere fact of such sensory prompting is 
impotent to justify the belief prompted. 
Such prompting must be coupled with the 
further belief that one's senses work well in 
the circumstances, or the like. For we are 
dealing here with knowledge, which 
requires not blind faith but reasoned trust. 
But now surely the further belief about the 
reliability of one's senses itself cannot rest 
on blind faith but requires its own backing 
of reasons, and we are off on the regress. 

B. A beliefB of proposition P is foundationally 
justified for Sonly ifS is justified in believ-
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ing that there are no factors present that 
would cause him to make mistakes on the 
matter of the proposition P. But, again, this 
means that beliefB is not foundational after 
all and indeed that the notion of(empirical) 
foundational belief is incoherent. 

From the vantage point of formal foundational
ism, neither of these arguments seems persuasive. 
In the first place, as we have seen, what makes a 
belief foundational (formally) is its having a prop
erty that is nonepistemic (not evaluative in the 
epistemic or cognitive mode), and does not involve 
inference from other beliefs, but guarantees, via a 
necessary principle, that the belief in question is 
justified. A beliefB is made foundational by having 
some such nonepistemic property that yields its 
justification. Take my belief that I am in pain in a 
context where it is caused by my being in pain. The 
property that my belief then has, of being a self
attribution of pain caused by one's own pain is, let 
us suppose, a nonepistemic property that yields the 
justification of any belief that has it. So my belief 
that I am in pain is in that context foundationally 
justified. Along with my belief that I am in pain, 
however, there come other beliefs that are equally 
well justified, such as my belief that someone is in 
pain. Thus I am foundationally justified in believ
ing that I am in pain only if I am justified in 
believing that someone is in pain. Those who 
object to foundationalism as in A or B above are 
hence mistaken in thinking that their premises 
would refute foundationalism. The fact is that 
they would not touch it. For a belief is no less 
foundationally justified for having its justification 
yoked to that of another closely related belief. 

The advocate of arguments like A and B must 
apparently strengthen his premises. He must 
apparently claim that the beliefs whose justification 
is entailed by the foundationally justified status of 
beliefB must in some sense function as a necessary 

source of the justification of B. And this would of 
course preclude giving B foundationally justified 
status. For ifthe being justified of those beliefs is an 
essential part of the source of the justification of B, 
then it is ruled out that there be a wholly non
epistemic source of B's justification. 

That brings us to a second point about A and B, 
for it should now be clear that these cannot be 
selectively aimed at foundationalism. In particular, 
they seem neither more nor less valid objections to 

coherentism than to foundationalism, or so I will 
now argue about each of them in tum. 

!\. A belief X is justified for S in virtue of 
membership in a coherent set only if S is 
justified in believing (1) that most at least 
of his beliefs with the property of thus 
cohering are true, and (2) that X has that 
property. 

Any coherentist who accepts A seems bound to 
accept A'. For what could he possibly appeal to as 
a relevant difference? But A' is a quicksand of 
endless depth. (How is he justified in believing 
A' (I)? Partly through justified belief that it 

coheres? And what would justify this? And so 
on ... ) 

B'. A belief X is justified for S only if S is 
justified in believing that there are no fac
tors present that would cause him to make 
mistakes on the subject matter of that 
belief. 

Again, any coherentist who accepts B seems bound 
to accept B'. But this is just another road to 
the quicksand. (For S is justified in believing 
that there are no such factors only if. .. and so 
on.) 

Why are such regresses vicious? The key is 
again, to my mind, the doctrine of supervenience. 
Such regresses are vicious because they would be 
logically incompatible with the supervenience of 
epistemic justification on such nonepistemic facts 
as the totality of a subject's beliefs, his cognitive 
and experiential history, and as many other non
epistemic facts as may seem at all relevant. The 
idea is that there is a set of such nonepistemic facts 
surrounding a justified belief such that no belief 
could possibly have been surrounded by those very 
facts without being justified. Advocates of A or B 
run afoul of such supervenience, since they are 
surely committed to the more general views deriv
able from either A or B by deleting "foundation
ally" from its first sentence. In each case the more 
general view would then preclude the possibility of 
supervenience, since it would entail that the source 
of justification always includes an epistemic 

component. 

9 Coherentism and Substantive 
Foundationalism 

a. The notions of coherentism and substantive 
foundationalism remain unexplicated. We 
have relied so far on our intuitive grasp of 



them. In this section we shall consider 
reasons for the view that substantive founda
tionalism is superior to coherentism. To 
assess these reasons, we need some more 
explicit account of the difference between 
the two. 

By coherentism we shall mean any view 
according to which the ultimate sources of 
justification for any belief lie in relations 
among that belief and other beliefS of the 
subject: explanatory relations, perhaps, or 
relations of probability or logic. 

According to substantive foundationalism, 
as it is to be understood here, there are ulti
mate sources of justification other than rela
tions among beliefs. Traditionally these 
additional sources have pertained to the spe
cial content of the belief or its special rela
tions to the subjective experience of the 
believer. 

b. The view that justification is a matter of 
relations among beliefs is open to an objec
tion from alterm~tive coherent systems or 
detachment from reality, depending on 
one's perspective. From the latter perspective 
the body of beliefs is held constant and the 
surrounding world is allowed to vary, 
whereas from the former perspective it is 
the surrounding world that is held constant 
while the body of beliefs is allowed to vary. In 
either case, according to the coherentist, 
there could be no effect on the justification 
for any belief. 

Let us sharpen the question before us as follows. 
Is there reason to think that there is at least one 
system B', alternative to our actual system of 
beliefS B, such that B' contains a belief X with 
the following properties: 

(i) in our present nonbelief circumstances we 
would not be justified in having belief X 
even if we accepted along with that belief 
(as our total system of beliefS) the entire 
belief system B' in which it is embedded (no 
matter how acceptance of B' were brought 
about); and 

(ii) that is so despite the fact that beliefX coheres 
within B' at least as fully as does some actual 
justified belief of ours within our actual belief 
system B (where the justification of that 
actual justified belief is alleged by the coher
entist to derive solely from its coherence 
within our actual body of beliefs B). 
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The coherentist is vulnerable to counterexam
ples of this sort right at the surface of his body of 
beliefs, where we find beliefs with minimal coher
ence, whose detachment and replacement with con
trary beliefs would have little effect on the 
coherence of the bod.y. Thus take my belief that I 
have a headache when I do have a splitting head
ache, and let us suppose that this does cohere within 
my present body ofbeliefS. (Thus I have no reason 
to doubt my present introspective beliefs, and so 
on. And if my belief does not cohere, so much the 
worse for coherentism, since my belief is surely 
justified.) Here then we have a perfectly justified 
or warranted belief. And yet such a belief may well 
have relevant relations of explanation, logic, or 
probability with at most a small set of other beliefS 
of mine at the time: say, that I am not free of 
headache, that I am in pain, that someone is in 
pain, and the like. If so, then an equally coherent 
alternative is not far to seek. Let everything remain 
constant, including the splitting headache, except 
for the following: replace the belief that I have a 
headache with the belief that I do not have a head
ache, the belief that I am in pain with the beliefthat 
I am not in pain, the belief that someone is in pain 
with the belief that someone is not in pain, and so 
on. I contend that my resulting hypothetical system 
of beliefs would cohere as fully as does my actual 
system of beliefs, and yet my hypothetical belief 
that I do not have a headache would not therefore be 
justified. What makes this difference concerning 
justification between my actual belief that I have a 
headache and the hypothetical belief that I am free 
of headache, each as coherent as the other within its 
own system, if not the actual splitting headache? 
But the headache is not itself a belief nor a relation 
among beliefs and is thus in no way constitutive of 
the internal coherence of my body of beliefS. 

Some might be tempted to respond by alleging 
that one's belief about whether or not one has a 
headache is always infallible. But since we could 
devise similar examples for the various sensory 
modalities and propositional attitudes, the response 
given for the case of headache would have to be 
generalized. In effect, it would have to cover "per
ipheral" beliefs generally - beliefS at the periphery 
of one's body of beliefs, minimally coherent with 
the rest. These peripheral beliefS would all be said 
to be infallible. That is, again, a possible response, 
but it leads to a capitulation by the coherentist to 
the radical foundationalist on a crucial issue that 
has traditionally divided them: the infallibility of 
beliefs about one's own subjective states. 
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What is more, not all peripheral beliefs are 
about one's own subjective states. The direct real
ist is probably right that some beliefs about our 
surroundings are uninferred and yet justified. 
Consider my present belief that the table before 
me is oblong. This presumably coheres with such 
other beliefS of mine as that the table has the same 
shape as the piece of paper before me, which is 
oblong, and a different shape than the window 
frame here, which is square, and so on. So far as 
I can see, however, there is no insurmountable 
obstacle to replacing that whole set of coherent 
beliefS with an equally coherent set as follows: 
that the table before me is square, that the table 
has the same shape as the square window frame, 
and a different shape than the piece of paper, 
which is oblong, and so on. The important points 
are (a) that this replacement may be made without 
changing the rest of one's body of beliefs or any 
aspect of the world beyond, including one's pre
sent visual experience of something oblong, not 
square, as one looks at the table before one; and 
(b) that it is so, in part, because of the fact (c) that 
the subject need not have any beliefs about his 
present sensory experience. 

Some might be tempted to respond by alleging 
that one's present experience is self-intimating, i.e., 
always necessarily taken note of and reflected in 
one's beliefs. Thus if anyone has visual experience 
of something oblong, then he believes that he has 
such experience. But this would involve a further 
important concession by the coherentist to the 
radical foundationalist, who would have been 
granted two of his most cherished doctrines: the 
infallibility of introspective belief and the self-inti
mation of experience. 

10 The Foundationalist's Dilemma 

The antifoundationalist zeal of recent years has left 
several forms of foundationalism standing. These 
all share the conviction that a belief can be justified 
not only by its coherence within a comprehensive 
system but also by an appropriate combination of 
observational content and origin in the use of the 
senses in standard conditions. What follows pre
sents a dilemma for any foundationalism based on 
any such idea. 

a. We may surely suppose that beings with 
observational mechanisms radically unlike 
ours might also have knowledge of their 

b. 

c. 

d. 

e. 

environment. (That seems possible even if 
the radical difference in observational 
mechanisms precludes overlap in substan
tive concepts and beliefs.) 
Let us suppose that there is such a being, 
for whom experience of type </> (of which we 
have no notion) has a role with respect to 
his beliefs of type </> analogous to the role 
that our visual experience has with respect 
to our visual beliefs. Thus we might have a 
schema such as that in Table 14.1. 

Table 14./ 

Human 

Visual experience 
Experience of 

something red 
Belief that there is 

something red 
before one 

Extraterrestrial being 

t/> experience 
Experience of 

somethingF 
Belief that there is 

something F before 
one 

It is often recognized that our visual experi
ence intervenes in two ways with respect to 
our visual beliefS: as cause and as 
justification. But these are not wholly inde
pendent. Presumably, the justification of 
the belief that something here is red derives 
at least in part from the fact that it 
originates in a visual experience of some
thing red that takes place in normal circum
stances. 
Analogously, the extraterrestrial belief that 
something here has the property of being 
F might be justified partly by the fact that 
it originates in a </> experience of something 
F that takes place in normal circum
stances. 
A simple question presents the founda
tionalist's dilemma: regarding the epistemic 
principle that underlies our justification for 
believing that something here is red on the 
basis of our visual experience of something 
red, is it proposed as a fundamental princi
ple or as a derived generalization? Let us 
compare the famous Principle of Utility of 
value theory, according to which it is best 
for that to happen which, of all the possible 
alternatives in the circumstances, would 
bring with it into the world the greatest 
balance of pleasure over pain, joy over sor
row, happiness over unhappiness, content 



over discontent, or the like. Upon this 
fundamental principle one may then base 
various generalizations, rules of thumb, 
and maxims of public health, nutrition, leg
islation, etiquette, hygiene, and so on. But 
these are all then derived generalizations 
which rest for their validity on the funda
mental principle. Similarly, one may also 
ask, with respect to the generalizations 
advanced by our foundationalist, whether 
these are proposed as fundamental princi
ples or as derived maxims or the like. This 
sets him face to face with a dilemma, each of 
whose alternatives is problematic. If his 
proposals are meant to have the status of 
secondary or derived maxims, for instance, 
then it would be quite unphilosophical to 
stop there. Let us tum, therefore, to the 
other alternative. 

f. On reflection it seems rather unlikely that 
epistemic principles for the justification of 
observational beliefs by their origin in sen
sory experience could have a status more 
fundamental than that of derived general
izations. For by granting such principles 
fundamental status we would open the 
door to a multitude of equally basic princi
ples with no unifying factor. There would 
be some for vision, some for hearing, etc., 
without even mentioning the corresponding 
extraterrestrial principles. 

g. It may appear that there is after all an idea, 
however, that unifies our multitude of prin
ciples. For they all involve sensory experi
ence and sensible characteristics. But what 
is a sensible characteristic? Aristotle's 
answer appeals to examples: colors, shapes, 
sounds, and so on. Such a notion might 
enable us to unify perceptual epistemic 
principles under some more fundamental 
principle such as the following. 

If a is a sensible characteristic, then the 
belief that there is something with a 
before one is (prima fade) justified if it is 
based on a visual experience of something 
with a in conditions that are normal with 
respect to a. 

h. There are at least two difficulties with such 
a suggestion, however, and neither one can 
be brushed aside easily. First, it is not clear 
that we can have a vi'able notion of sensible 
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characteristics on the basis of examples so 
diverse as colors, shapes, tones, odors, and 
so on. Second, the authority of such a prin
ciple apparently derives from contingent 
circumstances concerning the reliability of 
beliefs prompted by sensory experiences of 
certain sorts. According to the foundation
alist, our visual beliefs are justified by their 
origin in our visual experience or the like. 
Would such beliefS be equally well justified 
in a world where beliefs with such an origin 
were nearly always false? 

i. In addition, finally, even if we had a viable 
notion of such characteristics, it is not 
obvious that fundamental knowledge of real
ity would have to derive causally or other
wise from sensory experience of such 
characteristics. How could one impose rea
sonable limits on extraterrestrial mechanisms 
for noninferential acquisition of beliefS? Is it 
not possible that such mechanisms need not 
always function through sensory experience 
of any sort? Would such beings necessarily 
be denied any knowledge of the surround
ings and indeed of any contingent spatio
temporal fact? Let us suppose them to pos
sess a complex system of true beliefs con
cerning their surroundings, the structures 
below the surface of things, exact details of 
history and geography, all constituted by 
concepts none of which corresponds to any 
of our sensible characteristics. What then? Is 
it not possible that their basic beliefS should 
all concern fields of force, waves, mathema
tical structures, and numerical assignments 
to variables in several dimensions? This is 
no doubt an exotic notion, but even so it still 
seems conceivable. And if it is in fact poss
ible, what then shall we say of the noninfer
ential beliefs of such beings? Would we have 
to concede the existence of special epistemic 
principles that can validate their noninfer
ential beliefs? Would it not be preferable to 
formulate more abstract principles that can 
cover both human and extraterrestrial foun
dations? If such more abstract principles are 
in fact accessible, then the less general prin
ciples that define the human foundations 
and those that define the extraterrestrial 
foundations are both derived principles 
whose validity depends on that of the more 
abstract principles. In this the human and 
extraterrestrial epistemic principles would 
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resemble rules of good nutrition for an 
infant and an adult. The infant's rules 
would of course be quite unlike those valid 
for the adult. But both would still be based 
on a more fundamental principle that pos
tulates the ends of well-being and good 
health. What more fundamental principles 
might support both human and extraterrest
rial knowledge in the way that those con
cerning good health and well-being support 
rules of nutrition for both the infant and 
adult? 

11 Reliabilisrn: An Ethics of Moral 
Virtues and an Epistemology of 
Intellectual Virtues 

In what sense is the doctor attending Frau Hitler 
justified in performing an action that brings with it 
far less value than one of its accessible alternatives? 
According to one promising idea, the key is to be 
found in the rules that he embodies through stable 
dispositions. His action is the result of certain 
stable virtues, and there are no equally virtuous 
alternative dispositions that, given his cognitive lim
itations, he might have embodied with equal or 
better total consequences, and that would have 
led him to infanticide in the circumstances. The 
important move for our purpose is the stratifica
tion of justification. Primary justification attaches 
to virtues and other dispositions, to stable disposi
tions to act, through their greater contribution of 
value when compared with alternatives. Secondary 
justification attaches to particular acts in virtue of 
their source in virtues or other such justified dis
positions. 

The same strategy may also prove fruitful in 
epistemology. Here primary justification would 
apply to intellectual virtues, to stable dispositions 
for belief acquisition, through their greater contri
bution toward getting us to the truth. Secondary 
justification would then attach to particular beliefs 
in virtue of their source in intellectual virtues or 
other such justified dispositions. 7 

That raises parallel questions for ethics and 
epistemology. We need to consider more carefully 
the concept of a virtue and the distinction between 
moral and intellectual virtues. In epistemology, 
there is reason to think that the most useful and 
illuminating notion of intellectual virtue will prove 
broader than our tradition would suggest and must 

give due weight not only to the subject and his 
intrinsic nature but also to his environment and to 
his epistemic community. This is a large topic, 
however, to which I hope some of us will turn 
with more space, and insight, than I can now 
command. 

Summary 

I. Two assumptions: (Al) that for a belief to 
constitute knowledge it must be (a) true and 
(b) justified; and (AZ) that the justification 
relevant to whether or not one knows is a sort 
of epistemic or theoretical justification to be 
distinguished from its practical counterpart. 

2. Knowledge and criteria. Particularism is dis
tinguished from methodism: the first gives 
priority to particular examples of knowledge 
over general methods or criteria, whereas the 
second reverses that order. The methodism 
of Descartes leads him to an elaborate dog
matism whereas that of Hume leads him to a 
very simple skepticism. The particularist is, 
of course, antiskeptical on principle. 

3. Two metaphors: the raft and the pyramid. For 
the foundationalist every piece of knowledge 
stands at the apex of a pyramid that rests on 
stable and secure foundations whose stability 
and security do not derive from the upper 
stories or sections. For the coherentist a body 
of knowledge is a free-floating raft every 
plank of which helps directly or indirectly 
to keep all the others in place, and no plank 
of which would retain its status with no help 
from the others. 

4. A coherentist critique of foundationalism. No 
mental state can provide a foundation for 
empirical knowledge. For if such a state is 
propositional, then it is fallible and hence no 
secure foundation. But if it is not proposi
tional, then how can it possibly serve as a 
foundation for belief? How can one infer or 
justify anything on the basis of a state that, 
having no propositional content, must be 
logically dumb? An analogy with ethics 
suggests a reason to reject this dilemma. 
Other reasons are also advanced and dis
cussed. 

5. The regress argument. In defending his posi
tion, the foundationalist often attempts to 
rule out the very possibility of an infinite 
regress of justification (which leads him to 
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the necessity for a foundation). Some of his 
arguments to that end are examined. 

6. The relation of justification and foundationalist 
strategy. An alternative foundationalist strat
egy is exposed, one that does not require 
ruling out the possibility of an infinite regress 
of justification. 

7. Two levels of foundationalism. Substantive 
foundationalism is distinguished from formal 
foundationalism, three grades of which are 
exposed: first, the supervenience of epistemic 
justification; second, its explicable superveni
ence; and, third, its supervenience explicable 
by means of a simple theory. There turns out 
to be a surprising kinship between coherent
ism and substantive foundationalism, both of 
which aim at a formal foundationalism of the 
highest grade, at a theory of the greatest 
simplicity that explains how epistemic justi
fication supervenes on nonepistemic factors. 

8. Doxastic ascent arguments. The distinction 
between formal and substantive foundation
alism provides an unusual viewpoint on some 
recent attacks against foundationalism. We 
consider doxastic ascent arguments as an 
example. 

9. Coherentism and substantive foundationalism. It 
is argued that substantive foundationalism is 
superior, since coherentism is unable to 
account adequately for the epistemic status 
of beliefs at the "periphery" of a body of 
beliefs. 

IO. The foundationalist's dilemma. All foundation
alism based on sense experience is subject to a 
fatal dilemma. 

11. Reliabilism. An alternative to foundationalism 
of sense experience is sketched. 

Appendix8 

What one is rationally justified in believing 
obviously depends on the data in one's possession. 
But what data one has can depend on how much 
and how well one investigates. Consider, therefore, 
the following possibility. What if A is rationally 
justified in believing x given his body of data D1 
whereas B is not rationally justified in believing x 
given his body of data D2, where D2 includes D1 
but is much more extensive as a result of A's 
irresponsible negligence and B's commendable 
thoroughness? The present account might unfor
tunately grant A knowledge while denying it to B, 
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for A's neglect so far has no bearing on any epis
temic pyramid. 

We have considered a situation where someone 
lacks knowledge owing to his misuse of his cogni
tive equipment, either by letting it idle when it 
should be functioning or by busily employing it 
dysfunctionally. Another situation where someone 
lacks knowledge despite having rationally justified 
correct belief might be called the Magoo situation 
- where S lacks adequate equipment to begin with 
(relative to the question in hand: whether p).9 It is 
because of this type of lack that despite his exten
sive experience with cable cars, Mr Magoo does 
not know that his cable car will arrive safely when, 
unknown to him, bombs are raining all around it. 
Of course, even if you have less than 20--20 vision 
you can still know that there is an elephant in front 
of you when you see one there. So not just any 
defect will make your equipment inadequate for a 
judgment on the question whether p. I would 
venture that it must be a defect that prevents you 
from acquiring information that (i) a normal 
inquirer in the epistemic community would 
acquire in that situation and (ii) makes a difference 
to what you can reasonably conclude on the ques
tion whether p (or at least to how reasonably you 
can draw the conclusion). 

The possibility of inadequate cognitive equip
ment requires a further and more striking depar
ture from the traditional conception of knowledge. 
Despite having warranted correct belief, som~one 
may lack knowledge owing to his neglectful data
collection. There lack of knowledge could be 
traced back to epistemic irresponsibility, to sub
standard performance blamed on the investigator. 
In the present example, blame is out of place. By 
hypothesis, Magoo conducts impeccable "inquiry" 
both in arriving at his data and on the basis of his 
data. But he still falls short of knowledge, despite 
his warranted, correct belief. His shortcoming is 
substandard equipment, for which we may sup
pose him to be blameless. Hence something other 
than epistemic justification or correct belief can 
help determine what one knows or does not 
know. Even if one correctly believes that p with 
full rational justification and free of irrational 
or neglectful unbelief, one may still be in no posi
tion to know, because of faulty cognitive equip
ment. 

In all of the foregoing cases, someone misses or 
is liable to miss available information which may 
be highly relevant and important and may make a 
difference to what he can conclude on the question 
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in hand. In each case, moreover, he seems culpable 
or discredited in some sense: he would seem less 
reliable than otherwise for his role in any such 
case. But there appear to be situations where 
again someone misses available information with 
no culpability or discredit. Harman gives an 
example where S reads in a newspaper that some 
famous person has been assassinated, but does not 
read the next edition, where all reports of the 
assassination are denied by highly authoritative 
and trustworthy people. If practically the whole 
country reads the next edition and people don't 
know what to believe, does S alone know of the 
assassination, provided the next edition is in fact a 
pack of lies? 10 I suppose we would be inclined to 
say that he does not know (especially ifhad he read 
the next edition, he would not have known what to 
believe). But what if only two or three people get a 
chance to read the next edition before it is recalled 
by the newspaper? Should we now say that out of 
millions who read the first story and mourn the 
loved leader not one knows of his death? I suppose 
we would be inclined to say that the fake 
edition and the few deceived by it make no differ
ence concerning what everybody else knows. It 
seems plausible to conclude that knowledge has a 
further "social aspect," that it cannot depend 
on one's missing or blinking what is generally 
known. 

Our departures from the traditional conception 
of knowledge put in relief the relativity of know
ledge to an epistemic community. This is brought 
out most prominently by the requirement that 
inquirers have at least normal cognitive equipment 
(e.g., normal perceptual apparatus, where that is 
relevant). But our new requirement - that 
inquirers not lack or blink generally known rele
vant information - also brings out the relativity. A 
vacationer in the woods may know that p well 
enough for an average vacationer, but he won't 
have the kind of knowledge his guide has. A 
guide would scornfully deny that the tenderfoot 
really knows that p. Relative to the epistemic com
munity of guides (for that area) the tenderfoot 
lacks relevant generally known information, and 
misses relevant data that the average guide would 
grasp in the circumstances. 

These departures from the traditional account 
may make better sense if we reflect that the hon
orific term "knowledgeable" is to be applied only 
to those who are reliable sources of information, 
surely an important category for a language-using, 
social species. 

We have now taken note of two types of situa
tion where correct, fully warranted belief falls 
short of knowledge owing to no neglect or faulty 
reasoning or false belief. Despite commendable 
thoroughness and impeccable reasoning unspoiled 
by falsehood, one may still fail to be "in a position 
to know," owing either to faulty cognitive equip
ment or to missed generally known information. I 
am not suggesting that these are the only ways to 
be out of position to know. I have no complete list 
of epistemic principles describing ways of arriving 
at a position to know or of being blocked from such 
a position. My suggestion is only that there are 
such principles, and that in any case we must go 

beyond the traditional emphasis by epistemologists 
on warrant and reasoning as determinants of 
knowledge. Despite the importance of warranted 
correct belief in determining what we know, the 
Gettier examples show that it is not alone 
enough to guarantee knowledge. What is more, 
warranted correct belief supported by reasoning 
unspoiled by falsehood seems immune to Gettier 
examples, but it still falls short of knowledge, as 
we have seen. 

My conclusion is that to understand knowledge 
we must enrich our traditional repertoire of epis
temic concepts with the notion of being in a position 

to know (from the point of view of a K, e.g., a human 

being). Thus a proposition is evident (from the 
point of view of a K) to a subject only if both he 

is rationally justified in believing it and he is in a 
position to know (from the K point of view) 
whether it is true. It may be (and not just appear) 
evident to Magoo from his point of view that he 
will reach the other side safely, but it seems wrong 
to say of Magoo as he steps into the cable car with 
bombs raining all around that it is quite evident to 
him that he will arrive safely. It seems wrong for 
whom to say this? For one of us, naturally; that is, 
for a normal human from his point of view. And 
since a normal human could not help seeing and 
hearing the bombs, from the human point of view 
Magoo is not in a position to know that he will 
arrive safely, inasmuch as he is missing relevant 
information that a normal human would gather in 
the circumstances. Hence Magoo does not have 
human knowledge that he will arrive safely, for it 
is not evident to him from the human point of view 
that he will so arrive. 

Consider this account: 
(A) S knows that p iff 

(a) it is true that p; 



I 
~· 
t 
' 

(b) S believes that p; and 
(c) there is a non-defective epistemic pyramid 

for S and the proposition that p. 

Every node of such a pyramid must be true and 

evident. And for every node n that has successors, 
the successors must serve as grounds that give the 
subject S rational warrant for believing n. What 
now seems too narrow about this account emerges 
with the explanation of what a pyramid of know
ledge is, and of what the evident is. For in this 
explanation what is evident to S is identified with 
what S is rationally justified in believing. But it 
now seems plain that for x to be evident to S, two 

conditions must be satisfied: (i) that S be rationally 
justified in believing x, and (ii) that S be in a 
position to know whether x is true. And we must 
also take note of the relativity of knowledge to an 
epistemic community. Let us therefore replace (A) 
with the following: 

(B) S knows (from the K point of view) that p iff 
(a) it is true that p; 
(b) S believes that p; and 
(c) there is a non-defective epistemic pyramid 

(from the K point of view) for S and the 
proposition that p. 

Every node of such a pyramid must now be true 
and evident from the K point of view. 

Normally when epistemologists discuss knowl
edge (of the colors and shapes of surrounding 
objects, of one's own or one's neighbor's mental 
states, and so on), they plainly do so from the 
human point of view. But other points of view are 
possible even in ordinary conversation. The 
expert/layman distinction is replicable in many 
different contexts, and with each replication we 
have a new epistemically relevant distinction in 
points of view, with expert knowledge on one 
side and layman knowledge on the other. 

Neither Magoo nor the newspaper reader who 
alone has not seen the new edition is in a position 
to know (from the human point of view) about the 
relevant subject matter. Thus we can understand 
their ignorance and, by parity of reasoning, the 
ignorance of all those who are out of position to 
know that p because they lack either adequate 
cognitive equipment or relevant information that 
is generally known to those who have taken an 
epistemic stand on the question whether p (where 
to suspend judgment is to take an epistemic 
stand, whereas to be totally oblivious to the matter 
is not). 
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What it is for S's belief that p to be fully 
grounded has been explained by means of our 
epistemic pyramids. That answer points in the 
right direction, but it can be made more precise: 
e.g., by clarifying the grounding relation. More
over, we have found that a fully grounded correct 
belief is not necessarily knowledge, and this for at 
least two reasons: (i) it may rest directly or indir
ectly on some false ground, and (ii) the believer 
may not be in a position to know. 

We have tried to allow for these possibilities by 
broadening epistemic pyramids, by making room 
for our new epistemic notion of being-in-a-posi
tion-to-know, and by noting that to support 
knowledge epistemic pyramids must be non
defective, i.e., must contain no false nodes. But 
pyramids are objectionable for other reasons as 
well: (i) they may mislead by suggesting that term
inal nodes provide a "foundation" in one or 
another undesirable sense, or by suggesting that 
terminal nodes must come first in time, so that one 
may later build on them; (ii) more seriously, there 
is an unacceptable vagueness in the very idea of 
such a pyramid, which derives mainly from the 
vagueness of the "grounding" relation in terms of 
which pyramids were defined. What follows is an 
attempt to solve these problems by switching pyr
amids upside down into trees. 

Let us emphasize, however, that this will not 
commit one to a picture of knowledge according to 
which there is a bedrock of self-evident proposi
tions. It is perfectly consistent with the present 
theory that part of what makes any proposition 
evident is its coherence with a network of mutually 
supporting propositions. Since there is bound to 
be a multitude of such coherent networks, 
however, a non-arbitrary narrowing of the field 
must be supported by something other than 
coherence. 

We turn finally to an account (C) according to 
which S knows that p provided that both (a) S 
correctly believes that p,11 and (b) there is a set 
of propositions that fully and non-defectively ren
ders it evident to S that p (where a set "non
defectively renders it evident to S that p" if and 
only if it does so without attributing to S any false 
belief). 12 

Supposing this account correct, every bit of 
knowledge has a tree like that shown in Figure 
14.3. Note that each node of such a tree is a 
proposition. Thus the "root" node is the-proposi
tion-that-Pi. and the first terminal node (from the 
left) the- proposition-that-p111 •

13 
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There is an important difference between these 
trees and our earlier pyramids. Except for terminal 
nodes, every node of a tree is an epistemic propo
sition, whereas not a single node of a pyramid need 
be epistemic at all. Pyramids display propositions 
that are evident to A (not propositions that such 
and such other propositions are evident to S), and 
they also show which propositions ground (for S) 
any proposition for which S has grounds. Trees 

Notes 

But Descartes's methodism was at most partial. James 
Van Cleve has supplied the materials for a convincing 
argument that the way out of the Cartesian circle is 
through a particularism of basic knowledge. See 
James Van Cleve, "Foundationalism, Epistemic Prin
ciples, and the Cartesian Circle," this vol., ch. 20. But 
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display true epistemic propositions concerning S 
and they also show what "makes these proposi
tions true" via epistemic principles. A tree must 
do this for every epistemic proposition that con
stitutes one of its nodes. That is to say, trees 
contain no epistemic terminal nodes. It is in this 
sense that trees provide complete epistemic expla
nations of the truth of their root nodes. 
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Bonjour, "Can Empirical Knowledge Have a Foun
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mental principles of justification. 

Cf. the work of D. Armstrong, Belief, Truth and 

Knowledge (Cambridge: Cambridge University 
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London, 1978). But the theory is still under devel
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reached general conclusions about it similar to 
those suggested here, though not necessarily - so 
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lO Gilbert Harman, "Induction," in Marshall Swain 
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drecht: Reidel, 1970), esp. Sect. IV, pp. 95-7. 
l l Whether knowledge entails belief at all is of course a 

vexed question of long standing, but there is no 
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12 In what follows, the relativity of knowledge to an 
epistemic community is left implicit, as it normally 
is in ordinary thought and speech. 

13 Strictly speaking, what we have here is obviously a 
partial tree schema. For convenience, however, I 

The Raft and the Pyramid 

speak of trees even when I mean partial tree sche
mata. Also, it should not be thought that every tree 
must have exactly three ranks (RI, RII, and Riii). 
On the contrary, a tree may have any number of 
ranks, so long as it has more than one. 
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A Coherence Theory of Truth and 
Knowledge 

Donald Davidson 

In this paper I defend what may as well bt: called a 
cohcrem:e theory ur truth and J.nowledgc The 

theory I c:kfcru:I is not in t:ompetition with a corre

sponderu::e theory, but depends for its defense on 

an argument that purports to show that coherence 

yield" uirrespondence. 
The imponance ur the theme is obvious. If 

coherence is a test of truth, there 1s a direct con

nection with epistemology, for we have reason to 

believe maTI)' or our bcl1cfs cohere with many 

utl11:rs, and m that case we haH reason to believe 

many of our beliefs are true. \\'hen the beliefs are 

true, then the primary conditions for knowledge 

wouldsecmtobt:satisfied. 
Someone might trv w defend a coherence the

ory of troth without defending a coherence theory 

of knowledge, perhaps on the ground that the 
holder of a coherent set of beliefs might lad: a 

reason to bt:lie11e his beliefs coherent. This is not 

hl.:ely, but it may be that someone, though lie has 

true beliefs, and good reasons for holding them, 
does not appredate the relevance of reason to 

belie[ Suc:h a one may best be viewed as having 

1.:nowledgc he does not knuw he has: he thinks h.: is 

a skeptic. In a word, he is a philosopher. 
Setting asic:le aberrant cases, what brings truth 

arul knowledge together is meaning. ff meanings 

are given by ob1ecuvc truth conditions there IS a 
question how we can I.now that the conditions are 

satisfied, for this would appear to reqmre a con
frontation between what we belie11e and realit)'; 

and the idea of such a confruntat10n 1s absurd. 

Ongina11y published In Ernest LePore (ed.), Truth snd 
lrTtspretstlon; PerspectMJs cm the Ph/losophy of 

Donald DBWJson (New Yorn: Blackwell, 1989}. pp. 
307-19. 

But if u1ht:rence IS a test uf truth, then cohcrcru:e 

is a test for judging that objective trulh cunditionb 

are satisfied, arul we no longer need to explain 
meaning on the basis or possible crmfrontatlfln. 

M} slogan is: oorre<;pmidence without confronta

tion. Gi,·en a correct episttmology, we can be 

realists in all departments. We can accept objective 
truth coruli11ons as the J.:e}' to meaning, a realist 

view ur truth, arul we can insist that J.nowlcdge is 

ur an objecti\le world independent of our thought 

urlanguage 
Since there is not, as far as I know, a theory that 

deserves lO be called 'the' coherence theo..:,, let 

me characteriu: the son of view I want to d~fend. 
It is ubvious that not every ronsistent set of inter

preted sentences contains uni) true sentences, 

since one such set might contain just the ronsistt:nt 
sentenL-e Sand another just the negation or S. And 

adding more sentences, while maintaining consist

enC)', will noc help. We can imagme endkss stat:&-

descriptmns maximal consistent descriptions 
which do nm describe our world. 

My coherence theory concerns beliefs, or sen

tences held lrue by someone whu urulerstands 

them. I do not want to sa}', at this point, thaf 

every possible coherent set of beliefS is true (or 

conta111s most!}' true beliefs). I sh}' away from this 

because ic is so unclear what is possible. At une 
extreme, it might be held tha1 the range of possible 

maximal sets of helicf.~ is as Yiidt: as the range or 

possible maximal sets or sentences, and then there 
would be no point to insisting that a defensible 

coherence theory concerns beliefs and not proposi

tions or sentences. But there are other ways of 

conceiving what it is poss1hlc to believe which 
would justify sa}·ing not only that all aL1:ual 



coherent belief systems are largely correct but that 
all possible ones are also. The difference between 
the two notions of what it is possible to believe 
depends on what we suppose about the nature..of 
belief, its interpretation, its causes, its holders, and 
its patterns. Beliefs for me are states of people with 
intentions, desires, sense organs; they are states 
that are caused by, and cause, events inside and 
outside the bodies of their entertainers. But even 
given all these constraints, there are many things 

people do believe, and many more that they could. 
For all such cases, the coherence theory applies. 

Pf ~ourse some beliefs are false. Much of the 

point of the concept of belief is the P!>l-~1!.tial gap it 
introduces between what is held to be true and 
what is true. So mere coherence, no matter how 
strongly coherence is plausibly defined, can not 
guarantee that what is believed is so. All that a 
coherence theory can maintain is that most of the 
beliefs in_a coherent total set of beliefs are true. 

This way of stating the position can at best be 
taken as a hint, since there is probably no useful 
way to count beliefs, and so no clear meaning to 
the idea that most of a person's beliefs are true. A 
somewhat better way to put the point is to say 
there is a presumption in favor of the truth of a 
belief that coheres with a'significant mass ofbelief. 
Every_ belief in a coherent total set of beliefs is 
justified ·in the light of this presumption, much 
as every intentional action taken by a rational 
agent (one whose choices, beliefs and desires 
cohere in the sense of Bayesian decision theory) 
is justified. So to repeat, if knowledge is justified 
true belief, then it would seem that all the true 
beliefs of a consistent believer constitute know
ledge. This conclusion, though too vague and 
hasty- to be right, contains an important core of 
truth, as I shall argue. Meanwhile I merely note 
the many problems asking for treatment: what 
exactly does coherence demand? How much of 
inductive practice should be included, how much 
of the true theory (if there is one) of evidential 
support must be in there? Since no person has a 
completely consistent body of convictions, coher
ence with which beliefs creates a presumption of 
truth? Some of these problems will be put in better 
perspective as I go along. 
- ILsho.uld be clear that I do not hope to define 
truth- in.terms of coherence and belief. Truth is 
beautifully transparent compared to belief and 
coherence, and I take it as primitive. Truth, as 
applied to utterances of sentences, shows the dis
quotational feature enshrined in Tarski's Conven-
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tion T, and that is enough to fix its domain of 
application. Relative to a language or a speaker, of 
course, so there is more to truth than Convention 
T; there is whatever carries over from language to 

language or speaker to speaker . .what .C!>!!Y~~J~ 
T, and the trite sentences it declares true, like 
'"Grass is green" spoken by an English speaker, 
is true if and only if grass is green', reveal is that 
the truth of an utterance depends on just two 
things: what the words as spoken mean, and how 
the world is arranged. There is no further relativ
ism to a conceptual scheme, a way of viewing 
things, a perspective. Two interpr~ers, as unlike 
in culture, language and point of view as you 
please, can disagree over whether an utterance is 
true, but only if they differ on how things are in 
the world they share, or what the utterance means. 

I think we can draw two conclusions from these 
simple reflections. First, truth is correspondence 
with the way things are. (There is no straightfor
ward and non-misleading way to state this; to get 
things right, a detour is necessary through the 
concept of satisfaction in terms of which truth is 
characterized.1

) So if a coherence theory of truth is 
acceptable, it must be consistent with a correspon
dence theory. Second, a theory of knowledge that 
allows that we can know the truth must be a non
relativized, non-internal form of realism. So if a 
coherence theory of knowledge is acceptable, it 
must be consistent with such a form of realism. 
My form of realism seems to be neither Hilary 
Putnam's internal realism nor his metaphysical 
realism. 2 It is not internal realism because internal 
realism makes truth relative to a scheme, and this 
is an idea I do not think is intelligible. 3 A major 
reason, in fact, for accepting a coherence theory is 
the unintelligibility of the dualism of a conceptual 
scheme and a 'world' waiting to be coped with. 
But my realism is certainly not Putnam's meta
physical realism, for it is characterized by being 
'radically non-epistemic', which implies that all 
our best researched and established thoughts and 
theories may be false. I think the independence of 

-· belief and truth requires only that each of our 

beliefs may be false. But of course a coherence 
theory cannot allow that all of them can be 
wrong. 

But why not? Perhaps it is obvious that the 
coherence of a belief with a substantial body of 
belief enhances its chance of being true, provided 
there is reason to suppose the body of belief is true, 
or largely so. But how can coherence alone supply 
grounds for belief? Mayhap the best we can do to 
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justify one belief is to appeal to other beliefs. But 
then the outcome would seem to be that we must 
accept philosophical skepticism, no matter how 
unshaken in practice our beliefs remain. 
___ This is skepticism in one of its traditional garbs. 
It asks: Why couldn't all my beliefs hang together 
and yet be comprehensively false about the actual 
world? Mere recognition of the fact that it is 
absurd or worse to try to confront our beliefs, one 
by one, or as a whole, with what they are about 
does not answer the question nor show the ques
tion unintelligible. In short, even a mild coherence 
theory like mine must provide a skeptic with a 
reason for supposing coherent beliefs are true. 
The partisan of a coherence theory can't allow 
assurance to come from outside the system of 
belief, while nothing inside can produce support 
except as it can be shown to rest, finally or at once, 
on something independently trustworthy. 

It is natural to distinguish coherence theories 
from others by reference to the question whether 
or not justification can or must come to an end. 
But this does not define the positions, it merely 
suggests a form the argument may take. For there 
are coherence theorists who hold that some beliefs 
can serve as the basis for the rest, while it would be 
possible to maintain that coherence is not enough, 
although giving reasons never comes to an end. 
What distinguishes a coherence theory is simply 
the claim that nothing can count as a reason for 
holding a belief except another belief. Its partisan 
rejects as unintelligible the request for a ground or 
source of justification of another ilk. As Rorty!has 
put it, 'nothing counts as justification unless by 
reference to what we already accept, and there is 
no way to get outside our beliefs and our language 
so as to find some test other than coherence. ' 4 

About this I am, as you see, in agreement with 
Rorty. Where we differ, if we do, is on whether 
there remains a question how, given that we can
not 'get outside our beliefs and our language so as 
to find some test other than coherence', we never
theless can have knowledge of, and talk about, an 
objective public world which is not of our own 
making. I think this question does remain, while 
I suspect that Rorty doesn't think so. If this is his 
view, then he must think I am making a mistake in 
trying to answer the question. Nevertheless, here 
goes. 

It. will promote matters at this point to review 
very hastily some of the reasons for abandoning the 
search for a basis for knowledge outside the 
scope of our beliefs. By 'basis' here I mean 

specifically an epistemological basis, a source of 
justification. 

The attempts worth taking seriously attempt to 
ground belief in one way or another on the testi
mony of the senses: sensation, perception, the 
given, experience, sense data, the passing show. 
All such theories must explain at least these two 
things: what, exactly, is the relation between sen
sation and belief that allows the first to justify the 
second? and, why should we believe our sensations 
are reliable, that is, why should we trust our 
senses? 

The simplest idea is to identify certain beliefs 
with sensations. Thus Hume seems not to have 
distinguished between perceiving a green spot and 
perceiving that a spot is green. (An ambiguity in 
the word 'idea' was a great help here.) Other 
philosophers noted Hume's confusion, but tried 
to attain the same results by reducing the gap 
between perception and judgement to zero by 
attempting to formulate judgements that do not 
go beyond stating that the perception or sensation 
or presentation exists (whatever that may mean). 
Such theories do not justify beliefs on the basis of 
sensations, but try to justify certain beliefs by 
claiming that they have exactly the same epistemic 
content as a sensation. There are two difficulties 
with such a view: first, if the basic beliefs do not 
exceed in content the corresponding sensation they 
cannot support any inference to an objective 
world; and second, there are no such beliefs. 

A more plausible line is to claim that we cannot 
be wrong about how things appear to us to be. If 
we believe we have a sensation, we do; this is held 
to be an analytic truth, or a fact about how lan
guage is used. 

It is difficult to explain this supposed connec
tion between sensations and some beliefs in a way 
that does not invite skepticism about other minds, 
and in the absence of an adequate explanation, 
there should be a doubt about the implications of 
the connection for justification. But in any case, it 
is unclear how, on this line, sensations justify the 
belief in those sensations. The point is rather that 
such beliefs require no justification, for the exist
ence of the belief entails the existence of the sensa
tion, and so the existence of the belief entails its 
own truth. Unless something further is added, we 
are back to another form of coherence theory. 

Emphasis on sensation or perception in matters 
epistemological springs from the obvious thought: 
sensations are what connect the world and our 
beliefs, and they are candidates for justifiers 
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because we often are aware of them. The trouble 

we have been running into is that the justification 
seems to depend on the awareness, which is just 
another belief. 

Let us try a bolder tack. Suppose we say that 
sensations themselves, verbalized or not, justify 
certain beliefs that go beyond what is given in 

sensation. So, under certain conditions, having 
the sensation of seeing a green light flashing may 

justify the belief that a green light is flashing. The 

problem is to see how the sensation justifies the 
belief. Of course if someone has the sensation of 

seeing a green light flashing, it is likely, under 
certain circumstances, that a green light is flashing. 

We can say this, since we know of his sensation, 

but he can't say it, since we are supposing he is 

justified without having to depend on believing he 

has the sensation. Suppose he believed he didn't 
have the sensation. Would the sensation still just

ify him in the belief in an objective flashing green 
light? 

The relation between a sensation and a belief 

cannot be logical, since sensations are not beliefs or 

other propositional attitudes. What then is the 
relation? The answer is, I think, obvious: the rela

tion is causal. Sensations cau~e some beliefs and in 

this sense are the basis or ground of those beliefs. 
But a causal explanation of a belief does not show 
how or why the belief is justified. 

The difficulty of transmuting a cause into a 

reason plagues the anticoherentist again if he tries 
to answer our second question;__What justifies the 

belief that our senses do not systematically deceive 
us? For even if sensations justify belief in sensa

tion, we do not yet see how they justify belief in 
external events and objects. 

'Qyine tells us that science tells us that 'our only 

source of information about the external world is 

through the impact of light rays and molecules 
-upon our sensory surfaces'.5 What worries me is 

bow to read the words 'source' and 'information'. 

Certainly it is true that events and objects in the 
external world cause us to believe things about the 

external world, and much, if not all, of the caus

ality takes a route through the sense organs. The 
notion of information, however, applies in a non
metaphorical way only to the engendered beliefs. 

So 'source' has to be read simply as 'cause' and 
'information' as 'true belief' or 'knowledge'. Jus
tification of beliefs caused by our senses is not yet 

in sight.6 

The approach to the problem of justification we 
have been tracing must be wrong. We have been 
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trying to see it this way;_ a person has all his beliefs 

about the world - that is, all his beliefs. How can 

he tell if they are true, or apt to be true? Only, we 
have been assuming, by connecting his beliefs to 

the world, confronting certain of his beliefs with 
the deliverances of the senses one by one, or per

haps confronting the totality of his beliefs with the 
tribunal of experience. No such confrontation 
makes sense, for of course we can't get outside 

our skins to find out what is causing the internal 
happenings of which we are aware. Introducing 

intermediate steps or entities into the causal 
chain, like sensations or observations, serves only 

to make the epistemological problem more 

obvious. For if the intermediaries are merely 

causes, they don't justify the beliefs they cause, 
while if they deliver information, they may bC
lying._ The moral is obvious. Since we can't swear 

intermediaries to truthfulness, we should allow no 
intermediaries between our beliefs and their 

objects in the world. Of course there are causal 
intermediaries. What we must guard against are 

epistemic intermediaries. 
There are common views of language that 

encourage bad epistemology. This is no accident, 
of course, since theories of meaning are connected 

with epistemology through attempts to answer the 

question how one determines that a sentence is 
true. If knowing the meaning of a sentence (know

ing how to give a correct interpretation of it) 
involves, or is, knowing how it could be recognized 

to be true, then the theory of meaning raises the 
same question we have been struggling with, for 

giving the meaning of a sentence will demand that 
we specify what would justify asserting it. Here the 

coherentist will hold that there is no use looking 
for a source of justification outside of other sen

tences held true, while the foundationalist will seek 
to anchor at least some words or sentences to non

verbal rocks. This view is held, I think, both by 

Qyine and by Michael Dummett. 
Dummett and Quine differ, to be sure. In par

ticular, they disagree about holism, the claim that 

the truth of our sentences must be tested together 

rather than one by one. And they disagree also, and 
consequently, about whether there is a useful dis

tinction between analytic and synthetic sentences, 
and about whether a satisfactory theory of meaning 
can allow the sort of indeterminacy Quine argues 
for. (On all these points, I am Qyine's faithful 

student.) / , 
But what concerns me here is that QU'ine and 

Dummett agree on a basic principle, which is that 
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whatever there is to meaning must be traced back 
somehow to experience, the given, or patterns of 
sensory stimulation, something intermediate 
between belief and the usual objects our beliefs 
are abou!. Once we take this step, we open the 
door to skepticism, for we must then allow that a 
very great many - perhaps most - of the sentences 
we hold to be true may in fact be false. It is 
ironical. Trying to make meaning accessible has 
made truth inaccessible. When meaning goes epis
temological in this way, truth and meaning are 
necessarily divorced. One can, of course, arrange 
a shotgun wedding by redefining truth as what we 
are justified in asserting. But this does not marry 
the original mates. 

Take Qµine's proposal that whatever there is to 
the meaning (information value) of an observation 
sentence is determined by the patterns of sensory 
stimulation that would cause a speaker to assent to 
or dissent from the sentence. This is a marvel
lously ingenious way of capturing what is appeal
ing about verificationist theories without having to 
talk of meanings, sense-data, or sensations; for the 
first time it made plausible the idea that one could, 
and should, do what I call the theory of meaning 
without need of what Quine calls meanings. But 
Quine's proposal, like other forms of verification
ism, makes for skepticism. For clearly a person's 
sensory stimulations could be just as they are and 
yet the world outside very different. (Remember 
the brain in the vat.) 

Qµine's way of doing without meanings is subtle 
and complicated. He ties the meanings of some 
sentences directly to patterns of stimulation 
(which also constitute the evidence, Quine thinks, 
for assenting to the sentence), but the meanings of 
further sentences are determined by how they are 
conditioned to the original, or observation 
sentences. The facts of such conditioning do not 
permit a sharp division between sentences held 
true by virtue of meaning and sentences held true 
on the basis of observation. Qµine made this point 
by showing that if one way of interpreting a 
speaker's utterances was satisfactory, so were 
many others. This doctrine of the indeterminacy 
of translation, as Qµine called it, should be 
viewed as neither mysterious nor threatening. It 
is no more mysterious than the fact that 
temperature can be measured in Centigrade or 
Fahrenheit (or any linear transformation of 
those numbers). And it is not threatening 
because the very procedure that demonstrates the 
degree of indeterminacy at the same time 

demonstrates that what is determinate is all we 
need. 

In my view, erasing the line between the analy
tic and synthetic saved philosophy of language as a 
serious subject by showing how it could be pur
sued without what there cannot be: determinate 
meanings. I now suggest also giving up the dis
tinction between observation sentences and the 
rest. For the distinction between sentences belief 
in whose truth is justified by sensations and sen
tences belief in whose truth is justified only by 
appeal to other sentences held true is as anathema 
to the coherentist as the distinction between 
beliefs justified by sensations and beliefs justified 
only by appeal to further beliefs. Accordingly, I 
suggest we give up the idea that meaning or know
ledge is grounded on something that counts as an 
ultimate source of evidence. No doubt meaning 
and knowledge depend on experience, and experi
ence ultimately on sensation. But this is the 
'depend' of causality, not of evidence or justifica
tion. 

I have now stated my problem as well as I can. 
The search for an empirical foundation for mean
ing or knowledge leads to skepticism, while a 
coherence theory seems at a loss to provide any 
reason for a believer to believe that his beliefs, if 
coherent, are true. We are caught between a false 
answer to the skeptic, and no answer. 

The dilemma is not a true one. What is needed 
to answer the skeptic is to show that someone with 
a (more or less) coherent set of beliefs has a reason 
to suppose his beliefs are not mistaken in the main. 
What we have shown is that it is absurd to look for 
a justifying ground for the totality of beliefs, some
thing outside this totality which we can use to test 
or compare with our beliefs, The answer to our 
problem must then be to find a reason for suppos
ing most of our beliefs are true that is not a form of 
evidence. 

My argument has two parts; First J urge that a 
correct understanding of the speech, beliefs, 
desires, intentions and other propositional atti
tudes of a person leads to the co.on that 
most of a person's beliefs must be true, and .so 
there is a legitimate presumption that any one of 
them, if it coheres with most of the rest, is true. 
Then I go on to claim that anyone with thoughts, 
and so in particular anyone who wonders whether 
he has any reason to suppose he is generally right 
about the nature of his environment, must know 
what a beliefis, and how in general beliefs are to be 
detected and interpreted. These being perfectly 



general facts we cannot fail to use when we com

municate with others, or when we try to commun
icate with others, or even when we merely think 

we are communicating with others, there is a 
pretty strong sense in which we can be said to 
know that there is a presumption in favor of the 

overall truthfulness of anyone's beliefs, including 

our own. So it is bootless for someone to ask for 
some further reassurance; that can only add to his 
stock of beliefs. All that is needed is that he 

recognize that belief is in its nature veridical. 
Belief can be seen to be veridical by considering 

what determines the existence and contents of a 

belief. Belief, like the other so-called propositional 

attitudes, is supervenient on facts of various sorts, 

behavioral, neuro-physiological, biological and 
physical. The reason for pointing this out is not 

to encourage definitional or nomological reduction 
of psychological phenomena to something more 

basic, and certainly not to suggest epistemological 
priorities. The point is rather understanding. We 
gain one kind of insight into the nature of the 

propositional attitudes when we relate them sys

tematically to one another and to phenomena on 
other levels. Since the propositional attitudes are 

deeply interlocked, we cannot learn the nature of 

one by first winning understanding of another. As 
interpreters, we work our way into the whole sys

tem, depending much on the pattern of interrela

tionships. 
Take for example the interdependence of belief 

and meaning. What a sentence means depends 
partly on the external circumstances that cause it 

to win some degree of conviction; and partly on the 
relations, grammatical, logical or less, that the 
sentence has to other sentences held crue with 

varying degrees of conviction. Since these relations 

are themselves translated directly into beliefs, it is 
easy to see how meaning depends on belief. Belief, 

however, depends equally on meaning, for the only 

access to the fine structure and individuation of 

beliefs is through the sentences speakers and inter
preters of speakers use to express and describe 

beliefs. If we want to illuminate the nature of 
meaning and belief, therefore, we need to start 
with something that assumes neither. Qyine's sug

gestion, which I shall essentially follow, is to take 

prompted assent as basic, the causal relation between 
assenting to a sentence and the cause of such 
assent. This is a fair place to start the project of 

identifying beliefs and meanings, since a speaker's 

assent to a sentence depends both on what he 
means by the sentence and on what he believes 
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about the world. Yet it is possible to know that a 

speaker assents to a sentence without knowing 

either what the sentence, as spoken by him, 
means, or what belief is expressed by it. Equally 

obvious is the fact that once an interpretation has 
been given for a sentence assented to, a belief has 
been attributed. If correct theories of interpreta

tion are not unique (do not lead to uniquely correct 
interpretations), the same will go for attributions 
of belief, of course, as tied to acquiescence in 

particular sentences. 
A speaker who wishes his words to be under

stood cannot systematically deceive his would-be 

interpreters about when he assents to sentences -

that is, holds them true. As a matter of principle, 

then, meaning, and by its connection with mean

ing, belief also, are open to public determination. I 
shall take advantage of this fact in what follows and 
adopt the stance of a radical interpreter when ask

ing about the nature of belief. What a fully 
informed interpreter could learn about what a 

speaker means is all there is to learn; the same 
goes for what the speaker believes. 7 

The interpreter's problem is that what he is 

assumed to know - the causes of assents to sen
tences of a speaker - is, as we have seen, the 

product of two things he is assumed not to know, 
meaning and belief. If he knew the meanings he 

would know the beliefs, and if he knew the beliefs 
expressed by sentences assented to, he would know 

the meanings. But how can he learn both at once, 

since each depends on the other? 
The general lines of the solution, like the prob

lem itself, are owed to Quine. I will, however, 
introduce some changes into Qyine's solution, as 
I have into the statement of the problem. The 

changes are directly relevant to the issue of epis
temological skepticism. 

I see the aim of radical interpretation (which is 

much, but not entirely, like Quine's radical trans

lation) as being to produce a Tarski-style charac
terization of truth for the speaker's language, and a 

theory of his beliefs. (The second follows from the 

first plus the presupposed knowledge of sentences 
held true.) This adds little to Quine's program of 
translation, since translation of the speaker's lan

guage into one's own plus a theory of truth for 
one's own language add up to a theory of truth for 
the speaker. But the shift to the semantic notion of 

truth from the syntactic notion of translation puts 
the formal restrictions of a theory of truth in the 

foreground, and emphasizes one aspect of the close 
relation between truth and meaning. 



Donald Davidson 

The principle of charity plays a crucial role in 
Qyine's method, and an even more crucial role 
in my variant. In either case, the principle directs 
the interpreter to translate or interpret so as to 
read some of his own standards of truth into the 
pattern of sentences held true by the speak~_r. The 
point of the principle is to make the speaker intel
ligible, since too great deviations from consistency 
and correctness leave no common ground on 
which to judge either conformity or difference. 
From a formal point of view, the principle of 
charity helps solve the problem of the interaction 
of meaning and belief by restraining the degrees of 
freedom allowed belief while determining how to 
interpret words. 

We have no choice, Quine has urged, but to read 
our own logic into the thoughts of a speaker; Quine 
says this for the sentential calculus, and I would 
add the same for first-order quantification theory. 
This leads directly to the identification of the 
logical constants, as well as to assigning a logical 
form to all sentences. 

Something like charity operates in the interpre
tation of those sentences whose causes of assent 
come and go with time and place: when the inter
preter finds a sentence of the speaker the speaker 
assents to regularly under conditions he recogn
izes, he takes those conditions to be the truth 
conditions of the speaker's sentence. This is only 
roughly right, as we shall see in a moment. Sen
tences and predicates less directly geared to easily 
detected goings-on can, in Quine's canon, be inter
preted at will, given only the constraints of inter
connections with sentences conditioned directly to 
the world. Here I would extend the principle of 
charity to favor interpretations that as far as pos
sible preserve truth: I think it makes for mutual 
understanding, and hence for better interpretation, 
to interpret what the speaker accepts as true when 
we can. In this matter, I have less choice than 
Qyine, because I do not see how to draw the line 
between observation sentences and theoretical sen
tences at the start. There are several reasons for 
this, but the one most relevant to the present topic 
is that this distinction is ultimately based on an 
epistemological consideration of a sort I have 
renounced: observation sentences are directly 
based on something like sensation - patterns of 
sensory stimulation - and this is an idea I have 
been urging leads to skepticism. Without the 
direct tie to sensation or stimulation, the distinc
tion between observation sentences and others 
can't be drawn on epistemologically significant 

grounds. The distinction between sentences 
whose causes to assent come and go with observ
able circumstances and those a speaker clings to 
through change remains however, and offers the 
possibility of interpreting the words and sentences 
beyond the logical. 

The details are not here to the point. What 
should be clear is that if the account I have given 
of how belief and meaning are related and under
stood by an interpreter, then most of the sentences 
a speaker holds to be true - especially the ones he 
holds to most stubbornly, the ones most central to 
the system of his beliefs - most of these sentences 
are true, at least in the opinion of the interpreter. 
For the only, and therefore unimp~;~h3tiie, 
method available to the interpreter automatically 
puts the speaker's beliefs in accord with the.stan
dards oflogic of the interpreter, and hence credits 
the speaker with plain truths of logic. Needless to 
say there are degrees of logical and other consist
ency, and perfect consistency is not to be 
expected. What needs emphasis is only the meth
odological necessity for finding consistency 
enough. 

Nor, from the interpreter's point of view, is 
there any way he can discover the speaker to be 
largely wrong about the world. For he interprets 
sentences held true (which is not to be distin
guished from attributing beliefs) according to the 
events and objects in the outside world that cause 
the sentence to be held true. 

What I take to be the important aspect of this 
approach is apt to be missed because the approach 
reverses our natural way of thinking of commu
nication derived from situations_in which under
standing has already been -S!;f!!f'.ed.. . Once 
understanding has been secured we are able, 
often, to learn what a person believes quite inde
pendently of what caused him to believe it. This 
may lead us to the crucial, indeed fatal, conclusion. 
that we can in general fix what someone means 
independently of what he believes and independ
ently of what caused the belief. But if I am right, 
we can't in general first identify beliefs and l!lean
ings and then ask what caused them. The causality 
plays an indispensable role in determining the 
content of what we.say and believe. This is a fact 
we can be led to recognize by taking up, as we 
have, the interpreter's point of view. 

It is an artifact of the interpreter's correct inter
pretation of a person's speech and attitudes that 
there is a large degree of truth and consistency in 
the thought and speech of an agent. But this is 



truth and consistency by the interpreter's stan

dards. Why couldn't it happen that speaker and 

interpreter understand one another on the basis of 

shared but erroneous beliefs? This can, and no 
doubt often does, happen. But it cannot be the 

rule. For imagine for a moment an interpreter 
who is omniscient about the world, and about 

what does and would cause a speaker to assent to 
any sentence in his (potentially unlimited) reper

toire. The omniscient interpreter, using the same 

method as the fallible interpreter, finds the fallible 
speaker largely consistent and correct. By his own 

standards, of cours.e, but since these are objectively 

correct, the fallible speaker is seen to be largely 

correct and consistent by objective standards. We 

may also, if we want, let the omniscient interpreter 
turn his attention to the fallible interpreter of the 

fallible speaker. It turns out that the fallible inter
preter can be wrong about some things, but not in 

general; and so he cannot share universal error 
with the agent he is interpreting. Once we agree 

to the general method of interpretation I have 
sketched, it becomes impossible correctly to hold 

that anyone could be mostly wrong about how 
things are. 

There is, as I noted above, a key difference 
between the method of radical interpretation I 

am now recommending, and Quine's method of 
radical translation. The difference lies in the nat

ure· of the choice of causes that govern interpreta

tion. Quine makes interpretation depend on 
patterns of sensory stimulation, while I make it 

depend on the external events and objects the 
sentence is interpreted as being about. Thus 
Q!.iine's notion of meaning is tied to sensory cri

teria, something he thinks that can be treated also 

as evidence. This leads. Qµin~ to give ep_istemic 
significance to the distinction between observation 

sentences and others, since observation sentences 
are supposed, ·by their direct conditioning to the 

senses, to have a kind of extra-linguistic justifica

tion. This is the view against which I argued in the 
first part of my paper, urging that sensory stimula

tions are indeed part of the causal chain that leads 

to belief, but cannot, without confusion, be con
sidered to be evidence, or a source of justification, 
for the stimulated beliefs. 

What stands in the way of global skepticism of 

the senses is, in my view, the fact that we must, in 
the plainest and methodologically most basic cases, 
take the objects of a belief to be the causes of that 

belief. And what we, as interpreters, must take 
them to be is what they in fact are. Communica-
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tion begins where causes converge: your utterance 

means what mine does if belief in its truth is 
systematically caused by the same events and 
objects.8 

The difficulties in the way of this view are 
obvious, but I think they can be overcome. The 

method applies directly, at best, only to occasion 
sentences - the sentences assent to which is 

caused systematically by common changes in the 

world. Further sentences are interpreted by their 

conditioning to occasion sentences, and the 
appearance in them of words that appear also in 

occasion sentences. Among occasion sentences, 

some will vary in the credence they command 
not only in the face of environmental change, but 

also in the face of change of credence awarded 

related sentences. Criteria can be developed on 

this basis to distinguish degrees of observationality 
on internal grounds, without appeal to the concept 

of a basis for belief outside the circle of beliefS. 
Related to these problems, and easier still to 

grasp, is the problem of error. For even in the 

simplest cases it is clear that the same cause (a 

rabbit scampers by) may engender different beliefs 
in speaker and observer, and so encourage assent to 

sentences which cannot bear the same interpreta
tion. It is no doubt this fact that made Quine turn 

from rabbits to patterns of stimulation as the key to 
interpretation. Just as a matter of statistics, I'm not 

sure how much better one approach is than the 

other. Is the relative frequency with which iden
tical patterns of stimulation will touch off assent to 
"Gavagai" and "Rabbit" greater than the relative 

frequency with which a rabbit touches off the same 

two responses in speaker and interpreter? Not an 
easy question to test in a convincing way. But let 
the imagined results speak for Quine's method. 

Then I must say, what I must say in any case, 
the problem of error cannot be met sentence by 

sentence, even at the simplest level. The best we 

can do is cope with error holistically, that is, we 

interpret so as to make an agent as intelligible as 
possible, given his actions, his utterances and his 

place in the world. About some things we will find 

him wrong, as the necessary cost of finding him 
elsewhere right. As a rough approximation, find
ing him right means identifying the causes with 

the objects of his beliefs, giving special weight to 
the simplest cases, and countenancing error where 
it can be best explained. 

Suppose I am right that an interpreter must so 
interpret as to make a speaker or agent largely 

correct about the world. How does this help the 
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person himself who wonders what reason he has to 
think his beliefs are mostly true? How can he learn 
about the causal relations between the real world 
and his beliefs that lead the interpreter to interpret 
him as being on the right track? 

The answer is contained in the question. In 
order to doubt or wonder about the provenance 
of his beliefs an agent must know what belief is. 
This brings with it the concept of objective truth, 
for the notion of a belief is the notion of a state that 
may or may not jibe with reality. But beliefs are 
also identified, directly and indirectly, by their 
causes. What an omniscient interpreter knows a 
fallible interpreter gets right enough if he under
stands a speaker, and this is just the complicated 
causal truth that makes us the believers we are, and 
fixes the contents of our beliefs. The agent has 
only to reflect on what a belief is to appreciate 
that most of his basic beliefs are true, and among 
his beliefs, those most securely held and that 
cohere with the main body of his beliefs are the 
most apt to be true. The question, how do I know 
my beliefs are generally true? thus answers itself, 
simply because beliefs are by nature generally true. 
Rephrased or expanded, the question becomes, 
how can I tell whether my beliefs, which are by 
their nature generally true, are generally true? 

All beliefs are justified in this sense: they are 
supported by numerous other beliefs (otherwise 
they wouldn't be the beliefs they are), and have a 
presumption in favor of their truth. The presump-
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tion increases the larger and more significant the 
body of beliefs with which a belief coheres, and 
there being no such thing as an isolated belief, 
there is no belief without a presumption in its 
favor. In this respect, interpreter and interpreted 
differ. From the interpreter's point of view, meth
odology enforces a general presumption of truth 
for the b;;(iy of beliefs as a whole, but the inter
preter does not need to presume each particular 
belief of someone else is true. The general pre
sumption applied to others does not make them 
globally right, as I have emphasized, but provides 
the background against which to accuse them of 
error. But from each person's own vantage point, 
there must be a graded presumption in favor of 
each of his own beliefs. 

We cannot, alas, draw the picturesque and plea
sant conclusion that all true beliefs constitute 
knowledge. For though all of a believer's beliefs 
are to some extent justified to him, some may not 
be justified enough, or in the right way, to consti
tute knowledge. The general presumption in favor 
of the truth of belief serves to rescue us from a 
standard form of skepticism by showing why it is 
impossible for all our beliefs to be false together. 
This leaves almost untouched the task of specify
ing the conditions of knowledge. I have not been 
concerned with the canons of evidential support (if 
such there be), but to show that all that counts as 
evidence or justification for a belief must come 
from the same totality of belief to which it belongs. 

is all the evidence anybody has had to go on, ulti
mately, in arriving at his picture of the world.' On the 
same page: 'Two cardinal tenets of empiricism remain 
unassailable .... One is that whatever evidence there is 
for science is sensory evidence. The other ... is that all 
inculcation of meanings of words, must rest ulti
mately on sensory evidence.' In The Roots of Reference 

(Illinois: Open Court Publishing Company, 1974), 
pp. 37--8, Qiiine says 'observations' are basic 'both 
in the support of theory and in the learning of lan
guage', and then goes on, 'What are observations? 
They are visual, auditory, tactual, olfactory. They 
are sensory, evidently, and thus subjective .... Should 
we say then that the observation is not the sensa
tion .... ? No ... ' Qiiine goes on to abandon talk of 
observations for talk of observation sentences. But of 
course observation sentences, unlike observations, 
cannot play the role of evidence unless we have reason 
to believe they are true. 
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I now think it is essential, in doing radical interpreta

tion, to include the desires of the speaker from the 

start, so that the springs of action and intention, 

namely both belief and desire, are related to meaning. 
But in the present talk it is not necessary ro introduce 

this further factor. 
It is clear that the causal theory of meaning has little 

in common with the causal theories of reference of 
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Kripke and Putnam. Those theories look to causal 

relations between names and objects of which speak
ers may well be ignorant. The chance of systematic 

error is thus increased. My causal theory does the 
reverse by connecting the cause of a belief with its 

object. 
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PART IV 

Epistemic Justification 



Introduction 

The selectioru; in rhis section anempt to answer 
the question "Under what general conditions is 
one epistem1cally justified in believing a proposi

[lon?" Two key issues to be exammed m answering 

this question are the relation between justification 
and truth and thai: hctwet:n justifkation and crici

cizabilit) 
One can plainly be justified in behev1ng that p 

even if p is not true, but docs being justified in 
believing that p at least make it objectively prob
able that p? If it doesn't, why should we care abnut 
jmtifa:ation~ 

Tht: question of whether having unjustified 
beliefs emails being criticizable mighl seem m be 

easily answered. yes. if one has an unjustified 
belief, that belief ia irrational, and one can be 

rightly criticized for hav111g an irrational belief. 
Yet, there is a basic problem with rhis response 
Broadly spraking, ep1stemologms often want to 
use the lenn "epistemic justificalion" rn pick out 
a kind or positive value status related to gaining 
truth and avoiding error Tht: crucial point, 
emphasized by Richard Feldman and Earl Conee 
in their selection, is lhat deontological statuses -
statuses of being obligated, being forbidden - do 
nor exhaust positive value statuses Having negat
ive deonrnlogical status does plaw;1bly correlate 
with being rightly criricizahlc. If one doesn't do 
what one ought to do, one may be criticized for not 
so acung. But it is often aclnowledged in ethics, 
for example, that it is had rn have cruel instincts. 
One cannot be fairly criticized for ha,·ing cruel 
instincts, something that is not in one's power; 
rather, such instincts have a negative moral or 
ethical value. Depemhng on one's theory or such 
value, this may be a matter or not being conducive 

to the production ol states ol pleasure, states of 
dt:sln: satisfaction, etc.. Similarly, a natural procliv
ity tov.•ard wishfol thinking, while not being some
thing crltlc1zable, is of low episremic \'aluc. 

Peldman and Cunee argue in favor of e11identia
lism about just1f1Ca1ion. Whether a subject's doll
astic attitude rnv.•ard a proposition is justified is 
determined by whether taking that attitude fits the 
subjcct'!i evidence. E\·idence here mdudes experi
ential as weU as donstic evidence. Feldman and 
Conee defend this \'iew against reliahilisr lheories 
which connect justified belief essentially with 
objective probabibty of m1lh. They claim that 
important reliabilist inrmtions can be captured 1n 
their framework by appealmg to the nonon of well
foundedncss, a notion which employs the ev1den
tialist conception of justification together wilh the 
notion of a basing relation S's doxastic attitude D 
1oward p is well-founded if and only if havmg D 
toward p 1s justified and S has D toward p on the 
basis of a body of evidence e that meets the follow
ing conditions: (i) S has eas evidence; (ii) ha\'ing D 
toward p fiu e; and (iii) there is no more inclusive 
body of evidence e' had by S such that having d 
toward p does not fa l. Here (iii} is ~ lO 
ensure that S has no undcnnining justification. 

As do Feldman and Conee, Richard Folq 
insists there is a kind of posmvc epistemic status 
that is not essentially related to objeclive probabil
ity oftruth. Mure generally, he sees a basic divi
sion of labor in epistemology. Some sorts of 
epistemic value depend on hick and some do not. 
Knowledge, for example, depends on a facior of 
luck, which explains wh} we cannot have die 
.il!iSllram:e Descartes sought, the guarantee thac 
uur beliefs about the world arc true. Yet there is 
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still a kind of luck-free epistemic value that epis
temologists may investigate, a kind that depends 
only on that over which we have substantial, if not 
full, control. This is what Foley calls egocentric 
rationality. If I would believe that p upon deep 
reflection, then it is egocentrically rational for me 
to believe that p. Whether I am egocentrically 
rational in believing what I do is thus an epistemic 
good over which I have control. Ifl lack egocentric 
rationality, I am to be criticized, for egocentric 
rationality is something even a very hostile episte
mic environment cannot strip from me. Why seek 
egocentric rationality, one might ask, if it provides 
no guarantee of truth or even of objective prob
ability of truth? Foley's answer seems to be that we 
believe by our best lights that it is effective to 
pursue our goal of having accurate and compre
hensive beliefs by being egocentrically rational. We 
are working without nets, as Foley puts it, but this 
is the only way we can work, and it is a good way to 
work. 

John Pollock's epistemology includes the fol
lowing elements: (i) the notion that concepts are 
defined by their justification conditions; (ii) the 
claim that epistemic rules are rules of prima facie 
justification or the overriding of such justification; 
(iii) the view that epistemic rules are rules by which 

we reason; and (iv) the thesis that our acceptance of 
such rules is essentially implicit and procedural, 
and that it reaches consciousness only through the 
persistent reflection of epistemology. 

Pollock uses an analogy with bicycle riding to 
explain the sort of unity he sees in criteriology. A 
bicycle rider embodies procedural rules that he can 
occasionally override, and these rules are also 
mostly implicit and subconscious, and they have 
normative content as well. What unifies such rules, 
moreover, is simply that they specify how one 
rides a bike (correctly and, for the most part, 
actually). 

Unlike Feldman and Conee and Foley, Susan 
Haack aims to connect epistemic justification 
essentially with truth-conduciveness. After exam
ining varieties of foundationalist and coherentist 
theories, she claims that we remain in need of an 
account of how there could be both logical and 
causal relations between experience and beliefs. 
Only a logical relation can ensure the rational or 
justificatory connection between experience and 
belief. And only a causal connection can ensure 
the linking of empirical justification with truth. 
For empirical worldly fact can enter our cognitive 
economy only through experience. 

In her book, Haack proposes to provide both the 
logical and causal connection by employing a dis
tinction between belief states (S-beliefs) and the 
contents of those states (C-beliefs). She begins by 
giving an evidentialist account of justification: 
agent A is more/less justified in believing that p 
depending upon how good A's evidence is for p. 
The distinction between S-and C-beliefs is then 
employed in characterizing A's evidence. A's evi
dence consists of three sorts of items: A's S-rea
sons, A's C-reasons, and A's experiential C
evidence for believing that p. The S-reasons are 
themselves S-beliefs sustained ultimately by A's 
experiential S-states. The role of experience in 
sustaining S-beliefs, Haack claims, identifies what 
was right about experientialist foundationalism. 
A's C-reasons for believing that p are the C-beliefs 
that serve as the contents of A's S-reasons for 
believing that p. Coherentists were right to empha
size the non-linear character of C-reasons in justi
fication. No class of C-beliefs is basic in the nexus 
of C-reasons. Finally, A's experiential C-evidence 
consists of true propositions to the effect that A is 
in a certain state, viz. the state that constitutes A's 
experiential S-evidence for believing that p. It is 
the last element of A's evidence, Haack believes, 
that supplies the necessary connection between 
justification and truth. One might be tempted to 
doubt this: surely, a proposition to the effect that 
it's visually as if there is something green before 
me provides no guaranteed link to truth. It could 
very well be that my experience is unveridical. 
How could the mere fact that I have an experience 
as of something green before me be evidence in 
favor of there being something green before me? 
Haack's answer is that the appropriate description 
of the experience characterizes it in a world-invol
ving way. Thus, a visual experience as of there 
being something green before me is to be described 
as the kind of experience a normal subject would 
be in, in normal circumstances, when looking at a 
green thing. This would seem to provide the link 
between justification and truth. That I'm in the 
kind of experiential state that is normally or typi
cally caused by a green thing does seem to make it 
objectively more probable that there is a green 
thing before me. 

Thus, we have foundherentism. Foundationalist 
elements survive in the claim that experiential S
reasons form the causal bedrock, coherentist ele
ments in the claim that the structure of C-reasons 
do not have a linear structure. The connection 
with truth, missed by coherentism and by many 



forms of foundationalism, is secured through the 
claim that part of the C-evidence for a belief 
includes truths describing experiences in terms of 
their typical external causes. (It is interesting to 
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Evidentialism 

Richard Feldman and Earl Conee 

\\'e ad,·ocace ev1dential1sm m ep1stcmology. \\'hat 

we caU evidentialism i" the \'iew char the epistemic 

justification of a belief is determined by the qualicy 

of the bdicnr's evidence for the belie[ Disbelief 

and suspension of judgment also can be cpistemi

caU~' justified. The dox,mu; attitude rhat a person 

is justified in having is the one tha1 fits the per
son's evidence. More precisely: 

EJ Doxastic attitude D toward propo~1rion p is 
epistemically justified for S at I if and only 

1f having D toward p fits the 1:,·idence S has 

atl.1 

\\'e do nm offer EJ as an analvs1s &irher it ser;es 

to mdic:ate the kind of notion of justification rhal 

we talr.e to be charauerisrically epistemic - a notion 

that make.; justification tum entirely on cviclcnce. 

Here are three examples that illustrai:c the applica

tion of this notion of justification. First. when a 

ph)siologically normal person under ordinary cir

cumslances looks at a plush green lawn that is 

direc1ly in front of him in broad davlight, beltcving 

that there is something green before him is the 

attitude toward this proposition that fits his evid
ence. That is wh}' the belief is epistemically ju~-ii

fied. Second, suspension of judgment is the fitting 

attitude for each of us toward the proposition that 
an C\·en number of ducks exists, since our evidence 

makes it equallv hkel}' that the number is odd 

Originally published lo Pl!doscphical Studies 48 (1985). 

PP- 15-34; reprinted with kind permlsslon from Kluwer 
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Neither beliel nor disbelief is epistenucally ju~-ii

fied when our evidence is equally balanced. And 

third. when it comes to the proposition that sugar 
is sour, our gus1atory experience makes disbelief 

the fitting attitude Such experiential evidence 

epistemically justifies disbelief.2 

EJ ts not intended to be surprising or innova
ti,·e. \Ve take it to be the view about the nature uf 

epistemic jusufication with the most initial plausi

bility. A defense ofEJ 1s now appropriate becaUSl' 

several theses about justification that seem to cast 

doubt on it have been prominent in recent litera

ture on episemology. Broad!)' speaking, these the

ses imply that epistemic justification depends 

upon the cognitive capacities of people, or upon 

the cognitive processes or information-gathering 

practices that led to the attitude. In contrast, EJ 

as.'>Crts that the epistemic jus11ficat1on of an atti
tude depends only on evidence. 

We believe that EJ identifies the basic concept 

of epistemic justification. Wt: find no adequate 
grmmds for aa.epting the recently discussed thesei. 

about justification that seem to cast doubt on EJ 

In the remainder of this paper we defend eviden

lialism. Our purpose is to show that it continues to 

be the best view of epistemic ju~tification. 

II 

In this section we consider two objections to EJ 

Each is based on a claim about human limits and a 
claim about the conditions under which an attitude 

can be justified. One objection depends un the 

claim that an attitude can be justified onlv if it is 
voluntarily adopted, the otber depends -on the 



claim that an attitude toward a proposition or 
propositions can be justified for a person only if 
the ability to have that attitude toward the propo
sition or those propositions is within normal 
human limits. 

Doxastic voluntarism 

EJ says that a doxastic attitude is justified for a 
person when that attitude fits the person's evid
ence. It is clear that there are cases in which a 
certain attitude toward a proposition fits a person's 
evidence, yet the person has no control over 
whether he forms that attitude toward that propo
sition. So some involuntarily adopted attitudes are 
justified according to EJ. John Heil finds this 
feature of the evidentialist position questionable. 
He says that the fact that we "speak of a person's 
beliefs as being warranted, justified, or ratio
nal ... makes it appear that ... believing something 
can, at least sometimes, be under the voluntary 
control of the believer."3 Hilary Kornblith claims 
that it seems "unfair" to evaluate beliefs if they 
"are not subject" to "direct voluntary control. "4 

Both Heil and Kornblith conclude that although 
beliefs are not under direct voluntary control, it is 
still appropriate to evaluate them because "they 
are not entirely out of our control either."5 "One 
does have a say in the procedures one undertakes 
that lead to" the formation ofbeliefs.6 

Doxastic attitudes need not be under any sort of 
voluntary control for them to be suitable for epis
temic evaluation. Examples confirm that beliefs 
may be both involuntary and subject to epistemic 
evaluation. Suppose that a person spontaneously 
and involuntarily believes that the lights are on in 
the room, as a result of the familiar sort of com
pletely convincing perceptual evidence. This belief 
is clearly justified, whether or not the person can
not voluntarily acquire, lose, or modify the cognit
ive process that led to the belief. Unjustified 
beliefs can also be involuntary. A paranoid man 
might believe without any supporting evidence 
that he is being spied on. This belief might be a 
result of an uncontrollable desire to be a recipient 
of special attention. In such a case the belief is 
clearly epistemically unjustified even if the belief 
is involuntary and the person cannot alter the 
process leading to it. 

The contrary view that only voluntary beliefs 
are justified or unjustified may seem plausible if 
one confuses the topic of EJ with an assessment of 
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the person.7 A person deserves praise or blame for 
being in a doxastic state only if that state is under 
the person's control.8 The person who involunta
rily believes in the presence of overwhelming evid
ence that the lights are on does not deserve praise 
for this belief. The belief is nevertheless justified. 
The person who believes that he is being spied on 
as a result of an uncontrollable desire does not 
deserve to be blamed for that belief. But there is 
a fact about the beliefs epistemic merit. It is 
epistemically defective - it is held in the presence 
of insufficient evidence and is therefore unjusti
fied. 

Doxastic limits 

Apart from the questions about doxastic voluntar
ism, it is sometimes claimed that it is inappropriate 
to set epistemic standards that are beyond normal 
human limits. Alvin Goldman recommends that 
epistemologists seek epistemic principles that can 
serve as practical guides to belief formation. Such 
principles, he contends, must take into account the 
limited cognitive capacities of people. Thus, he is 
led to deny a principle instructing people to 
believe all the logical consequences of their beliefs, 
since they are unable to have the infinite number 
of beliefs that following such a principle would 
require.9 Goldman's view does not conflict with 
EJ, since EJ does not instruct anyone to believe 
anything. It simply states a necessary and suffi
cient condition for epistemic justification. Nor 
does Goldman think this view conflicts with EJ, 
since he makes it clear that the principles he is 
discussing are guides to action and not principles 
that apply the traditional concept of epistemic 
justification. 

Although Goldman does not use facts about 
normal cognitive limits to argue against EJ, such 
an argument has been suggested by Kornblith and 
by Paul Thagard. Kornblith cites Goldman's work 
as an inspiration for his view that "having justified 
beliefs is simply doing the best one can in the light 
of the innate endowment one starts from." 10 Tha
gard contends that rational or justified principles 
of inference "should not demand of a reasoner 
inferential performance which exceeds the general 
psychological abilities of human beings."11 

Neither Thagard nor Kornblith argues against 
EJ, but it is easy to see how such an argument 
would go: A doxastic attitude toward a proposition 
is justified for a person only if having that attitude 
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toward that proposition is within the normal dox
astic capabilities of people. Some doxastic attitudes 
that fit a person's evidence are not within those 
capabilities. Yet EJ classifies them as justified. 
Hence, EJ is false. 

We see no good reason here to deny EJ. The 
argument has as a premise the claim that some 
attitudes beyond normal limits do fit someone's 
evidence. The fact that we are limited to a finite 
number of beliefs is used to support this claim. But 
this fact does not establish the premise. There is 
no reason to think that an infinite number of 
beliefs fits any body of evidence that anyone ever 
has. The evidence that people have under ordinary 
circumstances never makes it evident, concerning 
every one of an infinite number of logical conse
quences of that evidence, that it is a consequence. 
Thus, believing each consequence will not fit any 
ordinary evidence. Furthermore, even if there are 
circumstances in which more beliefs fit a person's 
evidence than he is able to have, all that follows is 
that he cannot have at one time all the beliefs that 
fit. It does not follow that there is any particular 
fitting belief which is unattainable. Hence, the 
premise of the argument that says that EJ classifies 
as justified some normally unattainable beliefs is 
not established by means of this example. There 
does not seem to be any sort of plausible evidence 
that would establish this premise. While some 
empirical evidence may show that people typically 
do not form fitting attitudes in certain contexts, or 
that some fitting attitudes are beyond some indi
vidual's abilities, such evidence fails to show that 
any fitting attitudes are beyond normal limits. 12 

There is a more fundamental objection to this 
argument against EJ. There is no basis for the 
premise that what is epistemically justified must 
be restricted to feasible doxastic alternatives. It can 
be a worthwhile thing to help people to choose 
among the epistemic alternatives open to them. 
But suppose that there were occasions when form
ing the attitude that best fits a person's evidence 
was beyond normal cognitive limits. This would 
still be the attitude justified by the person's evid
ence. If the person had normal abilities, then he 
would be in the unfortunate position of being 
unable to do what is justified according to the 
standard for justification asserted by EJ. This is 
not a flaw in the account of justification. Some 
standards are met only by going beyond normal 
human limits. Standards that some teachers set for 
an "A" in a course are unattainable for most stu
dents. There are standards of artistic excellence 

that no one can meet, or at least standards that 
normal people cannot meet in any available cir
cumstance. Similarly, epistemic justification might 
have been normally unattainable. 

We conclude that neither considerations of dox
astic voluntarism nor of doxastic limits provide 
any good reason to abandon EJ as an account of 
epistemic justification. 

III 

EJ sets an epistemic standard for evaluating dox
astic conduct. In any case of a standard for con
duct, whether it is voluntary or not, it is 
appropriate to speak of "requirements" or "obli
gations" that the standard imposes. The person 
who has overwhelming perceptual evidence for 
the proposition that the lights are on, epistemically 
ought to believe that proposition. The paranoid 
person epistemically ought not to believe that he 
is being spied upon when he has no evidence 
supporting this belief. We hold the general view 
that one epistemically ought to have the doxastic 
attitudes that fit one's evidence. We think that 
being epistemically obligatory is equivalent to 
being epistemically justified. 

There are in the literature two other sorts of 
view about epistemic obligations. What is episte
mically obligatory, according to these other views, 
does not always fit one's evidence. Thus, each of 
these views of epistemic obligation, when com
bined with our further thesis that being epistemic
ally obligatory is equivalent to being epistemically 
justified, yields results incompatible with eviden
tialism. We shall now consider how these propo
sals affect EJ. 

Justification and the obligation to believe truths 

Roderick Chisholm holds that one has an "intel
lectual requirement" to try one's best to bring it 
about that, of the propositions one considers, one 
believes all and only the truths. 13 This theory of 
what our epistemic obligations are, in conjunction 
with our view that the justified attitudes ·are the 
ones we have an epistemic obligation to hold, 
implies the following principle: 

CJ Doxastic attitude D toward proposition p is 
justified for person S at time t if and only if 
S considers p at t and S's having D toward p 



at t would result from S's trying his best to 
bring it about that S believe p at t iff p is 
true. 

Evaluation of CJ is complicated by an ambiguity in 
"trying one's best." It might mean "trying in that 
way which will in fact have the best result." Since 
the goal is to believe all and only the truths one 
considers, the best results would be obtained by 
believing each truth one considers and disbelieving 
each falsehood one considers. On this interpreta
tion, CJ implies that believing each truth and dis
believing each falsehood one considers is justified 
whenever believing and disbelieving in these ways 
would result from something one could try to do. 

On this interpretation CJ is plainly false. We are 
not justified in believing every proposition we 
consider that happens to be true and which we 
could believe by trying for the truth. It is possible 
to believe some unsubstantiated proposition in a 
reckless endeavor to believe a truth, and happen to 
be right. This would not be an "epistemically 
justified belief." 14 

It might be contended that trying one's best to 
believe truths and disbelieve falsehoods really 
amounts to trying to believe and disbelieve in 
accordance with one's evidence. We agree that 
gaining the doxastic attitudes that fit one's evid
ence is the epistemically best way to use one's 
evidence in trying to believe all and only the truths 
one considers. This interpretation of CJ makes it 
nearly equivalent to EJ. There are two relevant 
differences. First, CJ implies that one can have 
justified attitudes only toward propositions one 
actually considers. EJ does not have this implica
tion. CJ is also unlike EJ in implying that an 
attitude is justified if it would result from the 
trying to form the attitude that fits one's evidence. 
The attitude that is justified according to EJ is the 
one that as a matter of fact does fit one's evidence. 
This seems more plausible. What would happen if 
one tried to have a fitting attitude seems irrelevant 
- one might try but fail to form the fitting attitude. 

We conclude that the doxastic attitudes that 
would result from carrying out the intellectual 
requirement that Chisholm identifies are not the 
epistemically justified attitudes. 

Justification and epistemica/ly responsible action 

Another view about epistemic obligations, pro
posed by Hilary Kornblith, is that we are obligated 
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to seek the truth and gather evidence in a respon
sible way. Kornblith also maintains that the justi
fication of a belief depends on how responsibly one 
carried out the inquiry that led to the belief.15 We 
shall now examine how the considerations leading 
to this view affect EJ. 

Kornblith describes a case of what he regards as 
"epistemically culpable ignorance." It is an exam
ple in which a person's belief seems to fit his 
evidence, and thus it seems to be justified accord
ing to evidentialism. Kornblith contends that the 
belief is unjustified because it results from episte
mically irresponsible behavior. His example con
cerns a headstrong young physicist who is unable 
to tolerate criticism. After presenting a paper to his 
colleagues, the physicist pays no attention to the 
devastating objection of a senior colleague. The 
physicist, obsessed with his own success, fails 
even to hear the objection, which consequently 
has no impact on his beliefs, Komblith says that 
after this, the physicist's belief in his own theory is 
unjustified. He suggests that evidentialist theories 
cannot account for this fact. 

Crucial details of this example are left unspeci
fied, but in no case does it provide a refutation of 
evidentialism. If the young physicist is aware of 
the fact that his senior colleague is making an 
objection, then this fact is evidence he has against 
his theory, although it is unclear from just this 
much detail how decisive it would be. So, believ
ing his theory may no longer be justified for him 
according to a purely evidentialist view. On the 
other hand, perhaps he remains entirely ignorant 
of the fact that a senior colleague is objecting to his 
theory. He might be "lost in thought" - privately 
engrossed in proud admiration of the paper he has 
just given - and fail to understand what is going on 
in the audience. If this happens, and his evidence 
supporting his theory is just as it was prior to his 
presentation of the paper, then believing the the
ory does remain justified for him (assuming that it 
was justified previously). There is no reason to 
doubt EJ in the light of this example. It may be 
true that the young physicist is an unpleasant 
fellow, and that he lacks intellectual integrity. 
This is an evaluation of the character of the phy
sicist. It is supported by the fact that in this case he 
is not engaged in an impartial quest for the truth. 
But the physicist's character has nothing to do 
with the epistemic status of his belief in his theory. 

Responsible evidence-gathering obviously has 
some epistemic significance. One serious episte
mological question is that of how to engage in a 
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thoroughgoing rational pursuit of the truth. Such a 
pursuit may require gathering evidence in respon
sible ways. It may also be necessary to be open to 
new ideas, to think about a variety of important 
issues, and to consider a variety of opinions about 
such issues. Perhaps it requires, as Bonjour sug
gests, that one "reflect critically upon one's 
belief."16 But everyone has some justified beliefs, 
even though virtually no one is fully engaged in a 
rational pursuit of the truth. EJ has no implication 
about the actions one must take in a rational pur
suit of the truth. It is about the epistemic evalua
tion of attitudes given the evidence one does have, 
however one came to possess that evidence. 

Examples like that of the headstrong physicist 
show no defect in the evidentialist view. Justified 
beliefs can result from epistemically irresponsible 
actions. 

Other sorts of obligation 

Having acknowledged at the beginning of this 
section that justified attitudes are in a sense obli
gatory, we wish to forestall confusions involving 
other notions of obligations. It is not the case that 
there is always a moral obligation to believe in 
accordance with one's evidence. Having a fitting 
attitude can bring about disastrous personal or 
social consequences. Vicious beliefs that lead to 
vicious acts can be epistemically justified. This 
rules out any moral obligation to have the episte
mically justified attitude. 17 

It is also false that there is always a prudential 
obligation to have each epistemically justified atti
tude. John Heil discusses the following example. 18 

Sally has fairly good evidence that her husband 
Burt has been seeing another woman. Their mar
riage is in a precarious condition. It would be best 
for Sally if their marriage were preserved. Sally 
foresees that, were she to believe that Burt has 
been seeing another woman, her resulting behavior 
would lead to their divorce. Given these assump
tions, EJ counts as justified at least some measure 
of belief by Sally in the proposition that Burt has 
been seeing another woman. But Sally would be 
better off if she did not have this belief, in light of 
the fact that she would be best served by their 
continued marriage. Heil raises the question of 
what Sally's prudential duty is in this case. Sally's 
epistemic obligation is to believe that her husband is 
unfaithful. But that gives no reason to deny what 
seems obvious here. Sally prudentially ought to 

refrain from believing her husband to be unfaith
ful. It can be prudent not to have a doxastic atti
tude that is correctly said by EJ to be justified, just 
as it can be moral not to have such an attitude. 

More generally, the causal consequences of hav
ing an unjustified attitude can be more beneficial 
in any sort of way than the consequences of having 
its justified alternative. We have seen that it can be 
morally and prudentially best not to have attitudes 
justified according to EJ. Failing to have these 
attitudes can also have the best results for the 
sake of epistemic goals such as the acquisition of 
knowledge. Roderick Firth points out that a scien
tist's believing against his evidence that he will 
recover from an illness may help to effect a recov
ery and so contribute to the growth of knowledge 
by enabling the scientist to continue his research.19 

William James's case for exercising "the will to 
believe" suggests that some evidence concerning 
the existence of God is available only after one 
believes in God in the absence of justifying evid
ence. EJ does not counsel against adopting such 
beliefs for the sake of these epistemic ends. EJ 
implies that the beliefs would be unjustified 
when adopted. This is not to say that the believing 
would do no epistemic good. 

We acknowledge that it is appropriate to speak 
of epistemic obligations. But it is a mistake to think 
that what is epistemically obligatory, i.e., episte
mically justified, is also morally or prudentially 
obligatory, or that it has the overall best epistemic 
consequences. 

IV 

Another argument that is intended to refute the 
evidentialist approach to justification concerns the 
ways in which a person can come to have an 
attitude that fits his evidence. Both Kornblith 
and Goldman propose examples designed to 
show that merely having good evidence for a pro
position is not sufficient to make believing that 
proposition justified.20 We shall work from Korn
blith's formulation of the argument, since it is 
more detailed. Suppose Alfred is justified in 
believing p, and justified in believing if p then q. 
Alfred also believes q. EJ seems to imply that 
believing q is justified for Alfred, since that belief 
does seem to fit this evidence. Kornblith argues 
that Alfred's belief in q may still not be justified. It 
is not justified, according to Kornblith, if Alfred 
has a strong distrust of modus ponens and believes q 

J 



because he likes the sound of the sentence expres
sing it rather than on the basis of the modus ponens 
argument. Similarly, Goldman says that a person's 
belief in q is not justified unless the belief is caused 
in some appropriate way. 

Whether EJ implies that Alfred's belief in q is 
justified depends in part on an unspecified detail -
Alfred's evidence concerning modus ponens. It is 
possible that Alfred has evidence against modus 
ponens. Perhaps he has just seen a version of the 
Liar paradox that seems to render modus ponens as 
suspect as the other rules and premises in the 
derivation. In the unlikely event that Alfred has 
such evidence, EJ implies that believing q is not 
justified for him. If rather, as we shall assume, his 
overall evidence supports modus ponens and q, then 
EJ does imply that believing q is justified for him. 

When Alfred has strong evidence for q, his 
believing q is epistemically justified. This is the 
sense of "justified" captured by EJ. However, if 
Alfred's basis for believing q is not his evidence for 
it, but rather the sound of the sentence expressing 
q, then it seems equally clear that there is some 
sense in which this state of believing is epistemic
ally "defective" - he did not arrive at the belief in 
the right way. The term "well-founded" is some
times used to characterize an attitude that is epis
temically both well-supported and properly 
arrived at. Well-foundedness is a second evidenti
alist notion used to evaluate doxastic states. It is an 
evidentialist notion because its application 
depends on two matters of evidence - the evidence 
one has, and the evidence one uses in forming the 
attitude. More precisely: 

WF S's doxastic attitude D at t toward proposi
tion p is well-founded if and only if 
(i) having D toward p is justified for S at 

t; and 
(ii) S has D toward p on the basis of some 

body of evidence e, such that 
(a) S has e as evidence at t; 
(b) having D toward p fits e; and 
(c) there is no more inclusive body of 

evidence I had by S at t such that 
having D toward p does not fit i.21 

Since the evidentialist can appeal to this notion of 
well-foundedness, cases in which a person has but 
does not use justifying evidence do not refute 
evidentialism. Kornblith and Goldman's intuitions 
about such cases can be accommodated. A person 
in Alfred's position is in an epistemically defective 
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state - his belief in q is not well-founded. Having 
said this, it is reasonable also to affirm the other 
evidentialist judgment that Alfred's beliefin q is in 
another sense epistemically right - it is justified. 22 

v 

The theory of epistemic justification that has 
received the most attention recently is reliabilism. 
Roughly speaking, this is the view that epistemi
cally justified beliefs are the ones that result from 
belief-forming processes that reliably lead to true 
beliefs.23 In this section we consider whether relia
bilism casts doubt on evidentialism. 

Although reliabilists generally formulate their 
view as an account of epistemic justification, it is 
clear that in its simplest forms it is better regarded 
as an account of well-foundedness. In order for a 
belief to be favorably evaluated by the simple sort 
of reliabilism sketched above, the belief must actu
ally be held, as is the case with WF. And just as 
with WF, the belief must be "grounded" in the 
proper way. Where reliabilism appears to differ 
from WF is over the conditions under which a 
belief is properly grounded. According to WF, 
this occurs when the belief is based on fitting 
evidence. According to reliabilism, a belief is prop
erly grounded if it results from a belief-forming 
process that reliably leads to true beliefs. These 
certainly are conceptually different accounts of the 
grounds of well-founded beliefs. 

In spite of this conceptual difference, reliabilism 
and WF may be extensionally equivalent. The 
question of equivalence depends on the resolution 
of two unclarities in reliabilism. One pertains to 
the notion of a belief-forming process and the 
other to the notion of reliability. 

An unclarity about belief-forming processes 
arises because every belief is caused by a sequence 
of particular events which is an instance of many 
types of causal processes. Suppose that one eve
ning Jones looks out of his window and sees a 
bright shining disk-shaped object. The object is 
in fact a luminous frisbee, and Jones clearly 
remembers having given one of these to his daugh
ter. But Jones is attracted to the idea that extra
terrestrials are visiting the Earth. He manages to 
believe that he is seeing a flying saucer. Is the 
process that caused this belief reliable? Since the 
sequence of events leading to his belief is an 
instance of many types of process, the answer 
depends upon which of these many types is the 
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relevant one. The sequence falls into highly gen
eral categories such as perceptually-based belief 
formation and visually-based belief formation. It 
seems that if these are the relevant categories, then 
his belief is indeed reliably formed, since these are 
naturally regarded as "generally reliable" sorts of 
belief-forming processes. The sequence of events 
leading to Jones's belief also falls into many rela
tively specific categories such as night-vision-of-a
nearby-object and vision-in-Jones's-precise-envir
onmental-circumstances. These are not clearly 
reliable types. The sequence is also an instance 
of this contrived kind: process-leading-from
obviously-defeated-evidence-to-the-belief-that
one-sees-a-flying-saucer. This, presumably, is an 
unreliable kind of process. Finally, there is the 
maximally specific process that occurs only when 
physiological events occur that are exactly like 
those that led toJones's belief that he saw a flying 
saucer. In all likelihood this kind of process 
occurred only once. Processes of these types are 
of differing degrees of reliability, no matter how 
reliability is determined. The implications of relia
bilism for the case are rendered definite only when 
the kind of process whose reliability is relevant is 
specified. Reliabilists have given little attention to 
this matter, and those that have specified relevant 
kinds have not done so in a way that gives their 
theory in intuitively acceptable extension.24 

The second unclarity in reliabilism concerns the 
notion of reliability itself. Reliability is fundamen
tally a property of kinds of belief-forming pro
cesses, not of sequences of particular events. But 
we can say that a sequence is reliable provided its 
relevant type is reliable. The problem raised above 
concerns the specification of relevant types. The 
current problem is that of specifying the condi
tions under which a kind of process is reliable. 
Among possible accounts is one according to 

which a kind of process is reliable provided most 
instances of that kind until now have led to true 
beliefs. Alternative accounts measure the reliability 
of a kind of process by the frequency with which 
instances of it produce true beliefs in the future as 
well as the past, or by the frequency with which its 
instances produce true beliefs in possible worlds 
that are similar to the world of evaluation in some 
designated respect, or by the frequency with which 
its instances produce true beliefs in all possible 
worlds.25 

Because there are such drastically different ways 
of filling in the details of reliabilism the application 
of the theory is far from clear. The possible ver-

sions of reliabilism seem to include one that is 
extensionally equivalent to WF. It might be held 
that all beliefs are formed by one of two relevant 
kinds of belief-forming process. One kind has as 
instances all and only those sequences of events 
leading to a belief that is based on fitting evidence; 
the other is a kind of process that has as instances 
all and only those sequences leading to a belief that 
is not based on fitting evidence. If a notion of 
reliability can be found on which the former sort 
of process is reliable and the latter is not, the 
resulting version of reliabilism would be very 
nearly equivalent to WF.26 We do not claim that 
reliabilists would favor this version of reliabilism. 
Rather, our point is that the fact that this is a 
version shows that reliabilism may not even be a 
rival to WF.27 

Evaluation of reliabilism is further complicated 
by the fact that reliabilists seem to differ about 
whether they want their theory to have approxi
mately the same extension as WF in fact has. The 
credibility of reliabilism and its relevance to WF 
depend in part on the concept reliabilists are really 
attempting to analyze. An example first described 
by Laurence Bonjour helps to bring out two alter
natives. 28 BonJour's example is of a person who is 
clairvoyant. As a result of his clairvoyance he 
comes to believe that the President is in New 
York City. The person has no evidence showing 
that he is clairvoyant and no other evidence sup
porting his belief about the President. Bonjour 
claims that the example is a counter-example to 
reliabilism, since the clairvoyant's belief is not 
justified (we would add: and therefore ill
founded), although the process that caused it is 
reliable - the person really is clairvoyant. 

The general sort of response to this example 
that seems to be most commonly adopted by relia
bilists is in effect to agree that such beliefs are not 
well-founded. They interpret or revise reliabilism 
with the aim of avoiding the counter-example. 29 

An alternative response would be to argue that the 
reliability of clairvoyance shows that the belief is 
well-founded, and thus that the example does not 
refute reliabilism. 30 

We are tempted to respond to the second alter
native - beliefs such as that of the clairvoyant in 
BonJour's example really are well-founded - that 
this is so clear an instance of an ill-founded belief 
that any proponent of that view must have in mind 
a different concept from the one we are discussing. 
The clairvoyant has no reason for holding his 
belief about the President. The fact that the belief 



was caused by a process of a reliable kind - clair
voyance - is a significant fact about it. Such a 
belief may merit some &vorable term of epistemic 
appraisal, e.g., "objectively probable." But the 
belief is not well-founded. 

There are, however, two lines of reasoning that 
could lead philosophers to think that we must 
reconcile ourselves to the clairvoyant's belief turn
ing out to be well-founded. According to one of 
these arguments, examples such as that of Alfred 
(discussed in Section IV above) show that the 
evidentialist account of epistemic merit is unsatis
factory and that epistemic merit must be under
stood in terms of the reliability of belief-forming 
processes.31 Since the clairvoyant's belief is reli
ably formed, our initial inclination to regard it as 
ill-founded must be mistaken. 

This argument is unsound. The most that the 
example about Alfred shows is that there is a 
concept of favorable epistemic appraisal other 
than justification, and that this other concept 
involves the notion of the basis of a belief. We 
believe that WF satisfactorily captures this other 
concept. There is no need to move to a reliabilist 
account, according to which some sort of causal 
reliability is sufficient for epistemic justification. 
The Alfred example does not establish that some 
version of reliabilism is correct. It does not estab
lish that the clairvoyant's belief is well-founded. 

The second argument for the conclusion that 
the clairvoyant's belief is well-founded makes use 
of the strong similarity between clairvoyance in 
BonJour's example and normal perception. We 
claim that BonJour's clairvoyant is not justified in 
his belief about the President because that belief 
does not fit his evidence. Simply having a sponta
neous uninferred belief about the whereabouts of 
the President does not provide evidence for its 
truth. But, it might be asked, what better evidence 
is there for any ordinary perceptual belief, say, that 
one sees a book? If there is no relevant epistemo
logical difference between ordinary perceptual 
beliefs and the clairvoyant's belief, then they 
should be evaluated similarly. The argument con
tinues with the point that reliabilism provides an 
explanation of the crucial similarity between 
ordinary perceptual beliefs and the clairvoyant's 
belief - both perception and clairvoyance work, in 
the sense that both are reliable. So beliefs caused 
by each process are well-founded on a reliabilist 
account. The fact that reliabilism satisfactorily 
explains this is to the theory's credit. On the 
other hand, in advocating evidentialism we have 
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claimed that perceptual beliefs are well-founded 
and that the clairvoyant's belief is not. But there 
appears to be no relevant evidential difference 
between these beliefs. Thus, if the evidentialist 
view of the matter cannot be defended, then relia
bilism is the superior theory and we should accept 
its consequence - the clairvoyant's belief is well
founded. 

One problem with this argument is that relia
bilism has no satisfactory explanation of anything 

until the unclarities discussed above are removed 
in an acceptable way: What shows that perception 
and clairvoyance are relevant and reliable types of 
processes? In any event, there is an adequate evid
entialist explanation of the difference between 
ordinary perceptual beliefs and the clairvoyant's 
belief. On one interpretation of clairvoyance, it is 
a process whereby one is caused to have beliefs 
about objects hidden from ordinary view without 
any conscious state having a role in the causal 
process. The clairvoyant does not have the con
scious experience of, say, seeming to see the Pre
sident in some characteristic New York City 
setting, and on that basis form the belief that he 
is in New York. In this respect, the current version 
of clairvoyance is unlike ordinary perception, 
which does include conscious perceptual states. 
Because of this difference, ordinary perceptual 
beliefs are based on evidence - the evidence of 
these sensory states - whereas the clairvoyant 
beliefs are not based on evidence. Since WF 
requires that well-founded beliefs be based on 
fitting evidence, and typical clairvoyant beliefs on 
the current interpretation are not based on any 
evidence at all, the clairvoyant beliefs do not satisfy 
WF. 

Suppose instead that clairvoyance does include 
visual experiences, though of remote objects that 
cannot stimulate the visual system in any normal 
way. Even if there are such visual experiences that 
could serve as a basis for a clairvoyant's beliefs, 
still there is a relevant epistemological difference 
between beliefs based on normal perceptual 
experience and the clairvoyant's belief in 
BonJour's example. We have collateral evidence 
to the effect that when we have perceptual experi
ence of certain kinds, external conditions of the 
corresponding kinds normally obtain. For exam
ple, we have evidence supporting the proposition 
that when we have the usual sort of experience of 
seeming to see a book, we usually do in fact see a 
book. This includes evidence from the coherence 
of these beliefs with beliefs arising from other 
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perceptual sources, and it also includes testimonial 
evidence. This latter point is easily overlooked. 
One reason that the belief that one sees a book 
fits even a child's evidence when she has a percep
tual experience of seeing a book is that children are 
taught, when they have the normal sort of visual 
experiences, that they are seeing a physical object 
of the relevant kind. This testimony, typically 
from people whom the child has reason to trust, 
provides evidence for the child. And of course 
testimony from others during adult life also gives 
evidence for the veridicality of normal visual 
experience. On the other hand, as Bonjour 
describes his example, the clairvoyant has no con
firmation at all of his clairvoyant beliefs. Indeed, 
he has evidence against these beliefs, since the 
clairvoyant perceptual experiences do not cohere 
with his other experiences. We conclude, there
fore, that evidentialists can satisfactorily explain 
why ordinary perceptual beliefs are typically 
well-founded and unconfirmed clairvoyant beliefs, 
even if reliably caused, are not. There is no good 
reason to abandon our initial intuition that the 
beliefs such as those of the clairvoyant in Bon
Jour's example are not well-founded. 

Again, reliabilists could respond to BonJour's 
example either by claiming that the clairvoyant's 
belief is in fact well-founded or by arguing that 
reliabilism does not imply that it is well-founded. 
We turn now to the second of these alternatives, 
the one most commonly adopted by reliabilists. 
This view can be defended by arguing either that 
reliabilism can be reformulated so that it lacks this 
implication, or that as currently formulated it lacks 
this implication. We pointed out above that as a 
general approach reliabilism is sufficiently indefi
nite to allow interpretations under which it does 
lack the implication in question. The only way to 
achieve this result that we know of that is other
wise satisfactory requires the introduction of evid
entialist concepts. The technique is to specify the 
relevant types of belief-forming processes in evid
entialist terms. It is possible to hold that the rele
vant types of belief-forming process are believing 
something on the basis of fitting evidence and 
believing not as a result of fitting evidence. This 
sort of "reliabilism" is a roundabout approxima
tion of the straightforward evidentialist thesis, 
WF. We see no reason to couch the approximated 
evidentialist theory in reliabilist terms. Moreover, 
the reliabilist approximation is not exactly equiva
lent to WF, and where it differs it appears to go 
wrong. The difference is this: it seems possible for 

the process of believing on the basis of fitting 
evidence to be unreliable. Finding a suitable sort 
of reliability makes all the difference here. In var
ious possible worlds where our evidence is mostly 
misleading, the frequency with which fitting evid
ence causes true belief is low. Thus, this type of 
belief-forming process is not "reliable" in such 
worlds in any straightforward way that depends 
on actual frequencies. Perhaps a notion of reliabil
ity that avoids this result can be found. We know 
of no such notion which does not create trouble 
elsewhere for the theory. So, the reliabilist view 
under consideration has the consequence that in 
such worlds beliefs based on fitting evidence are 
not well-founded. This is counterintuitive. 32 

In this section we have compared reliabilism and 
evidentialism. The vagueness of reliabilism makes 
it difficult to determine what implications the the
ory has and it is not entirely clear what implica
tions reliabilists want their theory to have. If 
reliabilists want their theory to have approximately 
the same extension as WF, we see no better way to 
accomplish this than one which makes the theory 
an unnecessarily complex and relatively implausi
ble approximation to evidentialism. If, on the other 
hand, reliabilists want their theory to have an 
extension which is substantially different from 
that of WF, and yet some familiar notion of "a 
reliable kind of process" is to be decisive for their 
notion of well-foundedness, then it becomes clear 
that the concept they are attempting to analyze is 
not one evidentialists seek to characterize. This 
follows from the fact that on this alternative they 
count as well-founded attitudes that plainly do not 
exemplify the concept evidentialists are discussing. 
In neither case, then, does reliabilism pose a threat 
to evidentialism. 

VI 

Summary and conclusion 

We have defended evidentialism. Some opposition 
to evidentialism rests on the view that a doxastic 
attitude can be justified for a person only if form
ing the attitude is an action under the person's 
voluntary control. EJ is incompatible with the 
conjunction of this sort of doxastic voluntarism 
and the plain fact that some doxastic states that 
fit a person's evidence are out of that person's 
control. We have argued that no good reason has 
been given for thinking that an attitude is episte-



mically justified only if having it is under volun
tary control. 

A second thesis contrary to EJ is that a doxastic 
attitude can be justified only if having that attitude 
is within the normal doxastic limits of humans. We 
have held that the attitudes that are epistemically 
justified according to EJ are within these limits, 
and that even if they were not, that fact would not 
suffice to refute EJ. 

Some philosophers have contended that believ
ing a proposition, p, is justified for S only when S 
has gone about gathering evidence about p in a 
responsible way, or has come to believe p as a 
result of seeking a meritorious epistemic goal 
such as the discovery of truth. This thesis conflicts 
with EJ, since believing p may fit one's evidence no 
matter how irresponsible one may have been in 
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affects EJ and WF. They do not explain how having 
an epistemically justified or well-founded belief is 
connected to the truth of that belief. Evidentialists 
can safely say this much about the truth connection: 
evidence that makes believing p justified is evidence 
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Although there is this connection between justifica
tion and truth, we acknowledge that there may be no 
analysis of epistemic probability that makes the con
nection to truth as dose, or as dear, as might have 
been hoped. 

Cohen argues that there must be a truth connec
tion. This shows no flaw in EJ or WF unless they are 
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incompatible with there being such a connection. 
Cohen does not argue for this incompatibility and 
we know of no reason to believe that it exists. So at 
most Cohen's dilemma shows that evidentialists 
have work left to do. 
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Skepticism and Rationality 

Richard Foley 

Slu:prical hypotheses have been allowed to set [he 
terms or the epistemological debai:e. They con

''ince no one. Yet diey have an enormous influ
ence. It is often influence ti)· provocation. They 

pruvol.e ep1stemologi'il:S into endorsing metaphy

sical and lingmstic positions that antecedendy 
would have seemed to haw had )l[de appeal. Sl:cp

tii:al h~'potheses. it 1s said. cannot even he mean

mgft1ll)' assened, or 1f 1hey can, 1hc nature of God 

or the nature of ob1ects or 1hc nature of thought 
makes it altogether impossible for them to be true. 

There arc those who refuse to be provoked. but 

C\'Cn 1hc1r epistemologies tend to be dommated by 
skcpocal hypotheses. The hypotheses pu.-;h them 

into an overly defensive posture from which it can 

seem 1ha1 the test of an epistemology is how well ii 
would fare m a hostile environment. There must 

bea third \llay. There must be a Yr'ay toth1nk about 

skeptical hypotheses that 1s neither dism1ssn·e nor 

subm1ssi"e 
The kind of skeptK:al challenge that 1s most 

familiar to us is the lmd that oonc.u:ncd Descartes. 

To be sure, the skeptical tradition is an ancient 

one, but the challenges of the ancient skeptics had 

a different aim from those discussed by Descarte~. 
The followers of Pyrrho of Elis, for example, saw 

skepricism a~ a w.iy of life and a desirable one at 
that. Suspending judgement about how things 

really are was thought tu be a means to tranqulllity. 

Thel'e is nu hint of this in IJe-.otrta; or in the 
Fnbghtenment philosophers who succeelled him. 

IJcsc.irteri dill think that sl.:eptical doubt could he 

Ong1na\ly published In M. D. Roth aml G. Ross {ellSJ, 
Doubtmg (Oordrecht: Kluwer Academic Publishers, 
1-990), pp. 69-81; reprlnted wlth kind permission 
from Kluwer Academic PiJJllshers. 

put to good use. It could help delh·er us from 

pre1udices and thereby help put Olli' beliefs upon 

a secure foundation. But even for Descartes, skep
ticism \I/as first and foremost a threat rather than 

an opportunity, and it l'emains so for us. I loweve ... 

De.<lCartes thought that it was a thl'cat that could be 

successfully met He thought that by making 
..arional use of our cogniuve resoun:e.;, we can be 

guaranteed of 1he truth. Correspondingly. he 

thought that error is something for which we are 

always l'esponsible. We ha"e the tools m avoid it. 

Knowledge is ours for the taking. We need only to 

be sufficiently rellective and sufficiendy cautious. 
Fur if we are sufficiently l'eflective we will cume to 

perceive clearly and dii;tinctly die truth of \'anous 

claims. and if we are sufficiently cautious we will 

refrain from believing an}•thing dse. Skeptical 

hypotheses were of interest for Descartes because 
1hey provided him wi1h a dramatic way ro illus

trate these assumptions. They helped him to dra

matize 1he potential power of reason. One need not 
rely upon tradit10n or authority for one's opinions. 

One can stand alone inrellectually, deciding for 

oneself v.ha1 to make of the world and wha1 to 

make of one's l:r.ldition. And if m doing so one 

makes proper use of one's reason, one can be 

assured of knowledge. 
An increasing special1zat1on of intelkdual labor 

has made us sensitive, in a way in which Descartes 

was not, about the extent to which we rd)' upon 

tbe opmions of others, jub1 as a heigh1ened appre

ciation of t.Ultural relalivity ha~ made us more 
sensitive about the extenr to which we are shapell 

by OUI' traditions. E"·en so, we are as reluctant to 

rely uncritically upon our authorities and tn1di
tions as Descartes and h'.s Uilightenment succes-



sors were upon theirs. We realize how difficult it is 
to distance ourselves intellectually from our sur
roundings, but we realize also that even our best 
scientists can be mistaken and that even our most 
venerable traditions can be misguided. As a result, 
we too feel the need to make up our own minds. 
This creates for us an intellectual predicament that 
is much like the one that Descartes describes at the 
beginning of the Meditations. It is an egocentric 
predicament, prompted by a simple question, 
"What am I to believe?". I cannot simply read 
off from the world what is true, nor can I 
unproblematically rely upon the acknowledged 
experts or the received traditions to guide me 
towards the truth. I instead must marshall my 
own resources. I must marshall them to determine 
by my own lights what is true and who is reliable 
and what if anything is defensible about the tradi
tions of my community. In this respect the indivi
dualism of Descartes has won the day. 

What we find unacceptable in Descartes is his 
optimism. We think it naive. We no longer think 
that by properly marshalling our resources we can 
be assured of the truth. Being sufficiently reflect
ive and sufficiently cautious is no guarantee that 
we will avoid error. It is not even a guarantee of 
reliability. Even so, philosophical problems come 
down to us through time, and today we remain 
under the spell of the epistemological aspirations 
of Descartes, Locke, Hume, Kant and others. The 
cure is to remind ourselves that their aims need not 
be ours. What they took to be an intellectual prob
lem in need of a solution we can appreciate as part 
of the human condition. Given the kind of crea
tures that we are, we cannot help but lack guaran
tees of the sort that they sought. This is no more a 
problem for us than is that of finding a way to do 
without oxygen. We just are creatures who need 
oxygen. Similarly, the lack of intellectual guaran
tees just is part of the human condition. The 
problem is one of how to react to that condition. 

The reaction need not be one of abandoning 
egocentric epistemology. Reliabilism, for example, 
constitutes such an abandonment. The egocentric 
question is "What am I to believe?". To answer 
this question, I must marshall my resources in an 
effort to determine what methods of inquiry are 
reliable. So, from the egocentric perspective, it is 
altogether unhelpful to be told that I am to have 
beliefs that are the products of reliable methods. 
Of course, no sensible reliabilist would claim 
otherwise. The point, rather, is that reliabilists 
tend to be satisfied with an epistemology that 

Skepticism and Rationality 

does not address the problems of the egocentric 
predicament, despite the fact that such problems 
have been at the heart of the great epistemological 
projects of the past. My point, in turn, is that we 
need not be satisfied with such an epistemology. 
We can do better. 

But if we are to do better, we must give up an 
assumption that has had a hold on epistemologists 
from Descartes through Gettier. According to 
Descartes, it is rational to believe just that which 
is clear and distinct for you, and what is clear and 
distinct for·you is true. So, for Descartes rational 
belief always results in knowledge. This means 
that there are no Gettier problems within Carte
sian epistemology. No one can rationally infer a 
truth from a rational but false belief, since there 
are no rational false beliefs. Today we standardly 
construe the link between rational belief and true 
belief in a looser manner than did Descartes. A 
rational belief can be false. So, Gettier problems 
do arise within our epistemologies. Even so, the 
difference between Cartesian and contemporary 
epistemologies is not so great, since within the 
latter it still is commonly assumed that a rational 
true belief absent Gettier problems is always 
knowledge. It is this assumption that must be 
abandoned. More exactly, it must be abandoned 
if the answer to the question "What is it rational 
for me to believe?" is to be relevant to the ego
centric predicament. The assumption must be 
abandoned because it ties rational belief too closely 
with knowledge and, as a consequence, too closely 
with reliability. For if by being rational one cannot 
be assured of having mostly true beliefs, then, 
contrary to the assumption, a rational true belief 
need not be a good candidate for knowledge even 
absent Gettier problems. 

Skeptical hypotheses can help illustrate this. 
Imagine a world in which a demon alters your 
environment so that you make massive errors 
about it. You regularly make perceptual mistakes. 
Even so, the demon allows you to have a few 
isolated true beliefs about your environment. Per
haps the demon permits the existence of only one 
chair and it is the one that you are now sitting 
upon. So, your belief that you are now sitting upon 
a chair is true. Yet almost all of your other beliefs 
about your environment are false. This true belief 
of yours is not a particularly good candidate for 
knowledge, but why not? There need not be Get
tier problems here. You need not have inferred the 
truth that you are now sitting upon a chair from 
any falsehood. But then, on the assumption that 
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rational true belief absent Gettier problems is 
knowledge, the explanation must be that your 
belief is not rational. But why isn't it rational? 
Again we seem to have little choice. The explana
tion must cite whatever it is that we think prevents 
you from having knowledge. So, if we think that 
you do not know that you are sitting upon a chair 
because your belief is the product of perceptual 
equipment that is unreliable in your current envir
onment, this same fact must be what precludes 
your belief from being rational. The more closely 
rational belief is tied to knowledge, the more diffi
cult it is to avoid this conclusion. 

My counterproposal is that the prerequisites of 
rational belief are not so closely tied to the condi
tions of knowledge. More exactly, the proposal is 
that this is so for the sense of rational belief that 
presupposes the egocentric perspective. This is not 
the only sense of rational belief. On the contrary, 
we evaluate beliefs from a variety of perspectives, 
depending on the context and our purposes, and 
we tend to give expression to these evaluations 
using the language ofrationality.1 The more objec
tive the perspective that is presupposed, the more 
plausible will be the idea that a rational true belief 
absent Gettier problems is always an instance of 
knowledge. However, this is not so for egocentri
cally rational belief. The evil demon or the scien
tist who envats your brain deprive you of 
knowledge, but they need not deprive you of the 
opportunity of being egocentrically rational. This 
is the real lesson of the evil demon and the brain in 
the vat. By hypothesis these are situations that you 
could not distinguish from what you take to be 
your current situation. From your skin in, every
thing about these situations is as it is now. And yet, 
from your skin out, things are drastically different 
from what you take them to be in the current 
situation. Still, you would have egocentric reasons 
in such situations to believe exactly what you do 
now. The demon does not deprive you of these 
reasons. Rather, he alters your environment so that 
these reasons are no longer reliable indicators of 
truths. In so doing he deprives you of knowledge. 

Knowledge, then, requires an element of luck, 
of good fortune. We cannot altogether eliminate 
the possibility of massive error by being egocen
trically rational. We need the world to cooperate. 
This is what skeptical hypotheses teach us. 2 

Knowledge is not within our control to the degree 
that egocentric rationality is. If contrary to what 
we think, the world or something in it conspires 
against us, then so much the worse for us as 

knowing creatures. Nothing that we can do with 
respect to getting our own house in order will 
succeed in bringing us knowledge. This is not a 
comforting thought. We like to think of knowledge 
as part of our birthright. The thought that it might 
not be is so discomforting that it makes an appeal 
to idealism in one of its many garbs attractive to 
some. This is an appeal to be resisted. It has all the 
advantages of metaphysics over a straightforward 
assessment of our situation. The better alternative 
is to give up success as a condition of egocentric 
rationality - to admit that this kind of rationality in 
and of itself is not enough to guarantee either truth 
or reliability. 

Many of us will find it difficult to admit this, 
especially when doing philosophy. Among philo
sophers it is often taken for granted that the worst 
charge that we can make against others is that they 
are irrational. This attitude finds its way into our 
ethics as well as our epistemology. We resist the 
idea that egoists can be as rational as the rest of us. 
We think that we must prove that they are irra
tional, as if we would be at a loss as to how to 
criticize them if we could not do so. The remedy is 
to remind ourselves that not every failure need be 
one of rationality. There can be other explanations 
for moral failures. They might be the result of 
inadequate moral training, for example - a training 
that did not sufficiently develop our moral sensi
tivities. As a result, we might not be able to dis
criminate finely enough among the relevant 
features of morally difficult situations. Or more 
seriously, it may have left us with a fundamentally 
flawed character, one that has us caring for the 
wrong things. 

Analogously, we may be tempted to think that 
someone who has massively mistaken beliefs must 
be irrational, as if this were the only possible 
explanation of their being so thoroughly mis
guided. But again, we need to remind ourselves 
that not every failure is a failure of rationality. 
There are other explanations for intellectual 
error, even widespread error. Like moral failure, 
it might be largely a matter of bad training. We 
might have been brought up in a culture whose 
intellectual traditions encourage error, a tradition 
that emphasizes magic, for example. Or more 
ominously, we might have inappropriate cognitive 
equipment. We might not be cognitively suited to 
detect truths in the environment in which we find 
ourselves. But whatever the explanation, the point 
is the same: Rationality in the theoretical sphere 
need be no more intimately tied to knowledge than 



it is to goodness in the practical sphere. Just as you 
can be rational and yet lacking in virtue, so too you 
can be rational and yet lacking in knowledge. 
Appreciating this can help cure the preoccupation 
with skepticism that has dominated modern epis
temology. It can allow egocentric epistemology to 
be done non-defensively.3 

A non-defensive epistemology is one that 
refuses to apologize for a lack of guarantees. 
There is no guarantee that by being rational you 
will avoid error. There is no guarantee that you 
will avoid massive error. It need not even be prob
able that you will avoid massive error. Much of the 
implausibility of the Cartesian project arises from 
its failure to recognize that this is part of our 
intellectual condition. It instead insists that by 
being rational we can be assured of success. This 
insistence has disastrous consequences for ego
centric epistemology. For contrary to what Des
cartes thought, there is nothing that we can do 
with respect to marshalling our cognitive resources 
that will result in such guarantees. Marshall them 
as we please. We will still need the world to coop
erate. Consider the trust that we place in our 
perceptual equipment. If unbeknownst to us 
there is a deceiving demon in this world, then 
many of our perceptual beliefS will be false. And 
if most other close worlds are also demon worlds, 
then trusting our perceptual equipment does not 
even make it probable that we will avoid massive 
error.4 A non-defensive epistemology refuses to 
be intimidated by this possibility. It refuses to be 
intimidated into making success or likely success a 
prerequisite of rationality. It allows that it might 
be rational for us to trust our perceptual equip
ment even if doing so, unbeknownst to us, is likely 
to result in massive error. 

It is a mistake for an egocentric epistemology to 
insist upon any kind of guarantee whatsoever 
between rationality and truth or likely-truth. 
This is the deepest flaw in the Cartesian approach 
to epistemology. It is not just that Descartes tried 
to guarantee too much, although this too is so. He 
unrealistically insisted that by being egocentrically 
rational we can be altogether assured of avoiding 
error. He was thus forced to regard any skeptical 
conjecture, no matter how far-fetched, as a prima 
facie defeater, one which itself had to be conclu
sively defeated before a claim could be rationally 
believed. But of course, if this were so, not much 
of anything would be rational for us to believe. 

It might seem that the solution is simply to 
weaken the guarantee, but this would still leave 
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us with a defensive epistemology, and one that 
would face exactly the same problem that plagues 
Cartesian epistemology. This problem arises 
regardless of the strength of the guarantee, and it 
arises in exactly the same form as it did for Des
cartes. It arises if we say that by being rational we 
can be assured of having mostly true beliefS. It 
arises if we say more cautiously that by being 
rational we can at least be assured of avoiding the 
likelihood of massive error. It even arises if we say 
that by being rational we can be assured only that 
the likelihood of our avoiding error is greater than 
if we were not rational.5 For regardless of the 
nature of the guarantee, there will be no non
question begging assurances that the way in 
which we are marshalling our cogrut1ve 
resources generates beliefs that meet the guaran
tee. There will be no non-question begging assur
ances, in other words, that the way in which we are 
marshalling our resources is suitable for our envir
onment. 

After all, the search for such assurances will 
itself require us to marshall our cognitive 
resources. It will itself involve the use of methods 
about which we can sensibly have doubts, doubts 
that cannot be addressed without begging the 
question. Any attempt to address them will 
employ methods either that are themselves already 
at issue or that can be made so. There is a close 
analogy with the practical realm. There too self
directed inquiry can raise doubts that cannot be 
addressed without begging the question. I commit 
myself to various projects, ones that initially seem 
worthwhile, but ifl examine my commitments and 
the values implicit in them, doubts can occur to 
me. I can ask whether I want to be the kind of 
person who makes these sorts of commitments. 
Can I endorse my being that kind of person? And 
even if I answer "yes," this does not definitively 
settle the doubts. I can go on and ask about the 
values implicit in this latest endorsement. Either 
they are values that were implicit in the commit
ments about which I originally had doubts or they 
are new values about which I can also raise doubts. 
It is hopeless to search for a non-question begging 
way to endorse all of our values, including the 
values implicit in the endorsement itself. Any 
search of this sort would be based on the assump
tion that there is a neutral position from which 
such endorsements can be made, but there isn't. 
Nor is there in epistemology. There is no neutral 
position from which to defend our intellectual 
commitments. 
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But if not, we must admit that egocentric epis
temology cannot provide non-question begging 
assurances that we will avoid massive error by 
being rational. The search for such assurances is 
doomed from the start. It is one thing to insist that 
skeptical hypotheses are genuinely possible. It is 
another to insist that the rationality of our beliefs 
depends upon our having a non-question begging 
way to discharge them. We have no such way, and 
our rationality does not depend upon our having 
one. 

Admitting this need not lead to quietism. One of 
our intellectual projects, arguably our most funda
mental one, is to understand our own position in 
the world, including our position as inquirers. 
Within the context of such a project, it is natural 
to raise general doubts about our intellectual com
mitments. It is natural to entertain even radically 
skeptical doubts about them. Of course, making 
ourselves into an object of systematic inquiry is not 
an everyday occurrence. It requires some detach
ment from our ordinary concerns. You cannot 
with sanity raise general questions about your 
intellectual commitments when, say, discussing 
with your mechanic the problems you are having 
with your car.6 Nor can you raise them when you 
are doing physics or biology or geometry. But in 
the context of an inquiry into our place in the 
world, they arise without force. We make ourselves 
into the objects of our study, and we recognize that 
these objects that we are studying are creatures 
who have a rich interaction with their environ
ment. They have various beliefs about it and var
ious desires for it, all of which become intertwined 
in their projects. The intellectual projects that find 
expression in their sciences, for example, are inter
twined with projects that are aimed at controlling 
their environment. These projects, we further 
recognize, can be conducted more or less success
fully. In wondering about the relative success of 
their intellectual projects, we are raising general 
questions about their beliefs, questions that make 
it natural to entertain skeptical hypotheses. We are 
wondering whether their cognitive equipment and 
their ways of employing this equipment are suffi
ciently well-suited for their environment as to be 
prone to produce true beliefs about it. Even in 
wondering about the success of their non-intellect
ual projects, these same questions arise indirectly. 
For even if we grant that these creacures are mostly 
successful in controlling their environment, it is 
natural to want some explanation for this success. 
Is it by having largely accurate beliefs about their 

environment that they are able to exercise this 
control or is there some other explanation? But in 
wondering whether there might not be another 
explanation, we are once again taking skeptical 
possibilities seriously. It is perfectly natural for 
us to do so in this context. 

So, it is not a mistaken philosophical tradition 
that leads us to skeptical thoughts.7 It is our nat
ural curiosity. We are curious about these crea
cures' place in the world, including their place as 
inquirers. We know that they take themselves to be 
accurately representing their world. It is natural 
for us to wonder whether they are right in thinking 
this or whether their representations might be 
distorted in some systematic way. The hypothesis 
of the evil demon and the brain in the vat are 
merely dramatic devices to express these kinds of 
thoughts in their most radical form. 

There is, of course, something else that is unu
sual about these kinds of thoughts. They are about 
our beliefs, our presuppositions, our methods of 
inquiry. If we are to make these things the objects 
of concern, we must be able to distance ourselves 
from them in some way. This might make it seem 
as if the entertainment of skeptical hypotheses is 
inevitably an exercise in schizophrenia. 

But if this be schizophrenia, it is of a common 
enough sort. Indeed, it is easy to come by even in 
the limiting case of belief, that which is indubitable 
for you. Such propositions are irresistible fur you 
once you bring them clearly to mind. Clarity about 
them is enough to command your assent. 8 So, you 
cannot directly doubt the truth of such a proposi
tion. I may be able to do that, but you cannot. 
Otherwise, it would not be genuinely indubitable 
for you. Even so, you can do the next best thing. 
You can raise questions about its truth indirectly. 
You can do so by considering in a general way 
whether that which is indubitable for you is really 
true. You can wonder whether you might not be 
the kind of creature who finds certain falsehoods 
impossible to doubt. Your wondering this does not 
prove that nothing is really indubitable for you. It 
does not prove that you really are capable of 
doubting that you exist and that 2 + l = 3. 
These propositions can still be irresistible for you 
whenever you directly consider them. However, 
you can refuse to do this. You can refuse to bring 
them fully to mind, and by so refusing you gain the 
ability to suspend belief in them hypothetically. 
You need not cease believing them. You merely 
cease focusing your direct attention upon them. In 
doing this you can distance yourself even from that 



which is indubitable for you, and thus you can 
make even these propositions an object of skeptical 
concern. There is nothing mysterious about your 
doing so.9 Similarly, there is nothing mysterious 
about your entertaining serious and general skep
tical worries about the other propositions that you 
believe. You can doubt in a general way whether 
much of what of you believe is true, and you can 
do so without actually giving up those beliefs. It is 
enough for you to suspend them hypothetically. 

To think that there is something inevitably puz
zling about entertaining general skeptical doubts is 
to make human thought into something far less 
flexible than it is. Atheists can debate even theo
logical questions with theists and they can do so 
without altering their beliefs. They hypothetically 
suspend for the duration of the discussion a good 
portion of what they believe. Similarly, the morally 
upright can appreciate, admire, and even enjoy the 
ingenuity and resourcefulness of literary villains 
even when that ingenuity and resourcefulness is 
put to repugnant purposes. They can do so by 
hypothetically suspending their moral scruples. 
There may be limits as to how much of our beliefs 
and values we can put into suspension, but the 
limits are at best distant ones. They are not so 
constraining as to prevent sensible discussion 
between atheists and theists, and they are not 
such as to preclude appreciation of the great lit
erary villains. Nor are they so stringent as to rule 
out worries about the general reliability of our 
beliefs. We need not abandon our beliefs in order 
to entertain such worries. It is enough for us to 
suspend them hypothetically. 10 

The way to respond to skeptical doubts is not to 
legislate against them metaphysically, and it is not 
to dismiss them as meaningless, self-defeating, or 
even odd. It is rather to live with them. It is to 
recognize that what makes epistemology possible 
also makes skeptical worries inevitable - namely, 
our ability to make our methods of inquiry them
selves into an object of inquiry. Within the context 
of such an inquiry, the worry that we might pos
sibly have widely mistaken beliefs is as natural as it 
is ineradicable. If this illustrates our whimsical 
condition, then so be it, 11 but it is, after all, not 
so surprising. We want to be able to defend or at 
least explain the reliability of our methods of 
inquiry, but the only way to do so is within our 
own system of inquiry. We seek to use our meth
ods to show that these same methods are to be 
trusted. This leaves us vulnerable to the charge 
that we are begging the question against the skep-
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tic. If the only way to defend or to explain our 
general way of proceeding is by using that way of 
proceeding, then we will not have altogether ruled 
out the possibility that its products might be 
widely mistaken. This is no more than a general
ization of the problem of the Cartesian circle, and 
it is a circle from which we can no more escape 
than could Descartes. 

But if we too are caught in this circle, what's the 
point of inquiring into the reliability of our meth
ods of inquiry? Why not relax and just assume that 
our fundamental methods are reliable? Why not 
encourage or at least tolerate intellectual compla
cency about these matters? Because striving to use 
our fundamental methods of inquiry to defend or 
to explain their own reliability is far from point
less. Besides, even if it were, it would not matter. 
We cannot help ourselves. Our curiosity compels 
us to seek such explanations. But in fact, it is not 
pointless to seek them, since they need not always 
be forthcoming. Not all methods of inquiry are 
even capable of begging the question in their own 
defense, even though this is the least we should 
expect from them. The least we should expect is 
that they be self-referentially defensible. What this 
means, for beginners, is that they be logically 
coherent. It must be possible to employ them in 
their own defense, 12 but possibility is not enough. 
In addition, the circumstances have to be favorable 
for such a defense, and the methods themselves 
might indicate that this is not so. It is sometimes 
suggested that the collection of procedures that we 
call "the scientific method" is self-referentially 
indefensible in just this way. The history of 
science, it is argued, is largely a history of error. 
We look back at the theories of even the best 
scientists of previous times and find much in 
those theories that is false and even silly. More
over, there is no reason to think that future scien
tists won't think the same of our best current 
theories. In this way, the history of science might 
seem to give us good inductive grounds - grounds 
that are themselves acceptable given the methods 
of science - for thinking that the scientific method 
is unreliable. 

This is a perfectly respectable argumentative 
strategy. If the use of the scientific method in our 
environment has been proven, in accordance with 
canons acceptable to that method, to generate mis
taken theories with regularity, then so much the 
worse for it as a procedure to generate true the
ories. The least we should expect from a proposed 
method of inquiry is that it be able to defend itself 
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in its own terms. Much of recent philosophy of 
science can be read as trying to do just that. It can 

be read, that is, as trying to give a construal of the 
scientific method and a reading of the history of 
science that together constitute a response to this 
pessimistic induction. For example, there are those 
who claim that any fair look at the history of 
science reveals not so much a history of repudia
tion of past theories but rather a history in which 
past theories are largely incorporated into their 
successor theories. In addition, they claim that 
the immediate aim of scientific theorizing is not 
so much to generate theories that are strictly and 
thoroughly true but rather ones that are at least 
approximately true. The aim is verisimilitude. 
They then point out that the history of science, 
so understood, provides no basis for an induction 
whose conclusion is that present theories are not 
even approximately true. On the contrary, that 
history is marked by ever increasing predictive 
success, and the best explanation of this is that 
those sciences are getting closer and closer to the 
truth. So, far from supporting a pessimistic induc
tion, the history of science gives us good reason to 
think that the terms of our sciences, especially our 
more mature ones, typically do refer. 13 

It is tempting to dismiss arguments of this sort 
on the grounds that they beg the question. After 
all, the scientific method is a method that makes 
essential use of arguments to the best explanation. 
So, questions about its reliability are in large mea
sure questions about the truth preservingness of 
such arguments. And yet, the response employs an 
argument to the best explanation in order to 
defend the scientific method. It is thus presuppos
ing exactly that which it is trying to establish. 

Even so, what I have been arguing is that some 
questions deserve to be begged. Questions about 
the reliability of our fundamental methods of 
inquiry are just such questions. It need not be a 
fault of the scientific method that it cannot be 
defended without begging the question. The fault 
would lie in there being no argument by which the 
method can be defended. If there is no way that 
the method can be defended, not even a question 
begging way, then it would fail even the minimum 
test for a method of inquiry. This is only the 
minimum, however. There are patently silly meth
ods that can be used to defend themselves. 14 So, if 
the only thing that can be said in favor of the 
scientific method is that it can be used to defend 
itself, this is not much. It is certainly not enough to 
provide assurances of its reliability, as proponents 

of arguments to the best explanation sometimes 
hint. On the other hand, it is not altogether insig
nificant either, as their opponents sometimes hint. 

Likewise, it is misguided to complain about the 
Cartesian circle, not because Descartes did not 
argue in a circle - he did - but rather because 
this is not the flaw in his strategy. The problem 
is not that he begs the question by appealing to 
what he takes to be clear and distinct considera
tions in order to show that clarity and distinctness 
assures us of truth. If a proposed method of 
rational inquiry is fundamental, it cannot help 
but be used in its own defense if it is to be 
defended at all. The problem, rather, is that Des
cartes thought that his strategy, if successful, could 
altogether extinguish serious skeptical worries. He 
was wrong about this. Suppose that Descartes had 
in fact provided a clear, distinct and hence irresis
tible proof of God's existence and had succeeded 
also in providing an irresistible proof that God 
would not allow that which is irresistible for us 
to be mistaken. This still would not have been 
enough to answer all of the skeptic's questions, 
although admittedly it perhaps would come as 
close as possible to doing so. In large part it is 
this that makes the Cartesian strategy such an 
appealing one. If the arguments work, would-be 
skeptics are forced to go to extreme lengths to keep 
their skeptical concerns alive, but they can do so. 
They will not be able to do so as long as they have 
Descartes' irresistible proofs clearly in mind, for as 
long as these proofs are clearly in mind even 
would-be skeptics cannot help but believe that 
irresistible propositions are true. But of course, 
they need not always have the proofs in mind. 
Thus, as with other propositions, they can suspend 
belief hypothetically in the proposition that irre
sistible propositions are true. They can distance 
themselves from the spell of the proofs' irresist
ibility and by so doing they can sensibly raise the 
question of whether irresistibility really is suffi
cient for truth. Descartes can urge them to recall 
his proofs, since by hypothesis this will dispel all of 
their doubts. However, and this is the most 
important point, while not under the influence of 
the irresistible proofs, the would-be skeptics can 
grant that recalling the proofs would have this 
effect upon them and yet still insist that this does 
not settle the issue of whether irresistibility really 
is sufficient for truth. And they would be right. 15 

Thus, there is nothing wrong with trying to 
appeal to clear and distinct and hence irresistible 
ideas in an attempt to argue that such ideas are 



true. One of the things we should expect of those 
proposing strategies of inquiry is that they be able 
to use these strategies to defend their own propo
sals. On the other hand, it is a mistake to think any 
such defense will be capable of altogether eliminat
ing skeptical worries. Skeptical worries are inera
dicable, and we might as well get ourselves used to 
this idea. 

Doing so will involve admitting that it is alright 
to do epistemology, and egocentric epistemology 
in particular, non-defensively. The prerequisite of 
egocentric rationality is not truth or even reliability 
but rather the absence of any internal motivation 
for either retraction or supplementation of our 
beliefs. Egocentric rationality requires that we 
have beliefs that are to our own deep intellectual 
satisfaction - ones that do not merely satisfy us in a 
superficial way but that would do so even with the 
deepest reflection. So, to be egocentrically rational 
is to be invulnerable to a certain kind of self-con
demnation. It is to have beliefs that in our role as 
truth-seekers we wouldn't criticize ourselves for 
having even if were to be deeply reflective. There 
are various ways of trying to say what exactly this 
amounts to, 16 but for the issue at hand these details 
are not important. What is important is that even if 
we are deeply satisfied with our beliefs, we cannot 
be assured of avoiding massive error. There are no 
such assurances. There are not even assurances of 
it being even likely that we will avoid massive 
error. The lack of assurances is built into us, and 
it is built into the nature of our inquiries. We must 
do epistemology with this in mind. 

Even so, it is equally important to remember 
that being deeply satisfied with one's methods and 
beliefs is not everytlting. You might be deeply 
satisfied with them because you are dogmatic, for 
example. You might have views about your meth
ods of inquiry that effectively protect them against 
self-directed challenges. You have ready explana
tions for any would-be oddity in your method or in 
the beliefs that they generate. Take astrology as a 
case in point. Most contemporary astrologers may 
be impostors, but suppose you are not. You are 
deeply convinced of its truth. No amount of dis
interested reflection would prompt you to be cri
tical of your methods or of the beliefs that they 
produce. Are your beliefs irrational? Not necessa
rily. Are they dogmatic and misguided? Of course. 

Most of us are not affiicted with this kind of 
extreme dogmatism. If we are dogmatic, we are 
unlikely to be so all the way down. The deepest 
epistemic standards of even the most dedicated 
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astrologers are not likely to be radically different 
from those of the rest of us. But if so, they are 
likely to be vulnerable to self-criticism. They 
themselves would be suspicious of their methods 
and their beliefs were they to be sufficiently 
impartial and sufficiently reflective. 

There are those, no doubt, who will find this 
naive. Perhaps it is. But if so, the alternative is not 
to make all astrologers irrational by fiat. It is rather 
to admit that some might be rational albeit funda
mentally misguided. The impulse to inject every 
intellectual desirable characteristic into the theory 
of rationality is one to be resisted. It is not in
conceivable that someone can be dogmatic without 
being irrational. My approach is to explain as 
much dogmatism as possible internally. It is to 
rely upon our own characters as inquirers. Most 
dogmatists, I claim, are violating their own deepest 
standards. If there are some dogmatists left over, 
some who are not violating even their own deepest 
standards, they are to be dismissed as dogmatic 
and that is the end of the matter. It is a mistake to 
try to construct an objective tlteory of dogmatism 
and then to make the avoidance of tltat kind of 
dogmatism a prerequisite of rationality. Not every 
shortcoming is one of rationality. 

Again, there is a useful analogy between the 
practical and the intellectual. There is no more 
unity among intellectually desirable characteristics 
than there is among non-intellectual ones. Our 
actions are egocentrically rational insofar as we 
lack internal motivations to be dissatisfied with 
tltem. Much immoral behavior can be criticized 
as being irrational in just this way. We do what 
we ourselves cannot sincerely endorse, given our 
own deepest values. But of course, this makes the 
irrationality of immorality contingent upon our 
characters. It makes it contingent upon our deep
est values. If there are fanatics who lack even a 
deeply internal motivation to detach from their 
vicious behavior, then we must be content with 
regarding them as fanatics. Their problem, and 
ours, is that they have vicious characters. They 
need not be irrational. 

This is not to say that there is not a looser kind 
of unity between egocentric rationality and morally 
desirable characteristics on the one hand and 
between egocentric rationality and intellectually 
desirable ones on the other. It may be tltat when 
we have no internal motivations, not even deep 
ones, to be dissatisfied with what we are doing, 
then in general we will be acting in a morally 
virtuous way, and it may be that when we are not 
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acting virtuously, there generally will be some 
internal motivation for detachment that we have 
ignored or not noticed. Our normal psychological 
make-up may ensure that in general this is so. As a 
result, it may be that egocentric rationality and 
morality go hand-in-hand except in situations 
that are bizarre or in people who are deranged. 

Similarly for egocentric rationality and intellect
ually desirable characteristics. It may be that 
when we have no internal motivations to retract 
what we believe, then in general we are neither 
dogmatic nor thoroughly misguided. It likewise 
may be that when we are either dogmatic or mis
guided, there is in general some internal motiva
tion for retraction that we have ignored. Thus, it 
may be that egocentric rationality and knowledge, 
like egocentric rationality and morality, go hand
in-hand except in situations that are bizarre or in 
people who are deranged. If so, it will also be the 
case that except in such situations or with such 
people, we can expect disagreements of opinion to 
be largely the result of differences of information. 
Or put the other way around, if our intellectual 
peers persist in disagreeing with our opinions 
despite the fact that they have access to the same 
information, this calls for some explanation. It 
won't do simply to say that they are wrong and 
we are right. On the contrary, unless there is some 
plausible way to explain away their opinion, the 
disagreement ordinarily will give us a good reason 
to be suspicious of our own opinions. 

All these things may well be so. The mistake is 
to try to make these general truths, if that be what 
they are, into categorical ones. It is a mistake to 
make it a matter of necessity that being egocentri
cally rational is likely to bring us knowledge, and it 
is equally a mistake to assume that those who have 
fundamentally misguided beliefs - even those who 
are misguided to the point of being deranged -
must of necessity also be irrational. Correspond
ingly, it is a mistake to make it a matter of necessity 
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See Richard Foley, The Theory of Epistemic Ration
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that rational people will agree with one another if 
they have the same information. One of the pre
suppositions of the Cartesian project was that 
rationality is what stands between us and "a chao
tic disagreement in which anything goes."17 How
ever, this need not be our presupposition. We can 
say that what stands in the way of chaotic disagree
ment is not simply the nature of rationality but 
also the contingent fact that we are born with 
similar cognitive equipment and into similar 
environments, a contingent fact that makes it likely 
that the deep epistemic standards of one person 
will not be radically different from those of 
another. 

This then is a sketch of a way to think about 
egocentric rationality. According to this concep
tion, egocentric rationality brings with it no guar
antees of truth or likely-truth, and as a result it 
brings with it no guarantees that rational people 
with access to the same information will agree with 
one another. Why, then, should we be interested in 
egocentric rationality? Because we are interested in 
having beliefs that are accurate and comprehensive 
and because by being egocentrically rational we 
will be pursuing this end in a way that by our 
own lights seems effective. To be sure, this 
involves a leap of intellectual faith. It involves 
our having confidence in those intellectual meth
ods that are deeply satisfying to us despite the fact 
that we cannot vindicate this confidence in a non
question begging way. This may be regrettable but 
it is also undeniable. The reality of our intellectual 
lives is that we are working without nets. No 
procedure, no amount of reflection, no amount of 
evidence gathering can guarantee that we won't fall 
into error, perhaps even massive error. We are 
thus forced to choose between proceeding in a 
way that we on reflection would take to be effective 
and proceeding in a way that we would not take to 
be effective. If we are rational, we opt for the 
former. 

claiming, but in fact it isn't. Knowledge may 
very well require that truth and belief be non
accidentally related, so that given the belief that P 
it is not matter of luck that P is true, and vice
versa. Even so, we need an element of luck - we 
need the world to cooperate - in order for there to 
be this non-accidental relationship between truth and 
belie( 
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Epistemic Norms 

What are we asking when we ask whether a belief 
is jusufaed? What we want ro know is whether it is 
all right to helicve i1.jus11ficarion is a matter of 
"epistemic pennissibility." It is this normative 
characrer of epistemic justification that I want to 
emphas1:.:e. That epislemic justification is a nor
mative notion is not a novel observation. The 
language of epistemic justification is explicitly 
normative, and a recurrent theme has been that 
justification is Lonnocted with the "ethics of 
belief." This has played a role in the thought of a 
number of epistemologists: Chisholm (1977 and 
chapter one of 1957) has repeatetlly stressed the 
nonnative character of epistemic terms, several 
recent philosophers have proposed an:ily7ing epi
stemic jus1i6catton in terms of the maximization of 
epilitemii: values, 1 and a few philosophers have 
appealed to the normative dw-acter of jusrification 
in other ways.z Thus I will Wnk of epistemic 
justification as bemg concerned with questwns of 
the form, "When is it pennissible (from an epis
ICnlological point of view) to believe P?" This is 
the concept of epistemic jwmfication that I am 
concerned to explore. 

Nonns are general de!icriptions of the circwn
stances under wbich various kinds of norma1ive 
judgments are correct. Epistemic norms are 
norms describing when it is epistemically penniss
ible to hold various beliefs. A belief is jusrified if 
and onl}" if it is licensed by i::orre<:t epistemic 

Ongnell}' P-Jbllshed in J. PollocK, Contemporary Tfle.. 
ories of Knowledge {Lanham: Rowman end llttlefleld, 
1986).ch.5. 

norms. We assess the just1fiednCSfi of a belief in 
tenns of the i::ognizcr's reasons for holding it, and 
our most fundamental epistemic judgrnenls per
tain to reasoning (construing reasoning in the 
broad manner required by direct realism). Thus 
we can regard epistemic nonns as the norms gov
erning "right reasoning.'' Epistemic norms are 
supposed lo guide us in reasoning and thereby in 
formmg beliefs The concepl uf epistemic justi
fa:ation can be explained by explaining the nature 
and origin of the epistemic norms that govern our 
reasoning. I have called this "lhe reason-guiding 
concept of epilitemic justification." There mav be 
other concepts that can reasonably be lab~led 
''epistemic jusrification," but it is the reason-guid
ing concept that is lhe focus of the present chapter 
and is involved m tradmonal epis1emological prob
lems. 

Much of recent epistemology has been con
cerned with describing the contents of our episte
mic norms, but the narure and source of epistemic 
norms has nol received much attentwn. Episte
mologislS have commonly 5Upposed thal 
epistemic norms are much like moral norms and 
that they are used in evaluating reasoning in the 
same way moral norms are used in evalua1ing 
actions. One of the main contentions of this 
chapter will be that this parallel is nOI at all exact 
and that epistemologis15 have been misled in 
importanl ways by supposing the analogy to be 
better than it is. A proper undersranding of epi
stemic norms will provide u~ with a radically new 
pcrspecti\·e on epistemology, and from the point of 
view of this p~ve new light un be 
thrown oo a number of central epistemulogical 
problems. 
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An account of epistemic norms must answer two 
· different questions. First, it must describe the 

correct epistemic norms. Second, it must tell us 
what makes them correct. The first question con
cerns the content of epistemic norms, and the 
second question concerns their justification. By 
distinguishing between these questions we can 
see the internalism/ externalism distinction in a 
new light. A belief is justified if and only if it is 
held in conformance with correct epistemic norms. 
Extemalism is the view that the justifiedness of a 
belief is a function in part of external considera
tions. Thus if externalism is right, external con
siderations must play a role in determining 
whether a belief is held in conformance with cor
rect epistemic norms. This could arise in either of 
two ways. On the one hand, external considera
tions could enter into the formulation of correct 
epistemic norms. On the other hand, it might be 
granted that epistemic norms can only appeal to 
internal considerations, but it might be insisted 
that external considerations are relevant to deter
mining which set of internalist norms is correct. 
Thus we are led to a distinction between two kinds 
of externalism. Belief externalism insists that cor
rect epistemic norms must be formulated in terms 
of external considerations. A typical example of 
such a proposed norm might be "It is permissible 
to hold a belief if it is generated by a reliable 
cognitive process." In contrast to this, norm extern
alism acknowledges that the content of our epi
stemic norms must be internalist, but employs 
external considerations in the selection of the 
norms themselves. The distinction between belief 
and norm externalism is analogous to the distinc
tion between act and rule utilitarianism. External
ism (simpliciter) is the disjunction of belief 
externalism and norm externalism. A number of 
philosophers who are usually considered external
ists appear to vacillate between belief externalism 
and norm externalism. The difference between 
these two varieties of externalism will prove 
important. In the end, both must be rejected, but 
they are subject to different difficulties. 3 

According to internalism, the justifiedness of a 
belief is a function exclusively of internal consid
erations, so internalism implies the denial of both 
belief and norm externalism. That is, the internal
ist maintains that epistemic norms must be formu
lated in terms of relations between beliefs or 
between beliefs and nondoxastic internal states 
(e.g., perceptual states), and he denies that these 
norms are subject to evaluation in terms of external 
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considerations. Typically, the internalist has held 
that whatever our actual epistemic norms are, they 
are necessarily correct and not subject to criticism 
on any grounds (externalist or otherwise), but I 
have not built that into the definition of intemal
ism. 

There is one respect in which the internalism/ 
externalism distinction remains to be made clear. 
The distinction is formulated in terms of an unde
fined notion of an internal state. It is fairly clear 
what kinds of states people have had in mind when 
they have talked about internalism and external
ism, but it is hard to give a general characterization 
of them. I will return to this matter in section four. 

How Do Epistemic Norms Regulate? 

In order to get a grasp of the nature of epistemic 
norms, let us begin by asking their purpose. It is 
important to distinguish between two uses of 
nonns (epistemic or otherwise). On the one hand, 
there are third-person uses of norms wherein we 
use the norms to evaluate the behavior of others. 
Various norms may be appropriate for third-per
son evaluations, depending upon the purpose we 
have in making the evaluations. For example, we 
may want to determine whether a person is a good 
scientist because we are trying to decide whether 
to hire him. To be contrasted with third-person 
uses of norms are first-person uses. First-person 
uses of norms are, roughly speaking, action-guid
ing.4 For example, I might appeal to Fowler's 

Modern English Usage to decide whether to use 
"that" or "which" in a sentence. Epistemological 
questions are inherently first-person. The tradi
tional epistemologist asks, "How is it possible for 
me to be justified in my beliefs about the external 
world, about other minds, about the past, and so 
on?" These are questions about what to believe. 
Epistemic norms are the norms in terms of which 
these questions are to be answered, so these norms 
are used in a first-person reason-guiding capacity. 

If reasoning is governed by epistemic norms, 
just how is it governed? There is a model of this 
regulative process that is often implicit in 
epistemological thinking, but when we make the 
model explicit it is obviously wrong. This model 
assimilates the functioning of epistemic norms to 
the functioning of explicitly articulated norms. For 
example, naval officers are supposed to "do it by 
the book," which means that whenever they are in 
doubt about what to do in a particular situation 
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they are supposed to consult explicit regulations 
governing all aspects of their behavior and act 
accordingly. Explicitly articulated norms are also 
found in driving manuals, etiquette books, and so 
on. Without giving the matter much thought, 
there is a tendency to suppose that all norms 
work this way, and in particular to suppose that 
this is the way epistemic norms work. I will call 
this "the intellectualist model. " 5 It takes little 
reflection to realize that epistemic norms cannot 
function in accordance with the intellectualist 
model. If we had to make an explicit appeal to 
epistemic norms in order to acquire justified 
beliefs we would find ourselves in an infinite 
regress, because to apply explicitly formulated 
norms we must first acquire justified beliefs 
about how they apply to this particular case. For 
example, if we are to reason by making explicit 
appeal to a norm telling us that it is permissible to 
move from the belief that something looks red to us 
to the belief that it is red, we would first have to 
become justified in believing that that norm is 
included among our epistemic norms and we 
would have to become justified in believing that 
we believe that the object looks red to us. In order 
to become justified in holding those beliefs, we 
would have to apply other epistemic norms, and 
so on ad infinitum. Thus it is clear that epistemic 
norms cannot guide our reasoning in this way. 6 

If the intellectualist model is wrong, then how 
do epistemic norms govern reasoning? At this 
point we might raise the possibility that they do 
not. Perhaps epistemic norms are only of use in 
third-person evaluations. But it cannot really be 
true that epistemic norms play no role at all in 
first-person deliberations. We can certainly subject 
our reasoning to self-criticism. Every philosopher 
has detected invalid arguments in his own reason
ing. This might suggest that epistemic norms are 
only relevant in a negative way. Our reasoning is 
innocent until proven guilty. We can use reasoning 
to criticize reasoning, and hence we can use rea
soning in applying epistemic norms to other rea
soning, but we cannot be required to reason about 
norms before we can do any reasoning. This would 
avoid the infinite regress. 

But as theoretically attractive as the "innocent 
until proven guilty" picture might be, it cannot be 
right. It entails the view, that I have already 
rejected elsewhere, according to which all beliefs 
are prima facie justified. This view cannot handle 
the fact that epistemic norms guide the acquisition 
of beliefs and not just their after-the-fact evalua-

tion. Even in the perceptual acquisition of beliefs 
about physical objects, the resulting beliefs are 
sometimes unjustified. More generally, there are 
a number of natural processes that lead to belief 
formation. Among these are such "approved" pro
cesses as vision, inductive reasoning, deductive 
reasoning, and memory, and also some "unap
proved" but equally natural processes such as 
wishful thinking. The latter is just as natural as 
the former. An example that I have used pre
viously runs as follows. My daughter had gone to 
a football game, the evening had turned cold, and I 
was worried about whether she took a coat. I found 
myself thinking, "Oh, I am sure she is wearing a 
coat." But then on reflection I decided that I had 
no reason to believe that - my initial belief was just 
a matter of wishful thinking. The point here is that 
wishful thinking is a natural belief-forming pro
cess, but we do not accord it the same status as 
some other belief-forming processes like vision. 
Although we have a natural tendency to form 
beliefs by wishful thinking, we also seem to "nat
urally" know better. This is not just a matter of 
after-the-fact criticism. We know better than to 
indulge in wishful thinking at the very time we 
do it. It seems that while we are reasoning we are 
being guided by epistemic norms that preclude 
wishful thinking but permit belief formation 
based upon perception, induction, and so on. 
This is of more than casual significance, because 
it might be impossible to rule out wishful thinking 
by after-the-fact reasoning. This is because the 
after-the-fact reasoning might include wishful 
thinking again, and the new wishful thinking 
could legitimize the earlier wishful thinking. If 
epistemic norms play no regulative role in our 
reasoning while it is going on, there is no reason 
to think they will be able to play a successful 
corrective role in after-the-fact evaluations of rea
soning. In order for the corrective reasoning to be 
successful it must itself be normatively correct. 
Epistemic norms must, and apparently do, play a 
role in guiding our epistemic behavior at the very 
time it is occurring. But how can they? 

Epistemic norms cannot play a merely negative, 
corrective, role in guiding reasoning, nor can they 
function in a way that requires us to already make 
judgments before we can make judgments. What is 
left? I think that our perplexity reflects an inade
quate understanding of the way action-guiding 
norms usually function. The case of making an 
explicit appeal to norms in order to decide what 
to do is the exception rather than the rule. You 



may make reference to a driving manual when you 
are first learning to drive a car, but once you learn 
how to drive a car you do not look things up in the 
manual anymore. You do not usually give any 
explicit thought to what to do - you just do it. 
This does not mean, however, that your behavior 
is no longer guided by those norms you learned 
when you first learned to drive. Similarly, when 
you first learned to ride a bicycle you were told to 
turn the handlebars to the right when the bicycle 
leaned to the right. You learned to ride in accord
ance with that norm, and that norm still governs 
your bike-riding behavior but you no longer have 
to think about it. The point here is that norms can 

govern your behavior without your having to think 

about them. The intellectualist model of the way 
norms guide behavior is almost always wrong. 
This is an obvious point, but it has been insuffi
ciently appreciated. It is of major importance in 
understanding epistemic norms. Reasoning is 
more like riding a bicycle than it is like being in 
the navy. 

What makes it possible for your bike-riding 

behavior to be governed by norms without your 
thinking about the norms is that you know how to 
ride a bicycle. This is procedural knowledge rather 
than declarative knowledge. Having procedural 
knowledge of what to do under various circum
stances does not involve being able to give a gen
eral description of what we should do under those 
circumstances. This is the familiar observation 
that knowing how to ride a bicycle does not auto
matically enable one to write a treatise on bicycle 
riding. This is true for two different reasons. First, 
knowing how to ride a bicycle requires us to know 
what to do in each situation as it arises, but it does 
not require us to be able to say what we should do 
before the fact. Second, even when a situation has 
actually arisen, our knowing what to do in that 
situation need not be propositional knowledge. In 
the case of knowing that we should turn the 
handlebars to the right when the bicycle leans to 
the right, it is plausible to suppose that most 
bicycle riders do have propositional knowledge of 
this; but consider knowing how to hit a tennis ball 
with a tennis racket. I know how to do it - as the 
situation unfolds, at each instant I know what to do 
- but even at that instant I cannot give a descrip
tion of what I should do. Knowing what to do is 
the same thing as knowing to do it, and that need 
not involve propositional knowledge. 

We are now in a position to give a rough 
explanation of how action-guiding norms can 
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govern behavior in a non-intellectualist manner. 
When we learn how to do something X, we 
"acquire" a plan of how to do it. That plan 
might (but need not) start out as explicit proposi
tional knowledge of what to do under various 
circumstances, but then the plan becomes interna
lized. Using a computer metaphor, psychologists 
sometimes talk about procedural knowledge 
"being compiled." When we subsequently under
take to do X, our behavior is automatically chan
neled into that plan. This is just a fact of 
psychology. We form habits or conditioned 
reflexes. Norms for doing X constitute a descrip
tion of this plan for doing X. The sense in which 
the norms guide our behavior in doing X is that 
the norms describe the way in which, once we have 
learned how to do X, our behavior is automatically 
channeled in undertaking to do X. The norms are 
not, however, just descriptions of what we do. 
Rather, they are descriptions of what we try to 
do. Norms can be hard to follow and we follow 
them with varying degrees of success. Think for 
example, of an expert golfer who knows how to 
swing a golf club. Nevertheless, he does not always 
get his stroke right. It is noteworthy, and it will be 
important later, that when he does not get his 
stroke right he is often able to tell that by some
thing akin to introspection. When he does it wrong 
it "feels wrong." The ability to tell in this way 
whether one is doing something right is particu
larly important for those skills governing perfor
mances (like golf swings) that take place over more 
than just an instant of time, because it enables us to 
correct or fine tune our performance as we go 
along. The distinction between knowing how to 
do something and actually doing it is the same as 
the competence/performance distinction in lin
guistics. Our linguistic knowledge is procedural 
knowledge. We know how to use language, but 
we do not always use language correctly. 

The internalization of norms results in our hav
ing "automatic" procedural knowledge that 
enables us to do something without having to 
think about how to do it. It is this process that I 
am calling "being guided by the norm without 
having to think about the norm." This may be a 
slightly misleading way of talking, because it sug
gests that somewhere in our heads there is a mental 
representation of the norm and that mental repre
sentation is doing the guiding. Perhaps it would be 
less misleading to say that our behavior is being 
guided by our procedural knowledge and the way 
in which it is being guided is described by the 
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norm. What is important is that this is a particular 
way of being guided. It involves nonintellectual 
psychological mechanisms that both guide and 
correct (or fine tune) our behavior. 

What we know in knowing how to ride a bicycle 
can be given a normative description. This proce
dural knowledge consists of knowing what to do 
under various circumstances, e.g., knowing to turn 
right when the bike leans to the right. This can 
equally be described as knowing what we should do 
under those circumstances. The point of using 
normative language to describe internalized 
norms is to contrast what the norms tell us to do 
with what we do. The simple fact of the matter is 
that even when we know how to do something 
(e.g., swing a golf club) we do not always succeed 
in following our norms. This use of "should" in 
describing procedural knowledge is interesting. 
Moral philosophers have talked about different 
senses of "should," distinguishing particularly 
between moral uses of "should" and goal-directed 
uses of "should." An example of the latter is "If 
you want the knife to be sharp then you should 
sharpen it on the whetstone." But the use of 
"should" in "In riding a bicycle, when the bicycle 
leans to the right you should turn the handlebars 
to the right" is of neither of these varieties. It is 
perhaps more like the goal-directed kind of 
"should," but we are not saying that that is what 
you should do to achieve the goal of riding a 
bicycle. Rather, that is part of what is involved in 
riding a bicycle - that is how to ride a bicycle. 
Insofar as we can talk about a goal here at all, it 
is defined by the norms. 

Now let us apply this to epistemic norms. We 
know how to reason. That means that under var
ious circumstances we know what to do in reason
ing. This can be described equivalently by saying 
that we know what we should do. Our epistemic 
norms are just the norms that describe this proce
dural knowledge. The way epistemic norms can 
guide our reasoning without our having to think 
about them is no longer mysterious. They describe 
an internalized pattern of behavior that we auto
matically follow in reasoning, in the same way we 
automatically follow a pattern in bicycle riding. 
This is what epistemic norms are. They are the 
internalized norms that govern our reasoning. 
Once we realize that they are just one more man
ifestation of the general phenomenon of automatic 
behavior governed by internalized norms, episte
mic norms should no longer seem puzzling. We 
would like to have a better understanding of the 

psychological process wherein behavior is gener
ated in conformance with internalized norms, and 
I will say more about this below. But in the mean
time, much of the mystery surrounding epistemic 
norms evaporates once we recognize that the gov
erning process is a general one and its application 
to epistemic norms and reasoning is not much 
different from its application to any other kind of 
action-guiding norms. Of course, unlike most 
norms our epistemic norms may be innate, in 
which case there is no process of internalization 
that is required to make them available for use in 
guiding our reasoning. 7 

My proposal is that epistemic norms are to be 
understood in terms of procedural knowledge 
involving internalized rules for reasoning. This 
proposal has a close kin in much recent work in 
psychology and artificial intelligence (AI). 
Researchers in these fields often model human 
cognition in terms of production systems. These 
are computational systems described by "condi
tion/ action rules," which tell the system to per
form certain actions whenever certain conditions 
are satisfied. 8 As I have described them, epistemic 
norms are condition/action rules and they jointly 
comprise a production system governing rational 
belief change. 

I have described how our epistemic norms work. 
This is to describe our actual epistemic norms. 
Internalists typically assume that whatever our 
actual epistemic norms are, they are the correct 
epistemic norms. I have taken it to be part of the 
definition of internalism that our epistemic norms 
are at least not subject to criticism on externalist 
grounds. Of course, this is precisely where 
internalists disagree with norm externalists. Let 
us turn then to a reconsideration of externalism 
in the light of our new understanding of epistemic 
norms. 

The Refutation of Externalism 

Belief externalism 

Now that we understand how epistemic norms 
work in guiding our reasoning, it is easy to see 
that they must be internalist norms. This is 
because when we learn how to do something we 
acquire a set of norms for doing it and these norms 
are internalized in a way enabling our central ner
vous system to follow them in an automatic way 
without our having to think about them. This has 



implications for the content of our norms. For 
example, I have been describing one of our bike
riding norms as telling us that if the bicycle leans 
to the right then we should tum the handlebars to 
the right, but that is not really what we learn when 
we learn to ride a bicycle. The automatic process
ing systems in our brain do not have access to 
whether the bicycle is leaning to the right. What 
they do have access to are things like ( 1) our 
thinking that the bicycle is leaning to the right, 
and (2) certain balance sensations emanating from 
our inner ear. What we learn is (roughly) to tum 
the handlebars to the right if we either experience 
those balance sensations or think on some other 
basis that the bicycle is leaning to the right. In 
general, the circumstance-types to which our 
norms appeal in telling us to do something in 
circumstances of those types must be directly 
accessible to our automatic processing systems. 
The sense in which they must be directly access
ible is that our automatic processing system must 
be able to access them without our first having to 
make a judgment about whether we are in circum
stances of that type. We must have non-epistemic 
access.9 

This general observation about action-guiding 
norms has immediate implications for the nature 
of our epistemic norms. It implies that reason
guiding epistemic norms cannot appeal to external 
considerations of reliability. This is because such 
norms could not be internalized. Like leaning to the 

right, considerations of reliability are not directly 
accessible to our automatic processing systems. 
There is in principle no way that we can learn to 
make inferences of various kinds only if they are in 

fact reliable. Of course, we could learn to make 
certain inferences only if we think they are reliable, 
but that would be an intemalist norm appealing to 
thoughts about reliability rather than an extemalist 
norm appealing to reliability itself. 10 Similar 
observations apply to any extemalist norms. Con
sequently, it is in principle impossible for us to 
actually employ externalist norms. I take this to be 
a conclusive refutation of belief externalism. 

I introduced the internalism/externalism dis
tinction by saying that internalist theories make 
justifiedness a function exclusively of the believ
er's internal states, where internal states are those 
that are "directly accessible" to the believer. The 
notion of direct accessibility was purposely left 
vague, but it can now be clarified. I propose to 
define internal states as those states that are 
directly accessible to the mechanisms in our cen-
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tral nervous system that direct our reasoning. The 
sense in which they are directly accessible is that 
access to them does not require us first to have 
beliefs about them. This definition makes the 
internalist/ externalist distinction precise in a way 
that agrees at least approximately with the way it 
has generally been used, although it is impossible 
to make it agree with everything everyone has said 
about it because philosophers have drawn the dis
tinction in different ways. 

The epistemic norms endorsed by an internalist 
theory must appeal only to properties of and rela
tions between internal states of the believer. This 
is not yet enough to characterize internalist norms, 
however, because an externalist theory might also 
appeal only to properties of and relations between 
internalist states of the believer. For instance, pro
babilism appeals only to the probability of the 
beliefs held by the believer, and the probability 
of a belief is a property of it. Internalist theories 
make the justifiability of a belief a function of the 
internal states of the believer, in the sense that if 
we vary anything but his internal states then the 
justifiability of the belief does not vary. Thus the 
only properties of and relations between internal 
states to which intemalist norms can appeal are 
those that cannot be varied without varying the 
internal states themselves. In other words, they are 
logical properties of and logical relations between 
internal states. For instance, if S1 is the state of 
believing (P & Q) and S2 is the state of believing P, 
then S1 and S2 are logically related by the fact that 
being in S1 involves believing a conjunction whose 
first conjunct is believed if one is in state S2. Thus 
we can characterize internalist theories as those 
proposing epistemic norms that appeal only to 
logical properties of and logical relations between 
internal states of the believer. 

I have characterized internalist theories in terms 
of direct accessibility, but I have not said anything 
in a general way about which properties and rela
tions are directly accessible. It seems clear that 
directly accessible properties must be in some 
sense "psychological," but I doubt that we can 
say much more than that from the comfort of our 
armchairs. What properties are directly accessible 
is an empirical question to be answered by psy
chologists. Despite the fact that we do not have a 
general characterization of direct accessibility, it is 
perfectly clear in many specific cases that particu
lar properties to which philosophers have appealed 
are not directly accessible. In light of this, the 

preceding refutation of belief externalism can be 
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applied to a remarkably broad spectrum of the
ories, and it seems to me to constitute an abso
lutely conclusive refutation of those theories. I 
have indicated how it applies to theories formulat
ing epistemic norms in terms of reliability. It 
applies in the same way to probabilist theories. 
For example, we saw that many probabilists 
endorse the simple rule: 

A belief is epistemically permissible if and only 
if what is believed is sufficiently probable. 

If the simple rule is to provide us with a reason
guiding norm then the probability of a belief must 
be a directly accessible property of it. No objective 
probability can have that property. Thus it is 
impossible to use the simple rule, interpreted in 
terms of objective probabilities, as a reason
guiding norm. This objection could be circum
vented by replacing the simple rule with its "dox
astic counterpart": 

A belief is epistemically permissible if and only 
if the epistemic agent believes it to be highly 
probable. 

But this rule formulates an intemalist norm (albeit, 
an implausible one). 11 

It might be supposed that we could breathe life 
back into the simple rule by interpreting it in 
terms of subjective probability. Here we must be 
careful to distinguish between subjective probabil
ity as actual degree of belief and subjective prob
ability as rational degree of belief. Interpreted in 
terms of actual degrees of belief, the simple rule 
would amount to the claim that a belief is justified 
if and only if it is firmly held, which is an intern
alist norm, but a preposterous one. Interpreted in 
terms of rational degrees of belief it becomes an 
externalist norm. Rational degree of belief is the 
unique degree of belief one rationally ought to 
have in a proposition given one's overall doxastic 
state, and this is to be understood in terms of 
prudentially rational betting behavior. As I have 
indicated, I have serious doubts about the intelli
gibility of this notion. But even if we waive this 
objection, ascertaining what this unique rational 
degree of belief should be is immensely difficult. 
It seems extremely unlikely that the rational 
degree of belief one ought to have in a proposition 
is a directly accessible property of it. If it is not 
then this version of the simple rule also succumbs 
to our general objection to belief externalism. 

Many other epistemological theories succumb to 
this objection to belief extemalism. For example, 
Keith Lehrer's coherence theory is an internalise 
theory, but an externalist theory can be modeled 
on it. According to this extemalist theory, a person 
is justified in believing a proposition if and only if 
that proposition is more probable than each pro
position competing with it. But a proposition's 
being more probable than any of its competitors 
is not a directly accessible property of it, and hence 
the objective version of Lehrer's theory becomes 
incapable of supplying us with a reason-guiding 
norm. 

These considerations are efficient in dispatching 
a wide variety of epistemological theories. All 
belief-externalist theories succumb to this objec
tion, and a surprising number of internalist the
ories succumb to it as well. Recall that an 
intemalist theory is any theory proposing episte
mic norms that appeal only to logical properties of 
and logical relations between internal states of the 
believer. We can make a distinction between prop
erties and relations that are directly accessible and 
those that are not. A directly accessible property or 
relation is one to which our automatic processing 
system has access without our having beliefs about 
what things have the property or stand in the 
relation. Not all logical properties or relations are 
directly accessible, and hence not all internalist 
theories propose epistemic norms that are intemal
izable. For instance, a holistic coherence theory 
adopts a holistic view of reasons according to 
which a belief is licensed if it is suitably related 
to the set of all the beliefs one holds. A holistic 
coherence theory requires a relationship between a 
justified belief and the set of all the beliefs one 
holds, but that will not normally be a directly 
accessible property of the justified belief, and 
hence although the norm proposed by the holistic 
theory will be an intemalist norm, it will not be 
internalizable. Thus it cannot be reason-guiding. 

The general point emerging from all this is that 
there is a remarkably wide range of epistemological 
theories succumbing to the simple objection that 
non-internalist epistemic norms cannot be inter
nalized in the way required in order for them to be 
reason-guiding. Accordingly, they cannot serve as 
epistemic norms. No non-internalist theory can 
provide us with epistemic norms that we could 
actually use. Correct epistemic norms must be 
intemalist. On the other hand, we have also seen 
that they must appeal to more than the cognizer's 
doxastic state. They must also appeal to his 



perceptual and memory states. Thus the correct 
epistemological theory must endorse some kind of 
nondoxastic intemalist norms. 

The endorsement of nondoxastic norms 
amounts to the rejection of the doxastic assump
tion, but that has often seemed puzzling. How is it 
possible for nondoxastic states to justify beliefs 
when we are not aware that we are in them? We 
are now in a position to understand how nondox
astic norms are possible. They only seem puzzling 
because we are implicitly assuming the intellectu
alist model of the way epistemic norms regulate 
belief. Given the way epistemic norms actually 
operate, all that is required is that the input states 

be directly accessible. Belief states are directly 
accessible, but so are a variety of nondoxastic states 
like perceptual states and memory states. Thus 
there is no reason why epistemic norms cannot 
appeal to those states, and the rejection of the 
doxastic assumption and the move to direct real
ism ceases to be puzzling. 

Is there any way to salvage belief extemalism in 
the face of the objection that it cannot give reason
able accounts of first-person reason-guiding epi
stemic norms? The possibility remains that belief 
extemalism might provide norms for third-person 
evaluations. I think it is noteworthy in this con
nection that extemalists tend to take a third
person point of view in discussing epistemology. 
If externalist norms played a role in third-person 
evaluations, we would then have both externalist 
and internalist norms that could be applied to 
individual beliefs and they might conflict. What 
would this show? It would not show anything -
they would just be different norms evaluating the 
same belief from different points of view. I can 
imagine a persistent externalist insisting, "Well, if 
the two sets of norms conflict, which way should 
we reason - which set of norms should we follow?" 
But that question does not make any sense. Asking 
what we should do is asking for a normative judg
ment, and before we can answer the question we 
must inquire to what norms the "should" is 
appealing. To make this clearer consider an analo
gous case. We can evaluate beliefs from both an 
epistemic point of view and a prudential point of 
view. For example, Helen has good reason for 
believing that her father is Jack the Ripper. Sup
pose that if she believed that, it would be psycho
logically crushing. Then we might say that, 
epistemically, she should believe it, but pruden
tially she should not. If one then insists upon 
asking, "Well, should she believe it or not?," the 
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proper response is, "In what sense of 'should' -
epistemic or prudential?" Similarly, if externalist 
and internalist norms conflict and one asks, 
"Which way should we reason?," the proper 
response is to ask to which set of norms the 
"should" is appealing. The point is that different 
norms serve different purposes, and when they 
conflict that does not show that there is something 
wrong with one of the sets of norms - it just shows 
that the different norms are doing different jobs. 
The job of internalist norms is reason-guiding, and 
as such they are the norms traditionally sought in 
epistemology. Externalist norms (if any sense can 
be made of them) may also have a point, but 
they cannot be used to solve traditional epistemo
logical problems pertaining to epistemic justifica
tion. 

Norm externalism 

Recall that there are two kinds of extemalism. 
Belief externalism advocates the adoption of 
externalist norms. I regard belief externalism as 
having been decisively refuted by the preceding 
considerations. Norm externalism, on the other 
hand, acknowledges that we must employ intem
alist norms in our reasoning, but proposes that 
alternative sets of internalist norms should be eval
uated in terms of external considerations. For 
example, it may be alleged that one set of intern
alist norms is better than another if the first is 
more reliable in producing true beliefs. Both 
intemalism and norm extemalism endorse intern
alist norms, but they differ in that the internalist 
alleges that our epistemic norms are not subject to 
criticism on externalist grounds. It is hard to see 
how they could be subject to criticism on intern
alist grounds, so the internalist has typically 
assumed that our epistemic norms are immune 
from criticism - whatever our actual epistemic 
norms are, they are the correct epistemic norms. 
That, however, seems odd. On the surface, it 
seems it must be at least logically possible for two 
people to employ different epistemic norms. They 
could then hold the same belief under the same 
circumstances and on the basis of the same evid
ence and yet the first could be conforming to his 
norms and the second not conforming to his. If a 
person's epistemic norms are always beyond criti
cism, it would follow that the first person is justi
fied in his beliefs and the second is not, despite the 
fact that their beliefs are based upon the same 
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evidence. That would at least be peculiar. Because 
it seems that it must be possible for different 
people to employ different epistemic norms, this 
makes a strong prima facie case for norm extern
alism. 

Action-guiding norms are not generally immune 
from criticism. Typically, action-guiding norms 
tell us how to do one thing by doing something 
else. 12 For example, knowing how to ride a bicycle 
consists of knowing what more basic actions to 
perform - leg movements, arm movements, and 
the like - by doing which we ride the bicycle. An 
action that is performed by doing something else is 
a nonbasic action. Norms describing how to per
form nonbasic actions can be subject to external 
evaluation. There may be more than one way to 
perform the nonbasic action, and some ways may 
be better (more efficient, more reliable, and so on) 
than others. If I know how to do it in one way and 
you know how to do it in another way, you know 
how to do it better than I if the norms governing 
your behavior are better than the norms governing 
mine. For example, we may both know how to hit 
the target with a bow and arrow, but you may 
know how to do it more reliably than I. 13 It thus 
becomes an empirical question whether acting in 
accordance with a proposed norm will constitute 
your doing what you want to be doing and whether 
another norm might not be better. 

Reasoning is not, strictly speaking, an action, 
but it is something we do, and we do it by doing 
other simpler things. We reason by adopting new 
beliefs and rejecting old beliefs under a variety of 
circumstances. Our norms for reasoning tell us 
when it is permissible or impermissible to do 
this. It seems that the norms we actually employ 
should be subject to external criticism just like any 
other norms. The norm externalist proposes that 
we should scrutinize them and possibly replace 
them by other norms. Because of the direct acces
sibility problem, we cannot replace them by norms 
making explicit appeal to reliability, but what we 
might discover is that (1) under certain circum
stances inferences licensed by our natural norms 
are unreliable, and (2) under certain circumstances 
inferences not licensed by our natural norms are 
highly reliable. The norm externalist proposes that 
we should then alter our epistemic norms, adopt
ing new internalist norms allowing us to make the 
inferences described under (2) and prohibiting 
those described under (1 ). 

We must distinguish between two construals of 
the norm externalist's proposal. He might be tell-

ing us that when we discover old reasoning patterns 
to be unreliable or new reasoning patterns to be 
reliable then we should alter our norms and our 
reasoning accordingly. Alternatively, he might be 
telling us that if old patterns simply are unreliable 
and new patterns are reliable, independently of our 
knowing or believing that they are, then we should 
alter our reasoning. The first construal seems like 
an eminently reasonable proposal, and it is one that 
has been made explicitly by various externalists. 
For example, in discussing how reliabilist consid
erations bear on reasoning, Goldman (1981) 
writes: 

At the start a creature forms beliefs from auto
matic, preprogrammed doxastic processes 
.... Once the creature distinguishes between 
more and less reliable belief-forming processes, 
it has taken the first step toward doxastic 
appraisal. ... The creature can also begin doxas
tic self-criticism, in which it proposes regulative 
principles to itself. (p. 47) 

But this involves a fundamental misconception. 
Our epistemic norms are not subject to criticism 
in this way. Particular instances of reasoning are 
subject to such criticism, and the criticism can 
dictate changes in that reasoning, but this does 
not lead to changes in our epistemic norms. This 
is because unlike other norms, our epistemic 
norms already accommodate criticism based on 
reliability. The point is twofold. First, discovering 
that certain kinds of inferences are unreliable 
under certain circumstances constitutes a defeater 
for those inferences and hence makes us unjusti
fied in reasoning in that way, and this is entirely in 
accordance with our natural unmodified epistemic 
norms. For example, we discover that color vision 
is unreliable in dim lighting, and once we discover 
this we should cease to judge colors on that basis 
under those circumstances. But this does not 
require an alteration of our epistemic norms, 
because color vision only provides us with defeas
ible reasons for color judgments, and our discovery 
of unreliability constitutes a defeater for those 
reasons. This is entirely in accordance with the 
norms we already have. Second, discovering that 
some new inferences are reliable under certain 
circumstances provides us with justification for 
making those inferences under those circum
stances, but this is licensed by the norms we 
already have. That is precisely what induction is 
all about. For example, I might discover that I am 



clairvoyant and certain kinds of "visions" provide 
reliable indications of what is about to happen. 
Once I make this discovery it becomes reasonable 
for me to base beliefs about the future on such 
visions. Again, this is entirely in accordance with 
the norms we already have and does not require us 
to alter those norms in any way. The general point 
is that the kinds of reliability considerations to 
which the norm externalist appeals can lead us to 
reason differently (refrain from some old infer
ences and make some new inferences), but this 
does not lead to any change in our epistemic 
norms. Epistemic norms are unique in that they 
involve a kind of built-in feedback having the 
result that the sort of external criticism that 
could lead to the modification of other action
guiding norms does not necessitate any modifica
tion of epistemic norms. 

I have had several externalists respond to this 
objection by protesting that they do not see the 
point of distinguishing between considerations of 
reliability leading us to alter our reasoning and 
those considerations leading us to alter our 
norms. But if all the externalist means is that 
considerations of reliability can lead us to alter 
our reasoning, then he is not disagreeing with 
anyone. In particular, he is not disagreeing 
with paradigmatic internalists like Chisholm and 
myself. Norm externalism becomes nothing but a 
pretentious statement of a platitude. 

The alternative construal of norm externalism 
takes it to be telling us that if old patterns of 
reasoning are unreliable and new patterns are reli
able, then regardless of whether we know these 
facts about reliability, we should not reason in 
accordance with the old patterns and we should 
reason in accordance with the new patterns. What 
is the meaning of "should" in this claim? It cannot 
be taken as a recommendation about how to rea
son, because it is not a recommendation anyone 
could follow. We can only alter our reasoning in 
response to facts about reliability if we are apprised 
of those facts. However, normative judgments do 
not always have the force of recommendations. 
That is, they are not always intended to be 
action-guiding. This is connected with the distinc
tion that is often made in ethics between subjective 
and objective senses of "should." To say that a 
person subjectively should do Xis to say, roughly, 
that given what he believes (perhaps falsely) to be 
the case he has an obligation to do X. To say that 
he objectively should do Xis to say, roughly, that 
if he were apprised of all the relevant facts then he 
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would have an obligation to do X. Judgments 
about what a person subjectively should do can 
serve as recommendations, but judgments about 
what a person objectively should do can only serve 
as external evaluations having some purpose other 
than guiding behavior .14 The subjective/ objective 
distinction can be regarded as a distinction 
between evaluating the person and evaluating his 
act. The subjective sense of "should" has to do 
with moral responsibility, while the objective sense 
has to do with what act might best have been 
performed. 

We can draw a similar subjective/objective dis
tinction in epistemology. The epistemic analogue 
of moral responsibility is epistemic justification. A 
person is being "epistemically responsible" just in 
case his beliefs are justified. In other words, epi
stemic justification corresponds to subjective moral 
obligation. What determines whether a belief is 
justified is what else the epistemic agent believes 
about the world (and what other directly accessible 
states he is in) - not what is in fact true about the 
world. This seems to show that whatever consid
erations of de facto reliability may bear upon, it is 
not epistemic justification. They must instead bear 
upon the epistemic analogue of objective obliga
tion. What is that analogue? There is one clear 
analogue - objective epistemic justification is a 
matter of what you should believe if you were 
apprised of all the relevant truths. But what you 
should believe if you were apprised of all the 
relevant truths is just all the truths. In other 
words, the epistemic analogue of objective justifi
cation is truth. There is nothing here to give solace 
to a norm externalist. 

Goldman ( 1981) draws a somewhat different 
distinction between two senses of "justified" in 
epistemology. He distinguishes between "theoret
ical" evaluations of reasoning and "regulative" 
evaluations (the latter being reason-guiding). He 
suggests that the theoretical sense of justification is 
the sense required for knowledge and that it is to 
be distinguished from the reason-guiding sense. 
He suggests further that his reliabilist theory con
cerns the theoretical sense. The proposal is that it 
is knowledge that provides the point of a norm 
externalist's evaluation of epistemic norms in 
terms of considerations of reliability unknown to 
the epistemic agent. I do not believe that, but even 
if it were true it would not affect my overall point. 
The sense of epistemic justification with which I 
am concerned in this book is the reason
guiding sense, and if it is acknowledged that norm 
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externalism bears only upon another sense of justi
fication then my main point has been conceded. 

Epistemological relativism and the individuation 
of concepts 

The apparent failure of norm externalism leaves us 
with a puzzling problem. Internalists have typic
ally assumed that whatever epistemic norms we 
actually employ are automatically correct. But 
that seems hard to reconcile with the seemingly 
obvious fact that it is at least logically possible for 
different people to employ different norms. 
Surely, if Smith and Jones believe P for the same 
reasons, they are either both justified or both 
unjustified. There is no room for their justification 
to be relative to idiosyncratic features of their 
psychology resulting in their employing different 
epistemic norms. This seems to imply that there is 
just one set of correct epistemic norms, and the 
norms a person actually employs may fail to be 
correct. This conclusion would seem to be obvious 
if it were not for the fact that there is no apparent 
basis for criticizing a person's norms. That is pre
cisely what norm externalism tries unsuccessfully 
to do. The reliabilist considerations to which the 
norm extemalist appeals are the only plausible 
candidates for considerations of use in criticizing 
and correcting epistemic norms, and we have seen 
that our epistemic norms cannot be corrected in 
this way. Of course, I might criticize Jones' norms 
simply because they disagree with mine, but he 
could equally criticize mine because they disagree 
with his. Are we committed to a thoroughgoing 
epistemological relativism then? That is at least 
unpalatable. 

The solution to the problem of relativism can be 
found by turning to a different problem. This is 
the problem of how concepts are individuated. 
The standard view takes concepts to be individu
ated by their truth conditions. The claim of this 
theory is that what makes a concept the concept 
that it is are the conditions that must be satisfied 
for something to exemplify that concept. These 
conditions comprise its truth conditions. The pre
cise content of the truth condition theory of con
cepts deserves closer inspection than it usually 
receives. There is one sense in which the truth 
condition theory of concepts is correct but also 
completely trivial and uninteresting. The truth 
condition of the concept red is the condition of 
being red, and the truth condition of the concept 

blue is the condition of being blue. The following is 
undeniable: 

red = blue if and only if being red = being blue 

but it is hardly illuminating. Rather than explain
ing the concepts, the truth conditions presuppose 
the concepts. We might just as well define the 
"identity condition" of a physical object to be the 
condition of being that object and then claim that 
physical objects are individuated by their identity 
conditions. That is about as unilluminating as a 
theory can be. 

Typically, philosophical logicians slide back and 
forth between the vacuous claim that concepts are 
individuated by their truth conditions and the con
siderably more contentious claim that concepts can 
be informatively characterized by (and only by) 
giving truth condition analyses of them. A truth 
condition analysis of a concept is an informative 
statement of necessary and sufficient conditions for 
something to exemplify the concept. I think it is 
fair to say that many philosophical logicians do not 
clearly distinguish between the vacuous claim and 
the contentious claim, or at least take the vacuous 
claim to somehow directly support the contentious 
claim. But I see no reason to think there is any 
connection between the two claims. 

There is another strand to this story. Tradition
ally, the only logical relations between concepts 
that were recognized by philosophers were entail
ment relations. Concepts, as "logical items," were 
supposed to be individuated by their logical prop
erties, and it seemed that the only logical proper
ties concepts possessed were those definable in 
terms of their entailment relations to other con
cepts. This generates the picture of a "logical 
space" of concepts, the identity of a concept 
being determined by its position in the space, 
and the latter being determined by its entailment 
relations to other concepts. The claim that con
cepts must have definitions is just a more specific 
version of this general picture - one alleging that 
the position of a concept in logical space is deter
mined not just by one-way entailments but by two
way logical equivalences. Some version of this 
picture has been prevalent throughout much of 
twentieth century philosophy, and it still plays a 
prominent role in philosophical logic. I will call 
this general picture of the individuation of con
cepts the logical theory of concepts. It has typically 
been either confused with or identified with the 
truth condition theory. 

, 
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The simplest objection to all of this is that most 
concepts do not have the kind of definitions 
required by the logical theory of concepts. Analytic 
philosophy in the mid-twentieth century con
cerned itself almost exclusively with the search 
for such definitions, and if we can learn anything 
from that period it is that the search was largely in 
vain. It is a very rare concept that can be given an 
informative definition stating truth conditions. 
The importance of this simple objection cannot 
be overemphasized. Most concepts do not have 
definitions. For reasons I find mysterious, many 
philosophers seem to just ignore this and go on 
pretending that the logical theory of concepts is 
correct. 

We can also raise a more purely epistemological 
problem for the logical theory of concepts, and I 
will now spend some time developing this problem. 
In general, the logical theory cannot make sense of 
reasons. To see this, let us begin with prima facie 
reasons. The logical theory appears to lead directly 
to the impossibility of prima facie reasons. I assume 
that what makes something a good reason for hold
ing a belief is a function of the content of the belief. 
If the content of the belief is determined by entail
ment relations, then those entailment relations 
must also determine what are good reasons for 
holding that belief. The only kinds of reasons that 
can be derived from entailment relations are rea
sons that are themselves entailments - conclusive 
reasons. Thus we are forced to the conclusion that 
all reasons must be entailments. But this must be 
wrong, because we have seen that we cannot solve 
epistemological problems in terms of conclusive 
reasons. Justified belief makes essential appeal to 
defeasible reasoning. 

We might try distinguishing between "formal 
reasons" that derive from principles of logic and 
apply equally to all concepts, and "substantive 
reasons" that are specific to individual concepts 
and reflect the contents of those concepts. The 
preceding argument is really only an argument 
that the logical theory of concepts is incompatible 
with there being nonconclusive substantive rea
sons. Thus we could render the logical theory of 
concepts compatible with defeasible reasoning if it 
could be maintained that all legitimate defeasible 
reasons are formal reasons. The only plausible way 
of defending this claim is to maintain that the only 
legitimate defeasible reasons are inductive reasons 
and to insist that inductive reasons are formal 
reasons. This is to take induction to be a species 
oflogic. On this view, there are two kinds oflogic 
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- deductive and inductive - and each generates 
formal reasons that pertain to all concepts and 
hence need not be derivable from the contents of 
individual concepts. For example, a conjunction (P 
& Q) gives us a reason for believing its first con
junct P regardless of what P and Qare. Similarly, 
it was traditionally supposed that inductive reasons 
are formal reasons pertaining equally to all con
cepts. This absolves us from having to derive 
inductive prima facie reasons from the essential 
properties of the concepts to which the reasons 
apply. 

Unfortunately, this attempt to render the logical 
theory of concepts compatible with induction fails. 
I have pointed out elsewhere that induction does 
not apply equally to all concepts. Inductive reason
ing must be restricced to projeccible concepts. 
There is no generally accepted theory of project
ibility, but it is generally recognized that what 
makes a concept projectible is not in any sense a 
"formal" feature of it. The simplest argument for 
this was given long ago by Nelson Goodman 
(1955). Define: 

xis grue if and only if either (I) xis green and 
first examined before the year 2000, or (2) xis 
blue and not first examined before the year 
2000. 

xis bleen if and only if either (1) xis blue and 
first examined before the year 2000, or (2) xis 
green and not first examined before the year 
2000. 

"Grue" and "bleen" are not projectible. For 
example, if we now (prior to the year 2000) exam
ine lots of emeralds and find that they are all green, 
that gives us an inductive reason for thinking that 
all emeralds are green. Our sample of green emer
alds is also a sample of grue emeralds, so if "grue" 
were projeccible then our observations would also 
give us a reason for thinking that all emeralds are 
grue. These two conclusions together would entail 
the absurd consequence that there will be no emer
alds first examined after the year 2000. It follows 
that "grue" is not projectible. Now the thing to 
notice is that "blue" and "green" are definable in 
terms of "grue" and "bleen" in the precisely the 
same way "grue" and "bleen" were defined in 
terms of "blue" and "green": 

xis green if and only if either (I) xis grue and 
first examined before the year 2000, or (2) x is 
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bleen and not first examined before the year 
2000. 

x is blue if and only if either (1) x is bleen and 
first examined before the year 2000, or (2) x is 
grue and not first examined before the year 
2000. 

Thus the formal relationships between the pair 
"blue," "green" and the pair "grue," "bleen" are 
symmetrical, and hence we cannot distinguish the 
projectible from the nonprojectible by appealing 
only to formal properties of the concepts. Project
ibility seems to have essentially to do with the 
content of the concepts. Therefore, any explana
tion for the existence of inductive prima fade 
reasons must make reference to the particular con
cepts to which the reasons apply, and hence, on the 
logical theory of concepts, inductive prima facie 
reasons become as mysterious as any other prima 
facie reasons. 

There is of course the further point, defended 
earlier, that epistemology requires more prima 
facie reasons than just inductive ones. Thus even 
if inductive reasons had turned out to be formal 
reasons, that would not entirely solve the problem 
of the possibility of prima facie reasons. 

The next thing to notice is that the logical 
theory of concepts makes conclusive reasons just 
as mysterious as prima fade reasons. This has 
generally been overlooked, but it is really rather 
obvious. Epistemologists have noted repeatedly 
that logical entailments do not always constitute 
reasons. Some entailments are conclusive reasons 
and others are not reasons at all. The latter is 
because P may entail Q without the connection 
between P and Q being at all obvious. For exam
ple, mathematicians have proven that the Axiom of 
Choice entails Zorn's Lemma. These are abstruse 
mathematical principles apparently dealing with 
quite different subject matters, and just looking 
at them one would not expect there to be any 
connection between them. If, without knowing 
about the entailment, one were so perverse as to 

believe Zorn's Lemma on the basis of the Axiom of 
Choice, one would not be justified in this belief. 
Once the entailment is known, you can become 
justified in believing Zorn's Lemma partly by 
appeal to the Axiom of Choice, but your full rea
son for believing Zorn's Lemma will be the con
junction of the Axiom of Choice and the 
pr0position that if the Axiom of Choice is true 
then Zorn's Lemma is true. You are believing 

Zorn's Lemma on the basis of this conjunction 
rather than just on the basis of the Axiom of 
Choice. You can never become justified in be
lieving Zorn's Lemma on the basis of the Axiom 
of Choice alone, so the latter is not a reason for the 
former. 

On the other hand, some entailments do provide 
reasons. If I justifiably believe both P and 
(P :J Q), I can justifiably believe Q on the basis 
of these other two beliefs. In this case I do not have 
to believe Q on the basis of the more complicated 
belief: 

P and (P :J Q) and if [P & (P :J Q)] then Q 

To suppose that each instance of reasoning in 
accordance with modus ponens must be recon
structed in this way would lead to an infinite 
regress. 15 Thus some entailments are conclusive 
reasons and others are not. But the logical theory 
of concepts gives us no way to make this distinc
tion. It characterizes concepts in terms of their 
entailment relations to other concepts, but, a for

tiori, all entailment relations are entailment rela
tions. There is nothing about the entailment 
relations themselves that could make some of 
them reasons and others not. Thus conclusive 
reasons become just as mysterious as prima facie 
reasons on the logical theory of concepts. This 
seems to indicate pretty conclusively that the log
ical theory of concepts is wrong. There has to be 
more to concepts than entailment relations. 

To argue that the logical theory of concepts is 
wrong is not yet to say what is right. The theory I 
want to endorse in its place is the epistemological 

theory of concepts. This theory begins by noting 
that concepts are both logical and epistemological 
items. That is, concepts are the categories whose 
interrelationships are studied by logic, and they are 
also the categories in terms of which we think of 
the world. The interrelationships studied by logic 
can all be reduced to entailment relations. Thus 
logic need not take note of any other features of 
concepts. Logic can get along with a cruder picture 
of concepts than can epistemology. But a complete 
account of concepts must accommodate both logic 
and epistemology. There is good reason to think 
that the role of concepts in epistemology is funda
mental. Not all entailment relations are conclusive 
reasons, but it seems likely that all entailment 
relations derive from "simple" entailment rela
tions, where the latter are just those that are con
clusive reasons. Thus a theory of concepts 



adequate for epistemology will very likely be ade
quate for logic as well. The question then becomes, 
"What kind of theory of concepts is adequate for 
epistemology?" In epistemology, the essential role 
of concepts is their role in reasoning. They are the 
categories in terms of which we think of the world, 
and we think of the world by reasoning about it. 
This suggests that concepts are individuated by 
their role in reasoning. What makes a concept the 
concept that it is is the way we can use it in reasoning, 
and that is described by saying how it enters into 
various kinds of reasons, both conclusive and 
prima facie. Let us take the conceptual role of a 
concept to consist of (I) the reasons (conclusive or 
prima facie) for thinking that something exempli
fies it or exemplifies its negation, and (2) the con
clusions we can justifiably draw (conclusively or 
prima fade) from the fact that something exempli
fies the concept or exemplifies the negation of the 
concept. My proposal is that concepts are individ
uated by their conceptual roles. The essence of a 
concept is to have the conceptual role that it does. 
If this is right, the explanation for how there can 
be such things as prima facie reasons becomes 
trivial. Prima facie reasons are primitive constitu
ents of the conceptual roles that characterize con
cepts. Prima facie reasons need not have an origin 
in something deeper about concepts, because there 
is nothing deeper. In an important sense, there is 
nothing to concepts over and above their concep
tual role. To describe the conceptual role of a 
concept is to give an analysis of that concept, 
although not a truth condition analysis. 16 

I think it is undeniable that concepts are indi
viduated by their conceptual roles, and not (at least 
in any non-vacuous way) by their truth conditions. 
But some further explanation for all of this is 
required. Why are concepts individuated in this 
way? I will shortly propose an answer to this ques
tion. For the moment, however, I will simply take 
it as established that concepts are individuated in 
this way. The importance of this theory of con
cepts for the matters at hand is that it lays to rest 
the specter of epistemological relativism. 
Epistemological relativism is the view that (I) dif
ferent people could have different epistemic norms 
that conflict in the sense that they lead to different 
assessments of the justifiedness of the same belief 
being held on the same basis, and (2) there is no 
way to choose between these norms. The 
epistemological theory of concepts enables us to 
escape any such relativism. Because concepts are 
individuated by their conceptual roles, it becomes 
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impossible for people's epistemic norms to differ in 
a way that makes them conflict with one another. 
The epistemic norms a person employs in reason
ing determine what concepts he is employing 
because they describe the conceptual roles of his 
concepts. If two people reason in accordance with 
different sets of epistemic norms, all that follows is 
that they are employing different concepts. Thus it 
is impossible for two people to employ different 
epistemic norms in connection with the same con
cepts. Their conceptual frameworks are deter
mined by their epistemic norms. Epistemological 
relativism is logically false. 17 

Conclusions 

To summarize the discussion of externalism, one 
can be an externalist by being either a belief 
externalist or a norm externalist. These exhaust 
the ways in which externalist considerations 
might be brought to bear on our epistemic 
norms. The belief externalist tries to formulate 
epistemic norms directly in terms of externalist 
considerations, but it is impossible to construct 
reason-guiding norms in this way. The norm 
externalist proposes instead to recommend 
changes in reason-guiding norms on the basis of 
considerations of reliability. But this appeal to 
reliability is redundant because it is already accom
modated by our unmodified internalist norms. 
Thus, as far as I can see, externalism has nothing 
to contribute to the solution to traditional epi
stemological problems. Justified beliefs are those 
resulting from normatively correct reasoning. 
Consequently, any evaluation of the justifiedness 
of a belief must be reason-guiding and hence must 
be beyond the pale of externalism. 

Man as a Cognitive Machine 

I have described how epistemic norms work and 
how they are related to concepts, but we may be 
left wondering why all of this should be the case. A 
fuller understanding of the nature of epistemic 
norms can be obtained by seeing how they are 
integrated into the broader picture of man as a 
cognitive machine. I take it for granted that man 
is a kind of biological information processor. Con
siderable light can be thrown on human epistemo
logy by reflecting on the workings of cognitive 
machines in general. 
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Suppose we were undertaking the feat of build
ing an "intelligent machine" that could interact 
with its surroundings, learn from experience, and 
survive in a reasonably hostile environment. Let's 
call our machine "Oscar." What would we have to 
put into Oscar to make him work? At the very 
least we would have to provide him with ways of 
sensing the environment and thinking about 
the world. It is wonh pursuing some of the 
details. 

Oscar I 

We must begin by incorporating sensors much like 
our sense organs so that Oscar can respond to 
states of the environment, and we might even call 
these sensors "sense organs." We must also incor
porate ''reasoning" facilities, both deductive and 
inductive. And we must incorporate some sort of 
conative structure to provide goals for Oscar to 
attempt to realize. If Oscar is to survive in a hostile 
environment, it would also be wise to 
provide sensors that respond to conditions under 
which he is in imminent danger of damage or 
destruction. We might call these "pain sensors." 
Oscar could then have built-in "fight or flight" 
responses elicited by the activation of his pain 
sensors. 

I have described Oscar as thinking about the 
world. That involves a system of mental 
representation - what we might call a "language 
of thought."18 For Oscar to have a thought is for 
him to "entertain" a sentence in his language of 
thought and treat it in a certain way. Without 
going into details, we can suppose abstractly that 
for Oscar to have a thought is for him to have a 
sentence in his language of thought residing in his 
"B-box."19 Adopting a computer metaphor, we 
can think of the latter as a memory location. 
Oscar's thoughts and beliefs must be causally 
related to his environment and his behavior. On 
the one hand, Oscar must be constructed in such a 
way that the stimulation of his sensory apparatus 
tends to cause him to acquire certain beliefs. On 
the other hand, Oscar's having appropriate beliefS 
must tend to cause him to behave in corresponding 
ways. To describe these causal connections will be 
to describe his facilities for "pure reasoning" (his 
epistemology) and his facilities for practical rea
soning. 

Let us call the machine resulting from this stage 
of design "Oscar I. " 20 

Oscar II 

Oscar I could function reasonably well in a con
genial environment. But in an environment that is 
both reasonably complex and reasonably hostile, 
Oscar I would be doomed to early destruction. He 
would be easy meat for wily machinivores. The 
difficulty is this. To be effective in avoiding 
damage, Oscar I must not only be able to respond 
to the stimulation of his pain-sensors when that 
occurs - he must also be able to predict when that is 
apt to occur and avoid getting into such situations. 
He must be able to exercise "foresight." As we 
have constructed him, Oscar I has the ability to 
form generalizations about his environment as 
sensed by his sense organs, but he has no way to 

form generalizations about the circumstances in 
which his pain-sensors are apt to be activated. 
This is because Oscar I has no direct way of 
knowing when his pain-sensors are activated - he 
has no way of "feeling pain." As I have described 
them, the pain-sensors cause behavioral responses 
directly and do not provide input to Oscar's cog
nitive machinery. If Oscar is to be able to avoid 
pain rather than merely respond to it, he must be 
able to tell when he is in pain and be able to form 
generalizations about pain. To do this he needs 
another kind of sensor - a "pain-sensor sensor" 
that detects when the pain-sensors are activated. 
(Of course, the pain-sensors can themselves be 
pain-sensor sensors if they send their outputs to 
more than one place. We do not need a separate 
organ to sense the operation of the first organ.) 
Suppose we build these into Oscar I, renaming 
him Oscar II. This gives him a rudimentary kind 
of self-awareness. If the conative structure of 
Oscar II is such that he is moved to avoid not 
only the current activation of his pain-sensors but 
their anticipated activation as well, then this will 
enable him to avoid getting into situations that 
would otherwise result in his early demise. 

It is illuminating to note that the difference 
between Oscar I and Oscar II is roughly the dif
ference between an amoeba and a worm. Amoebas 
only respond to pain (or more. conservatively, what 
we can regard as the activation of their pain
sensors) - worms can learn to avoid it. The learn
ing powers of worms are pretty crude, proceeding 
entirely by simple forms of conditioning, but we 
have said nothing about Oscar that requires him to 
have greater learning powers. 

i 

' l 



Beginning with Oscar II we can distinguish 
between two kinds of sensors. First, Oscar II has 
external sensors to sense the world around him. 
These are of two kinds. He has ordinary percep
tual sensors, and he also has pain-sensors that 
respond to environmental stimuli that tend to 
indicate impending damage to his body. Oscar II 
also has an internal sensor to sense the operation of 
his pain-sensors. His internal sensor could be 
described as a 'higher-order sensor' because it 
senses the operation of another sensor. 

Oscar Ill 

Oscar II is still a pretty dumb brute. I have 
described him a~ sensing his physical environment 
and forming generalizations on that basis. But he 
does not do a very good job of that. The trouble is 
that he can only take his perception of the envir
onment at face value. If his "red sensor" provides 
the input "red" to his cognitive machinery, he can 
relate that to various generalizations he has formed 
concerning when there are red things about, and 
he can also use the input to form new general
izations. But the generalizations at which he will 
arrive will be crude affairs. He will have no con
ception of the environment fooling him. For ex
ample, he will be unable to distinguish between a 
machine-eating tiger and a mirror image of a 
machine-eating tiger. All he will be able to con
clude is that some tigers are dangerous and others 
are not. We, on the other hand, know that all tigers 
are dangerous, but that sometimes there is no tiger 
there even though it looks to us like there is. Oscar 
II has no way oflearning things like this. He has no 
way of discovering, for example, that his red sen
sor is not totally reliable. This is because, at least 
until he learns a lot about micromechanics, he has 
no way to even know that he has a red sensor or to 

know when that sensor is activated. He responds to 
the sensor in an automatic way, just as Oscar I 
responded to his pain-sensors in an automatic way. 
If Oscar II is to acquire a sophisticated view of his 
environment, he must be able to sense the activa
tion of his red sensor.21 That will enable him to 
discover inductively that his red sensor is some
times activated in the absence of red objects. 

This point really has to do with computing 
power. Given sufficient computing power, Oscar 
might be able to get by, forming all of his general
izations directly on the basis of the output of his 
external sensors. His generalizations would parallel 
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the kind of "phenomenalistic generalizations" 
required by the phenomenalist epistemologies 
championed in the first half of this century by 
such philosophers as Rudolf Carnap, Nelson 
Goodman, and C. I. Lewis. 22 The most salient 
feature of such generalizations would be their 
extraordinary complexity. Just imagine what it 
would be like if instead of thinking about physical 
objects you had to keep track of the world entirely 
in terms of the way things appear to you and your 
generalizations about the world had to be formu
lated entirely in those terms. You could not do it. 
Human beings do not have the computational 
capacity required to form and confirm such com
plex generalizations or to guide their activities in 
terms of them. Instead, human beings take percep
tual input to provide only prima facie reasons for 
conclusions about their physical environment. 
This allows them to split their generalizations 
into two parts. On the one hand they have general
izations about the relations between their percep
tual inputs and the state of their environment, and 
on the other hand they have generalizations about 
regularities within the environment that persist 
independently of perception of the environment. 
The advantage of dividing things up in this way is 
that the two sets of generalizations can be adjusted 
in parallel to keep each manageably simple 
under circumstances in which purely phenomen
alistic generalizations would be unmanageable. 
Epistemologically, we begin by trusting our senses 
and taking their pronouncements to be indicative 
of the state of the world. More formally, appear
ance provides us with prima facie reasons for judg
ments about the world and, initially, we have no 
defeaters for any of those judgments. Making 
initial judgments in this way we find that certain 
generalizations are approximately true. If (a) we 
can make those generalizations exactly true by 
adjusting some of our initial judgments about the 
world, and (b) we can do it in such a way that there 
are simple generalizations describing the circum
stances under which things are not as they appear, 
we take that as a defeater for the initial perceptual 
judgments that we want to overturn and we 
embrace the two sets of generalizations (the gen
eralizations about the environment and the gener
alizations about the circumstances under which 
perception is reliable). The result is a considerable 
simplification in the generalizations we accept and 
in terms of which we guide our activities. 23 A 
secondary effect is that once we acquire evidence 
that a generalization is approximately true, there is 
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a "cognitive push" toward regarding it as exactly 
true. 

The logical form of what goes on here is strik
ingly similar to traditional accounts of scientific 
theory formation. On those accounts we begin 
with a set of data and then we "posit theoretical 
entities" and construct generalizations about those 
entities with the objective of constructing a theory 
that makes correct predictions about new data. 
There is a formal parallel between this picture 
and our thought about physical objects. Physical 
objects play the role of theoretical entities, our 
sensory input provides the data, and we try to 
adjust the generalizations about physical objects 
and the "bridge rules" relating physical objects 
and sensory input, in such a way that we can 
make correct predictions about future sensory 
input. Of course, all of this is to over-intellectua
lize what goes on in human thought. We do not 
invent physical objects as theoretical entities 
designed to explain our sensory inputs. We just 
naturally think in terms of physical objects, and 
our conceptual framework makes that epistemo
logically legitimate independent of any reconstruc
tion of it in terms of scientific theory formation. 
My point is merely that the logical structure is 
similar. From an information-processing point of 
view, the adoption of such a logical structure gives 
us an additional degree of freedom (the physical 
objects, or the theoretical entities) that can be 
adjusted to simplify the associated generalizations 
and thus minimize the computational complexity 
of using those generalizations to guide activity.24 

The point of all this is that to acquire the kind of 
manageable generalizations about the environment 
that will enable him to keep functioning and 
achieve his built-in goals, an intelligent machine 
must be able to sense the operation of his own 
sensors. Only in that way can he treat the input 
from these sensors as defeasible and form general
izations about their reliability, and the need to 
treat them this way is dictated by considerations 
of computational complexity. Let's build such sec
ond-order sensors into Oscar II and rename him 
Oscar III. He thus acquires a further degree of 
self-awareness. The difference between Oscar II 
and Oscar III may be roughly parallel to the dif
ference between a bird and a cat. Kittens quickly 
learn about mirror images and come to ignore 
them, but birds will go on attacking their own 
reflections until they become exhausted. 

Although Oscar Ill has second-order sensors 
sensing the operation of his first-order "percep-

tual" sensors, this does not mean that he can 
respond to his perceptual sensors only by sensing 
their operation - that is the mistake of the founda
tions theorist. In the ordinary course of events 
Oscar Ill can get along fine just responding 
mechanically to his perceptual sensors. To attend 
to the output of a sensor is to utilize (in cognition) 
the output of a higher order sensor that senses the 
output of the first sensor. Oscar Ill need not 
attend to the output of his perceptual sensors 
under most circumstances because doing so 
would not alter his behavior (except to slow him 
down and make him less efficient). He need attend 
only to the output of his second-order sensors 
under circumstances in which he has already dis
covered that his first-order sensors are sometimes 
unreliable. 25 This is related to the fact that Oscar 
Ill will automatically have reason to believe that 
sense perception is generally reliable. (Of course, 
he might be wrong about this.) 

The cognitive role of the pain-sensors is a bit 
different from that of the perceptual organs. Oscar 
Ill will function best if he almost always attends to 
the output of his pain-sensors. These play a dif
ferent kind of role than the perceptual sensors. 
Their role is not just one of fine-tuning. Except 
in "emergency situations" in which all cognitive 
powers are brought to bear to avoid a permanent 
systems crash, Oscar Ill should always be on the 
lookout for new generalizations about pain, and 
this requires that he almost always be aware of 
when his pain-sensors are activated. This parallels 
the fact that in human beings we are much 
more aware of our pains than of our visual sensa
tions. We generally "look through" our visual 
sensations at the world and do not think about 
the sensations themselves. 

I have attributed two kinds of self-awareness to 
Oscar Ill - he has the ability to sense the activation 
of his pain-sensors and also to sense the activation 
of his perceptual organs. These proceed via "inter
nal" or "higher order" sensors. The important 
thing to realize is that there are simple explana
tions for why such self-awareness will make an 
intelligent machine work better. Other kinds of 
self-awareness may also be either desirable or 
necessary. I have not described Oscar III as having 
any awareness of what goes on internally after he 
acquires perceptual input or pain stimuli. In par
ticular, I have nor described him as having any way 
of sensing the operation of those cognitive pro
cesses whereby he forms generalizations on the 
basis of his perceptual inputs and pain stimuli. 



But such awareness seems to be required for two 

reasons. First, consider defeasible reasoning. In 

defeasible reasoning we reason to a conclusion, 
and then subsequent reasoning may lead to new 

conclusions that undercut the original reasoning 
and cause us to retract the original conclusion. In 

order for such negative feedback to work, the 
cognitive agent must be able to sense and keep 

track of his reasoning processes. Actually, humans 
are not terribly good at this. We forget our reasons 

rather rapidly, and we often fail to make appro
priate corrections even when we remember our 

reasons.26 We would probably work better if we 

could keep better track of our reasoning processes. 

At any rate, the general point seems clear. The 

ability to sense his own reasoning processes will 
be required in order for Oscar to indulge in defea

sible reasoning, and defeasible reasoning seems to 
be required by any kind of sophisticated episte
mology. 

There is another reason a well-functioning cog

nitive agent must be able to sense his own reason
ing processes to some extent. A cognitive agent 

does not try to gather information at random -

he normally seeks to answer specific questions 
(motivated ultimately by conative considerations). 

Built-in epistemic norms will determine what kind 

of reasoning he is permitted to pursue, but they do 

not dictate what reasoning he must pursue. Effect
ive problem solving (at least in humans) involves 

the use of reasoning strategies rather than random 
permissible reasoning, and we acquire such strat

egies by learning about how best to search for 

solutions to various kinds of problems. To learn 
such things we must be aware of how we proceed 
in particular cases so that we can make general

izations about the efficacy of the search procedures 

employed. 

Mental representations 

I described the Oscarites as having a language of 
thought to encode information. This language of 

thought is a representational system. It must, 
among other things, provide ways of thinking 
about particular objects and ascribing properties 

to them. I will call ways of thinking of objects 
mental representations. Philosophy has traditionally 

adopted a rather parochial view of mental repres
entations, often recognizing only one way of think

ing of an object - as the unique object having a 

certain combination of properties. This is to think 
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of an object "under a description." 11'1 fact, this is 
one of the least common ways of thinking of 

objects. This is most easily seen by considering 
how often you can actually find a description that 

uniquely picks out an object without the descrip
tion itself involving a way of thinking about 
another object. For instance, I can think of my 

mother as "the mother of me," but that only 

works insofar as I already have some way of think
ing of myself. It is often fairly easy to propound 
descriptions that pick out objects uniquely as long 

as we are allowed to build into the descriptions 

relations to other objects. But to get such descrip

tions going in the first place, we must begin with 

some other ways of thinking of at least some 

objects. Those other ways could involve 
descriptions provided those descriptions did not 

make reference to further objects, but I 
challenge the reader to find even one such descrip
tion. If we cannot find such descriptions, then it 

seems clear that they do not constitute the mental 
representations in terms of which we think of 

objects. 
The unavoidable lesson to be learned from the 

paucity of descriptions is that we have 

nondescriptive ways of thinking of at least some 

objects. We do not have to look very far to find 

some of those nondescriptive mental representa
tions. First, consider perception. When I see an 

object and make a judgment about it, I do not 

usually think of that object under a description -
not even a description like "the object I am seeing" 
(I am typically seeing many different objects at any 

one time). Instead, I just focus my attention on the 

object and have a thought whose closest expression 
in English is something like "That is a table." In a 

case like this, my visual experience involves what 
we might call a "percept" of an object, and I think 

of the object in terms of that percept. That 

percept is my mental representation of the per

ceived object, and it is a constituent of my 

thought. 27 Percepts are not descriptions, so this is 
an example of a nondescriptive mental repre

sentation. 
A percept can only represent an object while 

that object is being perceived. If I later see another 
object that looks precisely the same way to me, 

then precisely the same percept will recur, but this 
time it will represent the new object. I can, how
ever, continue to think about the original object 

after I am no longer perceiving it. When I do that I 

am no longer thinking of it in terms of the percept, 
so I must be employing a different kind of mental 
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representation. This new mental representation 
still need not be a description. Once I have become 
able to think about an object in some way or other, 
I can continue to think about it even when that 
original mental representation is no longer avail
able to me. This is clear in the case of objects 
originally represented by percepts, but it is equally 
true of objects originally thought about under 
descriptions. Thinking of an object under a 
description, I may acquire a wide variety of beliefs 
about it, but I may eventually forget the original 
description. For instance, I might have first come 
to think of Christopher Columbus under some 
description like "The man my teacher is talking 
about," but I can no longer remember just what 
description I might have used and I may no longer 
remember that Christopher Columbus satisfies 
that description. Such forgetfulness does not 
deprive me of my ability to think of Christopher 
Columbus. I have a nondescriptive way of thinking 
of Christopher Columbus. Such nondescriptive 
ways of thinking of an object are parasitic on 
originally having some other way of thinking of 
the object (either perceptual or descriptive), but 
they are distinct from those other ways. I call these 
nondescriptive ways of thinking of objects "de re 
representations," and I have written about them at 
length elsewhere. 28 

The above remarks are largely remarks about 
the phenomenology of human thought. They 
amount to the observation that we rarely think of 
objects under descriptions, but we do have both 
perceptual and nonperceptual nondescriptive ways 
of thinking of objects. As a remark about human 
psychology, this seems obviously correct, but it 
may also seem philosophically puzzling. How can 
there be such nondescriptive ways of thinking of 
objects? I think, however, we can make the puzzle
ment go away by reflecting on Oscar. Mental 
representations are just singular terms in the lan
guage of thought. If it can be shown that there is 
no obstacle to constructing Oscar in such a way 
that his language of thought contains such singular 
terms, then there should be no reason to be suspi
cious of the claim that human beings employ such 
mental representations. From an information-pro
cessing point of view we can think of de re repres
entations as pigeon holes (memory locations) into 
which we stuff properties as we acquire reasons to 
believe that the objects represented have those 
properties. Properties may drop out of the pigeon 
holes if they are not used occasionally (i.e., we 
forget). In order to establish a pigeon hole as 

representing a particular object we must begin by 
thinking ofthe object in some other way, and that 
initial way of thinking of the object will be the first 
thing to be put into the pigeon hole. For example, 
we might begin by thinking of an object under a 
description, from that acquire a de re representa
tion of the object, and then we might eventually 
forget the original description and only be able to 
think of the object under the de re representation. 
From an information-processing point of view 
there are good reasons (having to do with the 
efficient use of memory) for incorporating some
thing like de re representations into the language of 
thought used by an intelligent machine, and we 
would be well advised to equip Oscar with some 
such device. 

Another important representational device is 
that involved in first-person beliefs. Numerous 
philosophers have observed that, although we can 
think of ourselves in more familiar ways (e.g., 
under descriptions, or perceptually), we can also 
have thoughts about ourselves in which we do not 
think of ourselves in any of those ways. 29 I will 
follow David Lewis in calling these de se beliefs.30 

The mental representations employed in de se 
beliefs will be called de se representations. 
The existence of de se representations is illustrated 
by the following example (due to John Perry 
(1979)): . 

I once followed a trail of sugar on a supermarket 
floor, pushing my cart down the aisle on one 
side of a tall counter and back the aisle on the 
other, seeking the shopper with the torn sack to 
tell him he was making a mess. With each trip 
around the counter, the trail became thicker. 
But I seemed unable to catch up. Finally, it 
dawned on me. I was the shopper I was trying 
to catch. 

What happened when Perry realized that he was 
the shopper with the torn sack? He came to believe 
an identity, viz., that the shopper with the torn 
sack was the same person as he himself. This 
identity involves thinking of the same individual 
(himself) in two different ways (with two different 
mental representations) and believing that they are 
the same individual. The first mental representa
tion is a straightforward descriptive representation 
- Perry thinks of himself as "the shopper with the 
torn sack." But the second representation, in 
which he thinks of himself as "me, myself," is a 
unique representation different from the kinds of 



representations we can employ in thinking of other 
things. I can think of myself under a description, 
or perceptually {e.g., I may see myself in a mirror), 
or in terms of a de re representation, but whenever 
I think of myself in one of those ways I may fail to 
realize that it is myself that I am thinking of. To 
realize that I am thinking of myself is to relate the 
mental representation I am employing to a special 
way of thinking of myself - my de se representation 
of myself. 

Why do I have such a special way of thinking of 
myself? De se representations are essential ele
ments of the language of thought of any sophistic
ated cognizer (human or otherwise). This is most 
easily illustrated by considering the conative 
aspects of Oscar. The purpose of providing Oscar 
with cognitive powers is to enable him to achieve 
built-in goals. This is accomplished by combining 
his beliefS with a conative structure consisting of 
preferences, desires, aversions, and so on, and 
natural inclinations to behave in specifiable ways 
in the presence of particular combinations of 
beliefs and conations. The problem now is to con
struct appropriate behavioral tendencies of the 
latter sort in a creature lacking de se beliefs. I 
claim that it cannot be done. Practical reasoning 
consists of forming the intention to do something 
under specified circumstances, forming the belief 
that you are in such circumstances, and then per
forming the action. We must supply the cognitive 
agent with rules for the formation of appropriate 
intentions and beliefs. The intentions are condi
tional intentions to do something if some particular 
condition is satisfied. To be useful, the conditions 
must concern the agent's situation and not just the 
general state of the universe. They must involve 
the agent's being in the specified circumstances. 
The rules for the formation of such conditional 
intentions must be constructed in such a way that 
the condition involves a mental representation of 
the agent. The representation cannot be one that 
just happens to represent the agent, because the 
rules must be constructed prior to any contingent 
knowledge of the world. For instance, the rules for 
intention formation cannot proceed in terms of 
definite descriptions that just happen to represent 
the agent, because it cannot be predicated ahead of 
time which of these will represent the agent. The 
rules themselves must require that the intentions 
involve a mental representation of the agent, and at 
the time the rules are being constructed it cannot 
be predicted what mental representations will 
represent the agent as a matter of contingent fact, 

Epistemic Norms 

so the rules for intention formation must employ a 
mental representation that represents the agent 
necessarily. That is precisely what de se repres
entations are. 

It is illuminating to illustrate this by considering 
chess-playing programs. Sophisticated chess
playing programs learn and get better as they 
play. Existing programs do not involve any kind 
of de se representation, and that may seem to be a 
counterexample co the claims just made. But the 
reason such programs need not involve de se repre
sentation is that, in the appropriate sense, every
thing in their vocabulary describes the situation of 
the chess-playing computer, and so there is no 
distinction to be drawn between its situation and 
the general state of the universe. Contrast this with 
a computer running a more sophisticated kind of 
chess-playing program that learns not just by play
ing but also by witnessing games played by other 
computers. In this case the computer must be able 
to distinguish between its own game and games it 
is merely witnessing. Its own game must somehow 
be tagged as its own. In effect, this involves de se 
representation. 

My conclusion is that practical reasoning 
requires an agent to form beliefs about his own 
current situation and form intentions about what 
to do if his current situation is of a particular sort. 
It does no good to have general existential beliefs 
about the state of the universe if those beliefs 
cannot be related to the agent, and it is precisely 
the latter that cannot be done without de se beliefs. 
De se representations are required in order to make 
conation and intellection mesh properly. Thus de 
se beliefs are essential in the construction of a 
sophisticated cognitive/ conative machine. I take 
it that that is why they play a central role in 
human thought. 

It is somewhat illuminating to consider just 
what we have to do to equip Oscar with de se 
thought. It might seem that in order to do this 
we have to provide him with a Cartesian ego and a 
way of perceiving it. But it takes little reflection to 
see that that is wrong. Providing his language of 
thought with de se representations is just a matter 
of including a primitive singular term in his lan
guage of thought and then wiring him up in such a 
way that sensory input results in his having de se 
beliefs, and rational deliberation results in de se 
intentions. There is nothing mysterious about 
this. It is all a matter of programming (or wiring). 
In particular, we do not have to equip Oscar with 
"ghost" in his machine. 
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Belief formation 

The purpose of having a language of thought is to 
mediate Oscar's behavioral response to his envir
onment. Sensory input results in behavioral out
put, and an important part of the connection is 
provided by thought. The thought processes con
stitute reasoning and are governed by rules for 
reasoning - both pure reasoning and practical rea
soning. The rules for pure reasoning constitute 
epistemic norms. In effect, epistemic norms com
prise a "program" for the manipulation of sen
tences in the language of thought in response to 
sensory input. 

Insofar as a cognitive agent's reasoning con
forms to his epistemic norms, his beliefs are justi
fied. At this point, it might be wondered why it is 
possible for human beings to reason unjustifiedly. 
Why not just "hardwire" a cognitive agent in such 
a way that he must reason in conformance with his 
epistemic norms? The answer to this seems to have 
to do with the existence of multiple systems of 
information processing. Intellection is the process 
whereby we indulge in explicit reasoning and form 
conclusions on that basis. But intellection is slow 
and consumes large amounts of our limited com
putational capacity. To get around this we also 
have a number of "quick-and-dirty" systems that 
allow us to form conclusions or to respond to 
environmental input quickly in cases in which we 
do not have time to deliberate. These systems are 
quick but "dirty" in the sense that they sometimes 
make mistakes in ways that can only be corrected 
through explicit reasoning. To illustrate, suppose 
you are dealt four cards that are colored on one 
side and numbered on the other. The exposed 
faces of the cards contain a two, a three, a red 
face, and a black face. To test the hypothesis that 
all cards with even numbers on one side are black 
on the other, which cards must you turn over? 
Almost all subjects say initially that you must 
turn over the card with a two showing and the 
card with a black face showing. But a little logical 
reflection indicates that it is not the card with the 
black face that you must turn over, but rather the 
card with the red face. Intellection leads to the 
right answer, but we have a strong initial tendency 
to give the wrong answer. Because the tendency to 
give the wrong answer is so uniform across sub
jects (even among logicians if they do not explicitly 
reason it out), this appears to illustrate the opera
tion of a quick-and-dirty system that goes wrong 
in this case. 31 

Epistemic norms govern intellection, but in 
many cases we want to be able to form beliefs on 
the basis of our quick-and-dirty systems instead. If 
that is to be possible, it must be possible for us to 
circumvent our epistemic norms. That is why 
conformance to epistemic norms is not hardwired, 
and it is why we are able to hold unjustified beliefs. 
I think it is noteworthy, however, just how diffi
cult it is to generate intuitive examples of people 
holding unjustified beliefs. That almost never hap
pens. Except in cases driven by the quick
and-dirty systems, people almost always conform 
to their epistemic norms. It generally requires 
some kind of extreme psychological pressure to 
contravene those norms. 

The operation of quick-and-dirty systems goes 
on "under the surface" - it is not introspectible. 
Only the output of the quick-and-dirty systems is 
introspectible. This contrasts with intellection, 
whose operation is introspectible. The reason for 
this difference is that intellection involves defeas
ible reasoning, and as we have seen, defeasible 
reasoning requires us to be aware of our own 
reasoning. By contrast, the operation of the 
quick-and-dirty systems does not involve the 
same kind of negative feedback and so does not 
require introspective awareness. On the other 
hand, intellection must always be available for 
the correction of the output of quick
and-dirty systems, so that output must be intro
spectible. 

Reason, truth, and the individuation of concepts 

We are now in a position to further understand the 
account of the individuation of concepts that was 
proposed above and was used to fend off epi
stemological relativism. According to the logical 
theory of concepts, all but the most basic concepts 
have nontrivial definitions in terms of more basic 
concepts, where these definitions state necessary 
and sufficient conditions for objects to exemplify 
the concepts. The simplest objection to the logical 
theory of concepts is that such definitions almost 
never exist. It is a very rare concept that can be 
given an informative definition of this sort. I have 
urged instead that concepts are individuated by 
their conceptual roles, where these are their roles 
in reasoning. This is the epistemological theory of 
concepts. Thus far I have argued that the 
epistemological theory of concepts is correct, but 
now we are in a position to see why it is correct. 



Thought consists of the manipulation of sen
tences in the language of thought. What do we 
have to do to make it possible for Oscar to think? 
Correct reasoning consists of manipulating sen
tences in the language of thought in conformance 
with our epistemic norms. Thus all we have to do 
is to provide Oscar with epistemic norms and 
appropriate dispositions to conform to them Pro
viding Oscar with epistemic norms amounts to 
supplying conceptual roles for the primitive 
terms in his language of thought. Once we have 
done that, there is nothing further we need to do 
by way of interpreting his language of thought. 
In particular, there is no need to somehow "supply 
truth conditions." That does not even make 
sense. There is nothing we could do that would 
constitute supplying truth conditions. There is 
no role for truth conditions to play in cognition. 
Once we have provided epistemic norms, Oscar 
can reason and his reasoning can mediate his 
behavioral response to sensory input. That is the 
only role there is for his language of thought to 
play. 

It follows that the "semantics" of Oscar's lan
guage of thought is completely described by 
describing the conceptual roles of the primitive 
terms of his language of thought. Those primitive 
terms express concepts, and I want to con
clude from this that the same thing is true of 
concepts - concepts are characterized by their 
conceptual roles. Here, I understand the concep
tual role of a concept to be the conceptual role of a 
term in the language of thought that expresses that 
concept. One must not jump to this conclusion too 
hastily, however. Concepts are Platonic items 
whereas terms in the language of thought are 
mental items. Concepts are constituents of propo
sitions, and propositions are what we think when 
we have thoughts. Thought consists of the manip
ulation of sentences in the language of thought. 
General terms in the language of thought express 
concepts. This suggests that in constructing a 
semantics for the language of thought we begin 
with concepts and then attach them to terms 
from the language of thought. But I think that 
this is misleading. What is basic is the language 
of thought itself, and talk of concepts and proposi
tions is to be explained in terms of it rather than 
the other way around. Concepts and propositions 
are forced into our ontology by the nature of 
defeasible reasoning. Defeasible reasoning requires 
us to be able to think about our thoughts. I must, 
fur example, be able to recognize that one thought 
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was my reason for another thought. Thinking 
about my thoughts in this way, I must also be 
able to assign truth values to them so that I can 
judge, for instance, that my reason for one thought 
involved another thought that I now know to be 
false. It is possible to think about our thoughts in 
ways that are related only contingently to their 
contents. For example, if I woke up thinking that 
it was a beautiful day, I can think about that 
thought as the first thought I had this morning. 
But such contingent ways of thinking of thoughts 
are not sufficient for defeasible reasoning. In 
defeasible reasoning I must be able to judge that 
some thought I had was false, and in order to do 
that I must know what it was that I was thinking. 
For example, I cannot judge (except indirectly) 
that the first thought I had this morning was 
false unless I know that it was the thought that it 
was a beautiful day. In other words, I must be able 
to think about my thoughts in terms of their con
tents. This is to think about them in terms of the 
propositions that are thought. Thus a cognitive 
agent endowed with the power of defeasible rea
soning must have a language of thought that con
tains what we can regard as ways of thinking about 
propositions. 

The preceding suggests that defeasible reason
ing requires ontologically suspicious presupposi
tions. But in an important sense, that is wrong. 
The language of thought is the vehicle for reason
ing. Once we have enabled Oscar to reason by 
providing him with epistemic norms we have 
done all we need to do by way of integrating his 
language of thought into his cognitive machinery. 
In doing this, we will, among other things, have 
taught Oscar how to use mental representations of 
propositions in reasoning. But note that in 
enabling Oscar to reason with these mental repres
entations we do not have to tell him what they 
represent - all we have to do is tell him what 
moves are legitimate in using them in reasoning. 
This is a matter of wiring or programming - not 
ontology. On the other hand, once we have wired 
him or programmed him to reason in the right 
ways, he then has the power to do what we call 
"thinking about propositions." But in order for 
him to do this, we do not have to first "supply 
propositions for him to think about." Looking at 
all this from the outside, whether there really are 
any propositions for him to be thinking about is 
totally irrelevant to his reasoning. 

But next note that we can also look at this from 
the inside. After all, we too are cognitive agents 
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endowed with defeasible reasoning. We regard 
Oscar as thinking about propositions because he 
is doing what we do when we have thoughts that 
we regard as being about propositions. Is there 
something illegitimate about what we are doing? 
Surely not. We are conforming to our epistemic 
norms, and those norms make it the case that we 
are justified in concluding that there are proposi
tions. This follows from the kinds of judgments we 
must be able to make in defeasible reasoning. For 
instance, I must be able to conclude that I assumed 
something false in reasoning in a certain way. The 
"something false" was a proposition. That is just 
what we mean by "proposition." It follows (in 
accordance with my epistemic norms) from the 
fact that I assumed something false that there was 
something false, i.e., there was a false proposition, 
and hence there was a proposition. Thus belief in 
propositions is mandated by our epistemic norms, 
which are in turn constitutive of our conceptual 
framework. Hence we cannot be faulted for believ
ing in propositions and concepts. We are com
pletely justified in such beliefs. 

My conclusion is that an ontology of proposi
tions and concepts is forced upon us by our epi
stemic norms, or equivalently, by the semantics of 
our language of thought. That semantics is con
stituted by our epistemic norms. Concepts are, in 
effect, created to be the contents of general terms 
in the language of thought. The general terms are 
basic, and concepts are to be understood in terms 
of them rather than the other way around. Those 
general terms are characterized by their conceptual 
roles, so the concepts are equally characterized by 
their conceptual roles. This I take it is the ultimate 
and deep explanation for the epistemological the
ory of concepts. 

If we do not need truth conditions for the func
tioning of concepts, it might be wondered why we 
even have the concept of truth. The answer is that 
this concept is required for defeasible reasoning. 
We can think a thought, and we can also think 
about a thought. To think a thought is to think 
about whatever the thought is about. On the other 
hand, to think about the thought is to think about a 
proposition. In what we might call "first-order 
reasoning" we just think thoughts, reasoning 
from one to the next without thinking about the 
thoughts. But in correcting defeasible reasoning 
we must also think about our thoughts, judging, 
for instance, that something we used in getting to a 
particular conclusion was false. We do not need 
the concept of truth in order to affirm a thought 

while thinking that thought. The affirmation is 
part of the thinking. But in order to affirm a 
thought while thinking about it, we do need the 
concept of truth. The ability to ascend a level and 
think about our thoughts is required for the opera
tion of defeasible reasoning, and that in turn 
requires that we have the evaluative concepts of 
truth and falsity. 

The way in which we ascend levels and ascribe 
truth values to propositions is dictated by our 
epistemic norms. If P is a proposition I am able 
to entertain, then my language of thought must 
contain a mental representation "P" of P, and my 
epistemic norms must license reasoning something 
like the following: 

What I believed was "P'' 
p 

Therefore, what I believed was true.32 

Just to have a label, I will call this disquotational 
reasoning. I write the mental representation "P" 
using quotation marks because this is suggestive of 
the way the representation works. The quotation 
marks cannot be taken altogether seriously, 
because we are not forming the quotation name 
of a sentence but rather a mental representation of 
a proposition. But there is a strong and important 
parallel between the mental representation "P" 
and quotation names of sentences. We can refer 
to a sentence in terms of some property it has 
contingently, e.g., as "the first sentence on page 
137." In contrast to this, quotation names are 
noncontingent ways of referring to sentences. 
The rules of English dictate that enclosing a sen
tence in quotation marks generates a term desig
nating that sentence and no other sentence. 
Similarly, we can think of a proposition in differ
ent ways. For example, I might think of a proposi
tion under the contingent description "The first 
proposition entertained by Bertrand Russell on the 
morning of April 3, 1921." But I will not ordinar
ily be able to ascribe truth or falsity to the proposi
tion so conceived unless I know what proposition it 
is. To know what proposition it is is to be able to 
think of it in another way, "in terms of its con
tent," and know that the two propositions are the 
same. This is to think of the proposition in a 
"direct" fashion that is necessarily a way of think
ing of that particular proposition. This point can 
be put more clearly in terms of the above schema 
of disquotational reasoning. That schema is sup
posed to be dictated by our epistemic norms. But 



in order for our epistemic norms to dictate any 
such schema, it must be predetermined that "P" 
designates P. Thus "P" cannot designate P just 
accidentally. "P" must designate P necessarily. 
(This is precisely analogous to the observation 
that practical reasoning requires me to have a 
special way of thinking of myself that is necessarily 
a way of thinking of myself.) "P" designates P 
necessarily because our epistemic norms predeter
mine that it does, and the way they predetermine 
that is by licensing the above schema of disquota
tional reasoning. 

Thus far I have been talking about propositions, 
but similar observations can be made about con
cepts. I might think of a concept as "Immanuel 
Kant's favorite concept" but that will not help me 
in judging whether Holly exemplifies that concept 
unless I know what concept it is, and knowing 
what concept it is involves being able to think of 
it in another, noncontingent, way. This corres
ponds to the fact that we employ something like 
disquotational reasoning in connection with con
cepts too. For instance, we may move from the 
observation that the ball is red to the conclusion 
that the ball exemplifies the concept of being red. 
Such reasoning requires us to be able to think 
about the concept in a direct noncontingent 
way.33 In logical contexts, when we think of con
cepts and propositions we usually think of them in 
this direct fashion. 34 

I have described one way in which defeasible 
reasoning requires the concepts of truth and fal
sity. Defeasible reasoning also requires them in 
another way. This has to do with a general kind 
of defeater applicable to all prima facie reasons. All 
prima facie reasons are subject to defeat by "reli
ability defeaters." If P is a prima facie reason for 
Q, and I believe Q on this basis, my reasoning is 
defeated by the discovery that I am in some kind of 
circumstances C under which P's being true is not 
a reliable indicator of Q) being true. For example, 
suppose I believe that the sheet of paper before me 
is red on the basis of its looking red. This reason
ing is defeated by the discovery that the paper is 
illuminated by red lights and under such circum
stances something's looking red is not a reliable 
indicator of its being red. The concept of reliability 
presupposes truth. The reliability of P as an indi
cator of Q under circumstances of type C is just 
the probability of Qs being true under circum
stances of type C given that P is true. Thus this 
is another way in which defeasible reasoning 
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requires us to be able to think about propositions 
and their truth. 

The concept of truth is required for defeasible 
reasoning, but it is just one more concept in our 
ratiocinative arsenal. The concept of truth is char
acterized by its role in reasoning just like any other 
concept. Rather than truth being fundamental and 
rules for reasoning being derived from it, the rules 
for reasoning come first and truth is characterized 
by the rules for reasoning about truth. 

A Naturalistic Internalism 

To my mind the most serious objection (other than 
falsehood) to all existing epistemological theories is 
that they are radically incomplete. Although they 
might give correct descriptions of some of our 
epistemic norms, they provide no systematic 
account of epistemic justification. They do not 
tell us what epistemic justification is all about 
and they do not explain why we have the epistemic 
norms we have. This objection can now be met. 
Epistemic justification consists of holding beliefs 
in conformance to correct epistemic norms. But as 
we have seen, our epistemic norms are constitutive 
of the concepts we have and hence it is a necessary 
truth that our actual epistemic norms are correct. 
Thus we can give an entirely adequate analysis of 
epistemic justification as follows: 

A person's belief is justified if and only if he 
holds it in conformance to his epistemic norms. 

In understanding this analysis we must distinguish 
between doing something in accordance with 
norms and doing it in conformance to the norms. 
The analysis proceeds in terms of the latter. To say 
that you act in accordance with a norm is just to 
say that your behavior does not violate the norm. 
This is compatible with your doing it for some 
reason unrelated to the norm. To say that you act 
in conformance with the norm is to say not only 
that you act in accordance with the norm but also 
that your behavior is guided by the norm. Justifi
cation requires conformance - not just accordance. 

This is a naturalistic analysis of epistemic just
ification. Reasoning is a natural process. It is some
thing we know how to do. To say that we know 
how to do it is to say that it is governed by norms. 
Our epistemic norms are, by definition, the norms 
that actually govern our reasoning. This, I claim, is 
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a naturalistic definition of "epistemic norm." Of 
course, I have not proposed an infurmative logical 
analysis of the governance process which forms the 
basis of these definitions, but that should not be 
expected. This is a natural process that we can 
observe in operation, not just in reasoning but in 
all cases of internalized procedural knowledge, and 
its nature can be clarified by psychological invest
igations. I take it that the preceding remarks about 
the role of epistemic norms in a cognitive machine 
go some distance towards clarifying all of this. But 
it must be emphasized that the only clarification 
that can be expected here is empirical clarification. 
We can no more provide an informative logical 
analysis of the governance process than we can 
provide an informative logical analysis of electrons 
or magnetism. These are natural kinds and natural 
processes that we discover in the world, and their 
nature is revealed by empirical investigation - not 
logical analysis. 

No doubt some philosophers will be disturbed 
by the fact that my analysis of epistemic justifica
tion does not characterize justified beliefs in terms 
of a single general property (like reliability) intrin
sic to the beliefs, but instead characterizes justified 
beliefs in terms of the reasoning underlying them. 
That, however, is just the way things are. What 
makes a belief justified is its being supported by 
reasoning of an approved sort, and there is no 
reason to think there are general intrinsic proper
ties of beliefs that determine whether that is poss
ible. This is connected with the charge that 
internalist theories give piecemeal characteriza
tions of epistemic justification. That is only a 
difficulty if there is something more to be given 
and hence something is being left out. To clarify 
this point, let us distinguish between a character
ization of epistemic justification in the sense of an 
analysis of epistemic justification, and a character
ization in the sense of an epistemological theory. I 
gave an analysis above. I will understand an epi
stemological theory, on the other hand, to be a 
theory that attempts to describe our epistemic 
norms. There is nothing piecemeal about my ana
lysis of epistemic justification, but an epistemolo
gical theory will automatically be piecemeal. This 
is a consequence of the nature of reason-guiding 
(or more generally, action-guiding) norms. Such 
norms tell us that under certain circumstances we 
are permitted to do various things and not per
mitted to do other things. These norms have to be 
rather specific because, as we saw above, they must 
take as input only features of the present circum-

stances that are directly accessible to our automatic 
processing systems. This precludes the possibility 
of the norms appealing to sweeping general fea
tures of the circumstances (features such as the 
belief being produced by a reliable process). Com
pare the norms for bicycle riding. These are going 
to be very specific, including such things as, "If 
you feel yourself losing momentum then push 
harder on the pedal" and "If you think you are 
falling to the right then turn the handlebars to the 
right." Epistemic norms will be equally specific, 
telling us things (approximately) such as "If some
thing looks red to you and you have no reason for 
thinking it is not red then you are permitted to 
believe it is red." There is no more reason to think 
that we can combine all epistemic norms into one 
simple general formula than there is for thinking 
there is a single simple formula governing the use 
of the pedals, the handlebars, the brakes, and so 
on, in bicycle riding. Action-guiding norms cannot 
work that way. 

It is illuminating to contrast this account of 
epistemic norms with more conventional internal
ist formulas. lnternalists have been inclined to say 
instead that our epistemic norms describe the way 
we actually reason. This claim has played an 
important role in internalist epistemology, because 
it tells us how to find out what proper epistemic 
norms are - just examine the way we actually 
reason.35 But this is at least misleading. We do 
not always reason correctly, and what epistemic 
norms describe is correa reasoning. We might 
similarly be inclined to say that our bike-riding 
norms describe the way we actually ride a bicycle, 
but even when we know how to ride a bicycle we 
sometimes make mistakes and fail to conform to 
our norms - I might be distracted by a pretty girl 
and lose my balance. Thus we might more accur
ately say that our bike-riding norms describe the 
way we actually ride a bicycle when we do it 
correctly. This formulation, however, sounds vac
uous. After all, riding a bicycle correctly or reason
ing correctly just is to conform to the norms. This 
creates a real puzzle for traditional accounts of 
action-guiding norms. The puzzle is resolved by 
seeing how norms for doing something are con
nected with knowing how to do it. The best way to 

describe the connection between norms and actual 
behavior is to say, as I did above, that our bike
riding norms and our epistemic norms are the 
norms that actually guide us in riding bicycles and 
reasoning. This is similar, in a very important 
respect, to the more customary claim that our 



epistemic norms describe the way we actually rea
son. In each case, norms are to be elicited from 
what we actually do and not from some mysterious 
criterion, separate from our actual behavior, that 
tells us what we should do. But there is also an 
important difference between the present formula
tion and the traditiona\ formulation. The present 
formulation does not take our reasoning behavior 
at face value. It recognizes that we can reason 
incorrectly. That need not confound us in formu
lating epistemic norms because, by virtue of know
ing how to reason, we know how to evaluate 
reasoning, and so we can recognize correct and 
incorrect reasoning when we see it (although not 
necessarily with perfect reliability). This recogni
tion process is part of the internal "non-intellec
tual" process whereby our norms govern our 
behavior. The process is non-intellectual in the 
sense that it does not involve our making any 
conscious explicit comparison of our behavior 
with some explicitly formulated paradigm. The 
process goes on under the surface. But even 
though we cannot consciously monitor the process, 
we can make use of the results by noting that 
under certain circumstances we judge some beha
vior to be permissible and other behavior to be 
impermissible. On the basis of these individual 
(normative) observations we can try to construct 
a general theory of right reasoning or correct 
bicycle riding. 

This general account of epistemic norms and 
epistemological theories has important implica
tions for philosophical methodology. Epistemolo
gical theories are supposed to give general 
accounts of "right reasoning" - that is, they pur
port to describe our epistemic norms. It is a con
tingent psychological fact that we have the norms 
we have. Equivalently, it is a contingent psycholo
gical fact that we employ the conceptual frame
work we actually employ. Does this mean that 
epistemological theories are contingent? This is a 
rather complicated question. The answer is, 
"Partly 'yes,' and partly 'no.' " Part of what we 
do in epistemology is to elicit our actual epistemic 
norms, and that really is a contingent matter. But 
our ultimate conclusions are to the effect that 
particular concepts have conceptual roles of certain 
sorts. The conceptual role of a concept is a neces
sary feature of that concept, so it seems that our 
ultimate conclusions are, if true, necessarily true. 
Let us take this a bit more slowly, looking at each 
step of what transpires in an epistemological 
analysis. 
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We begin with a question such as, "How are we 
justified in forming beliefs about the colors of 
objects?", that is, "What are the conceptual roles 
of color concepts?" We begin our investigation by 
trying to determine how we actually make such 
judgments. This is a matter of eliciting the epi

stetnic norms we actually employ. That is a ques
tion about human psychology. But this does not 
mean that the best way to go about answering it is 
by performing laboratory experiments. To illus
trate, consider a simpler case. Typing is an excel
lent example of something we learn to do 
automatically. When we learn to type we internal
ize norms telling us what to do and then we follow 
those norms automatically. Now suppose we want 
to describe those norms. Consider the question, 
"What finger do you use to type a 'w'?" We could 
try to answer that question by designing a labora
tory experiment in which we observe people typ
ing "w"s under a wide variety of circumstances, 
but that would be silly. There is a much easier way 
to do it. We can imagine typing a "w" and observe 
what we do. Touch typists find themselves using 
their left ring finger. How can this work as a way 
of eliciting our norms? After all, we are not just 
asking what finger a person uses on a particular 
occasion, and people do not always type correctly. 
What we want to know is what finger our typing 
norms prescribe using to type a "w." The reason 
we can answer this question by performing our 
thought experiment is that there is an introspect
ible difference between conforming to one's inter
nalized norms and not conforming. It is this fact 
that led us to the discovery of epistemic norms in 
the first place. We could perversely type the "w" 
with our right index finger, but if we did we would 
know that we were not doing it the way we learned 
to do it. The explanation for the introspectibility 
of this difference is something we have already 
observed. Namely, it is required in order for 
action-guiding norms to be able to correct ongoing 
behavior. For example, in swinging a tennis racket 
I monitor my swing, I can tell at each instant 
whether I am too high or too low, and I can correct 
my swing accordingly. Thus it is important to the 
operation of action-guiding norms that conform
ance to them be introspectible. 

Now consider the epistemological question, 
"How do we judge that something is red?", 
where this is intended to be a question about our 
epistemic norms. Sometimes we reflect upon 
actual judgments we observe ourselves making. 
More often we imagine making such judgments 
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under normal circumstances and see what goes on. 
For example, suppose we are considering the 
hypothesis that something's looking red to us 
gives us a prima facie reason for thinking it is 
red. We imagine being in situations in which 
things look red to us and note that if there are no 
"intervening" considerations we will come to 
believe that the object is red. This is not just an 
observation about what actually happens. It is 
an observation about what we know to do in jud
ging colors, that is, an observation about how our 
automatic processing system actually guides us in 
reasoning about colors. It is the introspectibility of 
conforming to a norm that makes this observation 
possible. Next, suppose it is asked whether, in 
acquiring justification from this prima facie rea
son, it suffices to merely believe no defeaters, or if 
we must instead have the positive belief that there 
are no true defeaters. We might imagine being in 
situations in which we believe no defeaters but 
have not given the matter any thought and so 
have no beliefs one way or the other about whether 
there are any true defeaters. Again, by introspect
ing on whether we would be conforming to norms 
by making various judgments in these imagined 
circumstances, we find that under such circum
stances we would be conforming to our norms by 
judging the object to be red on the basis of its 
looking red to us, and so we conclude that our 
epistemic norms permit us to make the inference 
without having the belief that there are no true 
defeaters. 

This illustrates what goes on in epistemological 
analysis. Our basic data concern what inferences 
we would or would not be permitted to make 
under various circumstances, real or imaginary. 
These data concern individual cases and our task 
as epistemologists is to construct a general theory 
that accommodates it. Epistemologists have often 
supposed that our epistemic rules should be, in 

some sense, self-evident. 36 I have been arguing 
that many of the individual bits of data on which 
our epistemological theory is founded will, in a 
certain sense, be self-evident (more accurately, 
introspectible). By virtue of knowing how to rea
son we know how to tell right reasoning when we 
see it, and that provides us with our data. But that 
does not guarantee that it will be easy to construct 
theories describing our epistemic norms or that 
such theories will be obviously right once we 
have them. One complication both in the use of 
thought experiments and in interpreting our data 
is that because our automatic processing system 

operates in a non-intellectual way without any 
conscious monitoring, it need not be obvious to 
us what makes a particular belief justified even 
when it is evident to us that it is justified. Our 
data consist in the fact that various beliefs are 

justified - not why they are justified. This can be 
illustrated by reflecting upon the fact that we have 
a much better account of perceptual knowledge 
than we do of many other kinds of knowledge. I 
have urged that our being appeared to in various 
ways provides us with prima facie justification for 
holding beliefs about our physical surroundings. 
The defense of this claim assumes that our beliefs 
in normal perception arise psychologically from 
our being appeared to in various ways. This is a 
contingent psychological thesis and cannot be 
regarded as a self-evident philosophical datum. 
Nevertheless, we regard it as a well established 
psychological fact, and so have no misgivings 
about assuming it in constructing an account of 
our epistemic norms. 

Contrast epistemological theories of perceptual 
knowledge with those of a priori knowledge. We 
have no very good theories of a priori knowledge 
despite the fact that we have no difficulty telling 
which beliefs are justified and which are not when 
we are actually doing mathematics or logic. In 
other words, we know how to proceed in a priori 
reasoning, and hence we have the same kind of 
basic data as in the case of perception - we can 
recognize some beliefs as justified and others as 
not. What we lack in the case of a priori knowledge 
is a psychological account of what is going on when 
we have justified beliefs. We do not know the 
psychological source of such beliefs, and this ham
strings us in the attempt to construct theories of 
justification. This illustrates both the way in which 
our basic epistemological data are self-evident and 
the importance of contingent nonself-evident psy
chological facts in the construction of epistemolo
gical theories. In an important sense, describing 
our actual epistemic norms is part of psychology. 
This does not mean that it is best carried out in the 
laboratory, but neither can it be denied that the 
results of laboratory investigations can be relevant. 

It is interesting to compare the epistemological 
methodology I have just described with the stand
ard methodology in linguistics. In constructing 
grammatical theories for their own languages, lin
guists typically rely upon their own intuitions 
regarding grammaticality. They make what they 
call "the competence/performance distinction," 
according to which it is assumed that speakers of a 



language know how to judge grammaticality even if 
they do not always produce grammatical sentences, 
and then they rely upon their own ability to judge 
grammaticality to provide them with data concern
ing the grammaticality of particular sentences. 
They then seek general theories of grammaticality 
to accommodate these data. What is happening 
here is precisely parallel to what goes on in the 
construction of an epistemological theory. In each 
case, we have procedural knowledge. In the one 
case we know how to reason, and in the other case 
we know how to talk. Because the conformance to 
internalized norms is introspectible, this proce
dural knowledge enables us to recognize particular 
instances of correct reasoning and correct talking, 
and then we can use those particular instances as 
data upon which to build a general theory. 

The contingent enterprise of describing our 
actual epistemic norms is not all there is to epi
stemology. From a description of our epistemic 
norms, we want to draw conclusions about the 
conceptual roles of various concepts, and that is a 
matter of conceptual analysis. But conceptual 
analysis is supposed to provide us with necessary 
truths. How is it possible to derive necessary truths 
from contingent psychological generalizations? In 
order to answer this question, note first that true 
statements about the necessary properties of things 
need not be necessarily true. To take a well-worn 
example, nine is the number of planets, and nine is 
necessarily such that it is odd, so it follows that the 
number of planets is necessarily such that it is odd; 
but the latter is only contingently true. This is 
because the necessity involved is de re rather than 
de dicto. Similarly, a statement describing the 
necessary properties of a concept must refer to 
the concept in some way, and if the mode of 
reference is only contingently a way of referring 
to that particular concept then even though the 
property ascribed to the concept is a necessary 
property of the concept, the resulting statement 
will be contingent. Applying this to epistemology, 
in describing epistemic norms we are describing 
necessary properties of concepts, but this does not 
mean that our epistemological pronouncements are 
themselves necessary truths. It depends upon how 
we are thinking of the concepts. For example, we 
might be thinking of the concept red under some 
description such as "what is ordinarily expressed 
by the word 'red' in English." The meaning of an 
English word is a contingent matter, and so 
the claim that the concept red, so conceived, has 
such-and-such a conceptual role, will be a 

Epistemic Norms 

contingent claim about necessary properties of 
concepts. 

Although conceptual analyses need not be 
expressed by necessary truths, there will be neces
sary truths lurking in the wings. We can think of 
propositions and concepts in terms of contingent 
descriptions of them, but I pointed out above that 
disquotational reasoning requires that we also have 
noncontingent ways of thinking of propositions 
and concepts. This involves the use of mental 
representations that are predetermined by our 
epistemic norms to designate the propositions or 
concepts that they do designate. If you think about 
a concept in this direct fashion and you ascribe a 
necessary property to it, then your belief is neces
sarily true. A conceptual analysis describes neces
sary properties of concepts, so if the conceptual 
analysis is expressed by a proposition that is about 
the concept directly then that proposition is neces
sarily true. Thus conceptual analyses do generate 
necessary truths. But they are not a priori truths. 
The analyses describe the conceptual roles of con
cepts, and our knowledge of those conceptual roles 
is derived from the discovery of contingent psy
chological generalizations regarding what episte
mic norms we employ in reasoning. Thus the 
ultimate issue of epistemology is necessary a pos

teriori conceptual analyses. 
Naturalistic epistemology is usually associated 

with externalism, but the present internalism is 
thoroughly naturalistic and, to my mind, gives 
epistemology much firmer roots in psychology 
than do existing externalist theories. Epistemology 
and psychology become firmly wedded. 

7 Direct Realism 

Having proposed a general account of the nature of 
epistemic norms and epistemic justification, I will 
end this book with a sketch of what I regard as the 
correct set of epistemic norms. I have argued that 
(1) the correct epistemic norms must be nondox
astic, and (2) they cannot be externalist. Thus what 
we must have is a nondoxastic internalist theory. 
Specifically, our epistemic norms must license 
inferences directly from perceptual states to phy
sical-object beliefs without mediation by beliefs 
about the perceptual states. A theory of this sort 
is what I have called "direct realism." Direct real
ism can have a structure very much like a founda
tions theory. My own view is that the foundations 
theory I have sketched elsewhere got things almost 
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right.37 Where it went wrong was in adopting the 
doxastic assumption and thereby assuming that 
perceptual input must be mediated by epistemolo
gically basic beliefs. Epistemic norms must be able 
to appeal directly to our being in perceptual states 
and need not appeal to our having beliefs to that 
effect. In other words, there can be "half-doxastic" 
epistemic connections between beliefs and non
doxastic states that are analogous to the "fully 
doxastic" connections between beliefs and beliefs 
that we call "reasons." I propose to call the half
doxastic connections "reasons" as well, but it must 
be acknowledged that this is stretching our ordin
ary use of the term "reason." The motivation for 
this terminology is that the logical structure of 
such connections is completely analogous to the 
logical structure of ordinary prima facie reasons. 
That is, the half-doxastic connections convey jus
tification defeasibly. 

The treatment of reasons I have adopted else
where took reasons to be the propositions believed 
rather than the states of believing those proposi
tions. 38 As long as we are concerned exclusively 
with reasoning from beliefs, that is unassailable. 
But reasoning from nondoxasric states must be 
described differently because nondoxastic states 
do not have propositional content in the same 
way belief states do. If I believe that I am appeared 
to redly then my belief state has as its content the 
proposition that I am appeared to redly. But if I 
am merely appeared to redly, that perceptual state 
does not similarly have a propositional content. 
Reasoning from the perceptual state must appeal 
to the perceptual state itself rather than to a (non
existent) content. When one makes a perceptual 
judgment on the basis of a perceptual state, I want 
to say that the perceptual state itself is one's rea
son. For the sake of uniformity, I will say the same 
thing about belief states, taking the belief state 
rather than the content of the belief state to be 
the reason. This involves the following modifica
tions to our earlier definitions of "reason" and 
"defeater": 

DEFINITION: 
A state M of a person S is a reason for S to 
believe Q if and only if it is logically possible for 
S to become justified in believing Q by believing 
it on the basis of being in the state M. 

DEFINITION: 
If M is a reason for S to believe Q, a state M"' is 
a defeater for this reason if and only if it is 

logically possible for S to be in the combined 
state consisting of being in both the state M and 
the state M"' at the same time, and this com
bined state is not a reason for S to believe Q 

Reasons are always reasons far beliefs, but the 
reasons themselves need not be beliefs. We can 
modify our definitions of "rebutting defeater" 
and "undercutting defeater" similarly. A mental 
state is a prima focie reason for a belief if and only if 
it is a reason for which there can be defeaters. 

Direct realism can adopt the same basic struc
ture of epistemic justification, as does the founda
tions theory I have outlined, with the exception 
that epistemologically basic beliefs are replaced by 
"epistemologically basic mental states," the latter 
being mental states that constitute reasons for var
ious kinds of judgments. Among these mental 
states will be perceptual states, memory states, 
and perhaps some others. For instance, direct real
ism can handle the problem of perception by 
adopting nondoxastic prima facie reasons such as 
the following: 

x's looking red to S is a prima facie reason for S 
to believe that x is red. 

This means that the perceptual state itself is the 
reason, and not a belief about the perceptual state. 

An initially puzzling feature of direct realism 
emerges from the observation that although we 
do not usually have beliefs about our perceptual 
states, we sometimes have such beliefs. When we do 
they are relevant to what perceptual judgments we 
are justified in making. For example, if x looks red 
to me, but I believe that x does not look red to me, 
then I am not justified in taking x to be red on the 
basis of the perceptual state. Other doxastic and 
nondoxastic combinations are also possible. For 
instance, I might believe that x looks red to me 
when in fact it does not. Reflection on such cases 
seems to indicate that they justify one in judging 
that x is red. These examples indicate that when 
we have them, beliefs about nondoxastic states take 
precedence over the nondoxastic states themselves 
in determining what we are justified in believing. 
This can be explained by recalling the corrective 
role of intellection in belief formation. Intellection 
is always available to correct the output of both 
quick-and-dirty systems and intellection itself. 
Ordinarily, we move directly from perceptual 
states to judgments about physical objects, without 
forming any beliefs about what perceptual states 



we are in. What we are now noting is that in those 
unusual cases in which we do form such beliefs, 
the beliefs about the perceptual states take preced
ence over the states themselves in determining 
what conclusions are justified. This is a direct 
reflection of the corrective role of intellection. An 
efficient cognitive agent must be able to function 
mechanically for the most part by employing sys
tems that are quick but dirty. lntellection is avail
able by correcting the dirty systems when they go 
wrong. In order to do that, intellection must have 
the power to override other systems. lntellection 
functions in terms of beliefs, so beliefs about input 
states must be given precedence over the input 
states themselves. 

Giving beliefs about perceptual states preced
ence over the perceptual states themselves can be 
handled by taking the above nondoxastic reason 
to supplement the doxastic reason I have 
described elsewhere rather than replacing it. That 
doxastic reason must now be reformulated as fol
lows: 

S's believing that x looks red to him is a prima 
facie reason for S to believe that x is red. 

Then we adopt the following defeater for the non
doxastic reason: 

S's believing that x does not look red to him is a 
defeater for x's looking red to S as a prima facie 
reason for S to believe that x is red. 

Memory can be handled analogously by supple
menting the doxastic mnemonic prima facie reason 
described elsewhere39 with the following nondox
astic mnemonic prima facie reason and accom
panying defeater: 

S's seeming to remember P is a prima facie 
reason for S to believe P; S's believing that he 
does not seem to remember P is a defeater for 
this prima facie reason. 

This is only a crude sketch of the structure of 
reasons embodied in a plausible formulation of 
direct realism, but it is enough to give the flavor 
of such a theory.40 It strikes me as a very plausible 
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kind of theory. It reins the attractive intultlons 
about the connection between justification and 
reasoning that are part and parcel of classical foun
dations theories, while avoiding the shortcomings 
of such theories by giving up the doxastic assump
tion. Perhaps it is good to close by considering 
what we can say about the skeptical problem of 
how we can know that we are not brains in vats 
with all our perceptual experiences provided by a 
sophisticated computer. This skeptical problem 
can be seen to have a trivial solution. My percep
tual experience provides me with good reasons for 
believing that I am in my study, typing on my 
computer and occasionally gazing out at the moun
tains. It is a necessary truth that my perceptual 
experiences provide me with such reasons. This 
necessary truth is a reflection of the necessary 
features of my concepts that make them the con
cepts they are. The structure of reasons is consti
tutive of the concepts. That I am in my study, 
typing and looking out at the mountains, entails 
and provides a conclusive reason for believing that 
I am not a brain in a vat. Thus I have perfectly 
ordinary reasons for thinking that I am in normal 
surroundings and hence am not a brain in a vat. 
The mere logical possibility of a brain in a vat does 
not defeat reasons. If I had some concrete reason 
for thinking I really was a brain in a vat, then I 
would have to take that possibility seriously and I 
could not lay the specter of skepticism to rest so 
easily. But in fact, I have no such reason and hence 
need not be seriously concerned about the skept
ical hypothesis. 

This resolution of the skeptical problem may 
seem unsatisfying to one enamored of skeptical 
dilemmas. But recall that our task is not that of 
proving the skeptic wrong. I take it that we know 
from the start that the skeptic is wrong. What is 
wanted is an explanation of how we can know that 
we are not brains in vats rather than a proof 
(satisfactory to the skeptic) that we are not. The 
general explanation is that perceptual knowledge is 
acquired on the basis of prima facie reasons. Those 
reasons do not have to logically entail what they 
are reasons for. Our being appeared to in various 
ways does not logically entail that we are not brains 
in vats, but it does justify us in believing that we 
are not. End of story. 
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Notes 

See for example Isaac Levi (1967), Keith Lehrer 
(1974), p. 146ff., and p. 204ff., and (1981), p. 75ff., 
and Alvin Goldman (1981), pp. 27-52. 

2 See for example Hilary Kornblith (1983). See also 
William Alston (1978), Roderick Firth (1978), John 
Heil (1983), and J. Meiland (1980). 

3 Alvin Goldman (1981) and (1986) seems to be one of 
the few externalists who is clear on this distinction. 
He distinguishes between two senses of "epistemic 
justification" (see section five) and adopts belief 
externalism with regard to one and norm externalism 
with regard to the other. 

4 We can also make "third-person evaluations" of our 
own past behavior, but that is different from what I 
am calling "first-person uses" of norms. 

5 Many philosophers appear to adopt the intellectualist 
model, although it is doubtful that any of them would 
seriously defend it if challenged. For example, Alvin 
Goldman (1981) appears to assume such an account 
of epistemic norms. The intellectualist model per
vades Hilary Kornblith's (1983) discussion. 
Unfortunately, it is also prominent in my own 
( 1979) discussion. 

6 This point has been made several times. I made it in 
my(l974), and James Van Cleve(l979) made it again. 
Despite this, I do not think that epistemologists have 
generally appreciated its significance. (At least, I did 
not.) 

7 There has been a lot of recent work in psychology 
concerning human irrationality. Psychologists have 
shown that in certain kinds of epistemic situations 
people have an almost overpowering tendency to 
reason incorrectly. (Much of the psychological mater
ial can be found in Daniel Kahneman, Paul Slovic, 
and Amos Tversky (1982), and R. E. Nisbett and L. 
Ross (1980).) It might be tempting to conclude from 
this that, contrary to what I am claiming, people do 
not know how to reason. The short way with this 
charge is to note that if we did not know how to 
reason correctly in these cases, we would be unable 
to discover that people reason incorrectly. To say that 
we know how to reason is to invoke a competence/ 
performance distinction. It in no way precludes our 
making mistakes. It does not even preclude our 
almost always making mistakes in specific kinds of 
reasoning. All it requires is that we can, in principle, 
discover the errors of our ways and correct them. 
(This is pretty much the same as the assessment 
offered by Jonathan Cohen, (1981). See also the cri
tique in Alvin Goldman (1986).) 

8 See, for example, Newell (1972), (1973), (1980), 
Newell and Simon (1972), and John Anderson 
(1976), (1983). 

9 It might be insisted that this is at least sometimes a 
misleading way of talking - if our norms for doing X 
tell us to do Y whenever we think it is the case that 
C, we might better describe our norms as telling us 
to do Y when it is the case that C. I do not care if one 
chooses to talk that way, but it must be realized that 
it has the consequence that although the refor
mulated norm says to do Y when it is the case that 
C, knowing how to do X will really only result in our 
doing Y when we think it is the case that C. This will 
be important. (And, of course, norms appealing to 
internal states other than beliefS could not be refor
mulated in this manner anyway.) 

IO It would also be a wholly implausible theory. We do 
not invariably have beliefs about the reliability of our 
inferences whenever we make them, and if norms 
requiring us to have such beliefS also require those 
beliefs to be justified then they lead to an infinite 
regress. 

11 We do not ordinarily have any beliefs at all about the 
probabilities of what we believe. Furthermore, even 
if we did they would presumably not render our 
beliefs justified unless the probability beliefs were 
themselves justified, so we would be threatened by 
an infinite regress. 

12 The by relation is what Alvin Goldman (1976) calls 
level-generation. 

13 Alternatively, we may have the same norms but your 
physical skills make you better able to conform to 
them. 

14 They may serve as recommendations in an indirect 
fashion by conveying to a person that there are 
relevant facts of which he is not apprised. 

15 This was apparently first noted by Lewis Carroll. 
16 This view of concepts is reminiscent of the verifica

tion theories of the logical positivists. I first 
defended a theory of this sort in my (1968), and in 
more detail in my (1974), although in those publica
tions I talked about "justification conditions" rather 
than conceptual roles, and used the term a bit more 
narrowly. This view of concepts is also related to the 
somewhat cruder views expressed by Michael Dum
met (1975), (1976) and Hilary Putnam (1979), 
(1984). 

17 The conclusion that if different people employ dif
ferent epistemic norms then they employ different 
concepts may seem puzzling because it appears to 
make it inexplicable how such people could 
communicate with each other. But two points 
should be made here. First, I doubt that there really 
is any variation in epistemic norms from person to 
person. I suspect that epistemic norms are species 
specific. But even if that conjecture is false, it need 
create no difficulty for communication. I have 



argued at length in two recent books that concepts 
play only an indirect role in communication. (My 
entire theory oflanguage is developed in my (1982). 
A briefer sketch of the theory can be found in 
chapter two of my (1984). The reader who is con
cerned with this question should consult those 
books.) 

18 This term comes from Jerry Fodor (1975). 
19 The "B-box" metaphor is due to Stephen Schiffer 

(1981). 
20 Oscar I is pretty much the same as the machines 

discussed by Hilary Putnam (1960). 
21 Putnam (1960) overlooks this. 
22 See Rudolf Carnap (1967), Nelson Goodman (1951), 

and C. I. Lewis (1946). 
23 Philosophers of science have long been puzzled by 

the role of simplicity in scientific confirmation. 
When two theories would each explain the data but 
one is significantly simpler than the other, we take 
the simpler one to be confirmed. But this is puz
zling. What has simplicity got to do with truth? I 
think that the explanation for the role simplicity 
plays in confirmation probably lies in the kinds of 
considerations I have been describing. Its import
ance has to do with minimizing computational com
plexity, and its legitimacy has to do with the fact 
that, in a sense, the objects the generalizations are 
about are "free floating" and can be adjusted to 
minimize complexity. This i& a bit vague, but I 
find it suggestive. 

24 There is an interesting purely formal question here 
that, I guess, lies in the domain of theoretical com
puter science. That is the question of the extent to 
which and the circumstances under which computa
tional complexity can be decreased by introducing 
such "intervening variables." It is obvious that this 
can sometimes be achieved, but it would be inter
esting to have a general account of it. 

25 Oscar would be more like human beings if we sup
plied him with a "preprocessor" that modifies the 
input from his perceptual sensors in accordance with 
simple generalizations he has made about perceptual 
error. If he has acquired no relevant generalizations 
then the preprocessor will pass the input from the 
perceptual sensors through to his cognitive machin
ery unchanged, but if Oscar has acquired relevant 
generalizations then a red input from the perceptual 
sensors might be changed to orange by the prepro
cessor, and so on. Oscar's second-order sensors 
might then sense the output of the preprocessor 
rather than the output of the perceptual sensors 
themselves. This would be computationally more 
efficient, allowing Oscar to direct the full power of 
his intellect at his perceptual input only when his 
preprocessor cannot make sense of it. This is 
roughly the way people work. It involves a feedback 
loop from the machinery used for high-level 
cognitive processing to a preprocessor that lies 
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between the sense organs and the high-level machin
ery. 

26 Recent psychologists have delighted in documenting 
human subjects' failure to make corrections to rea
soning in light of new information. The first of these 
studies is apparently that of L. Ross, M. R. Lepper, 
and M. Hubbard (1975). 

27 For related accounts of mental representation in 
perception, see: Kent Bach (1982), Romane Clark 
(1973), and David Woodruff Smith (1984) and 
(1986). 

28 See my (1981) and (1982), p. 60 ff. Those publica
tions go into some detail in describing the workings 
of de re representations, but those details are largely 
irrelevant to the present discussion. Related discus
sions occur in Diana Ackerman's (1979), (1979a), 
and (1980). I have proposed that a number of 
Keith Donnellan's (1972) well-known examples are 
best understood as illustrating the occurrence of de 
re representations in our thought. 

29 See H. N. Castaneda (1966), (1967), and (1968), 
Roderick Chisholm (1981), David Lewis (1979), 
John Perry (1977) and (1979), and my (1981) and 
(1982), p. 13ff. This has also played a role in 
some recent work in artificial intelligence. See 
Creary and Pollard (1985), and Rapaport (1984) 
and (1984a). 

30 The existence of de se beliefs raises numerous phi
losophical questions about the analysis of what is 
believed. Hector-Neri Castaneda and I have both 
argued that in de se belief one believes a proposition 
containing a particular kind of designator - what I 
previously called a "personal designator," but what 
might more aptly be called a "de se designator." 
Roderick Chisholm, David Lewis, and John Perry, 
on the other hand, have all urged that de se belief 
does not take a propositional object. They claim that 
the object of de se belief is instead a property or 
concept and de se belief involves a unique form of 
self-attribution. Fortunately, we need not get 
involved in this mare's nest at the moment. I 
doubt there is any substantive difference between 
the two accounts. Without some further constraints 
on what it is for something to be an object of belief, 
we can describe de se belief in either way. For ex
ample, Lewis' arguments to the contrary turn upon 
the assumption that any cognitive agent can, in 
principle, entertain any proposition. My own endor
sement of de se propositions led me to deny that and 
insist instead that some propositions are logically 
idiosyncratic. But there appears to be no way to 
substantiate either position without first resolving 
the question whether belief must take a proposi
tional object. 

31 The details of these experiments can be found in 
P. C. Wason and P. M. Johnson-Laird (1972). 

32 We must beware in formulating this reasoning 
because we are flirting with the liar paradox. 



John Pollock 

33 In my (1984) I argued that the distinction between 
modal operators and modal properties turns essen
tially on our having such noncontingent ways of 
thinking of propositions and concepts. 

34 This is why ordinary language objections to philo
sophers' use of terms like "directly aware" seem 
beside the point. Philosophers are using these 
terms to express concepts they are thinking about 
directly. They are not thinking about those concepts 
under contingent descriptions like "the concept 
ordinarily expressed by the phrase 'directly aware' 
in English," and accordingly the objection that the 
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A Foundherentist Theory of Empirical 
Justification 

Susan Haack 

Let w rtmembtr liollJ common the folly is, of going 
from one foully e:drl!ml! into I~ opposilt.1 

Docs the evidence presented establ:ish beyond a 
reasonable doubt thal the defendant did it? Given 
the evidence recently disco,·ered by space scien
rists, am I justified in believing there was once 
bacterial life on Mars> Is scientific evidence espe
cially authoritative, and if so, why? Should we take 
those ad\.·ertisements claiming that 1he Holocaust 
nCl-·er happened seriously, and if not, why not? •. 
Questions about what makes evidence better or 
worse, aboul what makes inquiry better or worse 
conducted, about disinren:sredness and partiality, 
are of real, dail} and sometimes oflife-and-death 
-consequence. 

Oflate, however, cymcism about the very legit
imacy of such questions has become the fir.m1liar 
philosophical theme of a whole chorus of voices, 
from enthusiasts of the latest developments in 
neuroscience, to radical self~tyled neo-pragmat
ists, radical fomm1srs and multJculturalists, and 
followers of (b}' now somewhat dared) Pans fa.sh-
ions. 

This cynicism is unwarranted; hut dealing with 
it requires something a hit more radical rhan epi
stemological busi~ual. E11idence is often 
messy, ambiguous, misleading, inquiry is often 
untidy, im:onclusi\'e, biased by the inquirers· 
interests; but it doesn'1 follow, as the cynics appar
ently suppose, that standards of good e11idence and 
well-conducted inquD"y are local. conventional, m 

Ongina!lyplhli!!hed in Louis Po_jman (ed.), The Tfleolyof 
Knottfec1$e:Class"caland~Readlngs,2nd 

edn {Belmont, CA. Wadsworth. 1999}. pp. 283-93. 

mytlucal. Arni an even half-way adequate uruler
stamfmg of the complexities of real-life evidence 
and the untidiness of real-fife inquiry requires a 
re-examination or some of those comfortably 
familiar diclmtomics on which recent epistemology 
has relied - the logical versus the causal, internal
ism versus extemalism, apriorism \'ersus natural
ism, fo1.1nda1ionalism versus coherenrism. 

Though the other dichotomies will also come 
under scrutiny, the main theme here "ill be r:hat 
foundationalism and coberentism - the tradition
ally rival r:heories of justified belief do not 
exhaust the options, arul that an intennediate the
ory is more pl.msible than either. I call it "found
herentism." 

I The Case for Foundherenrism 

Foundatiun.ilist theories of empirical justification 
hold that an empirical belief is justified if and only 
if it is either a basic belief justified by the subject's 
expcrienc:c,2 or else a derived belief justified, 
directly or indirectly, by rhe support of basic 
belie!S. Coherentist rhcorics of empincal justif1Ca
tion hold rhat a belief is justified if and only 1f it 
belongs tu a coherent set or bel1Cfs In shorl, 
foundational1sm requires a distinction of basic 
\'crsll!i derived beliefS and an essentially onc
directiunal notion of evidential support, while 
coherentism holds that beliefs can be juscifted 
only by mutual support among themseh·es. 

The merit of foundarLOnalism is that it admuw
ledges rhat a person's experience what lie sees, 
hears, etc. - is relevant to how jushfied he is in his 
beliefs abou1 the world; its drawback is rhat It 



requires a privileged class of bask beliefs justified 

-by experience alone but capable of supporting the 

rest of our justified beliefs, and ig!lores_ the per

vasive interdependence 1tJ110ng a--per-son's beliefs:

The merit of coherentism is that it acknowledges 

- that pervasive interdependence, and requires no 

distinction of basic and derived beliefs;__its dralV_:_ 

back is that it allows no role for the subject's 

experience. 
Foundationlists, naturally, are keenly aware of 

the problems wiJh coherentism. How could one 

possibly be justified in believing there's a dog in 

the yard, they ask, if what one sees, hears, smells, 

e~c., plays no role? And isn't the coherentist's talk 

of mutual support among beliefs just a euphemism 

for what is really a vicious circle in which what 

supposedly justifies the belief that p is the belief 

that q, and what justifies the belief that q the belief 

that r . .. and what justifies the belief that z is the 

belief that p? 
Coherentists, naturally, are no less keenly aware 

of the problems with foundationalism. What sense 

does it make to suppose that someone could have a 

justified belief that there's a dog in the yard, they 

ask, except in the context of the rest of his beliefs 

about dogs, etc.? Besides, why should we suppose 

that there are any beliefs both justified by experi

ence alone and capable of supporting the rest of 

our justified beliefs? After all, foundationalists 

can't even agree among themselves whether the 

basic beliefs are about observable physical objects, 

along the lines of "there's a dog," or are about the 

subject's experience, along the lines of "it now 

seems to me that I see what looks like a dog" or 

"I am appeared to brownly." And anyway, only 

propositions, not events, can stand in logical rela

tions to other propositions; so how could a subject's 

experience justify those supposedly basic beliefs? 

As the two styles of theory have evolved, with 

each party trying to overcome the difficulties the 

other thinks insuperable, they have come closer 

together. 
Strong foundationalism requires that basic 

beliefs be fully justified by the subject's experi

ence; pure foundationalism requires that derived 

beliefs be justified exclusively by the support, 

direct or indirect, of basic beliefs. But weak 

foundationalism requires only that basic beliefs 

be justified to some degree by experience; and 

impure foundationalism, though requiring all 

derived beliefs to get some support from basic 

beliefs, allows mutual support among derived 

beliefS to raise their degree of justification. 

A Foundherentist Theory of Empirical Justification 

Uncompromisingly egalitarian forms of coher

entism hold that only overall coherence matters, so 

that every belief in a coherent set is equally justi

fied. But moderated, inegalitarian forms of coher

entism give a subject's beliefs about his present 

experience a distinguished initial status, or give a 

special standing to beliefs which are spontaneous 

rather than inferential in origin. 
In a way, these moderated forms of foundation

alism and coherentism lean in the right direction. 

But the leaning destabilizes them. 
Weak foundationalism concedes that basic 

beliefs need not be fully justified by experience 

alone; but then what reason remains to deny that 

they could get more (or less) justified by virtue of 

their relations to other beliefs? Impure foundation

alism concedes that there can be mutual support 

among derived beliefs; but then what reason 

remains to insist that more pervasive mutual sup

port 'is unacceptable? And weak, impure founda

tionalism allows both that basic beliefs are less than 

fully justified by experience, and that derived 

beliefs may be mutually supportive; but now the 

insistence that deriv~d beliefs can give no support 

to basic beliefs looks arbitrary, and the distinction 

of basic and derived beliefs pointless. 3 

Moderated, inegalitarian coherentism concedes 

that some beliefs are distinguished by their per

ceptual content or "spontaneous" origin; but isn't 

this implicitly to concede that justification is not 

after all a relation exclusively among beliefs, that 

input from experience is essential? 
Not surprisingly, these fancier forms of founda

tionalism and compromising kinds of coherentism, 

though more sophisticated than their simpler 

ancestors, tend to be ambiguous and unstable. On 

the foundationalist side, for example, under pres

sure of just the kinds of difficulty my analysis 

identifies, C. I. Lewis moves from a pure to an 

impure foundationalism and then, briefly, to a 

kind of proto-foundherentism. 4 And on the coher

entist side, under pressure of just the kind of 

difficulty my analysis identifies, Bonjour tries to 

guarantee experiential input by adding an "Obser

vation Requirement" - which, however, is 

ambiguous; on one interpretation it is genuinely 

coherentist, but doesn't allow the relevance of 

experience, and on the other it allows the relevance 

of experience, but isn't genuinely coherentist. 5 

(Bonjour now acknowledges that, after all, coher

entism won't do.") 
Neither of the traditionally rival theories can be 

made satisfactory without sacrificing its distinctive 
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character. The obvious conclusion - though those 
still wedded to the old dichotomy will doubtless 
continue to resist it - is that we need a new 
approach which allows the relevance of experience 
to empirical justification, but without postulating 
any privileged class of basic beliefs or requiring 
that relations of support be essentially one
directional: in other words, a foundherentist 
theory. 

II Explication of Foundherentism 

The details get complicated, but the main ideas are 
simple. 

A foundherentist account will acknowledge (like 
foundationalism) that how justified a person is in 
an empirical belief must depend in part on his 
experience - my version will give a role both to 
sensory experience, and to introspective awareness 
of one's own mental states. As coherentists point 
out, though experience can stand _in causal rela
tions to beliefs, it can't stand in logical relations to 
propositions. But what this shows is not that 
experience is irrelevant to empirjcal justification, 
but that justification is a double-aspect concept, 
partly causal as well as partly logical in character. 

A foundherentist account will acknowledge (like 
coherentism) that there is pervasive mutual sup
port among a person's justified beliefs. As founda
tionalists point out, a belief can't be justified by a 
vicious circle of reasons. But what this shows is not 
that mutual support is illegitimate, but that we 
need a better understanding of the difference 
between legitimate mutual support and vicious 
circularity - my version will rely on an analogy 
between the structure of evidence and a crossword 
puzzle. 

Of course, the viability of the foundherentist 
approach doesn't depend on my being completely 
successful in articulating it. No doubt there could 
be other versions of foundherentism falling within 
these general contours but differing in their details. 

I take as my starting point the following vague, 
but very plausible, formulation: "A is more/less 
justified, at t, in believing that p, depending on 
how good his evidence is." 

By starting from here I take for granted, first, 
that justification comes in degrees: a person may 
be more or less justified in believing something. (I 
also assume that a person may be more justified in 
believing some things than he is in believing 
others.) 

I also take for granted, second, that the concepts 
of ~vidence and justification are internally con

- nected: how justified a person is in believing some
thing depends on the quality of his evidence with 
respect to that belief. 

I assume, third, that justification is personal: 
one person may be more justified in believing 
something tha1u1nother is in believing the same 
thiJC!g - because one person's evidence may be 
better than another's. (But though justification is 
personal, it is not subjective. How justified A is in 
believing that p depends on how good his, A's, 
evidence is. But how justified A is in believing 
that p doesn't depend on how good A thinks his 
evidence is; and anyone who believed the same 
thing on the same evidence would be justified to 
the same degree.) 

And I assume, fourth, that justification is re
lative to a time: a person may be more justified in 
believing something at one time than at another -
because his evidence at one time may be better 
than his evidence at another. 

"A is more/less justified, at t, in believing that p, 
depending on how good his evidence is." The 
main tasks, obviously, are to explain "his evid
ence" and "how good." The double-aspect char
acter of the concept of justification is already -in 
play; for "his," in "his evidence," is a causal 
notion, while "how good" is logical, or quasi
logical, in character. 

The concept of justification is causal as well as 
logical across the board7 - its causal aspect is not 
restricted to experiential evidence alone. Quite 
generally, how justified someone is in believing 
something depends not only on what he believes, 
but on why he believes it. For example: if two 
people both believe the accused is innocent, one 
because he has evidence that she was a hundred 
miles from the scene of the crime at the relevant 
time, the other because he thinks she has an honest 
face, the former is more justified than the latter. In 
short, degree of justification depends on the qual
ity of the evidence that actually causes the belief in 
question. 

The word "belief' is ambiguous: sometimes it 
refers to a mental state, someone's believing some
thing [an S-belief];8 sometimes it refers to the 
content of what is believed, a proposition [a C
belief]. "A's evidence" needs to be tied somehow 
to what causes A's S-belief, but must also be 

_capable of standing in logii;al or quasi-logical 
relations to the C-belief, the proposition believed. 



The idea is to begin by characterizing A's S

evidence with respect top - this will be a set of 

states of A causally related to his S-belief that p; 
' and then iO use this as the starting point of a 

characterization of A's C-evidence with respect to 

p - this will be a set of propositions capable of 
standing in logical or quasi-logical relations to the 
C-belief that p. 

If A initially came to believe that the rock-rabbit 

is the closest surviving relative of the elephant 
because a fellow-tourist told him he read this 

somewhere, and later still believes it, but now 

because he has learned all the relevant biological 

details, he is more justified at the later time than at 

the earlier. So, if they are different, "A's S
evidence with respect to p" should relate to the 
causes of A's S-belief that p at the time in 

question rather than to what prompted it in the 
first place. 

What goes on in people's heads is very complic

ated. There will likely be some factors inclining A 
towards believing that p, and others pulling against 

it. Perhaps, e.g., A believes that Tom Grabit stole 

the book because his seeing Grabit leave the library 

with a shifty expression and a suspicious bulge 
under his sweater exerts a stronger positive 

pull than his belief that it is possible that Tom 

Grabit has a light-fingered identical twin exerts 

in the opposite direction. Both sustaining and 
inhibiting factors are relevant to degree of 

justification, so both will be included in A's S
evidence. 

In this vector of forces [the causal nexus of A's 

S-belief that p ], besides A's present experience and 
present memory traces of his past experience, and 

other S-beliefs of his, such factors as his wishes, 
hopes, and fears will often play a role. But A's 

desire not to believe ill of his students, say, or his 

being under the influence of alcohol, though they 
may affect whether or with what degree of con

fidence he believes that Grabit stole the book, 

aren't themselves part of his evidence with respect 
to that proposition. 

So "A's S-evidence with respect top" will refer 
to those experiential and belief-states of A's which 
belong, at the time in question, to the causal nexus 

of A's S-belief that p. The phrase "with respect 
to" signals the inclusion of both positive, sustain

ing, and negative, inhibiting, evidence [respect
ively, A's S-evidence for p, and A's S-evidence 

against p). A's S-evidence with respect top will 

include other beliefs of his [A's S-reasons with 

respect top]; and his perceptions, his introspective 
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awareness of his own mental goings-<>n, and mem

ory traces of his earlier perceptual and introspect

ive states [A's experiential S-evidence with respect 
top]. 

The part about memory needs amplifying. A's 
experiential S-evidence may include present 
memory traces of past experience - such as his 

remembering seeing his car-keys on the dresser. 
This corresponds to the way we talk of A's remem
bering seeing, hearing, reading, etc. We also talk of 

A's remembering that p, meaning that he earlier 

came to believe that p and has not forgotten it. 
How justified A is in such persisting beliefs will 

depend on how good his evidence is - his evidence 

at the time in question, that is. A person's evidence 

for ·persisting beliefs will normally include mem
ory traces of past perceptual experience; my belief 

that my high-school English teacher's name was 
"Miss Wright," for instance, is now sustained by 
my remembering hearing and seeing the name 

used by myself and others. 
Testimonial evidence, in a broad sense - what a 

person reads, what others tell him - enters the 

picture by way of his hearing or seeing, or remem
bering hearing or seeing, what someone else says 

or writes. Of course, A's hearing B say that p won't 

contribute to his, A's, believing that p, unless A 

understands B's language. But if A believes that p 
in part because B told him that p, how justified A 
is in believing that p will depend in part on how 

justified A is in thinking B honest and reliable. But 
I anticipate. 

A's S-evidence with respect top is a set of states of 
A causally related to his S-belief that p. But in the 
part of the theory that explains what makes evid

ence better or worse, "evidence" will have to 

mean "C-evidence," and refer to a set of proposi
tions. The two aspects interlock: A's C-evidence 

with respect to p will be a set of propositions, and 

how good it is will depend on those propositions' 
logical or quasi-logical relations to p; but which 

propositions A's C-evidence with respect top con

sists of depends on which of A's S-beliefs and 
perceptual, etc., states belong to the causal nexus 
of the S-belief in question. 

A's C-reasons with respect to p, obviously 
enough, should be the C-beliefs, i.e., the proposi

tions, which are the contents of his S-reasons. For 
example, if one of A's S-reasons with respect to p 
is his S-belief that female cardinal birds are brown, 

the corresponding C-reason will be the proposition 

that female cardinal birds are brown. 
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But what about A's experiential C-evidence? 
My proposal is that "A's experiential C-evidence 
with respect to p" refers to propositions to the 
effect that A is in the perceptual/introspective/ 
memory states which constitute his experiential S
evidence with respect top. Since a perceptual, etc., 
state can't be part of the causal nexus of A's S
belief that p unless A is in that state, these 
propositions are all true. But they need not be 
propositions that A believes. 9 

So A's experiential C-evidence has a distinctive 
status. A's C-reasons may be true or may be false, 
and A may be more or less justified, or not justified 
at all, in believing them. But A's experien_t:i:tl C
evidence consists of propositions all of which are, 
ex hypothesi, true, and with respect to which the 
question of justification doesn't arise. (This is the 
foundherentist way of acknowledging that the ulti
mate evidence for empirical beliefs is experience -
very different from the forced and unnatural way 
in which foundationalism tries to acknowledge it, 
by requiring basic be/iefi justified by experience 
alone.) 

In line with the way we ord!narily talk about the 
evidence of the senses - "Why do I think there's a 
cardinal in the oak tree? Well, I can s~e the thing; 
that distinctive p_rofile is clear, though the light's 
not too good, and it's quite far away, so I can't 
really see the color" - I suggest a characterization 
of A's experiential C-evidence in terms of proposi
tions to the effect that A is in the sort of perceptual 
state a normal subject would be in when seeing this 
or that in these or those circumstances. For ex
ample, if A's experiential S-evidence with respect 
to p is his perceptual state, its looking to him as it 
would to a normal observer seeing a female car
dinal bird at a distance of forty feet in poor light, 
the corresponding experiential C-evidence will be 
a proposition to the effect that A is in the kind of 
perceptual state a normal observer would be in 
when looking at a female cardinal bird in those 
circumstances. 

Built into my account of experiential evidence is 
a conception of perception as, in a certain sense, 
direct. This is not to deny that perception involves 
complicated neurophysiological goings-<>n. Nor is 
it to deny thatJh~iudJmlei;it~ causally sustained by 
the subject's experience are interpretative, that 
they depend on his background beliefs as well -
which, on the contrary, is a key foundherentist 
thought. It is only to assert that in normal 
perception we interact with physical things 
and events around us, which look a certain way 

to all normal observers under the same circum
stances. 

You may be wondering why I include the sub
ject's sensory and introspective experience as evid
ence, but not, say, his extra-sensory perceptual 
experience. Well, the task here is ·descriptive - to 

articulate explicitly what is implicit" when we say 
that A has excellent reasons for ·believing that p, 
that B is guilty of wishful thinking, that C has 
jumped to an unjustified conclusion, and so on. 
As those phrases "excellent reasons" and "guilty 
of wishful thinking" indicate, his other beliefs 
should be included as part of a subject's evidence, 
but his wishes should not. Actually, I think it most 
unlikely there is such a thing as ESP; but it is 
excluded because - unlike sensory experience, for 
which we even have the phrase, "the evidence of 
the senses" - it has no role in the implicit concep
tion of evidence I am trying to make explicit. 

The concepts of better and worse evidence, of 
more and less justified belief, are evaluative; so, 
after the descriptive task of explication, there will 
be the ratificatory question, whether our standards 
of better and worse evidence really are, as we hope 
and believe they are, indicative of truth. But that 
comes later. 

The present task is to explicate "how good" in 
"how good A's C-evidence is." What factors raise, 
and what lower, degree of justification? 

F oundationalists often think of the structure of 
evidence on the model of a mathematical proof - a 
model which, understandably, makes then\_l~ry.Q[_ 
the idea of mutual support. My appr!!!!d!__will be 
informed by the analogy of a crossword puzzle -
where, undeniably, there is pervasive mutual sup
port among entries, but, equally undeniably, no 
vicious circle. The clues are the analogue of 
experiential evidence, already-completed inter
secting entries the analogue of reasons. As how 
reasonable a crossword entry is depends both on 

. the clues and on other intersecting entries, the idea 
is, so how justified an empirical belief is depends 
on experiential evidence and reasons working 
together. 

Perhaps needless to say, an analogy is only an 
analogy, not an argument. Its role is only to sug
gest ideas, which then have to stand on their own 
feet. And there are always disanalogies; there will 
be nothing in my theory analogous to the solution 
to today's crossword which appears in torii"orrow's 
newspaper, for instance, nor any analog\ie of the 
designer of a crossword. 



But the analogy does suggest a very plausible 
multi-dimensional answer to the question, what 
makes a belief more or less justified? How reason
able a crossword entry is depends on how well it is 

·· supportedl>y-ttre clue amt any atrea<Iy-completed 
'liitersecting entries; how reasonable those other 
entries are, independent of the entry in question; 
and ho~ much of the crossword has been com
pleted. How justified A is in believing that p, 
analogously, depends on how well the belief in 

question is supported by his experiential evidence 
and reasons [supportiveness]; how justified his 
reasons are, independent of the belief in question 

Tinaependent security]; and how much of the 
relevant evidence his evidence includes [ compre
hensiveness). 

On the first dimension, A's C-evidence may be 
c~nclusive for p, conclusive against p, supportive
but-not-conclusive of p, undermining-but-not
conclusive against p, or indifferent with respect 
top/with respect to not-p. 

Foundationalists often take for granted that 
. evidence is conclusive just in case it deductively 
implies the proposition in question; but this isn't 

-quite right. Inconsistent premisses deductively 

imply any proposition whatever; but inconsistent 
evidence isn't conclusive evidence for anything -
let alone conclusive evidence for everything! 
Think, for example, of a detective whose evidence 
is: the murder was committed by a left-handed 
person; either Smith or Brown did it; Smith is 
right-handed; Brown is right-handed. Though 
this deductively implies that Smith did it, it cer
tainly isn't conclusive evidence for that belief (let 
alone conclusive evidence for the belief that Smith 
did it and conclusive evidence for the belief that 
Brown did it and conclusive evidence for the belief 
that extra-terrestrials did it!). 

Deductive implication is necessary but not suf
ficient for conclusiveness. Evidence E is conclusive 
for p just in case the result of adding p to E [the p
extrapolation of E] is consistent, and the result of 
adding not-p to E [the not-p-extrapolation ofE] is 
inconsistent. E is conclusive against p just in 
case its p-extrapolation is inconsistent and its 
not-p-extrapolation consistent. But if E itself is 
inconsistent, both its p-extrapolation and its not
p-extrapolation are also inconsistent, so E is 
indifferent with respect to p. 

Often, though, evidence is not conclusive either 
way, nor yet inconsistent and hence indifferent, 
but supports the belief in question, or its negation, 
to some degree. Suppose the detective's evidence 
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is: the murder was committed by a left-handed 
person; either Smith or Brown did it; Smith is 
left-handed; Brown is left-handed; Smith recently 
saw the victim, Mrs Smith, in a romantic restaur
ant holding hands with Brown. Though not con
clusive, this evidence is supportive to some degree 
of the belief that Smith did it - for, if he did, we 
have some explanation of why. 

The example suggests that supportiveness 
depends on whether and how much adding p to 
E makes a better explanatory story. But a better 
explanatory story than what? Conclusiveness is a 
matter of the superiority of p over its negation with 
respect to consistency. But if p is potentially 
explanatory of E or some component of E, it is 
not to be expected that not-p will be too. So I 
construe supportiveness as depending on the 
superiority of p over its rivals with respect to 
explanatory integration; where a rival of p is any 
proposition adding which to E improves its expla
natory integration to some degree, and which, 
given E, is incompatible with p . 

The word "integration" was chosen to indicate 
that E may support p either because p explains E or 
some component of E, or vice versa - that there is 
"mutual reinforcement between an explanation 
and what it explains."10 (So the concept of expla
natory integration is closer kin to the coherentist 
concept of.-eitplanatory coherence than to the 
foundationalist concept of inference to the best 
explanation.) 

Usually, as conclusiveness of evidence is taken 
to be the province of deductive logic, supportive
ness of evidence is taken to be the province of 
inductive logic. But at least if "logic" is taken in 
its now-usual narrow sense, as depending on form 
alone, this looks to be a mistake. Explanation 
requires generality, kinds, laws - a motive for the 
murder, a mechanism whereby smoking causes 
cancer, and so forth. If so, explanatoriness, and 
hence supportiveness, requires a vocabulary 
which classifies things into real kinds; and hence 

aepends on content, not on form alone. (Hempel 
- drew the moral, many years ago now, from the 

"grue" paradox.11) But there is supportive-but
not-conclusive evidence, even if there is no formal 
inductive logic. 

Supportiveness alone does not determine degree 
of justification, which also depends on independ
ent security and comprehensiveness. Suppose our 
detective's evidence is: the murder was committed 
by a left-handed person; either Smith or Brown 
did it; Smith is right-handed, but Brown left-
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handed. The detective's evidence is conclusive 
that Brown did it; nevertheless, he is not well
justified in believing this unless, among other 
things, he is justified in believing that the murder 
was committed by a left-handed person, that either 
Smith or Brown did it, etc. 

The idea of independent security is easiest to 
grasp in the context of the crossword analogy. In a 
crossword, how reasonable an entry is depends in 
part on its fit with intersecting entries, and hence 
on how reasonable those entries are, independently 
of the entry in question. Similarly, how justified a 
person is in believing something depends in part 
on how well it is supported by his other beliefs, 
and hence on how justified he is in believing those 
reasons, independently of the belief in question. 

It is that last phrase - in my theory as with a 
crossword puzzle - that averts the danger of a 
vicious circle. The reasonableness of the entry for 
3 down may depend in part on the reasonableness 
of the intersecting entry for 5 across - independent 
of the support given to the entry for 5 across by the 
entry for 3 down. Similarly, how justified A is in 
believing that p may depend in part on how justi
fied he is in believing that q - independent of the 
support given his belief that q by his belief that p. 
~ And,, though "justified" appears on the right
hand side of the independent security clause, there 
is no danger of an infinite regress - any more than 
with a crossword puzzle. As in the case of a cross
word eventually we reach the clues, so with 
empirical justification eventually we reach experl..:
ential evidence. And experiential C-evidence does 

~not consist of other C-beliefs of the subject, but of 
propositions all of which are, ex hypothesi, true, 
and with respect to which the question of justifica

_, tion doesn't arise. This is not to deny that, as 
crossword clues may be cryptic, experiential evid
ence may be ambiguous or misleading; on the 

L, contrary, my account of experiential C-evidence 
is intended to recognize that it often is. It is only 
to say th~t the question of justification arises with 
respect to a person's beliefs, but not with respect 
to his experiences. 

As how reasonable a crossword entry is depends 
not only on how well it is supported by the clue 
and other intersecting entries, and on how reason
able those other entries are, but also on how much 
of the crossword has been completed, so degree of 
justification depends not only on supportiveness 
and independent security, but also on 
~omprehensiveness - on how much of the relevant 
evidence the subject's evidence includes. 

Comprehensiveness promises to be even 
tougher to spell out than supportiveness and inde-: 
pendent security; the crossword analogy isn't 
much help here, and neither is the nearest ana
logue in the literature, the total evidence require- · 
ment on inductions, which refers, not to the 
totality of relevant evidence, but to the totality of 
relevant available evidence - and then there is the 
further problem that relevance itself comes in 
degrees. 

I am assuming, however, that (degree of) relev
ance is an objective matter. Naturally, whether I 
think your handwriting is relevant to your trust
worthiness depends on whether I believe in 
gr_aphology; but whether it is relevant depends on 
whether graphology is true. 

As this reveals, though relevance, and hence 
comprehensiveness, is objective, judgments of 
relevance, and hence judgments of comprehens
iveness, are perspectival, i.e., they depend on the 

- background beliefs of the person making them. 
The same goes for judgments of supportiveness 
and independent secu"fity. How supportive you or 
I judge E to be with respect top, for example, will 
depend on what rivals of p we happen to be able to 
think of; but how supportive E is of p does not. 
Quality of evidence is objective, but judgments of 
quality of evidence are perspectival. 

Because quality of evidence is multi-dimen
sional, we should not necessarily expect a linear 
ordering of degrees of justification; e.g., A's evid
ence with respect top might be strongly support
ive but weak on comprehensiveness, while his 
~vidence _with respect to q might be strong on 
comf>rehensivtness but only weakly supportive. 
Nor, a fortiori; does it look realistic to aspire to 
anything as ambitious as a numerical scale of 
degrees of justification. But something can be 
said about what is required for A to be justified 
to any degree in believing that p. 

One necessary condition is that there be such a 
thing as A's C-evidence with respect top. If A's S
belief that~ simply b_y_ a blow to th~ head, 
or by one of those belief-inducing pills philo
sophers are fond of imagining, A isn't justified to 
any degree in believing that p. Since it is the 
justification of empirical beliefs that is at issue, 
another necessary condition is that A's C-evidence 
should include some experiential C-evidence -
present experiential evidence, or memory traces 
of what he earlier saw, heard, read, etc. This is 
my analogue of BonJour's Observation Require
ment, obviously much more at home m 



foundherentism than his requirement was in his 
'conerentist theory. (It is not meant to rule out the 
possibility that some of a person's beliefs may not 

_ be sustained directly by experiential evidence, not 
_ even by memory tJ.;a.Ces, but rely on othe~-befiefs 

and their experiential evidence - as in an uncon
ventional crossword some entries might have no 
clues of their own but ;ely on other entries and 
their clues.12

) A third necessary condition is that 
A's C-evidence with respect to p should meet 
minimal conditions of supportiveness, independ
ent security, and comprehensiveness; e.g., it 
should be better than indifferent in terms of 
supportiveness. Jointly, these necessary conditions 
look to be sufficient. 

What about the upper end of the scale? Our 
ordinary use of phrases like "A is completely jus
tifie~ in believing that p" is vague and context
dependent, depending inter alia on whether it is 
A's particular business to know whether p, and 
how important it is to be right about whether p; 
perhaps it also runs together strictly epistemolo
gical with ethical concerns. This vague concept 
[complete justification] is useful for practical 
purposes - and for the statement of Gettier-type 
paradoxes. In other philosophical contexts, how
ever, "A is completely justified in believing that p'~ 
is used in a context-neutralized, optimizing way, 
requiring conclusiveness, maximal independent 
security, and full comprehensiveness of evidence 
[COMPLETE justification]. 

The account sketched here has been personal, 
i.e., focussed firmly on our friend A. But this is not 
to deny that in even the most ordinary of our 
everyday beliefs we rely extensively on testimonial 
evidence. And where the sciences are concerned, 
reliance on others' evidence - and hence on the 
interpretation of others' words and judgments of 
others' reliability - is absolutely pervasive. (This 
reveals that not only the social sciences but also the 

natural sciences presuppose the possibility of 
interpreting others' utterances: think, e.g., of an 
astronomer's reliance on others' reports of obser
vations.) 

Anyhow, thinking about evidence in the 
sciences prompts me to ask whether it is possible 
to extrapolate from my account of" A is more/less 
justified in believing that p" to a concept of justi
fication applicable to groups of people. It might be 
feasible to do this by starting with the degree of 
justification of a hypothetical subject whose evid
ence includes all the evidence of each member of 
the group, and thei:i discount this by some measure 
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of the degree to which·each member of the group is 
justified in believing that other members are com
petent and honest. 

III The Ratification of 
Foundherentism 

Thus far the task has been to articulate our stand
ards of better and worse evidence, _of more and less 
justified belief. But what do I mean by "our"? And 
what assurance can I give that a beliefs being 
justified, by those standards, is any indication 
that it is true? 

When I speak of "our" standards of better and 
worse evidence, I emphatically do not mean to 
suggest that these standards are local or parochial, 
accepted in "our," as opposed to "their," commun
ity. Rather, I see these standards -essentially, how 
well a belief is anchored in experience and how 
tightly it is woven into an explanatory mesh of 
beliefs - as rooted in human nature, in the cognit
ive capacities and limitations of all normal human 
beings. 

It is su* to be objected that the evidential 
standards of different times, cultures, commun
ities, or scientific paradigms differ radically. But 
I think this supposed variability is at least an 
exaggeration, and quite possibly altogether an illu
sion, the result of mistaking the perspectival char
acter of judgments of evidential quality for radical 
divergence in standards of better and worse evid
ence. 

Because judgments of the quality of evidence 
are perspectival, people with radically different 
background beliefs can be expected to differ sig
nificantly in their judgments of degree of justifica
tion. It doesn't follow that there are no sbai:ed 
standards _of _evidence_. If we think of the con:.. 
straints of experiential anchoring and explanatory 
integration rather than of specific judgments of the 
relevance, supportiveness, etc., of this or that evid
ence, I believe we will find commonality rather 
than divergence. 

Again, the point is easier to see in the context of 
the crossword analogy. Suppose you and I are both 
doing the same crossword puzzle, and have filled 
in some long central entry differently. You think, 
given your solution to that long central entry, that 
the fact that 14 dow1;1 ends in a "T" is evidence in 
its favor; I think, given my solution to that long 
central entry, that the fact that it ends in a "D" is 
evidence in its favor. Nevertheless, we are both 
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trying to fit the entry to its clue and to other 
already-completed entries. Now suppose you and 
I are both on an appointments committee. You 
think the way this candidate writes his "g"s indic
ates that he is not to be trusted; I think graphology 
is bunk and scoff at your "evidence." Because of a 
disagreement in background beliefs, we disagree 

. about what evidence is relevant. Nevertheless, we 
are both trying to assess the supportiveness, 
independent security, and comprehensiveness of 
the evidence with respect to the proposition that 
the candidate is trustworthy. 
_ But even if I am wrong about this, even if there 

really are radically divergent standards of eviden
tial quality, it wouldn't follow that there are no 
objective indications of truth; variability of stand
ards does not, in and of itself, imply relativity of 
standards. 13 So those epistemic relativists who 
have inferred that, since judgments of justification 
vary from community to community, there can be 
no objectively correct standards of better and 
worse evidence, have committed a non sequitur as 
well as relying on a dubious premiss. 

As for those who have succumbed to epistemic 
relativism because they have given up on the con
cept of truth, I have room here only to say that 
theirs seems to me an entirely factitious despair. 14 

In any case, all that will be required of the concept 
of truth in what follows is that a proposition or 
statement is true just in case things are as it says. 

Supposing - as I believe, and so do you - that 
we humans are fallible, limited but inquiring crea
tures who live in a world which is largely 
independent of us and what we believe about it, 
but in which there are kinds, laws, regularities; and 
supposing - as I believe, and so do you - that our 
senses are a source, though by no means an infall
ible source, of information about things and events 
in the world around us, and introspection a source, 
though by no means an infallible source, of 
information about our own mental goings-on; 
then, if any indication of how things are is possible 
for us, how well our beliefs are anchored in our 
experience and knit into an explanatory mesh is 
such an indication. (And supposing - as I believe, 
and so, probably, do you - we have no other 
sources of information about the world and our
selves, no ESP or clair~oyance or etc., then this is 
the only indication we can have of how things are.) 

That last paragraph was nothing like an a 
priori ratification of foundherentism; for those 
"supposing" clauses are empirical in character. 
Assumptions about human cognitive capacities 

and limitations are built into.our standards of evid
ential quality; so the truth-indicativeness of those 
standards depends on the truth of those empirical 
assumptions. But neither was that last paragraph 
much like the appeals to psychology or cognitive 
science on which some epistemological naturalists 
of a more extreme stripe than mine propose to rely; 
for the assumptions referred to in my "supposing" 
clauses, though empirical, are of such generality as 
to be rather philosophical than scientific in char
acter. 

Those assumptions would surely be presup
posed by any conceivable scientific experiment. 
But they are well integrated with what the sciences 
of cognition have to tell us about the mechanisms 
of perception and introspection, and of when and 
why they are more or less reliable, and with what 
the theory of evolution suggests about how we 
came to have the sort of information-detecting 
apparatus we do. As one would hope, the 
epistemological part of my crossword - the part 
where the entries are themselves about crosswords 
- interlocks snugly with other parts. 

But what am I to say to those readers familiar 
with Descartes' failed attempt to prove "what I 
clearly and distinctly perceive is true," who are 
bound to suspect that I must be arguing in a circle? 
After pointing out that I have not offered a ratifi
catory argument in which some premiss turns out 
to be identical with the conclusion, nor an argu
ment relying on a certain mode of inference to 
arrive at the conclusion that this very mode ~f 
inference is a good one - only that, to borrow 
Peirce's words, by now "the reader will, I trust, 
be too well-grounded in logic to mistake mut~al 
support for a vicious circle ofreasoning."15 

And what am I to say to readers worried about 
the Evil Demon, who are bound to object that I 
have not ruled out the possibility that our senses 
are not a source of information about the external 
world at all? After pointing out that since, ex 
hypothesi, his machinations would be absolutely 
undetectable, if there were an Evil Demon no 
truth-indication would be possible for us - only 
that my claim is a conditional one: that, if any 
truth-indication is possible for us, the foundher
entist criteria are truth-indicative. (I could dis
charge the antecedent, and arrive at a categorical 
conclusion, by adopting a definition of truth along 
Peircean lines, as the opinion that would survive 
all possible experiential evidence and the fullest 
logical scrutiny; but I prefer the more cautious, 
and more realist, strategy.) 



Determined skeptics won't be persuaded; but 
determined skeptics never are! And the rest of 
you may notice that foundherentism enables us to 
sidestep another dichotomy which has - if you'll 
pardon the pun - bedeviled recent epistemology: 
either a hopeless obsession with hyperbolic skepti
cism, or a hopeless relativism or tribalism preoccu-
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PART V 

The Pyrrhonian Problematic 



Introduction 

The selections in this M:Ction cu.h attempt co 
address the Pyrrhonian problematic, which was 
sketched in the in1roduct10n to Part IIL James 
Van Cleve offers an etternalist, fourufarionalist 
response. Laurence Bonjour presenrs a vigorous 
attack on foundational1st externalism. Ernest Sos.a 

offers a bi-level epistemology which, while 
exk:maliM: and foundationalisr at die level of 
animal knowledge, acquires an intemalisl, 

coherentist rlimension at the level of reflective 
knowledge. 

Van Cleve secs the "'Cartesian c1rde," in 11S 
generalized form, as the problem or the criterion, 
which itself is a close relative of the Pyrrhonian 
problemallc He formulates the problem, a~ ii 
applies lO Descartes, as follows: I can know tha1 
whate11er I clculy and distmctly perceive is true 
only if I first know that God e.,.ists and 1s not a 
deceiver; but I can know the latter only if I fint 
know that whatever I clearly and distinctly per
ceive is true. These claims are incompatible. One 
must go. But which? The latter, Van Cle1.'e argues. 
Texrual evidence is adduced ro show that this was 
Descartes's answer as welL Dcscanes attempted lO 
mablish that whatever is dearly and distinctly 
perceived is true by beginning with lower-level 
beliefs that in fact are instam:ei; of clear and dis
tinct perception, and then re.isoning from these 
uriginal beliefs, in a fashion that preserves darit) 
and distinctness of perception, to arrive at the 
conclmmn that whate\'er is dearly and distinctly 
percein:d is true. According to Van Oeve, Des
cartes was right to rhmk that if in fact whatever is 
dearly and distinctly perceived yields knowledge, 
then if clear and distinct premises clearly and dis
tinctly lead to the condusmn that whatever is 

clearly and d1stmctly perceived is true, then rhe 
latter can become clear and distinct, and therefore 
!mown. 

In the 6CCOnd part of his pR:ce, Van Cleve 
applies these reflections on the Cartesian circle m 
contemporary debatt:S in epistemology. He argues 
that if m fact an ep1stem1c principle such as 
Chi~hulm's Principle (C) 1s true, then fulfilling 
its non-epistemic antecedent is sufficient for 
fulfilling its epistemic consequent, independently 
of whether one knows the truth of the principle 
itself: 

(C) If there i~ a cenam sensible characteristic F 
such that S believe~ that he perceives some
thing to he F, then II is t1.11dent to S that he 
is perceivmg something to ha\·e that char
acteris1ic F, and also that there is something 
1hat1sF 

Thus, a facult) may yield knowledge Cl-'en if the 
subject lacks knowledge that the faeult) gena.ill.y 
yields knowledge. Furthermore, there is room for a 
kind of higher-level knowledge which takes as its 
object the epistemic principles m virtue of the 
uuth of which one possesses the lower-level 
knowledge. Van Cleve discussell rhree possible 
ways such knowledge might be achR:Yed: through 
naruralistic (scientific) methods, through crmcal 
cognitillist methods, or by immediate awareness. 
In the end, he finds the second method most 
promising. The cntical cognitivist examines var
ious beliefs, taken to be knowledge, and asks what 
mv.~t be the case if these beliefs in fsct are ro be 
knowledge. The method results in arguments in 
favor of the truth of epistemic principles. And if in 
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fact the arguments are good ones - if their pre
mises are pieces of knowledge and their conclu
sions are sufficiently justified by their premises -
then one does indeed reach higher-level knowledge 
of epistemic principles. 

Laurence Bonjour argues that foundationalism, 
whether in its givenist or in its externalist form, 
fails to solve the problem that it was designed to 
solve, viz. the Pyrrhonian problematic. He bases 
his argument on the very nature of epistemic just
ification as essentially connected to the cognitive 
goal of truth. What this connection amounts to, he 
claims, is that a belief is justified only if one has 
good reason to think it is true. Not only this: one 
must have good reason to think, regarding what
ever feature that in fact makes the belief justified, 
that beliefs possessing that feature are likely to be 
true. The problem for foundationalists is that there 
is only one conceivable way foundational beliefs 
could count as justified: one would have to know, 
regarding whatever feature makes foundational 
beliefs foundational, that beliefs with that feature 
were likely to be true. Yet this is not knowable a 
priori, at least about any of the sources of empirical 
knowledge. Nor can it be known a posteriori, for it 
could only be established using circular reasoning, 
which is eschewed by foundationalists. 

Bonjour anticipates objections to his interpreta
tion of the conditions required for having good 
reason to think a belief true. He replies to extern
alists by charging them with evasion, claiming that 
they waive the requirement of having good reasons 
arbitrarily, merely to avoid the problem. In favor 
of givenists, he acknowledges that the search for 
the given is a search for something that justifies 
foundational beliefs. Nonetheless, they seek the 
impossible. There cannot be a state of mind that 
is able to impart justification but needs no justifi
cation itself. To impart justification, a state must 
have assertive content, and having assertive con
tent suffices for standing in need of justification. 

Ernest Sosa opens with an examination of 
Moore's famous proof of an external world. Sosa 
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concludes that no progress can be made in staving 
off the skeptic about perceptual knowledge unless 
perceptual belief is regarded as non-inferential. 
Once we do this, we can look to the model of 
knowledge provided by Descartes. If a faculty is 
reliable, then one can use it to gain knowledge, 
even perhaps knowledge that the faculty is reliable. 
Sosa thus distinguishes between a lower grade and 
a higher grade of knowledge, i.e., animal and 
reflective knowledge. Animal knowledge is know
ledge owing to the use of externally apt or reliable 
faculties, which Sosa calls virtues. Reflective 
knowledge is knowledge that results from combin
ing the use of such externally apt virtues with 
explanation- and coherence-seeking reason regard
ing the nature and source of one's knowledge. 
Reflective knowledge provides what Sosa calls a 
"perspective" on one's epistemic functioning. Of 
course, one could have such a perspective but lack 
knowledge. The crystal-ball gazer may weave an 
elaborate web of comprehensively coherent belief 
about the accuracy of his crystal-gazing. What he 
lacks is the external aptness required for know
ledge. Barry Stroud criticizes this externalist ele
ment in Sosa's account, charging that all an 
externalist can really assert are conditionalized 
knowledge claims: "if I am right that perception 
is reliable, and reliability yields knowledge, then I 
understand my knowledge." Sosa replies that we 
are under no such constraints. Insofar as we really 
are certain that perception is reliable and that 
reliability yields knowledge, we can claim that we 
know through perception. Hence we can and will 
declare outright that we have an understanding of 
our knowledge. 

It is interesting to compare Sosa's bi-level view 
of animal knowledge and reflective knowledge not 
only with the bi-level epistemology of cognitio and 
scientia that he attributes to Descartes, but also 
with Susan Haack's foundherentism (in Part IV) 
and with John McDowell's proposed defense of 
internalism with due sensitivity to externalise 
insights (in Part VII). 
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Foundationalism, Epistemic 
Principles, and the Cartesian Circle 

James Van Cleve 

The problem or the Carte.ian Circle is .sometimes 
treated as though it were merely an exercise for 
scholars: Descartes fell into it. and their job is to 
get him ou1 of it. But more is at b1:ake &:han exrn
c:ating Descartes. In its generalized form, the C.ar
tesian Circle is none other than the Problem of the 
Criterion, a problem that any epistemology mu!.1 
face. Moreover, to solve the problem of the Circle 
one must answer c:iuestions about epistemic:: prin
ciples that are pi,·otal in contemporary deb:u:es 
between foundationalists and cuherentists. There 
is reason to hope, therefore, that by examining 
Desclrtes's problem we can throw light on prob
lems of our own. 

This paper is rlivic'led mto rwo parts. In Par! 
One I examine solutions to the problem of the 
Circle dtat are possible within Dcscartts's own 
framework. In Part Two I show how what we 
learn in Part One may he used tu resolve some 
contemponI) disputes that hinge on the starus of 
epistemocpriflClples 

Part One 

The problem or the Cartesian Circle arose for 
Descanes because he appeared to commit himsell 
to each of the following propositions: 

(I) I c:an know (be certain) that (p) whatever I 
percei\'e clear!}• and distincrly is true only irl 

Orlglnally pt1bllshed In The Philosophical Review 88 
(1-979). pp. 55-91.; copyright Cornell Unlverslty, re
printed by pennlsslon of the Pllbllsher and the al.Mor. 

first know {am certain) that {q) God exists 
and is not a deceiver. 

(2) 1 can know (be cerram) that (q) liod exists 
and is not a deceiver only ifl first know (am 
certain) that (p) whatever I perceive dear)) 
and distinctly isb'Ue. 

Obviously, if(l) and (2) are both true, I can nel'er 
be certain or either p or tJ- To be certain of either I 
would already have to be certain of the other. Yet 
Descartes said he was certain of both p and tJ- How 
can thisbepossible?1 

Any adequate solution to the problem or tht" 
Cartesian Circle will plainly have to deny either 
(I) or (2). In the nexl section I consider a famous 
solutiontha1denies(I). 

II 

The solution I have in mind is the Memory Gam
bit, according to which God 1s called upon to 
guarantee not the truth of clear and distinL't per
o:ptions, but the accuracy of our memories. The 
most able recent defender of this solution is Willis 
Doney, who cites a number or passages that seem 
to show that this solurion was Descartes's own.2 In 
these passages Descartes says tha1 if I rcmcmberl 
clearly and distinctly perceiving something that I 
do not nol2l clearly and distinctly perceive, I can he 
certain of it if and only if I know that God eJl:ists 
and is nut a deceiver He also says 1ha1 an atheist 
can know theorems of geometry efhe is clearly and 
distmctly perceivmg them at the time, but warns 
that doubts may arise later that only knowledge of 
God's \•eracit) can remove. Doney concludes that 
rhe function or God is to guarantee the accuracy of 



memory,4 and that the atheist's plight is that in his 
ignorance of God's guarantee he cannot be sure 
that he really did clearly and distinctly perceive 
what he remembers so perceiving. Limited to what 
he can clearly and distinctly perceive at each 
moment, his knowledge will be "meager and fugi
tive." 

Although the Memory Gambit has some textual 
plausibility, Harry Frankfurt has convincingly 
argued that it is neither the solution Descartes 
intended, nor a very satisfying solution in its own 
right. 5 I shall not repeat his case here, but I do 
want to point out an alternative explanation of the 
passages that make the Memory Gambit tempting. 
Consider the following sequence of propositions: 

(l) I remember clearly and distinctly perceiving 
p. 

(2) So, I did clearly and distinctly perceive p. 
(3) So, p is true. 

Descartes says that the atheist cannot argue from 
(l) to (3). According to the Memory Gambit, this 
is because he cannot take the step from (1) to (2). 
But another possible explanation is that he cannot 
take the step from (2) to (3). And if this is what 
Descartes had in mind, then he must have felt that 
a divine guarantee for clear and distinct perception 
was needed after all. 6 

III 

I pass now to solutions that deny (2). Interesting 
solutions of this type have been offered by Alan 
Gewirth and Fred Feldman. Gewirth sums up his 
basic strategy as follows: 

Descartes's argument is not circular, for, while 
it is by the psychological certainty of clear and 
distinct perceptions that God's existence is 
proved, what God guarantees is the metaphysical 
certainty of such perceptions. [Emphasis mine]7 

Psychological certainty is a subjective affair, 
implying only an irresistible compulsion to 
believe.8 Metaphysical certainty, on the other 
hand, is an objective affair, implying truth.9 If we 
let "certain" in (l) and (2) express metaphysical 
certainty, then Gewirth would deny (2). I do not 
need to have metaphysical certainty that clear and 
distinct perceptions are true before I prove God's 
existence; it suffices if clear and distinct perception 
gives me psychological certainty. 10 But once I am 
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psychologically certain that God exists, I can use 
this fact to establish the metaphysical certainty of 
clear and distinct perceptions. 

The big question prompted by this approach, of 
course, is this: how can mere psychological cer
tainty about God possibly give rise to metaphysical 
certainty about clear and distinct perceptions? 
Gewirth's answer to this question will emerge 
from the following reconstruction of his account 
of Descartes's program:11 

(l) I perceive clearly and distinctly that the pre
mises of Descartes's theological arguments 
are true, and that their conclusions follow 
from them. I thereby arrive at clear and dis
tinct perception (and thus psychological cer
tainty) that God exists and is no deceiver. 

(2) A proposition P is metaphysically certain if 
and only if there is no proposition R that is a 
reason for doubting P. 12 

(3) R is a reason for doubting P only if R is itself 
clearly and distinctly perceived (and thus 
something I am psychologically certain of). 13 

(4) The only reason for doubting the truth of 
clear and distinct perceptions is the hypoth
esis that God is a deceiver. 

(5) If I clearly and distinctly perceive that God 
exists and is no deceiver, then I do not clearly 
and distinctly perceive that God is a deceiver. 

(6) I do not clearly and distinctly perceive that 
God is a deceiver. (l) and (5). 

(7) The hypothesis that God is a deceiver is not a 
reason for doubting anything. (3) and (6). 

(8) All clear and distinct perceptions are meta-
physically certain. (2), (4), and (7). 

In the beginning clear and distinct perceptions 
are only psychologically certain. But as soon as we 
have used them to prove that God exists and is no 
deceiver, they become metaphysically certain.14 

This is because by proving the existence and vera
city of God we eliminate the only possible reason 
for doubting clear and distinct perceptions. But 
according to (2), if there is no reason to doubt 
something, it is metaphysically certain. In this 
way our original psychological certainties get par
layed into metaphysical certainties. 

As it stands, this argument is open to two ser
ious objections.15 In the first place, premise (3) sets 
the requirements that must be satisfied by a reason 
to doubt absurdly high. Descartes himself cer
tainly does not require that reasons to doubt be 
clearly and distinctly perceived. He says that the 
reasons to doubt he brings forth are "very slight," 
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"metaphysical," and "themselves doubtful."16 In 
the second place, premise (S) seems to presuppose 
that we can never clearly and distinctly perceive 
each of two mutually inconsistent propositions. 
But this is a thesis one would rather see as a 
conclusion than as a premise of the Cartesian 
enterprise.17 

Fortunately, however, these objections can both 
be avoided by a single change in the argument. We 
need only replace premise (3) by the following 
premise: 

(3') R is a reason for doubting P only if it is not 
the case that its negation, not-R, is clearly and 
distinctly perceived. (I shall abbreviate the 
consequent by "R is not excluded by clear 
and distinct perceptions.") 

Here we no longer require that reasons to doubt be 
upheld by clear and distinct perception, but only 
that they not be condemned by it. This enlarges the 
class of permissible reasons to doubt, thus mitigat
ing the objection to premise (3). Moreover, we 
may now dispense altogether with the objection
able premise (S), since the conclusion, (8), follows 
from (l), (2), (3'), and (4) alone. 

There remains, however, an objection that is 
fatal to Gewirth's whole approach. The revised 
argument establishes only that clear and distinct 
perceptions are metaphysically certain in the sense 
jointly defined by premises (2) and (3'). That sense 
amounts to this: a proposition is metaphysically 
certain if and only if every reason for doubting it 
is excluded by clear and distinct perceptions. Now 
it was assumed initially that clear and distinct 
perceptions are only psychologically certain. 
What is added when at the end of the argument 
we say that God's veracity and other things clearly 
and distinctly perceived are metaphysically cer
tain? Just this: that we are psychologically certain 
not only of those propositions themselves, but also 
of the falsehood of every reason for doubting them. 
Thus, we have not advanced to a new kind of 
certainty at all. We have merely extended the 
class of psychological certainties. 

Descartes played for higher stakes. The cer
tainty he sought was certainty in a sense entailing 
both maximal evidence and truth. Despite what 
Gewirth says, metaphysical certainty in his sense 
entails neither. 18 It remains at bottom a purely 
psychological notion. 

In the hope of obtaining a conclusion that is 
epistemologically more nourishing, let us turn to 
Feldman.19 His reconstruction of Descartes is 

~ 

identical in structure with the one we obtained 
by revising Gewirth, but there is an important 
difference: he replaces the concept of psychologi
cal certainty with the epistemic concept of practical 
certainty. Practical certainty is the sort of certainty 
involved in ordinary knowing of the justified-true
belief variety. Being practically certain of some
thing, unlike being psychologically certain of it, 
entails having some justification for believing it. 

Feldman's argument may be set out as follows:20 

(l) By means of Descartes's theological argu
ments, I attain practical certainty that God 
exists and is no deceiver. 

(2) A proposition P is metaphysically certain if 
and only if there is no proposition R that 
casts metaphysical doubt on P. 

(3) R casts metaphysical doubt on P only if it is 
not the case that its negation, not-R, is prac
tically certain. 

(4) The only proposition that casts metaphysical 
doubt on any clear and distinct perception is 
the hypothesis that God is a deceiver. 

(5) All clear and distinct perceptions are meta-
physically certain. (lH4). 

The logic of this argument is the same as 
Gewirth's. Before we have proved the veracity of 
God, clear and distinct perceptions are only prac
tically certain. They are not metaphysically cer
tain, because doubt is cast on them by the 
hypothesis that God is a deceiver. But as soon as 
we become practically certain that God is not a 
deceiver, that hypothesis, by (3), is no longer eli
gible to cast doubt. By (4), however, it is the only 
candidate, so nothing any longer casts doubt on 
clear and distinct perceptions. Therefore, by (2), 
they are henceforth metaphysically certain. 

In light of (2) and (3), Feldman's conclusion is 
equivalent to the following: we are practically cer
tain not only of clear and distinct perceptions, but 
also of the falsehood of every proposition that 
would cast doubt on them. This is an improve
ment over Gewirth's conclusion, since it implies 
that clear and distinct perceptions have something 
going for them epistemically. But my basic 
misgiving remains. Feldman's conclusion, like 
Gewirth's, provides no guarantee that clear and 
distinct perceptions are true. For a Cartesian this 
is not enough. 21 

Gewirth and Feldman fall short of giving us 
what Descartes wanted for the same reason. They 
both define metaphysical certainty in terms of the 
absence of reasons to doubt. Then they make it 



very hard for anything to qualify as a reason to 
doubt. As a result, they make it very easy for things 
to qualify as metaphysically certain. Their stan
dards for certainty are thus set too low. 

Descartes, on the other hand, was much more 
liberal about what could count as a reason to 
doubt. For him, a proposition could function as a 
reason to doubt just so long as it was (in Feldman's 
terms) a "metaphysical possibility."22 This makes 
his standards for certainty very high. In the next 
section I defend Descartes's high standards. 

IV 

According to H. A. Prichard, "We can only be 
uncertain of one thing because we are certain of 
something else."23 And according to Wittgenstein, 
"The game of doubt presupposes certainty. If you 
tried to doubt everything, you would not get as far 
as doubting anything. "24 A similar point was made 
in Descartes's own day by Bourdin, who asked 
concerning the reasons Descartes gave for doubt
ing, "If they are doubtful and replete with suspi
cion, how can they have brought any force to bear 
upon you?"25 

Descartes was unimpressed with this objection. 
In reply to Bourdin he said, "We may well enough 
be compelled to doubt by arguments that are in 
themselves doubtful."26 

Descartes was right about this. Reasons to doubt 
need not be certain: they need only be epistemic
ally possible. To vindicate Descartes against Bour
din and company, I shall now construct an 
argument that purports to show that one thing is 
uncertain without presupposing that anything else 
is certain. There are three preliminaries. First, I 
define epistemic possibility as follows: if P is a 
proposition that S is considering at t, then P is 
epistemically possible for S at t if and only if S is not 
certain at t of not-P. Second, by the Demon 
Hypothesis I mean the following: an evil demon 
brings it about that whatever seems evident to me 
is false. Finally, let T be the proposition 
that 2 + 3 = 5. (If there is any proposition the 
reader finds more evident than 2 + 3 = 5, he may 
let T be that one instead.) Now here is the argu
ment: 

(l) The following proposition is epistemically 
possible for me: T seems evident to me and 
the Demon Hypothesis is true. 

(2) If P entails Q and P is epistemically possible 
for me, then Q is epistemically possible for 
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me. (In other words, epistemic possibility is 
transmitted by entailment. This is the analo
gue of a theorem in modal logic.) 

(3) (T seems evident to me and the 
Demon Hypothesis is true) entails (T is 
false). So, 

(4) (T is false) is epistemically possible for me. 
So, by definition, 

(S) I am not certain that Tis true. 

Here we have a valid argument that leads to the 
conclusion that I am not certain that 2 + 3 = 5. 
Yet nowhere in the argument is anything claimed 
to be certain. The Demon Hypothesis, the most 
powerful of Descartes's reasons to doubt, is said 
only to be epistemically possible. 

"Ah, yes, but wait just a minute," I hear an 
objector say. "It is true that in your premises 
nothing is claimed to be certain. But in order for 
the argument to do its job, you who advance it 
must be certain of the premises, that is, you must 
be certain that they are true." The objector is 
mistaken. If the premises of my skeptical argument 
are merely true, whether known to be so or not, the 
conclusion will also be true. And in that case I will 
not be certain that 2 + 3 = 5. But the premises 
could all be true without my being certain of any
thing. Therefore, there are conditions sufficient 
for my being uncertain about one thing that do 
not require my being certain about something else. 
And this is just what the argument was supposed 
to illustrate. 

Nevertheless, there is another and more cogent 
objection to the argument. Premise (2) is false, and 
derives only spurious support from the analogy 
with modal logic. To see this, note that (2) is 
equivalent to the following proposition: whatever 
has logical consequences that are uncertain for me 
is itself uncertain for me. But this is clearly false. If 
you present me with a remote theorem of number 
theory I may well be uncertain of it, but I will be 
certain of the axioms just the same. Putting this 
point in terms of epistemic possibility, the 
negation of the theorem may be epistemically 
possible for me, but the negation of the con
junction of the axioms will not be. The reason 
for this discrepancy, of course, is that I may not 
be certain that the axioms do entail the theorem. 
This suggests that we modify premise (2) as fol
lows: 

(2'') If (P entails Q) is certain for me, and P is 

epistemically possible for me, then Q is epis
temically possible for me. 
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In other words, epistemic possibility is transmitted 
by entailment when I am certain that the entailment 

holds. 
The revised premise is undoubtedly true, but it 

brings a new difficulty along with it. To make the 
resulting argument valid, we shall have also to 
modify premise (3), as follows: 

(3') I am certain that the following entailment 
holds: (T seems evident to me and the 
Demon Hypothesis is true) entails (Tis false). 

Now we are claiming certainty in one of our pre
mises. So what becomes of my attempt to vindicate 
Descartes against Prichard and Wittgenstein? 

The answer is that it still succeeds. Prichard and 
Wittgenstein thought that grounds for doubt must 
be certain. Here they were wrong and Descartes 
was right. Grounds for doubt need only be episte
mically possible, as my revised argument still illus
trates. But something must be conceded to 
Prichard and Wittgenstein nonetheless. Although 
a ground for doubt need not be certain, one must 
in such a case be certain about the logical relation in 
which the ground stands to the dubitandum. This 
is the moral of our having to incorporate (3') into 
the revised argument. We may sum things up thus: 
doubt presupposes that something is certain; so far 
Prichard and Wittgenstein were right.27 But the 
ground on which one bases a doubt need not be 
certain; on this point Descartes was right. 

I want to make one observation before moving 
on. Look at my revised skeptical argument and I 
think you will agree that the only challengeable 
premise is ( 1 ). I think you will also agree that ( 1) 
is false only if the Demon Hypothesis is not epis
temically possible. Thus, you can challenge the 
argument only by challenging the epistemic poss
ibility of the Demon Hypothesis. And if you do 
this, you are claiming to be certain that the Demon 
Hypothesis is false. To overthrow the demon of 
skepticism, you must take him boldly by the horns. 

v 

In this section I shall present what I think is the 
most promising solution to the problem of the 
Cartesian Circle. Not only is it the best solution 
for Descartes, but it also has applications to con- · 
temporary epistemology. 

The key to the solution I advocate is a distinc
tion similar to one Anthony Kenny draws between 
the following propositions: 

(a) For all P, if I clearly and distinctly perceive 
that P, then I cannot doubt that P. 

(b) I cannot doubt that (for all P, if I clearly and 
distinctly perceive that P, then P).28 

The distinction I shall use is analogous but differ
ent. For Kenny's indubitability, which does not 
obviously entail either evidence or truth, I want to 
substitute certainty. This gives us the following 
pair of propositions: 

(A) For all P, if I clearly and distinctly perceive 
that P, then I am certain that P. 

(B) I am certain that (for all P, if I clearly and 
distinctly perceive that P, then P). 

The difference is that (A) says that whenever I 
clearly and distinctly perceive any proposition I 
will be certain of it (the proposition in question), 
whereas (B) says that I am certain of a general 

principle connecting clear and distinct perception 
with truth. Clearly, (A) could be true even though 
(B) were false. (B) requires that I have the conc<;pt 
of clear and distinct perception, but (A) does· not. 
Moreover, even if I did have this concept, I might 
be uncertain about the general connection between 
clear and distinct perception and truth, yet certain 
of every proposition I did clearly and distinctly 
perceive.29 .. 

Unfortunately, the same English sentence - "] 
am certain of the truth of clear and distinct per
ceptions" - may be used to express either (A) or 

(B). Perhaps because of this, the distinction is 
often missed. But it is crucial to the 
Cartesian enterprise. I shall briefly indicate how 
it enables us to make sense of two otherwise 
puzzling passages in Descartes, and then I 
shall show how it provides an escape from the 
Circle. 

The first passage is the notorious fourth 
paragraph in the Third Meditation, where Des
cartes appears to oscillate inconsistently' between 
saying, on the one hand, God or no God, I am 
certain of things when I clearly and distinctly 
perceive them, and, on the other hand, I can 
doubt even the truth of clear and distinct percep
tions if I do not know there is a veracious God. 
The appearance of inconsistency is removed if we 
see Descartes as being uncertain not of particular 
propositions that he clearly ~nd distinctly per
ceives, but only of the general connection between 
clear and distinct perception and truth. What he 
shows us in this paragraph is that at this stage in 
the Meditations (A) is true of him but (B) is .not. 30

• 



The second thing our distinction enables us to 
understand is the epistemic advantage Descartes 
claims over the atheist. He concedes that even the 
atheist can be certain that the three angles of a 
triangle are equal to two right angles ifhe is clearly 
and distinctly perceiving this at the time. (A) is 
thus true of atheist and Descartes alike. But if at a 
later time both me,n merely remember having· a clear 
and distinct perception of that theorem, Descartes 
will still be certain of it, but the atheist will not. 
This is not because (as the Memory Gambit would 
have it) Descartes can trust his memory and the 
atheist cannot. It is rather because Descartes can 
be certain (after he has proved the veracity of God) 
that anything he once clearly and distinctly per
ceived is true, whereas the atheist cannot. So (B) is 
true of Descartes, but not of the atheist. 31 

Now let us see how our distinction enables us to 
break out of the Circle. The first thing to notice is 
that (B) need not be true at the beginning of the 
Cartesian enterprise. I do not have to be certain 
that all clear and distinct perceptions are true 
before I prove that God exists. Proposition (2), 
which describes the lower arc of the Circle, is false. 

Although (B) is false at the outset, however, it 
does not follow that (A) is false at the outset. And 
if (A) is true at any time, then anything I perceive 
clearly and distinctly at that time will be something 
I am certain of. Clear and distinct perception will 
thus provide me with an initial stock of premises I 
know for certain to be true. According to Des
cartes, these premises will include I think, if I 
think then I exist, and a cause must contain at least 

as much reality as its effect, among others. From 
these first principles I can go on to prove other 
things, including the existence of God and, even
tually,, the principle that all clear and distinct per
ceptions are true. 32 

Clear and distinct perception and proposition 
(A) play crucial roles in my proposal that must 
not be misunderstood. The fact that I clearly and 
distinctly perceive a proposition does not serve as a 
ground for accepting it. It is a source of knowledge, 
but not a ground. Nor does proposition (A) serve 
as a ground. Rather, it is a fact that enables know
ledge to get started. (We can authenticate this fact 
later if we wish, but need not do so in the begin
ning.) 

Prichard misunderstands Descartes in just the 
way I am warning against. According to him, Des
cartes thinks he can arrive at certainty about a 
proposition P only by running through an argu
ment of the following sort: 
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Whatever I perceive clearly and distinctly 1s 
certain. 

I am perceiving clearly and distinctly that P. 
Therefore, P is certain. 33 

Here proposition (A) and my clearly and distinctly 
perceiving P both appear as grounds. As grounds, 
they cannot contribute to knowledge unless they 
are themselves known. But the question how I 
know them obviously has no satisfactory answer if 
an argument like the one above must stand behind 
any answer I give. Prichard's interpretation of 
Descartes thus leads to disaster (as he himself is 
quick to point out). 

In opposition to Prichard's interpretation, I 
maintain that in order to become certain of a 
proposition I do not need to know that I am clearly 
and distinctly perceiving it, nor that whatever I so 
perceive is either certain or true. It is enough that I 
do clearly and distinctly perceive the proposition. 
(A) says that this is enough. For (A) says that 
perceiving something clearly and distinctly is suffi

cient to render me certain of it. It follows that 
nothing else is necessary, unless it is also necessary 
for the occurrence of clear and distinct perception 
in the first place. But neither knowledge of (A) nor 
knowledge of the fact that I am clearly and dis
tinctly perceiving something is necessary for such 
perception to occur.34 

The point I have been insisting upon could be 
summed up as follows: (A) is not a principle I have 
to apply in order to gain knowledge; I need only 
fall under it. 

The solution I am proposing does not require us 
to deny (1), the proposition describing the upper 
arc of the Circle. We can side with Descartes if we 
like and hold that in order to know that whatever is 
clearly and distinctly perceived is true, we must 
first know that God exists. 35 But this is not to say 
that before God's existence is known, clear and 
distinct perception affords us no certainty. On 
the contrary, it does, and this is what lets know
ledge get started. Those who observe that we must 
be certain of some clear and distinct perceptions 
independently of our knowledge of God are there
fore correct. But to conclude from this that ( l) 
must be denied would be to confuse (A) with (B). 

Moreover, to say (as I do) that we must be 
certain at the outset of some clear and distinct 
perceptions is not to say (as I don't) that we must 
be certain at the outset of the proposition some 

clear and distinct perceptions are true. Nor is it to 
say that we must be certain of a more specific 
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proposition of the form those clear and distinct 

perceptions that are F (for example, bathed in the 
light of nature) are true. In either of these cases we 
would be entertaining a proposition about the epis
temic powers of clear and distinct perception, but 
no such thing is required of us. 

We have seen that in virtue of(not by appeal to) 
proposition (A) we acquire an initial stock of cer
tainties. Where do we go from here? Descartes's 
route is all too familiar. Among the initial certain
ties are premises that entail the existence of God. 
In the Third Meditation he clearly and distinctly 
perceives this entailment, thus becoming certain 
that God exists. In the Fourth Meditation he 
clearly and distinctly perceives, and thus becomes 
certain, that God could not be a deceiver. He goes 
on to infer (and become certain) that whatever he 
perceives clearly and distinctly is true. 

It is important to recognize at this point that 
despite his usual formulation of it, Descartes's rule 
of clearness and distinctness (the C&D Rule, I 
shall call it) is not merely a rule of truth. It is also 
a rule of evidence and, indeed, of certainty. Many 
passages make this clear. When Descartes first 
introduces the C&D Rule, it is by means of the 
question, "Do I not ... know what is requisite to 
render me certain of a truth?"36 A few sentences 
later he refers to clear and distinct perceptions as 
"matters in which I believe myself to have the best 
evidence. " 37 Elsewhere he says that clear and dis
tinct perceptions are "true and certain. " 38 More
over, he often tells us that when he clearly and 
distinctly perceives something, he cannot help but 
believe it.39 What is clearly and distinctly per
ceived, then, is not only true, but also maximally 

evident and believed. It is therefore known for cer

tain. The C&D Rule thus turns out to be equiva
lent to proposition (A). 

Descartes's procedure could be summed up 
thus: by falling under proposition (A) (that is, the 
C&D Rule), he becomes certain of premises from 
which he eventually derives proposition (A) 
itself.40 But since he does not have to use proposi
tion (A) at any step along the way, there is no 
circle. 

Once Descartes knows that proposition (A) is 
true, of what use is the information? Well, for one 
thing, it enables him to cast off the atheist's handi
cap: he can now be certain of things he merely 
remembers having clearly and distinctly perceived. 
But more importantly, it enables him to vindicate 
his starting point. It gives him an answer to the 
critic who says, "I grant that your procedure is not 

circular, but I don't see how you can escape the . 
charge of arbitrariness in your first premises. What 
is the justification for starting from just the pre
mises you did?" After he has proved proposition 
(A) Descartes can give the following reply: "Those 
premises are things I knew for certain. The proof 
of this is that I perceived them clearly and dis
tinctly, and whatever I so perceive is certain." 

To make the last point clearer, let me review ~he 
successive stages of the Cartesian enterprise. Here 
are the things of which Descartes is certain, listed 
in the order in which he becomes certain of them: 

(I) I think, the Propositions known because they 
causal maxims, are clearly and distinctly 
etc. perceived. 

(2) God exists, God Propositions known because they 
is no deceiver. are clearly and distinctly 

perceived to follow from premises 
at level (1). 

(3) Whatever I Principle known because it is 
perceive clearly clearly and distinctly perceived to 
and distinctly is follow from propositions at level 
certain. (2). 

(4) I perceive New premises, one corresponding 
clearly and to each premise at level (I). 41 

distinctly that I 
think, etc. 

(5) I am certain Propositions known because they 
that I think, are clearly and distinctly 
etc. perceived to follow from 

propositions at levels (3)·and (4). 

The propositions at stage (1) are Descartes's 
first premises; he accepts them without any sup
porting grounds. This is what incurs the charge of 
arbitrariness (or dogmatism). But that charge may 
be answered as follows. If proposition (A) is true, 
then Descartes's first premises are immediately 

justified, that is, they are justified simply in virtue 
of being clearly and distinctly perceived, not 
because they inherit justification from other pro
positions. From these immediately justified begin
nings Descartes goes on to derive (at level (3)) 
proposition (A) itself, which serves as a reason 
for the higher--0rder propositions (at level (5)) to 
the effect that his initial premises were justified 
(indeed, certain). This shows that the initial pre
mises were not arbitrary. 

The strategy I am imputing to Descartes is 
nicely described in a recent article by William P. 
Alston. He writes: 

For any belief that one is immediately justified 
in believing, one may find adequate reasons for 



accepting the proposition that one is so justified. 
The curse (of dogmatism) is taken off immedi
ate justification at the lower level, just by virtue 
of the fact that propositions at the higher level 
are acceptable only on the basis of reasons. 42 

This fits Descartes perfectly. His initial premises 
are immediately justified and certain, but the 
higher--0rder proposition that says they are certain 
is justified by appeal to reasons.43 

I shall consider one more objection to Descar
tes's procedure. This one charges that proposition 
(A) is arbitrary because one could have chosen any 
rule of evidence and justified it by the method I 
attribute to Descartes. My reply is twofold. First, 
proposition (A) is not arbitrary; it is the conclusion 
of an argument. One may wish to quarrel with the 
argument, but that would be a separate objection. 
Second, it is simply not true that any principle 
could be justified in the same manner as (A). It has 
at least to be a true principle, or else no first 
premises will be justified in virtue of it. 

This completes my solution to the problem of 
the Cartesian Circle. Needless to say, I do not wish 
to endorse all the details of Descartes's reasoning. 
But I do maintain that in general outline it is 
sound, and in Part Two I shall use what is of 
value in it to throw light on contemporary issues. 

Part Two 

VI 

In contemporary epistemology there is a move
ment away from foundationalist theories of justifi
cation toward coherenrist theories. Wilfrid Sellars 
and Keith Lehrer, two of the leaders of this move
ment, have criticized foundationalism by raising 
doubts about its ability to justify its own epistemic 
principles. In this Part I shall draw on what we 
have learned about Descartes in Part One to show 
how these criticisms may be met. 

Two doctrines are essential to foundationalism: 
(i) there is a class of propositions - the "founda
tions" - that are self-evident or immediately just
ified; and (i1) every proposition that is justified is 
so at least partly in virtue of standing in certain 
relations to the foundations. 44 Certain other doc
trines are often associated with foundationalism, 
but they are not entailed by (1) and (ii). For exam
ple, Descartes was a foundationalist who held (iii) 
that the foundational propositions must be not 
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only immediately justified, but also certain and 
indubitable, (iv) that they are limited in scope to 
simple necessary truths and propositions about 
one's own mental states, and (v) that the 
superstructure is related to the foundations by 
deductive relations exclusively. One can defend 
(1) and (i1) without being committed to (iii), (iv), 
and (v). 

Foundationalists often set forth principles spe
cifying the conditions under which propositions of 
various types are justified. Usually called epistemic 
principles, they fall into two groups: principles that 
tell us that propositions of certain types are justi
fied independently of their logical relations to 
other propositions, and principles that tell us that 
if some propositions are already justified, then any 
propositions that stand in such-and-such relations 
to them are also justified. Principles of the first sort 
I call generation principles, since they are principles 
whereby justification is generated in the first place, 
and those of the second sort I call transmission 
principles, since they are principles whereby justi
fication is transmitted from some propositions to 
others. Generation principles are used to lay the 
foundations, transmission principles to erect the 
superstructure. 

The general form of an epistemic principle is 
"If ... then Pis justified for S." The antecedent of 
a sentence expressing a transmission principle will 
contain terms of epistemic appraisal (such as "evi
dent," "certain," and so on), since it must mention 
other propositions and specify their epistemic sta
tus. But the antecedent of a sentence expressing a 
generation principle will not contain terms of epis
temic appraisal.45 

Descartes's C&D Rule is a generation principle. 
It tells us that if someone is clearly and distinctly 
perceiving a proposition - a state we can describe 
without using epistemic terms - then that pro
position is certain for him. Another example of a 
generation principle is Chisholm's Principle (A), 
which says that if a subject is in any of a designated 
group of"self-presenting states," then it is evident 
to him that he is in the state in question. 46 

An obvious example of a transmission principle 
is the principle that deduction transmits justifica
tion - more precisely, if Pis justified for S, and the 
proposition that P entails Q is true and justified for 
S, then Q is justified for S. This is the only 
transmission principle Descartes allowed.47 But 
most foundationalists countenance several others, 
including, perhaps, principles whereby justifica
tion is transmitted to propositions about the 
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physical world and propos1t10ns about the past. 
The best known list of such nondeductive trans
mission principles is Chisholm's.48 

Critics of foundationalism look upon its episte
mic principles with suspicious eyes. "What is the 
justification for them?," they ask. Sellars and 
Lehrer contend that foundationalists have no satis
factory answer to this question, and urge us to 
adopt a coherentist view instead. Coherentism 
denies (1) and (i1), maintaining that a proposition 
may be justified in vinue of belonging to a coher
ent system of propositions none of which is imme
diately justified. 

It will be convenient to sum up the Sellars
Lehrer critique in three theses: 49 

(I) Epistemic principles must themselves be 
known (or justified) if knowledge (or justi
fied belief) is to arise in accordance with 
them.so 

(II) There is no way to justify epistemic princi
ples within a foundationalist framework. 

(III) There is a way to justify epistemic princi-
ples within a coherentist framework. 

If (I) and (II) are both true, foundationalism leads 
to skepticism. If (III) is true, coherentism does not. 
So the upshot of the Sellars-Lehrer critique is 
this: if we wish to avoid skepticism, we must reject 
foundationalism in favor of coherentism. In the 
remaining sections, I shall explore possible foun
dationalist responses to this challenge, concentrat
ing on (I) and (II). 

VII 

Premise (I) of the Sellars-Lehrer critique is widely 
taken for granted, but acceptance of it rests on a 
.misunderstanding of how epistemic principles 
function. I have already discussed this misunder
standing in Part One. There we saw that Descartes 
did not need to know that the C&D Rule was true 
in order for clear and distinct perception to give 
him knowledge. For just the same reason, we can 
say in general that a subject need not know that an 
epistemic principle is true in order for the circum
stance mentioned in its antecedent to give him 
knowledge. 

The argument for this is very simple. An epis
temic principle has the form "If ... then P is jus
tified for S." In other words, it says that the 
obtaining of whatever condition is specified in its 
antecedent is sufficient for P's being justified for 

S. SI Now it is a logical truth that if Xis sufficient 
for Y, then there is no other condition Z that is 
necessary for Y, unless Z is also necessary for X. 
But knowledge of an epistemic principle is not 
necessary for the obtaining of its antecedent. 
Therefore, knowledge of an epistemic principle is 
not necessary for knowledge to arise in accordance 
with it. The first premise of the Sellars-Lehrer 
critique is false. 

VIII 

The argument that shows that knowledge of epis
temic principles is not required also shows that 
knowledge of their antecedents is not required. 
This undermines a criticism Sellars levels against 
Chisholm's Principle (A). That principle, recall, 
says that if a subject is in any of a designated 
group of psychological states, then it is evident to 
him that he is in whatever state it is. Sellars says 
that this principle "seems to point to" arguments 
of the following form: 

It is a fact that I am F. 
So, it is reasonable to believe that I am F. sz 

He then observes, "In order for any such argu
ment to do the job, its premise would have to have 
authority, it would have to be something which it 
is reasonable to believe. ,,s3 Presumably the diffi
culty with this is that if the conclusion were in 
question, the argument could not be expected to 
put it out of question. 

To raise this objection is to misunderstand 
Chisholm in just the way that Prichard misunder
stood Descartes. Chisholm's Principle is not sup
posed to function as a suppressed major premise 
under which a subject must subsume himself. The 
point is rather that just as having a clear and 
distinct perception of something puts one in a 
condition of knowing it, so being in a self-present
ing state puts one in a condition in which it is 
evident to one that he is in that state. s4 

There is a standard objection to coherentism 
that can be answered in the same way. Coheren
tists say that a proposition is justified if it coheres 
with a system of propositions of the right kind -
for example, those already accepted by the subject, 
or by "the scientists of our culture circle," and so 
on. Foundationalists have been wont to object by 
asking, "How do you know which propositions 
belong to the system? And how do you know that 



a given proposition does cohere with them?" But if 
the coherentist principle is true (and one may, of 
course, wish to question this) one need not know 
thos~ things. 

IX 

In section VII we saw that epistemic principles 
need not be known in order for knowledge to 
arise in accordance with them. This does not 
mean, however, that the question "What justifies 
your principles?" is one that the foundationalist 
can brush aside. There are two reasons for this. In 
the first place, although some knowledge arises 
even if the principles are not known, there may 
be other knowledge that does depend on knowing 
the principles. In Descartes's system, for example, 
one must have knowledge of the C&D Rule in 
order to obtain knowledge of propositions clearly 
and distinctly perceived at an earlier time. One 
must also have knowledge of the Rule in order to 
arrive at higher-order knowledge - knowledge that 
one knows. In the second place, even if knowledge 
of epistemic principles is not required for either of 
the two purposes just mentioned, we may seek it 

for its own sake when we embark upon epistemo
logical inquiry. If it turns out that epistemic prin
ciples are justified at all, foundationalism will owe 
us an account of how they are justified. Otherwise 
it will not be a complete theory of justification. I 
turn, therefore, to examination of premise (II) of 
the Sellars-Lehrer critique. 

If epistemic principles are justified within a 
foundationalist framework, this must be in one of 
two basic ways: either they are immediately justi
fied, lying at the foundation, or they are mediately 
justified, resting upon the foundation. Within the 
latter alternative there are two subalternatives, 
which are best explained with the help of a term 
borrowed from Alston: an epistemic proposition is a 
singular proposition that attributes evidence, cer
tainty, or some other epistemic characteristic to 
another proposition. ss Now on the first subalter
native, epistemic principles are justified after epis
temic propositions, thus occupying a higher story 
in the edifice of knowledge, and on the second 
subalternative epistemic principles are justified 
before epistemic propositions, thus occupying a 
lower story in the edifice of knowledge. 56 This 
gives us three alternatives in all: the justification 
of epistemic principles may be immediate, it may 
be mediate and posterior to that of epistemic pro-
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positions, or it may be mediate and prior to that of 
epistemic propositions. I shall discuss all three 
alternatives, beginning with the last. 

x 

The first pattern to be discussed - mediate justi
fication of epistemic principles prior to the justifi
cation of epistemic propositions - follows this 
general sequence: 

(1) Propositions known immediately. 
(2) Further propositions inferred from proposi

tions at level (1 ). 
(3) Epistemic principles inferred from proposi

tions at level (2). 
(4) Instantiations of antecedents of epistemic 

principles. 
(S) Epistemic propositions inferred from propo

sitions at levels (3) and (4). 

The reader who refers back to section V will see 
that this is precisely the pattern I attributed to 

Descartes. At level (1) we have the cogito and 
other things known immediately, at level (2) the 
existence and veracity of God, at level (3) the C&D 
Rule, at level (4) subsumptions oflevel (I) propo
sitions under the Rule, and at level (S) epistemic 
propositions attributing certainty to the proposi
tions at level (1 ). 

I argued in section V that Descartes's procedure 
is neither circular nor arbitrary. What is problem
atic about it is simply whether there are indeed 
valid inferences from level (1) to level (2) and from 
level (2) to level (3). As Hume observed, to have 
recourse to the veracity of God in order to prove 
the certainty of our perceptions is to make "a very 
unexpected circuit."s7 Contemporary epistemolo
gists who use Descartes's pattern will no doubt 
want to avoid the circuit through theology, repla
cing his level (2) propositions by something more 
in keeping with a naturalistic world view. Let us 
therefore inquire into the prospects for a Cartesian 
epistemology naturalized. ss 

Let us begin by taking a look at an attempt by 
Sellars to give a naturalistic derivation of 
Chisholm's Principle (C), which reads as follows: 

If there is a certain sensible characteristic F such 
that S believes that he perceives something to be 
F, then it is evident to S that he is perceiving 
something to have that characteristic F, and also 
that there is something that is F. s9 
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Sellars' derivation of this principle occurs as part 
of a larger coherentist strategy - in true Hegelian 
fashion, he is trying to concede the approximate 
truth of the foundationalist's principles while 
showing that they find their rationale only within 
his own coherentist system. Nonetheless, aspects 
of his derivation might be appropriated by founda
tionalists. 

The idea, then, is to derive Principle ( C) from 
naturalistic facts - facts of the sort establishable by 
scientific inquiry. What might these facts be? Sell
ars' candidates are facts about concept formation 
and language learning. Certain sentences - for 
example, "Here is a red apple" - are learned as 
directly conditioned responses to states of affairs 
obtaining in one's immediate vicinity. Now to say 
that a response R is conditioned to a stimulus Sis to 
say that for the most part R occurs when and only 
when S occurs. Therefore, one who has learned 
how to use the sentence "Here is a red apple" will 
tend to utter it when and only when a red apple is 
present to his eyes. Hence, the utterance of that 
sentence by one who knows the language is a good 
indicator of the presence of a red apple. And one 
who finds himself uttering (or spontaneously 
inclined to utter) "Here is a red apple" can there
fore take this utterance (or inclination) as evidence 
for the truth of the belief expressed by those words. 
We thus arrive (in Sellars' words) at "something 
very like" Chisholm's Principle (C).60 

But just how like Chisholm's Principle is it? 
What Sellars' argument really shows is at most 
this: if S utters (or is spontaneously inclined to 
utter) the words "Here is an F" (where "F' is any 
predicate directly conditioned to nonverbal sti
muli), then the proposition expressed by those 
words is likely to be true. This differs from Princi
ple ( C) in several ways, one of which for our 
purposes is crucial: where ( C) contains the term 
"evident" Sellars' principle contains the phrase 
"likely to be true. " 61 It is plain that the latter 
must be taken in a statistical sense - the import 
of Sellars' principle is that most beliefs of a certain 
sort are true. Now the mere fact that most beliefS 
of a certain sort are true does not suffice to make 
those beliefs evident (or even justified to any 
degree) for the persons who hold them. After all, 
any true belief belongs to at least one class of 
beliefs most members of which are true, but not 
all true beliefs are justified. What our Sellarsian 
considerations establish, therefore, is a statistical 

principle, not an epistemic principle in the proper 
sense of the term. 62 

This may account for Sellars' allegiance to pre
mise (I). We saw in section VII that when episte
mic principles are understood in the way I 
suggested, (I) is demonstrably false. But to some
one who really has statistical rather than epistemic 
principles in mind, (I) will seem eminently plau
sible. The statistical fact that most beliefs of a 
certain sort are true does not make any of those 
beliefs evident; but if a believer knew this statistical 
fact, and knew in addition that one of his beliefs 
belonged to the sort in question, then (if no evi
dence pointed the other way) he would be justified 
in holding that belief. It does seem that statistical 
principles, unlike epistemic principles, can contri
bute to knowledge only if they are themselves 
known.63 

Whether this explains Sellars' acceptance of (I) 
or not, the point remains that his naturalistic deri
vation does not yield an epistemic principle, but 
only a statistical principle. Moreover, given a 
certain assumption that I have merely left tacit 
until now, I think it is safe to say that any attempt 
at a naturalistic derivation of epistemic principles 
would meet the same fate. The assumption is this: 
epistemic principles involve concepts that are 
irreducibly epistemic. That is to say, they involve 
concepts like evidence and certainty, and these 
concepts can only be defined with the help of 
other epistemic concepts; they cannot be defined 
solely in terms of logical and empirical concepts 
such as truth, probability, causation, and belief.64 

If this assumption is correct, it is hard to see how 
epistemic principles could ever be derived from 
propositions established by scientific inquiry. 
The difficulties involved would be analogous to 
those involved in trying to derive "ought"-state
ments from "is" -statements or observation state
ments from theoretical statements (without 
correspondence rules). 

In conclusion, then, without a naturalistic 
reduction of epistemic concepts, there cannot 
be a naturalistic derivation of epistemic princi
ples. 65 We must look elsewhere for their justi
fication. 66 

XI 

The next pattern to be discussed - mediate justi
fication of epistemic principles posterior to the 
justification of epistemic propositions - is .also 
present, although not prominent, in the Medita

tion;. At the beginning of the Third Meditation 



Descartes introduces his C&D Rule in the follow
ing way: 

I am certain that I am a thing which thinks; but 
then do I not likewise know what is requisite to 
render me certain of a truth? Certainly in this 
first knowledge there is nothing that assures me 
of its truth, excepting the clear and distinct 
perception of that which I state, which would 
not indeed suffice to assure me that what I say is 
true, if it could ever happen that a thing which I 
conceived so clearly and distinctly could be 
false; and accordingly it seems to me that 
already I can establish as a general rule that all 
things which I perceive very clearly and very 
distinctly are true. 67 

Here Descartes starts with an epistemic pro
position - I am certain that I am a thing which 

thinks - and moves to an epistemic principle - all 

things which I perceive very clearly and distinctly are 

true.68 

In the immediately following paragraphs, how
ever, Descartes says that his principle is subject to 
doubts that can be removed only by establishing 
the existence of a veracious God. Evidently, then, 
he views the passage I have quoted as belonging 
merely to the context of discovery, not to the 
context of justification. In it the C&D Rule is 
first brought to light, but not yet established as 
known. 

But why not regard the passage as a justification 
of the C&D Rule? We can extract from it the 
following argument: 

(1) I am certain that I am a thinking thing. 
(2) The only possible source of this certainty is 

clear and distinct perception. 
(3) Therefore, clear and distinct perception is a 

source of certainty (i.e., whatever I perceive 
clearly and distinctly is certain). 

This argument fits the pattern Chisholm has 
labelled "critical cognitivism." Such arguments 
contain one premise affirming that we do have 
knowledge, certainty, or justification with respect 
to propositions of a given type, another premise 
ruling out all possible sources of this knowledge 
except one, and a conclusion affirming that the 
remaining possible source must therefore be the 
source of the knowledge in question. Epistemic 
principles are thus justified by appeal to epistemic 
propositions. 69 

Foundationalism, Epistemic Principles 

Critical cognitivism arouses misgivings in many. 
I shall spend the rest of this section discussing the 
two strongest objections to it I have encountered. 
The first comes from Alston, who in the following 
passage is criticizing the view that epistemic pro
positions may be immediately justified, but whose 
remarks can be adapted against critical cognitivism 
as well: 

In taking a belief to be justified, we are evaluat
ing it in a certain way. And, like any evaluative 
property, epistemic justification is a superveni
ent property, the application of which is based 
on more fundamental properties. . . . Hence in 
order for me to be justified in believing that S's 
belief that p is justified, I must be justified in 
certain other beliefs, viz., that S's belief that p 
possesses a certain property, Q and that Q ren
ders its possessor justified. (Another way of 
formulating this last belief is: a belief that 
there is a vaJid epistemic principle to the effect 
that any belief that is Q is justified.) Hence in no 
case can an epistemic belief that S is justified in 
believing that p, itself be immediately justi
fied.70 

Alston is claiming that in order to come to be 
justified in believing an epistemic proposition, I 
must first be justified in believing an appropriate 
epistemic principle. If he is right about this, the 
justification of epistemic principles cannot be pos
terior to that of epistemic propositions, contrary to 
what is envisaged by critical cognitivism. Things 
would have to be the other way around. 

Let us grant that justification is a supervenient 
property.71 There are still two lines of reply to 

Alston's argument. Using "Jp" to abbreviate "S 

is justified in believing that p," we can symbolize 
his main premise as follows: 

JJp requires 3 Q {JQp &J[(p)(Qp--+ Jp)]}. 

Now the first reply is this: why is it not sufficient 
for JJp to have 

J{ 3 Q[Qp & (p)(Qp--+ Jp)]}. 

In other words, why is it not sufficient to be 
justified in believing that p possesses some property 
Q that renders its possessor justified without 
knowing which property it is? The job of the cri
tical cognitivist's argument would then be to iden

tify the property Q 
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I find this reply quite plausible. Sometimes I 
reflect that I know a certain proposition, then ask 
myself how I know it (what makes me justified). I 
can be justified in my initial reflection even before 
I have successfully answered the question it pro
vokes. (The analogue in ethics would be knowing 
that an act is right without yet knowing what makes 
it right.) 

The second reply is this: if it is a true epistemic 
principle that (p) (Qp--+ Jp), then a sufficient con
dition for JJp would be QJp, which does not itself 
require either JQp or J[(p) (Qp--+ Jp)]. Hence, in 
order to defend his main premise, Alston needs the 
additional but unstated premise that no epistemic 
proposition can ever possess a property like Q In 
short, he must rule out QJp. But why can't we have 
QJp? Suppose that Q is the property of being 
clearly and distinctly perceived; why can't I clearly 
and distinctly perceive not only that 2 + 3 = 5, but 
also that it is evident to me that 2 + 3 = 5?72 Unless 
this alternative can be ruled out, Alston's argu
ment is inconclusive. 

The other objection to critical cognitivism is 
that it seems unsatisfyingly arbitrary and ad hoc. 
I do not know how to allay this misgiving, except 
by pointing out, as Chisholm does, that the con
clusion of a critical cognitivist argument is (some
times, at least) the consequence of premises that 
are individually quite plausible. For example, isn't 
it certain that I am (at least) a thinking thing? 
And what else could render me certain of it, 
if not the fact that I clearly and distinctly 
perceive it? 

Before moving on I want to make three com
ments about the status of epistemic principles that 
are justified by critical cognitivist arguments. 
First, since knowledge of epistemic principles is 
not on this view a prerequisite for knowing that 
you know, there may be few occasions if any on 
which knowledge of them is called for. But this is 
not to say that they are idle; on the contrary, they 
have to be operative if there is to be knowledge at 
all. Second, every critical cognitivist argument has 
one premise that affirms that all possible sources 
but one of a given type of knowledge are barren. 
But it is hard to be sure that one has considered all 
possible sources, and harder still to be sure that 
one has considered all possible ways in which 
knowledge might arise from a given source. There
fore, the justification of epistemic principles 
afforded by critical cognitivism is bound to be 
somewhat tentative and conjectural. Third, it is 
sometimes suggested that epistemic principles are 

synthetic and a priori.73 But a critical cognitivist 
should not say this, for the argument he offers 
makes essential use of the a posteriori premise 
that we do know various things. If epistemic prin
ciples are a priori for him in any sense at all, it can 
only be in the Kantian sense that they are neces
sary presuppositions of knowledge. 

XII 

The last possibility to be discussed is that episte
mic principles are immediately justified. The his
torical Descartes did not countenance this 
possibility, but I can imagine another Descartes 
meditating to himself as follows: "By reflecting 
on my condition when I clearly and distinctly 
perceive that 2 + 3 = 5, I can see that my condition 
is one of knowing. Moreover, I can see that any 
state of clear and distinct perception would have to 
be a state of knowing. There could no more be a 
state of clear and distinct perception that was not a 
state of knowing than there could be adjacent 
mountains that did not enclose a valley." For this 
Descartes, the C&D Rule is an immediately justi
fied necessary truth. Other foundationalists have 
claimed a similar status for their epistemic prin
ciples. 74 

Lehrer objects strenuously to the imputation of 
immediate justification to epistemic principles.75 

Such a maneuver, he says, has the following dis
advantages: (1) it makes the choice of epistemic 
principles "arbitrary"; 76 (ii) it "entirely begs the 
question in favor of the foundation theorist" and 
"lacks dialectical cogency";77 and (iii) it "opens 
the door to the most rampant forms of specula
tion." 78 What can the foundationalist say in reply? 

(i) To say that the choice of principles is "arbi
trary" is to say that there is no justification for 
choosing one set of principles rather than another, 
and Lehrer's ground for saying this is presumably 
that the foundationalist offers no reason in support 
of his choice. But if this is his ground, then Lehrer 
is presupposing that all justification is mediate -
that nothing can be justified unless there is some 
further proposition that supports it. This, of 
course, begs the question against the foundation 
theorist. 

(ii) In laying down a generation principle, a 
foundationalist affirms that the propositions speci
fied in its consequent are immediately justified 
whenever its antecedent is true. If a coherentist, 
who denies that any propositions are immediately 



justified, asks why he should accept such a princi

ple, he will naturally be unsatisfied ifhe is told that 

it is itself immediately justified. So Lehrer is right: 

the foundationalist does beg the question, and his 

reply is dialectically ineffective. 
But let us see if the coherentist can argue with 

greater dialectical effectiveness. He, too, espouses 

an epistemic principle, one that takes the following 

form: if a proposition coheres with a system of 

propositions of kind K, then it is justified.79 Why 

should we accept a principle of this type? The 

coherentist dare not say that it is self-evident, lest 

he make a fundamental concession to the other 

side. It is more likely that he will say that it is 

justified by its coherence - in which case he is as 

guilty of begging the question as the foundation

alist. 
I mention this not to indulge in a tu quoque, but 

in order to bring out the fact that in the founda

tionalism--coherentism dispute, as in most matters 

of fundamental disagreement, it may be impossible 

for either side to support its view without begging 

the question against the other. It is hard for either 

side to get a dialectical grip on the other. One 

should not draw skeptical or relativist conclusicms 

from this, however. One side may be in the right -

and know that it is - even if it is incapable of 

demonstrating this to the other. 
(iii) Let us consider, finally, the objection that 

foundationalism opens the door to speculation. If 

the foundationalist claims that his principles are 

immediately justified, then what is to prevent, let 

us say, a revelationist from claiming the same 

status for a principle to the effect that if S has an 

ostensible revelation that P, then S is justified in 

believing that P? The answer is that there is noth

ing to prevent this, but the foundationalist need 

not agree that the revelationist's principle is justi

fied. Some claims to immediate justification are 

spurious. 
Now let us see how speculation fares within the 

coherence theory. It is a consequence of this theory 

that any belief might be justified just so long as the 

believer enlists an appropriate cast of supporting 

beliefs.80 Suppose, for instance, that someone 

entertains the notion that the world is made of 

cottage cheese, and that the rest of his beliefs 

form a system of kind K including the following 

items: the cosmos flowed forth from the teats of a 
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cow and curdled; when I sink my spade into the 

earth, up come mounds of creamy white stuff; and 

so on. What is to prevent this? Again, nothing. 

Moreover, there is an important difference 

between this situation and the one described in 

the last paragraph: the foundationalist did not 

have to agree that the revelationist's beliefs were 

justified; but the coherentist does have to agree that 

the beliefs of our eccentric cosmologist are justi

fied (for him, at least), because they do, after all, 

satisfy the antecedent of the coherence principle. If 

anything, then, coherentism opens the door to 

speculation wider. 
I conclude that there is nothing inherently 

objectionable about claiming that epistemic prin

ciples are immediately justified. Of course, this 

status can be claimed more plausibly for some 

principles than others. Perhaps few would hesitate 

to classify as immediately justified the principle 

that deduction transmits justification. And I 

would not hesitate to add to the list two generation 

principles: to cover the first truths a posteriori, 

Chisholm's Principle (A), and to cover the first 

truths a priori, a version of Descartes's C&D 

Rule, modified so as to be a rule of prima facie 

justification only. But to classify nondeductive 

transmission principles as immediately justified 

does not come as easily. 

XIII 

The results of Part Two may be summarized as 

follows. Coherentists have objected that epistemic 

principles must be justified, but cannot be if foun

dationalism is true. I have argued for just the 

opposite: epistemic principles need not be justified, 

but can be if foundationalism is true. I considered 

three ways in which this might occur. The first, 

naturalism, is perhaps the most exciting, but also, 

alas, the least promising. It overlooks the distinc

tively epistemic dimension of epistemic principles. 

The third, immediate justification, incurs no 

objection in principle, but very few epistemic prin

ciples can be claimed to be justified in this way. 

The second, critical cognitivism, is in some ways 

unsatisfying, but it, too, incurs no objection in 

principle, and may be the only alternative for 

nondeductive transmission principles.81 
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Notes 

In presenting the problem this way I follow Willis 
Doney, "The Cartesian Circle," Journal of the His
tory of Ideas 16 (1955), pp. 324--38. Cf. Arnauld's 
"only remaining scruple" in Haldane and Ross 
(eds), Descartes: Philosophical Writings (Cambridge: 
Cambridge University Press, 1911), vol. II, p. 92. 
(Hereafter I shall refer to the Haldane and Ross 
volumes as HR I and HR II.) 

The more generalized form would be this: how 
can I know any epistemic principles unless I first 
know some other propositions from which to derive 
them? But how can I know those other propositions 
unless I first know some epistemic principles? See R. 
M. Chisholm, The Problem of the Criterion, The 
Aquinas Lecture, 1973 (Milwaukee: Marquette Uni
versity Press, 1973). I shall not address myself to this 
problem explicitly, but what I would say about it 
will become clear in Part Two. 

2 Doney, "The Cartesian Circle." Passages often cited 
in this connection are HR I, p. 184; HR II, pp. 38, 
39, 114--1 S, and 245. 

3 Throughout this paper I use "remember" in the 
sense of "ostensibly remember" so as not to ensure 
by definition that what is remembered is true. 

4 Perhaps Doney does not wish to say that God guar
antees that whatever we remember is true, but only 
that whatever we remember having perceived clearly 
and distinctly is something that we did perceive 
clearly and distinctly. 

S Harry Frankfurt, "Memory and the Cartesian Cir
cle," The Philosophical Review, 71 (1962), 504--11. 

6 This point is well made by A. K. Stout in "The 
Basis of Knowledge in Descartes," Mind, 38 (1929), 
330-42 and 458-72. The article is reprinted in 
Doney (ed.), Descartes (Garden City: New York: 
Anchor Books, 1967), pp. 169-91. See also Frank
furt, "Memory and the Cartesian Circle." 

7 Alan Gewirth, "The Cartesian Circle," The Philoso
phical Review SO (1941), 368-95. I shall also refer to 
two other articles by Gewirth: "The Cartesian Cir
cle Reconsidered," The Journal of Philosophy 67 
(1970), pp. 685-700, and "Descartes: Two Disputed 
Questions," The Journal of Philosophy, 68 (1971), 
pp. 288-96. 

8 "The Cartesian Circle," p. 374. "Clear and distinct 
perceptions are so coercive in their effect upon the 
mind that the mind cannot help assenting to them as 
true at the time it has such perceptions," ibid., p. 
383. 

9 Ibid., pp. 378 and 394. 
IO Throughout the remainder of this paper I shall use 

"clear and distinct perception" (singular) for the act 
or faculty of perceiving clearly and distinctly, and 
"clear and distinct perceptions" (plural) for the pro-

positional objects of such perception. That the 
objects of clear and distinct perception are always 
propositional is well argued by Frankfurt in Demons, 
Dreamers, and Madmen (Indianapolis: The Bobbs
Merrill Company, Inc., 1970), ch. 12. 

II My sources for what follows are the first two 
Gewirth articles mentioned in note 7. The steps I 
list are all present in the first article, but they are 
more explicitly set forth in the second. 

12 By a "reason to doubt" P Descartes does not mean a 
reason to disbelieve P (i.e., believe its negation), but a 
reason to withhold assent from P (provided you want 
to assent only to what is certain). 

l3 Gewirth says that R need only purport to be clearly 
and distinctly perceived. But since he later disqua
lifies propositions from being reasons to doubt on 
the ground that they are not in fact clearly and 
distinctly perceived, he needs the stronger premise 
here. 

14 Gewirth says that the existence and veracity of God 
is the first metaphysically certain proposition ("The 
Cartesian Circle," p. 394). But in fact the logic of his 
argument requires that all things we were previously 
psychologically certain of (because we perceived 
them clearly and distinctly) become metaphysically 
certain at one stroke the moment that proposition is 
established. 

1 S I pass over a third: why should the hypothesis of a 
deceiving God be the only reason for doubting clear 
and distinct perceptions? 

16 HR I, p. 159; HR II, p. 277. 
17 This point is made by Anthony Kenny in "The 

Cartesian Circle and the Eternal Truths," The Jour
nal of Philosophy 67 (1970), pp. 685-700. In "Des
cartes: Two Disputed Questions," Gewirth makes 
the following reply: Descartes is entitled to the pre
mise that clear and distinct perceptions are mutually 
consistent because consistency is an internal matter 
of relations among ideas, not an external matter of 
correspondence to fact. But this reply mistakenly 
assumes that Descartes's doubt is rooted in his 
representationalism, and arises only where there is 
a gap to be bridged between mental ideas and extra
mental facts. In fact his doubt is far more radical. To 
see this, notice three things: (•)the propositions we 
can clearly and distinctly perceive are limited to 
propositions about what is going on in our own 
minds and propositions about the relations among 
abstract entities; (i1) Descartes does not hold that 
mental happenings and abstract entities are known 
'only via representatives - here there is no represen
tationalist gap; yet (iii) he still finds room to wonder 
whether clear and distinct perception is a guarantee 
of truth. 



18 Gewirth wants to say both that the absence of psy

chologically compelling reasons to doubt is sufficient 

for metaphysical certainty and that metaphysical 

certainty is sufficient for truth. But he cannot have 

it both ways. 
19 Fred Feldman, "Epistemic Appraisal and the Car

tesian Circle," Philosophical Studies 27 (1975), pp. 

37-55. 
20 I have recast his argument somewhat, but every 

premise I attribute to him is logically equivalent to 

a premise or definition he states in his article. I have 

also dropped references to persons and times. 

21 Roderick Firth's "The Anatomy of Certainty," The 

Philosophical Review 76 (1967), pp. 3-27, divides 

senses of "certain" into three classes: truth-evaluat

ing senses, warrant-evaluating senses, and testabil

ity-evaluating senses. In terms of this scheme, 

Descartes's sense of "certain" is both truth-evaluat

ing and warrant-evaluating; Feldman's is warrant

evaluating but not truth-evaluating; and Gewirth's 

is neither warrant-evaluating nor truth-evaluating, 

but only (to extend Firth's classification) belief-eval

uating. 

22 Feldman considers the objection that a reason to 

doubt need only be a "metaphysical possibility," 

i.e., something of whose falsehood we are not meta

physically certain. (I prefer the term "epistemic 

possibility" here.) He gives both a textual and a 

strategic reply. The textual reply is that Descartes 

himself required that reasons to doubt be practically 

possible. But the passages Feldman cites in support 

of this are both inconclusive in themselves and out

weighed by other passages, such as HR II, p. 266, 

where Descartes says that the "very least ground of 

suspicion" may engender doubt. The strategic reply 

is that by doing things his way "we help to provide a 

conceptual framework within which a solution to the 

problem at hand may be found." But I shall show 

that a solution may also be found within a frame

work that sets the standards for certainty higher. 

23 H. A. Prichard, "Descartes's Meditations," in 

Knowledge and Perception (Oxford: Clarendon 

Press, 1950), pp. 71-104; reprinted in Doney (ed.), 

Descartes, pp. 140-68. 
24 Ludwig Wittgenstein, On Certainty (New York: 

Harper & Row, 1969), sec. 115. 

25 HR II, p. 273. 
26 HR II, p. 277. 
27 A corollary they draw is that universal doubt is 

impossible, but one should not make too much 

of this. Although one cannot have reasons for doubt

ing everything, one could have reasons for doubting 

almost any arbitrary proposition. Though not uni

versal skepticism, this is skepticism enough. 

28 This distinction is anticipated in Kenny's book Des

cartes (New York: Random House, 1968) by the 

distinction on pp. 183-4 between first-order doubt 

(which would correspond to the denial of (a)) and 
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second-order doubt (which would correspond to the 

denial of (b)). It is drawn explicitly in his article 

"The Cartesian Circle and the Eternal Truths," 

cited previously. 
One claim Kenny makes in connection with the 

distinction is incorrect. In the book he says that 

second-order doubt is doubt of particular proposi

tions "in a roundabout manner" by referring to 

them "under some general heading, such as 'what 

seems to me most obvious'" (pp. 183-4). In the 

article he says that the doubt implied by the denial 

of (b) touches particular clearly and distinctly per

ceived propositions "only through referentially 

opaque wrappers" (p. 689). But referential opacity 

prevents any "touching" at all. One who doubts that 

what he perceives clearly and distinctly is true is not 

doubting particular clearly and distinctly perceived 

propositions in any manner, however roundabout, 

nor through any wrappers, however opaque. What 

he is doubting is whether there is any connection 

between clear and distinct perception and truth. 

29 It seems also to be the case that (B) could be true 

even though (A) were false. I might be certain that 

clear and distinct perception guarantees truth, yet 

not certain that a given proposition I was clearly and 

distinctly perceiving was true, provided I was una

ware that I was clearly and distinctly perceiving it. 

30 This analysis of the paragraph is essentially Ken

ny's; seep. 689 of "The Cartesian Circle and the 

Eternal Truths." It must be said, however, that the 

final sentence of this paragraph - "Without a know

ledge of these two truths [God exists and is not a 

deceiver] I do not see that I can ever be certain of 

anything" - is an embarrassment for almost any 

interpretation of Descartes. Here he digs himself 

into a pit so deep there can be no climbing out. 

Some interpreters - e.g., George Nakhnikian in 

"The Cartesian Circle Revisited," American Philo

sophical Quarterly 4 (1967), pp. 251-5 - regard this 

sentence as an aberration. 
31 Descartes's advantage is not as great as he thinks. 

Merely remembering that he once had a clear and 

distinct perception of God's veracity will not (on 

pain of circularity) assure him now that anything 

he previously clearly and distinctly perceived is 

true. So Descartes must acquire a present clear and 

distinct perception of God's veracity by going 

through the theological proofs afresh. This means 

that he has an advantage over the atheist only in 

those cases where the theological proofs are shorrer 

or more easily called to mind than the geometrical 

proofs the atheist must reconstruct. 

It could be replied that the content of Descartes's 

recollection is not "I once clearly and distinctly 

perceived that God exists and is no deceiver," but 

just "God exists and is no deceiver." But if so, the 

atheist is entitled to say that the content of his 

recollection is not "I once clearly and distinctly 
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perceived that the angles of a triangle are equal to 
two right angles," but just "The angles of a triangle 
are equal to two right angles." 

32 Of course, I do not really believe that Descartes 
knew fur certain everything he said he did, e.g., his 
causal maxims. But this does not detract from the 
soundness of the general plan I am attributing to 
him. 

33 Doney (ed.), Descartes, p. 145. 
34 Kenny hits upon an important part of the solution I 

am advocating when on p. 194 of Descartes he writes, 
"When [Descartes] passes from the clear and dis
tinct perception of something to the affirmation of 
its truth, he does not do so by tacit appeal to a 
suppressed major premise; his affirmation is based 
directly on the intuition and not on a deduction 
derived from a general proposition about the truth
fulness of intuitions." But three pages later he 
betrays this insight with the following claim: "If 
every other certainty is to be built upon the certainty 
afforded by clear and distinct perception, then it is 
essential, if there is to be any certainty at all of the 
type Descartes sought, that one should be able to be 
certain that one is clearly and distinctly perceiving 
something." On the contrary, if you don't need 
"Whatever is perceived clearly and distinctly is 
true" as a major premise, then you don't need "I 
am clearly and distinctly perceiving that P'' as a 
minor premise. 

35 Though in fact I would deny this, of course. 
36 HR I, p. 158. 
37 Ibid. 
38 HR I, p. 184; HR II, p. 41. What Descartes says here 

is that clear and distinct perceptions are certain after 
God's existence is proved. For my purposes, we 
must interpret him to mean "From a knowledge of 
God, I can prove that whatever is perceived clearly 
and distinctly is certain" rather than "lfl clearly and 
distinctly perceive something and l know that God 
exists, then I will be certain of that thing." The 
latter makes knowledge of God a prerequisite of 
certainty, but the former does not. 

39 HR I, pp. 158, 176, 183; HR II, pp. 42, 266. 
40 Once he becomes certain of (A), (B) is true, too - but 

not until then. 
41 For a discussion of how premises of the form "I 

perceive clearly and distinctly that P'' are known, 
see Frankfurt, Demons, Dreamers, and Madmen, ch. 
13. Some critics of Descartes hold such knowledge 
to be problematic. It is an advantage of my inter
pretation that the need for it is postponed until level 
(4). 

42 William P. Alston, "Two Types of Foundational
ism," The :Journal of Philosophy 73 (1976), pp. 
165-85. 

43 Alston himself does not attribute this strategy to 
Descartes. He thinks Descartes is an Iterative 
Foundationalist, i.e., one who believes that some 

propositions of the form "Pis immediately justified 
for S'' are themselves immediately justified for S. 
(See p. 182n.) But as I interpret Descartes, he is 
what Alston calls a Simple Foundationalist, i.e., one 
who believes that for any epistemic subject, some 
propositions are immediately justified, but that no 
propositions of the form "Pis immediately justified 
for S" are immediately justified. Such higher-order 
propositions are justified only mediately by refer
ence to the veracity of God. 

44 By a self-evident proposition I do not mean one that 
derives its evidence from itself (whatever that might 
mean), but one that does not derive its evidence 
from any other propositions. (Similarly, when theo
logians speak of God as self-caused, they do not 
usually mean that God causes his own existence, 
but rather that his existence is not caused by any 
other being. See Caterus's remarks on this point at 
HR II, p. 4). Perhaps a better term is "immediately 
justified," which I shall generally use instead. 

It should be borne in mind that a justified propo
sition is not necessarily one that an epistemic subject 
has gone through the procedure of "justifying." 

45 Some coherentists espouse principles that are 
neither generation principles nor transmission prin
ciples, but a sort of hybrid between the two. An 
example would be "If P coheres with the system of 
propositions accepted by S (or the scientists of our 
culture circle, etc.), then Pis justified for S." This is 
like a generation principle in that its antecedent 
contains no epistemic terms, but like a transmission 
principle in that its antecedent specifies relations to 
other propositions. It seems to me, however, that an 
adequate epistemology must recognize at least one 
full-blooded generation principle. "Credibility may 
be transmitted from one statement to another 
through deductive or probability connections; but 
credibility does not spring from these connections 
by spontaneous generation," Nelson Goodman, 
"Sense and Certainty," The Philosophical Review 
61 (1952), pp. 160-7. 

46 Roderick M. Chisholm, Theory of Knowledge (Engle
wood Cliffs, N.J.: Prentice-Hall, Inc., 1966), pp. 
24-37 and 44. 

47 The principle Descartes introduces in the Sixth 
Meditation - that beliefs in physical objects 
prompted by our sensory ideas must be true, else 
God would be a deceiver - is a rule of truth, not a 
rule of evidence. I say more about this distinction in 
SectionX. 

48 See Principles (B}-{J) in chapter III of Theory of 
Knowledge. Some readers may question my classifi
cation of Principles (B}-{F) as transmission princi
ples. They have the form of generation principles, 
since their antecedents contain no terms of epistemic 
appraisal. I suspect, however, that Chisholm thinks 
of them as transmission principles. If they were 
generation principles, then he would be committed 



to the view that some propositions about the physi

cal world and some propositions about the past are 

immediately justified; but Chisholm sides with the 

Cartesian tradition in holding that such propositions 

are only mediately justified. 

49 Neither Sellars nor Lehrer presents exactly this 

argument, but the materials for it are contained in 

their writings. See Keith Lehrer, Knowledge 

(Oxford: Clarendon Press, 1974), pp. 143--4, and 

Wilfrid Sellars, "Givenness and Explanatory Coher

ence," The Journal of Philosophy 70 (1973), 612-24, 

especially sections V-VII. 

SO For convenience in what follows I shall often use the 

term "knowledge" where justification is all that 

need be at issue. 
S l Sometimes epistemic principles are formulated so as 

to allow for the possibility that the justification aris

ing in accordance with them may be defeated or 

overridden. In these cases the obtaining of the ante

cedent is not by itself sufficient for justification to 

arise; what is sufficient is this plus the absence of 

any overriding circumstances. But this complication 

does not affect the point I am making. (Incidentally, 

this same complication calls for a qualification in my 

earlier characterization of generation principles: a 

clause in the antecedent stipulating that there are 

no overriding circumstances may, in its specification 

of those circumstances, use terms of epistemic 

appraisal; but the positive clause in the antecedent 

will not use such terms.) 
S2 Sellars, "Epistemic Principles,'' this vol., chap. 13; 

see section IV. 
S3 Ibid. 
S4 There are, of course, other objections that one could 

raise against Chisholm's principle. Sellars' most 

challenging one is this: a necessary condition of P's 

being evident to anyone is his having learned a 

sentence that means that P; but being in one of the 

states Chisholm calls "self-presenting" is not suffi

cient for having learned any sentences; therefore, 

being in one of these states is not sufficient for 

anything's being evident to you. Compare the argu

ment on pp. 131-2 of "Empiricism and the Philo

sophy of Mind" in Sellars' Science, Perception, and 

Reality (London: Routledge and Kegan Paul, 1963). 

The big issue raised by this objection, of course, and 

one too big to discuss here, is the relation of thought 

to language. 
SS Alston, "Two Types of Foundationalism," p. 169. 
S6 A third possibility, of course, is that epistemic prin

ciples and epistemic propositions occupy the same 

story of the edifice. But this is not very promising. 

There is some prospect of justifying epistemic prin

ciples if you can appeal to epistemic propositions, 

and some prospect of justifying epistemic proposi

tions if you can appeal to epistemic principles, but 

little prospect of justifying each independently of 

the other. See Chisholm, "The Problem of the Cri-

Foundationalism, Epistemic Principles 

terion,'' where the same point is made in different 

terms. 
S7 David Hume, An Inquiry Concerning Human Under

standing (Indianapolis; Bobbs-Merrill, 19SS), p. 162. 
Hume was referring to sense perceptions rather than 

clear and distinct perceptions, but the same point 

holds for the latter. 
S8 That naturalistic epistemology and Cartesian episte

mology may be viewed as sharing the pattern (1)--(S) 
was suggested to me by Stephen Leeds. 

S9 Theory of Knowledge, p. 47. 
60 This argument occurs both in "Epistemic Princi

ples" and "Givenness and Explanatory Coherence." 

For a somewhat similar account see W. V. Quine 

and Joseph Ullian, The Web of Belief(New York: 

Random House, 1970), pp. 33--6, where it is sug

gested that a "force for veracity" can be found "in 

the very mechanism of language learning." 

61 Other differences, not crucial for our purposes, are 

these: in Sellars' principle the values of "F' are not 

restricted to sensible characteristics, and the talk of 

belief has been transposed into talk of utterance and 

inclination. 
62 I classify as statistical any principle that is concerned 

with frequency of truth rather than justification. Thus, 

even a principle to the effect that all beliefs of a 

certain sort are true would count as statistical. 

63 Sellars and Chisholm appear to agree in holding that 

statistical principles can be of epistemological sig

nificance only if they are themselves known. See 

Science, Perception, and Reality, pp. 167-8, and 

Chisholm, Perceiving (Ithaca: Cornell University 

Press, 19S7), p. 27. 
64 In "Empiricism and the Philosophy of Mind" Sell

ars seems to agree "The idea that epistemic faces can 

be analyzed without remainder - even 'in principle' 

- into nonepistemic facts ... is, I believe, a radical 

mistake - a mistake of a piece with the so-called 

'naturalistic fallacy' in ethics" - Science, Perception, 

and Reality, p. 131. 
6S This point by itself, however, does not undermine 

naturalistic programs in epistemology. Naturalists 

might propose simply to dispense with epistemic 

principles, maintaining that statistical principles are 

all epistemology needs. To this it might be objected 

that knowledge of statistical principles presupposes 

the truth of at least one epistemic principle. After 

all, statistical principles must be inferred from data; 

surely we need a principle in virtue of which the data 

are justified and a principle in virtue of which the 

inference is justified. The naturalist can reply that 

this is true only if knowledge is analyzed in terms of 

justification. It is not true if knowledge is given an 

analysis from which the concept of justification is 

eliminated, as in Goldman's "causal analysis" (Alvin 

Goldman, "A Causal Theory of Knowing," The 

Journal of Philosophy 64 (1967), pp. 3S7-72) or 

Armstrong's "reliability" analysis (David Arm-
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strong, Belief, Truth, and Knowledge (Cambridge: 
Cambridge University Press, 1973)). I do not believe 
that these analyses are adequate, but I lack the space 
to criticize them here. 

66 Unfortunately, the criticisms raised in this section 
apply to Descartes's enterprise, too. Although it 
appeals to a supernatural entity, that enterprise is 
naturalistic in the sense that it tries to derive epis
temic principles from nonepistemic facts. 

67 HR I, p. 158. 
68 Keep in mind that instead of "true" he should say 

"certain." 
69 See Theory of Knowledge, pp. 59--01. There is a 

strain of critical cognitivism in Descartes's reply to 
the Second Objections. There he justifies the prin
ciple that "Every idea needs to have some really 
existing cause of its objective reality" by saying 
"The admission of this axiom is highly necessary 
for the reason that we must account for our know
ledge of all things, both of sensuous and of nonsen
suous objects, and do so by means of it alone" (HR 

~·. p. 56). 
70 Alston, "Two Types of Foundationalism, p. 170. 
71 What I am granting is that justification is super

venient in the sense that its instantiation depends 
on that of nonepistemic properties. H Alston's 
point in calling justification supervenient is that its 
warranted ascription is always based on nonepistemic 
properties, I am challenging it. 

72 Russell makes a similar suggestion on pp. 381-2 of 
Human Knowledge (New York: Simon and Schuster, 
1948): "The degree of credibility attaching to a 
proposition is itself sometimes a datum. I think we 
should also hold that the degree of credibility to be 
attached to a datum is sometimes a datum." 

73 E.g., by Chisholm in chapter 7 of Perceiving. But 
Chisholm also tends to favor critical cognitivism. 
Perhaps one could combine these positions by saying 
that epistemic principles are discovered through cri
tical cognitivism, but justified by immediate intui
tion. 

74 E.g., Chisholm in chapter 7 of Perceiving. 
75 He also objects to the claim that epistemic principles 

are necessary truths, suggesting that a skeptic who 
denied them would not be contradicting himself. 
This is true if it means that a formal contradiction 
cannot be deduced from the skeptic's denial by 
appeal to logic and meanings alone. But not all 
necessary truths have denials that are self- contra
dictory in this sense. On the other hand, if (as he 
seems to be) Lehrer is using "self-contradictory" in 
the broad sense in which it is synonymous with 
"necessarily false," then it is no longer obvious 
that the skeptic's denial is not self- contradictory. 

76 Knowledge, pp. 143-4. 
77 Ibid., p. 121. 
78 Ibid., pp. 152-3. 
79 Ibid., p. 54. Different ways of specifying what the 

coherence relation is and what a system of kind K is 
yield different coherentist principles, but the point I 
am making applies to them all. 

80 And, in Lehrer's version, is a disinterested truth
seeker. See ibid., pp. 189-90. 

81 But there are other approaches I have not discussed. 
For example, according to the theory of meaning 
defended by John L. Pollock in Knowledge and Jus
tification (Princeton, N .J.: Princeton University 
Press, 1974), epistemic principles would turn out 
to be true in virtue of the meanings of their consti
tuent nonepistemic concepts. 
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Can Empirical Knowledge Have 
a Foundation? 

Laurence Bonjour 

The idea that empirical lr.nuwledge hai,;, and must 

haYe. a /ou111Lmfl11 has been a common tenet of 
most major epistemologists, both past and present. 
There have been, as we shall see further below, 
many import.antl) different variants of this idea. 
Bui the common denominator among them, lhe 
central thesis of epistemological foundationism as I 
shall undemand it here, is the claim that certain 
empirical beliefs possess a degree of epistemii;: 
jvsrificallon or warrant which does not depend, 
inferentially or o1herwisc., un the justification of 
other empirical belit:fs, but is instead somehow 
immediste or inrrinsic. It is these non-inferentially 
justified beliefs, lhc unmoved (or self-moved) 
movers of the 11:pistemic realm as Chisholm has 
called them, 1 that constitute the foundation upon 
which the rest of empmcal knowledge is alleged to 

In recent years, the most familiar loundabom~1: 
views have been subjeL1:ed to se11en: and c:untmu
ous attack. But this a11ack has rarely been aimed 
directly at the central founrlatiomst thesis itself, 
and new vers\OJ\s of foundationism have been 
quick 10 emerge, often propounded by the erst
while critics themselves. Thus foundarionism has 
becom11: a philosophical hydra, difficult to come to 
grips with and seemingly impossible to kill. The 
purposes or this paper are, first, 10 disringmsh and 
danf}' the main dialectical variants of foundation
ism, by viewing them as responses to one funda
mental problem which is both the main motivation 
and the primary obstade for foundationism~ and 
second, as a result of this discussion to offer sc:he-

matic reasons for duubcing whether any version of 
foundationism is finally acceptable. 

The main reason for the impressi,·e durability of 

foundationism is not any overwhelming plau~ibil
icy attaching to the main foundationist thesis in 
iuclr, but rather the existence of one apparently 
decisive argument which seems to rule out all non
skeptical alternatives to foundationism, thereby 
showing that SO'M version of foundationism must 
he true (on the assumption that skepticism is 
fa]se). In a recent statement by Quinton, this argu

ment runs as follows: 

If any beliefs an:: to be 1ustified at all, ... there 
must be some terminal beliefs that do not owe 
their ..• credibility lo others. For a belief to be 
jusufted it is not enough for it to be accepted, lei 
alone merely entertained: there must also be 
good reason for accepting it. Furthermore, for 
an inferential belief to be justified the belie!S 
that suppon it must be justified themscl''C!i. 
There must, therefore, be a kind or belief that 
does not vwe its justification to the support 
provided by others. Unless this were so no belief 
would be justified at all, for to justify any belief 
would reqUire the antecedent justification of an 
infinite series of beliefs. The terminal ... beliefs 
that are needed to bring the regress of justifica
tion tu a stop need not be strictly self-evident m 
the sense that they somehow justify themselves. 
All that is required is that they should not owe 
their justification to any other beliefs.2 

I shall call this argument lhe epis1rm1~ ugms 
Origlnelly published in American Phdosophic8' Quarterly argument, and the problem which generates it, lhe 
15, 1 (1978}, pp.1-13. epmrmi~ regress problem. Smee II is this argument 
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which provides the primary rationale and argu
mentative support for foundationism, a careful 
examination of it will also constitute an exploration 
of the foundationist position itself. The main dia
lectical variants of foundationism can best be 
understood as differing attempts to solve the 
regress problem, and the most basic objection to 
the foundationist approach is that it is doubtful 
that any of these attempts can succeed. (In this 
paper, I shall be concerned with the epistemic 
regress argument and the epistemic regress prob
lem only as they apply to empirical knowledge. It 
is obvious that an analogous problem arises also for 
a priori knowledge, but there it seems likely that 
the argument would take a different course. In 
particular, a foundationist approach might be ines
capable in an account of a priori knowledge.) 

I 

The epistemic regress problem arises directly out 
of the traditional conception of knowledge as ade
quately justified true belief3 

- whether this be taken 
as a fully adequate definition of knowledge or, in 
light of the apparent counter-examples discovered 
by Gettier,4 as merely a necessary but not suffi
cient condition. (I shall assume throughout that 
the elements of the traditional conception are at 
least necessary for knowledge.) Now the most nat
ural way to justify a belief is by producing a 
justificatory argument: belief A is justified by cit
ing some other (perhaps conjunctive) belief B, 
from which A is inferable in some acceptable way 
and which is thus offered as a reason for accepting 
A.5 Call this inferential justification. It is clear, as 
Qy.inton points out in the passage quoted above, 
that for A to be genuinely justified by virtue of 
such a justificatory argument, B must itself be 
justified in some fashion; merely being inferable 
from an unsupported guess or hunch, e.g., would 
confer no genuine justification upon A. 

Two further points about inferential justifica
tion, as understood here, must be briefly noted. 
First, the belief in question need not have been 
arrived at as the result of an inference in order to 
be inferentially justified. This is obvious, since a 
belief arrived at in some other way (e.g., as a result 
of wishful thinking) may later come to be main
tained solely because it is now seen to be inferent
ially justifiable. Second, less obviously, a person 
for whom a belief is inferentially justified need not 
have explicitly rehearsed the justificatory argu-

ment in question to others or even to himself. It 
is enough that the inference be available to him if 
the belief is called into question by others or by 
himself (where such availability may itself be less 
than fully explicit) and that the availability of the 
inference be, in the final analysis, his reason for 
holding the belief.6 It seems clear that many beliefs 
which are quite sufficiently justified to satisfy the 
justification criterion for knowledge depend for 
their justification on inferences which have not 
been explicitly formulated and indeed which 
could not be explicitly formulated without consid
erable reflective effort (e.g., my current belief that 
this is the same piece of paper upon which I was 
typing yesterday).7 

Suppose then that belief A is (putatively) justi
fied via inference, thus raising the question of how 
the justifying premise-belief B is justified. Here 
again the answer may be in inferential terms: B 
may be (putatively) justified in virtue of being 
inferable from some further belief C. But then 
the same question arises about the justification of 
C, and so on, threatening an infinite and 
apparently vicious regress of epistemic justifica
tion. Each belief is justified only if an epistemically 
prior belief is justified, and that epistemically prior 
belief is justified only if a still prior belief is justi
fied, etc., with the apparent result that justification 
can never get started - and hence that there is no 
justification and no knowledge. The foundationist 
claim is that only through the adoption of some 
version of foundationism can this skeptical con
sequence be avoided. 

Prima facie, there seem to be only four basic 
possibilities with regard to the eventual outcome 
of this potential regress of epistemic justification: 
(i) the regress might terminate with beliefs for 
which no justification of any kind is available, 
even though they were earlier offered as justifying 
premises; (ii) the regress might proceed infinitely 
backwards with ever more new premise beliefs 
being introduced and then themselves requiring 
justification; (iii) the regress might circle back 
upon itself, so that at some point beliefs which 
appeared earlier in the sequence of justifying argu
ments are appealed to again as premises; (iv) the 
regress might terminate because beliefs are 
reached which are justified - unlike those in alter
native (i)- but whose justification does not depend 
inferentially on other empirical beliefs and thus 
does not raise any further issue of justification 
with respect to such beliefs. 8' The foundationist 
opts for the last alternative. His argument is that 



the other three lead inexorably to the skeptical 
result, and that the second and third have addi
tional fatal defects as well, so that some version of 
the fourth, foundationist alternative must be COi"=._ 

rect (assuming that skepticism is false). 
With respect to alternative (i), it seems apparent 

that the foundationist is correct. If this alternative 
were correct, empirical knowledge would rest ulti
mately on beliefs which were, from an epistemic 
standpoint at least, entirely arbitrary and hence 
incapable of conferring any genuine justification. 
What about the other two alternatives? 

The argument that alternative (ii) leads to a 
skeptical outcome has in effect already been 
sketched in the original formulation of the prob
lem. One who opted for this alternative could 
hope to avoid skepticism only by claiming that 
the regress, though infinite, is not vicious; but 
there seems to be no plausible way to defend 
such a claim. Moreover, a defense of an infinite 
regress view as an account of how empirical know
ledge is actually justified - as opposed to how it 
might in principle be justified - would have to 
involve the seemingly dubious thesis that an ordin
ary knower holds a literally infinite number of 
distinct beliefs. Thus it is not surprising that no 
important philosopher, with the rather uncertain 
exception of Peirce,9 seems to have advocated such 
a position. 

_ Alternative (iii), the view that justification ulti
mately moves in a closed curve, has been histori
cally more prominent, albeit often only as a 
dialectical foil for foundationism. At first glance, 
this alternative might seem even less attractive 
than the second. Although the problem of the 
knower having to have an infinite number of 
beliefs is no longer present, the regress itself, still 
infinite, now seems undeniably vicious. For the 
justification of each of the beliefs which figure in 
the circle seems now to presuppose its own episte
mically prior justification: such a belief must, para
doxically, be justified before it can be justified. 
Advocates of views resembling alternative (iii) 
have generally tended to respond to this sort of 
objection by adopting a holistic conception of jus
tification in which the justification of individual 
beliefs is subordinated to that of the closed systems 
of beliefs which such a view implies; the property 
of such systems usually appealed to as a basis for 
justification is internal coherence. Such coherence 
theories attempt to evade the regress problem by 
abandoning the view of justification as essentially 
involving a linear order of dependence (though a 
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non-linear view of justification has never been 
worked out in detail). 10 Moreover, such a coher
ence theory of empirical knowledge is subject to a 
number of other familiar and seemingly decisive 
objections. 11 Thus alternative (iii) seems unaccep
table, leaving only alternative (iv), the foundation
ist alternative, :ls apparently viable. 
___ ~thus formulated, the epistemic regress argu
ment makes an undeniably persuasive case for 
foundationism. Like any argument by elimination, 
however, it cannot be conclusive until the surviv
ing alternative has itself been carefully examined. 
The foundationist position may turn out to be 
subject to equally serious objections, thus forcing 
a re-examination of the other alternatives, a search 
for a further non-skeptical alternative, or concei
vably the reluctant acceptance of the skeptical 
conclusion.12 In particular, it is not clear on the 
basis of the argument thus far whether and how 
foundationism can itself solve the regress problem; 
and thus the possibility exists that the epistemic 
regress argument will prove to be a two-edged 
sword, as lethal to the foundationist as it is to his 
opponents. 

II 

The most straightforward interpretation of alter
native (iv) leads directly to a view which I will here 
call strongfoundationism~·.According to strong foun
dationism, the foundational beliefs which termi
nate the regress of justification possess sufficient 
epistemic warrant, independently of any appeal to 
inference from (or coherence with) other empirical 
beliefs, to satisfy the justification condition of 
knowledge and qualify as acceptable justifying pre
mises for further beliefs. Since the justification of 
these basic beliefi, as they have come to be called, is 
thus allegedly not dependent on that of any other 
empirical belief, they are uniquely able to provide 
secure starting-points for the justification of 
empirical knowledge and stopping-points for the 
regress of justification. 

The position just outlined is in fact a fairly 
modest version of strong foundationism. Strong 
foundationists have typically made considerably 
stronger claims on behalf of basic beliefs. Basic 
beliefs have been claimed not only to have suffi
cient non-inferential justification to qualify as 
knowledge, but also to be certain, infallible, indubi
table, or incorrigible (terms which are usually not 
very carefully distinguished). 13 And most of the 
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major attacks on foundationism have focused on 
these stronger claims. Thus it is important to point 
out that nothing about the basic strong founda
tionist response to the regress problem demands 
that basic beliefs be more than adequately justified. 
There might of course be other reasons for requir
ing that basic beliefs have some more exalted epis
temic status or for thinking that in fact they do. 
There might even be some sort of indirect argu
ment to show that such a status is a consequence of 
the sorts of epistemic properties which are directly 
required to solve the regress problem. But until 
such an argument is given (and it is doubtful that it 
can be), the question of whether basic beliefs are or 
can be certain, infallible, etc., will remain a rela
tively unimportant side-issue. 

Indeed, many recent foundationists have felt 
that even the relatively modest version of strong 
foundationism outlined above is still too strong. 
Their alternative, still within the general aegis of 
the foundationist position, is a view which may be 
called weak foundationism. Weak foundationism 
accepts the central idea of foundationism - viz. 
that certain empirical beliefs possess a degree of 
independent epistemic justification or warrant 
which does not derive from inference or coherence 
relations. But the weak foundationist holds that 
these foundational beliefs have only a quite low 
degree of warrant, much lower than that attributed 
to them by even modest strong foundationism and 
insufficient by itself to satisfy the justification con
dition for knowledge or to qualify them as accept
able justifying premises for other beliefs. Thus this 
independent warrant must somehow be augmen
ted if knowledge is to be achieved, and the usual 
appeal here is to coherence with other such mini
mally warranted beliefs. By combining such beliefs 
into larger and larger coherent systems, it is held, 
their initial, minimal degree of warrant can gradu
ally be enhanced until knowledge is finally 
achieved Thus weak foundationism, like the 
pure coherence theories mentioned above, aban
dons the linear conception of justification. 14 

Weak foundationism thus represents a kind of 
hybrid between strong foundationism and the 
coherence views discussed earlier, and it is often 
thought to embody the virtues of both and the 
vices of neither. Whether or not this is srr -irl. 
other respects, however, relative to the regress 
problem weak foundationism is finally open to 
the very same basic objection as strong foundation
ism, with essentially the same options available for 
meeting it. As we shall see, the key problem for 

any version of foundationism is whether it can 
itself solve the regress problem which motivates 
its very existence, without resorting to essentially 
ad hoc stipulation. The distinction between the two 
main ways of meeting this challenge both cuts 
across and is more basic than that between strong 
and weak foundationism. This being so, it will 
suffice to concentrate here on strong foundation
ism, leaving the application of the discussion to 
weak foundationism largely implicit. 

The fundamental concept of strong foundation
ism is obviously the concept of a basic belief. It is 
by appeal to this concept that the threat of an 
infinite regress is to be avoided and empirical 
knowledge given a secure foundation. But how 
can there be any empirical beliefs which are thus 
basic? In fact, though this has not always been 
noticed, the very idea of an epistemically basic 
empirical belief is extremely paradoxical. For on 
what basis is such a belief to be justified, once 
appeal to further empirical beliefs is ruled out? 
Chisholm's theological analogy, cited earlier, is 
most appropriate: a basic belief is in effect an 
epistemological unmoved (or self-moved) mover. 
It is able to confer justification on other beliefs, but 
apparently has no need to have justification con
ferred on it. But is such a status any easier to 
understand in epistemology than it is in theology? 
How can a belief impart epistemic "motion" to 
other beliefs unless it is itself in "motion"? And, 
even more paradoxically, how can a belief episte
mically "move" itself? 

This intuitive difficulty with the concept of a 
basic empirical belief may be elaborated and clar
ified by reflecting a bit on the concept of epistemic 
justification. The idea of justification is a generic 
one, admitting in principle of many specific vari
eties. Thus the acceptance of an empirical belief 
might be morally justified, i.e. justified as morally 
obligatory by reference to moral principles and 
standards; or pragmatically justified, i.e. justified 
by reference to the desirable practical con
sequences which will result from such acceptance; 
or religiously justified, i.e. justified by reference to 
specified religious texts or theological dogmas; etc. 
But none of these other varieties of justification 
can satisfy the justification condition for know
ledge. Knowledge requires epistemic justification, 
and the distinguishing characteristic of this parti
cular species of justification is, I submit, its essen
tial or internal relationship to the cognitive goal of 
truth. Cognitive doings are epistemically justified, 
on this conception, only if and to the extent that 



they are aimed at this goal - which means roughly 
that one accepts all and only beliefs which one has 
good reason to think are true. 15 To accept a belief 
in the absence of such a reason, however appealing 
or even mandatory such acceptance might be from 
other standpoints, is to neglect the pursuit of 
truth; such acceptance is, one might say, epistemi
cally irresponsible. My contention is that the idea of 
being epistemically responsible is the core of the 
concept of epistemic justification.16 

A corollary of this conception of epistemic jus
tification is that a satisfactory defense of a parti
cular standard of epistemic justification must 
consist in showing it to be truth-conducive, i.e. 
in showing that accepting beliefs in accordance 
with its dictates is likely to lead to truth (and 
more likely than any proposed alternative). With
out such a meta-justification, a proposed standard 
of epistemic justification lacks any underlying 
rationale. Why after all should an epistemically 
responsible inquirer prefer justified beliefs to 
u~justified ones, if not that the former are more 
likely to be true? To insist that a certain belief is 
epistemically justified, while confessing in the 
same breath that this fact about it provides no 
good reason to think that it is true, would be to 
render nugatory the whole concept of epistemic 
justification. 

These general remarks about epistemic justifi
cation apply in.full measure to any strong founda
tionist position and to its constituent account of 
basic beliefs. If basic beliefs are to provide a secure 
foundation for empirical knowledge, if inference 
from them is to be the sole basis for the justifica
tion of other empirical beliefs, then that feature, 
whatever it may be, in virtue of which a belief 
qualifies as basic must also constitute a good rea
son for thinking that the belief is true. If we let 
"</>'' represent this feature, then for a belief B to 
qualify as basic in an acceptable foundationist 
account, the premises of the following justificatory 
argument must themselves be at least justified: 17 

(i) Belief B has feature <f>. 
(ii) Beliefs having feature </> are highly likely to be 

true. 

Therefore, B is highly likely to be true. 

Notice further that while either premise taken 
separately might turn out to be justifiable on an a 
priori basis (depending on the particular choice of 
</>), it seems clear that they could not both be thus 
justifiable. For Bis ex hypothesi an empirical belief, 
and it is hard to see how a particular empirical 
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belief could be justified on a purely a priori basis. 18 

And if we now assume, reasonably enough, that for 
B to be justified for a particular person (at a 
particular time) it is necessary, not merely that a 
justification for B exist in the abstract, but that the 
person in question be in cognitive possession of 
that justification, we get the result that B is not 
basic after all since its justification depends on that 
of at least one other empirical belief. If this is 
correct, strong foundationism is untenable as a 
solution to the regress problem (and an analogous 
argument will show weak foundationism to be 
similarly untenable). 

The foregoing argument is, no doubt, exceed
ingly obvious. But how is the strong foundationist 
to answer it? Primafacie, there seem to be only two 
general sorts of answer which are even remotely 
plausible, so long as the strong foundationist 
remains within the confines of the traditional con
ception of knowledge, avoids tacitly embracing 
skepticism, and does not attempt the heroic task 
of arguing that an empirical belief could be justi
fied on a purely a priori basis. First, he might argue 
that although it is indeed necessary for a belief to 
be justified and a fortiori for it to be basic that a 
justifying argument of the sort schematized above 
be in principle available in the situation, it is not 
always necessary that the person for whom the 
belief is basic (or anyone else) know or even justi
fiably believe that it is available; instead, in the case 
of basic beliefs at least, it is sufficient that the 
premises for an argument of that general sort (or 
for some favored particular variety of such argu
ment) merely be true, whether or not that person 
(or anyone else) justifiably believes that they are 
true. Second, he might grant that it is necessary 
both that such justification exist and that the per
son for whom the belief is basic be in cognitive 
possession of it, but insist that his cognitive grasp 
of the premises required for that justification does 
not involve further empirical beliefs which would 
then require justification, but instead involves cog
nitive states of a more rudimentary sort which do 
not themselves require justification: intuitions or 
immediate apprehensions. I will consider each of 
these alternatives in turn. 

III 

The philosopher who has come the closest to an 
explicit advocacy of the view that basic beliefs may 
be justified even though the person for whom they 
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are basic is not in any way in cognitive possession 
of the appropriate justifying argument is D. M. 
Armstrong. In his recent book, Belief, Truth and 
Knowledge, 19 Armstrong presents a version of the 
epistemic regress problem (though one couched in 
terms of knowledge rather than justification) and 
defends what he calls an "Externalist" solution: 

According to 'Externalist' accounts of non
inferential knowledge, what makes a true non
inferential belief a case of knowledge is some 
natural relation which holds between the 
belief-state ... and the situation which makes 
the belief true. It is a matter of a certain relation 
holding between the believer and the world. (p. 
157) 

Armstrong's own candidate for this "natural rela
tion" is "that there must be a law-like connection 
between the state of affairs Bap [i.e. a's believing 
that p] and the state of affairs that makes 'p' true 
such that, given Bap, it must be the case that p" 
(p. 166). A similar view seems to be implicit in 
Dretske's account of perceptual knowledge in See
ing and Knowing, with the variation that Dretske 
requires for knowledge not only that the relation in 
question obtain, but also that the putative knower 
believe that it obtains - though not that this belief 
be justified.20 In addition, it seems likely that 
various views of an ordinary-language stripe 
which appeal to facts about how language is 
learned either to justify basic belief or to support 
the claim that no justification is required would, if 
pushed, turn out to be positions of this general 
sort. Here I shall mainly confine myself to Arm
strong, who is the only one of these philosophers 
who is explicitly concerned with the regress 
problem. 

There is, however, some uncertainty as to how 
views of this sort in general and Armstrong's view 
in particular are properly to be interpreted. On the 
one hand, Armstrong might be caken as offering an 
account of how basic beliefs (and perhaps others as 
well) satisfy the adequate-justification condition 
for knowledge; while on the other hand, he might 
be taken as simply repudiating the traditional con
ception of knowledge and the associated concept of 
epistemic justification, and offering a surrogate 
conception in its place - one which better accords 
with the "naturalistic" world-view which Arm
strong prefers.21 But it is only when understood 
in the former way that externalism (to adopt Arm
strong's useful term) is of any immediate interest 

here, since it is only on that interpretation that it 
constitutes a version of foundationism and offers a 
direct response to the anti-foundationist argument 
set out above. Thus I shall mainly focus on this 
interpretation of externalism, remarking only 
briefly at the end of the present section on the 
alternative one. 

Understood in this way, the externalist solution 
to the regress problem is quite simple: the person 
who has a basic belief need not be in possession of 
any justified reason for his belief and indeed, 
except in Dretske's version, need not even think 
that there is such a reason; the status of his belief 
as constituting knowledge (if true) depends solely 
on the external relation and not at all on his sub
jective view of the situation. Thus there are no 
further empirical beliefs in need of justification 
and no regress. 

Now it is clear that such an externalist position 
succeeds in avoiding the regress problem and 
the anti-foundationist argument. What may well 
be doubted, however, is whether this avoidance 
deserves to be considered a solution, rather than 
an essentially ad hoc evasion, of the problem. 
Plainly the sort of "external" relation which Arm
strong has in mind would, if known, provide a 
basis for a justifying argument along the lines 
sketched earlier, roughly as follows: 

(i) Belief B is an instance of kind K. 
(ii) Beliefs of kind K are connected in a law-like 

way with the sorts of states of affairs which 
would make them true, and therefore are 
highly likely to be true. 

Therefore, B is highly likely to be true. 

But precisely what generates the regress problem 
in the first place is the requirement that for a belief 
B to be epistemically justified for a given person P, 
it is necessary, not just that there be justifiable or 
even true premises available in the situation which 
could in principle provide a basis for a justification 
of B, but that P himself know or at least justifiably 
believe some such set of premises and thus be in a 
position to employ the corresponding argument. 
The externalist position seems to amount merely 
to waiving this general requirement in cases where 
the justification takes a certain form, and the ques
tion is why this should be acceptable in these cases 
when it is not acceptable generally. (If it were 
acceptable generally, then it would seem that any 
true belief would be justified for any person, and 
the distinction between knowledge and true belief 
would collapse.) Such a move seems rather 



analogous to solving a regress of causes by simply 
stipulating that although most events must have a 
cause, events of a certain kind need not. 

Whatever plausibility attaches to externalism 
seems to derive from the fact that if the external 
relation in question genuinely obtains, then P will 
not go wrong in accepting the belief, and it is, in a 
sense, not an accident that this is so. But it remains 
unclear how these facts are supposed to justify P's 
acceptance of B. It is clear, of course, that an 
external observer who knew both that P accepted 
B and that there was a law-like connection between 
such acceptance and the truth of B would be in a 
position to construct an argument to justify his own 
acceptance of B. P could thus serve as a useful 
epistemic instrument, a kind of cognitive thermo
meter, for such an external observer (and in fact 
the example of a thermometer is exactly the ana
logy which Armstrong employs to illustrate the 
relationship which is supposed to obtain between 
the person who has the belief and the external state 
of affairs (p. 166ff.)). But P himself has no reason 
at all for thinking that B is likely to be true. From 
his perspective, it is an accident that the belief is 
true. 22 And thus his acceptance of B is no more 
rational or responsible from an epistemic stand
point than would be the acceptance of a subject
ively similar belief for which the external relation 
in question failed to obtain. 23 

Nor does it seem to help matters to move from 
Armstrong's version of externalism, which 
requires only that the requisite relationship 
between the believer and the world obtain, to the 
superficially less radical version apparently held by 
Dretske, which requires that Palso believe that the 
external relation obtains, but does not require that 
this latter belief be justified. This view may seem 
slightly less implausible, since it at least requires 
that the person have some idea, albeit unjustified, 
of why B is likely to be true. But this change is not 
enough to save externalism. One way to see this is 
to suppose that the person believes the requisite 
relation to obtain on some totally irrational and 
irrelevant basis, e.g. as a result of reading tea leaves 
or studying astrological charts. If B were an ordin
ary, non-basic belief, such a situation would surely 
preclude its being justified, and it is hard to see 
why the result should be any different for an 
allegedly basic belief. 

Thus it finally seems possible to make sense of 
externalism only by construing the externalist as 
simply abandoning the traditional notion of epis
temic justification and along with it anything 
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resembling the traditional conception of know
ledge. (As already remarked, this may be precisely 
what the proponents of externalism intend to be 
doing, though most of them are not very clear on 
this point.) Thus consider Armstrong's final sum
mation of his conception of knowledge: 

Knowledge of the truth of particular matters of fact 
is a belief which must be true, where the 'must' 
is a matter of law-like necessity. Such know
ledge is a reliable representation or 'mapping' 
of reality. (p. 220) 

Nothing is said here of reasons or justification or 
evidence or having the right to be sure. Indeed the 
whole idea, central to the western epistemological 
tradition, of knowledge as essentially the product 
of reflective, critical, and rational inquiry has see
mingly vanished without a trace. It is possible of 
course that such an altered conception of knowl
edge may be inescapable or even in some way 
desirable, but it constitutes a solution to the 
regress problem or any problem arising out of 
the traditional conception of knowledge only 
in the radical and relatively uninteresting sense 
that to reject that conception is also to reject the 
problems arising out of it. In this paper, I shall 
confine myself to less radical solutions. 

IV 

The externalist solution just discussed represents a 
very recent approach to the justification of basic 
beliefs. The second view to be considered is, in 
contrast, so venerable that it deserves to be called 
the standard foundationist solution to the problem 
in question. I refer of course to the traditional 
doctrine of cognitive givenness, which has played 
a central role in epistemological discussions at least 
since Descartes. In recent years, however, the con
cept of the given, like foundationism itself, has 
come under serious attack. One upshot of the 
resulting discussion has been a realization that 
there are many different notions of givenness, 
related to each other in complicated ways, which 
almost certainly do not stand or fall together. Thus 
it will be well to begin by formulating the precise 
notion of givenness which is relevant in the present 
context and distinguishing it from some related 
conceptions. 

In the context of the epistemic regress problem, 
givenness amounts to the idea that basic beliefs are 
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justified by reference, not to further beliefi, but 
rather to states of affairs in the world which are 
"immediately apprehended" or "directly pre
sented" or "intuited." This justification by refer
ence to non-cognitive states of affairs thus 
allegedly avoids the need for any further justifica
tion and thereby stops the regress. In a way, the 
basic gambit of givenism (as I shall call positions of 
this sort) thus resembles that of the externalist 
positions considered above. In both cases the jus
tificatory appeal to further beliefs which generates 
the regress problem is avoided for basic beliefs by 
an appeal directly to the non-cognitive world; the 
crucial difference is that for the givenist, unlike 
the externalist, the justifying state of affairs in the 
world is allegedly apprehended in some way by the 
believer. 

The givenist position to be considered here is 
significantly weaker than more familiar versions of 
the doctrine of givenness in at least two different 
respects. In the first place, the present version does 
not claim that the given (or, better, the apprehen
sion thereof) is certain or even incorrigible. As 
discussed above, these stronger claims are 
inessential to the strong foundationist solution to 
the regress problem. If they have any importance 
11t all in this context it is only because, as we shall 
see, they might be thought to be entailed by the 
only very obvious intuitive picture of how the view 
is supposed to work. In the second place, givenism 
as understood here does not involve the usual 
stipulation that only one's private mental and sen
sory states can be given. There may or may not be 
other reasons for thinking that this is in fact the 
case, but such a restriction is not part of the posi
tion itself. Thus both positions like that of C. I. 
Lewis, for whom the given is restricted to private 
states apprehended with certainty, and positions 
like that of Q!iinton, for whom ordinary physical 
states of affairs are given with no claim of certainty 
or incorrigibility being involved, will count as ver
sions of givenism. 

As already noted, the idea of givenness has been 
roundly criticized in recent philosophical discus
sion and widely dismissed as a piece of philosophi
cal mythology. But much at least of this criticism 
has to do with the claim of certainty on behalf of 
the given or with the restriction to private, sub
jective states. And some of it at least has been 
mainly concerned with issues in the philosophy 
of mind which are only distantly related to our 
present epistemological concerns. Thus even if 
the objections offered are cogent against other 

and stronger versions of givenness, it remains 
unclear whether and how they apply to the more 
modest version at issue here. The possibility sug
gests itself that modest givenness may not be a 
myth, even if more ambitious varieties are, a result 
which would give the epistemological foundation
ist all he really needs, even though he has usually, 
in a spirit of philosophical greed, sought consider
ably more. In what follows, however, I shall 
sketch a line of argument which, if correct, will 
show that even modest givenism is an untenable 
position.24 

The argument to be developed depends on a 
problem within the givenist position which is sur
prisingly easy to overlook. I shall therefore proceed 
in the following way. I shall first state the problem 
in an initial way, then illustrate it by showing how 
it arises in one recent version of givenism, and 
finally consider whether any plausible solution is 
possible. (It will be useful for the purposes of this 
discussion to make two simplifying assumptions, 
without which the argument would be more com
plicated, but not essentially altered. First, I shall 
assume that the basic belief which is to be justified 
by reference to the given or immediately appre
hended state of affairs is just the belief that this 
same state of affairs obtains. Second, I shall 
assume that the given or immediately apprehended 
state of affairs is not itself a belief or other cogni
tive state.) 

Consider then an allegedly basic belief that-p 
which is supposed to be justified by reference to 
a given or immediately apprehended state of affairs 
that-p. Clearly what justifies the belief is not the 
state of affairs simpliciter, for to say that would be 
to return to a form of externalism. For the givenist, 
what justifies the belief is the immediate apprehen
sion or intuition of the state of affairs. Thus we 
seem to have three items present in the situation: 
the belief, the state of affairs which is the object of 
the belief, and the intuition or immediate appre
hension of that state of affairs. The problem to be 
raised revolves around the nature of the last of 
these items, the intuition or immediate apprehen
sion (hereafter I will use mainly the former term). 
It seems to be a cognitive state, perhaps somehow of 
a more rudimentary sort than a belief, which 
involves the thesis or assertion that-p. Now if this 
is correct, it is easy enough to understand in a 
rough sort of way how an intuition can serve to 
justify a belief with this same assertive content. 
The problem is to understand why the intuition, 
involving as it does the cognitive thesis that-p, 



does not itself require justification. And if the 
answer is offered that the intuition is justified by 
reference to the state of affairs that-p, then the 
question will be why this would not require a 
second intuition or other apprehension of the 
state of affairs to justify the original one. For 
otherwise one and the same cognitive state must 
somehow constitute both an apprehension of the 
state of affairs and a justification of that very 
apprehension, thus pulling itself up by its own 
cognitive bootstraps. One is reminded here of 
Chisholm's claim that certain cognitive states jus
tify themselves,25 but that extremely paradoxical 
remark hardly constitutes an explanation of how 
this is possible. 

If, on the other hand, an intuition is not a cog
nitive state and thus involves no cognitive grasp of 
the state of affairs in question, then the need for a 
justification for the intuition is obviated, but at the 
serious cost of making it difficult to see how the 
intuition is supposed to justify the belief. If the 
person in question has no cognitive grasp of that 
state of affairs (or of any other) by virtue of having 
such an intuition, then how does the intuition give 
him a reason for thinking that his belief is true or 
likely to be true? We seem again to be back to an 
externalist position, which it was the whole point of 
the category of intuition or givenness to avoid. 

As an illustration of this problem, consider 
Quinton's version of givenism, as outlined in his 
book The Nature ofThings.26 As noted above, basic 
beliefs may, according to Quinton, concern ordin
ary perceptible states of affairs and need not be 
certain or incorrigible. (Quinton uses the phrase 
"intuitive belief' as I have been using "basic 
belief' and calls the linguistic expression of an 
intuitive belief a "basic statement"; he also seems 
to pay very little attention to the difference 
between beliefs and statements, shifting freely 
back and forth between them, and I will generally 
follow him in this.) Thus "this book is red" might, 
in an appropriate context, be a basic statement 
expressing a basic or intuitive belief. But how are 
such basic statements (or the correlative beliefs) 
supposed to be justified? Here Quinton's account, 
beyond the insistence that they are not justified by 
reference to further beliefs, is seriously unclear. 
He says rather vaguely that the person is "aware" 
(p. 129) or "directly aware" (p. 139) of the appro
priate state of affairs, or that he has "direct know
ledge" (p. 126) of it, but he gives no real account of 
the nature or epistemological status of this state of 
"direct awareness" or "direct knowledge," though 
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it seems clear that it is supposed to be a cognitive 
state of some kind. (In particular, it is not clear 
what "direct" means, over and above "non-infer
ential. ")27 

The difficulty with Q!iinton's account comes 
out most clearly in his discussion of its relation to 
the correspondence theory of truth: 

The theory of basic statements is closely con
nected with the correspondence theory of truth. 
In its classical form that theory holds that to 
each true statement, whatever its form may be, a 
fact of the same form corresponds. The theory 
of basic statements indicates the point at which 
correspondence is established, at which the sys
tem of beliefs makes its justifying contact with 
the world. (p. 139) 

And further on he remarks that the truth of basic 
statements "is directly determined by their corre
spondence with fact" (p. 143). (It is clear that 
"determined" here means "epistemically deter
mined.") Now it is a familiar but still forceful 
idealist objection to the correspondence theory of 
truth that if the theory were correct we could 
never know whether any of our beliefs were true, 
since we have no perspective outside our system of 
beliefs from which to see that they do or do not 
correspond. Q!iinton, however, seems to suppose 
rather blithely that intuition or direct awareness 
provides just such a perspective, from which we 
can in some cases apprehend both beliefs and 
world and judge whether or not they correspond. 
And he further supposes that the issue of justifica
tion somehow does not arise for apprehensions 
made from this perspective, though without giving 
any account of how or why this is so. 

My suggestion here is that no such account can 
be given. As indicated above, the givenist is caught 
in a fundamental dilemma: if his intuitions or 
immediate apprehensions are construed as cogni
tive, then they will be both capable of giving 
justification and in need of it themselves; if they 
are non-cognitive, then they do not need justifica
tion but are also apparently incapable of providing 
it. This, at bottom, is why epistemological given
ness is a myth. 28 

Once the problem is clearly realized, the only 
possible solution seems to be to split the difference 
by claiming that an intuition is a semi-cognitive or 
quasi-cognitive state, 1.9 which resembles a belief in 
its capacity to confer justification, while differing 
from a belief in not requiring justification itself. In 
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fact, some such conception seems to be implicit in 
most if not all givenist positions. But when stated 
thus baldly, this "solution" to the problem seems 
hopelessly contrived and ad hoc. If such a move is 
acceptable, one is inclined to expostulate, then 
once again any sort of regress could be solved in 
similar fashion. Simply postulate a final term in 
the regress which is sufficiently similar to the 
previous terms to satisfy, with respect to the 
penultimate term, the, sort of need or impetus 
which originally generated the regress; but which 
is different enough from previous terms so as not 
itself to require satisfaction by a further term. 
Thus we would have semi-events, which could 
cause but need not be caused; semi-explanatia, 
which could explain but need not be explained; 
and semi-beliefs, which could justify but need not 
be justified. The point is not that such a move is 
always incorrect (though I suspect that it is), but 
simply that the nature and possibility of such a 
convenient regress-stopper needs at the very least 
to be clearly and convincingly established and 
explained before it can constitute a satisfactory 
solution co any regress problem. 

The main account which has usually been 
offered by givenists of such semi-cognitive states 
is well suggested by the terms in which immediate 
or intuitive apprehensions are described: 
"immediate," "direct," "presentation," etc. The 
underlying idea here is that of confrontation: in 
intuition, mind or consciousness is directly con
fronted with its object, without the intervention of 
any sort of intermediary. It is in this sense that the 
object is given to the mind. The root metaphor 
underlying this whole picture is vision: mind or 
consciousness is likened to an immaterial eye, and 
the object of intuitive awareness is that which is 
directly before the mental eye and open to its gaze. 
If this metaphor were to be taken seriously, it 
would become relatively simple to explain how 
there can be a cognitive state which can justify 
but does not require justification. (If the metaphor 
is to be taken seriously enough to do the founda
tionist any real good, it becomes plausible to hold 
that the intuitive cognitive states which result 
would after all have to be infallible. For if all 
need for justification is to be precluded, the envi
saged relation of confrontation seemingly must be 
conceived as too intimate to allow any possibility of 
error. To the extent that this is so, the various 
arguments which have been offered against the 
notion of infallible cognitive states count also 
against this version of givenism.) 

Unfortunately, however, it seems clear that the 
mental eye metaphor will not stand serious scru
tiny. The mind, whatever else it may be, is not an 
eye or, so far as we know, anything like an eye. 
Ultimately the metaphor is just far too simple to be 
even minimally adequate to the complexity of 
mental phenomena and to the variety of conditions 
upon which such phenomena depend. This is not 
to 41eny that there is considerable intuitive appeal 
to the confrontational model, especia:tly as applied 
to perceptual consciousness, but only to insist that 
this appeal is far too vague in its import to ade
quately support the very specific sorts of episte
mological results which the strong foundationist 
needs. In particular, even if empirical knowledge at 
some point involves some sort of confrontation or 
seeming confrontation, this by itself provides no 
clear reason for attributing epistemic justification 
or reliability, let alone certainty, to the cognitive 
states, whatever they may be called, which result. 

Moreover, quite apart from the vicissitudes of 
the mental eye metaphor, there are powerful inde
pendent reasons for thinking that the attempt to 
defend givenism by appeal to the idea of a semi
cognitive or quasi-cognitive state is fundamentally 
misguided. The basic idea, after all, is to distin
guish two aspects of a cognitive state, its capacity 
to justify other states and its own need for justifi
cation, and then try to find a state which possesses 
only the former aspect and not the latter. But it 
seems clear on reflection that these two aspects 
cannot be separated, that it is one and the same 
feature of a cognitive state, viz. its assertive con
tent, which both enables it to confer justification 
on other states and also requires that it be justified 
itself. If this is right, then it does no good to 
introduce semi-cognitive states in an attempt to 
justify basic beliefs, since to whatever extent such 
a state is capable of conferring justification, it will 
to that very same extent require justification. Thus 
even if such states do exist, they are of no help to 
the givenist in attempting to answer the objection 
at issue here.30 

Hence the givenist response to the anti-founda
tionist argument seems to fail. There seems to be 
no way to explain how a basic cognitive state, 
whether called a belief or an intuition, can be 
directly justified by the world without lapsing 
back into externalism - and from there into skepti
cism. I shall conclude with three further comments 
aimed at warding off certain likely sorts of mis
understanding. First. It is natural in this connec
tion to attempt to justify basic beliefs by appealing 



to experience. But there is a familiar ambiguity in 
the term "experience," which in fact glosses over 
the crucial distinction upon which the foregoing 
argument rests. Thus "experience" may mean 

· either an experiencing (i.e., a cognitive state) or 
something experienced (i.e., an object of cognition). 
And once this ambiguity is resolved, the concept of 
experience seems to be of no particular help to the 
givenist. Second. I have concentrated, for the.~ake 
of simplicity, on Quinton's version of givenism in 
which ordinary physical states of affairs are among 
the things which are given. But the logic of the 
argument would be essentially the same ~f it were 
applied to a more traditional version like Lewis's 
in which it is private experiences which are given, 
and I cannot see that the end result would be 
different - though it might be harder to discern, 
especially in cases where the allegedly basic belief 
is a belief about another cognitive state. Third. 
Notice carefully that the problem raised here 
with respect to givenism is a logical problem (in a 
broad sense of "logical"). Thus it would be a 
mistake to think that it can be solved simply by 
indicating some sort of state which seems intui
tively to have the appropriate sorts of characteris
tics; the problem is to understand how it is possible 
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Roderick M. Chisholm, Theory of Knowledge (Engle
wood Cliffs, NJ: Prentice-Hall, 1966), p. 30. 

2 Anthony Quinton, The Nature of Things (London: 
Routledge and Kegan Paul, 1973), p. 119. This is an 
extremely venerable argument, which has played a 
central role in epistemological discussion at least 
since Aristotle's statement of it in the Posterior Ana
lytics, Book I, ch. 2-3. (Some have found an anticipa
tion of the argument in the Theaetetus at 209E-210B, 
but Plato's worry in that passage appears to be that 
the proposed definition of knowledge is circular, not 
that it leads to an infinite regress of justification.) 

3 "Adequately justified" because a belief could be jus
tified to some degree without being sufficiently jus
tified to qualify as knowledge (if true). But it is far 
from dear just how much justification is needed for 
adequacy. Virtually all recent epistemologists agree 
that certainty is not required. But the lottery paradox 
shows that adequacy cannot be understood merely in 
terms of some specified level of probability. (For a 
useful account of the lottery paradox, see Robert 
Ackermann, Knowledge and Belief (Garden City, 
NY: Doubleday, 1972), pp. 39-50.) Armstrong, in 
Belief. Truth and Knowledge (London: Cambridge 
University Press, 1973), argues that what is required 
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for any state to have those characteristics. (The 
mistake would be analogous to one occasionally 
made in connection with the free-will problem: 
the mistake of attempting to solve the logical prob
lem of how an action can be not determined but 
also not merely random by indicating a subjective 
act of effort or sitnilar state, which seems intui
tively to satisfy such a description.) 

Thus foundationism appears to be doomed by 
its own internal momentum. No account seems to 
be available of how an empirical belief can be 
genuinely justified in an epistemic sense, while 
avoiding all reference to further empirical beliefs 
or cognitions which themselves would require jus
tification. How then is the epistemic regress pro
blem to be solved? The natural direction to look 
for an answer is to the coherence theory of empiri
cal knowledge and the associated non-linear con
ception of justification which were briefly 
mentioned above. 31 But arguments by elimination 
are dangerous at best: there may be further alter
natives which have not yet been formulated; and 
the possibility still threatens that the epistemic 
regress problem may in the end be of aid and 
comfort only to the skeptic. 

is thar one's reasons for the belief be "conclusive," 
but the precise meaning of this is less than dear. 
Ultimately, it may be that the concept of knowledge 
is simply too crude for refined epistemological dis
cussion, so that it may be necessary to speak instead 
of degrees of belief and corresponding degrees of 
justification. I shall assume (perhaps controversially) 
that the proper solution to this problem will not affect 
the issues to be discussed here, and speak merely of 
the reasons or justification making the belief highly 
likely to be true, without trying to say exactly what 
this means. 

4 See Edmund Gettier, "Is Justified True Belief 
Knowledge?" this vol., ch. 7. Also Ackermann, 
Knowledge and Belief, ch. V, and the corresponding 
references. 

5 For simplicity, 1 will speak of inference relations as 
obtaining berween beliefs rather than, more accu
rately, between the propositions which are believed. 
"Inference" is to be understood here in a very broad 
sense; any relation between two beliefs which allows 
one, if accepted, to serve as a good reason for accept
ing the other will count as inferential. 

6 It is difficult to give precise criteria for when a given 
reason is the reason for a person's holding a belief 
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G. Harman, in Thought (Princeton: Princeton Uni
versity Press, 1973), argues that for a person to 
believe for a given reason is for that reason to explain 
why he holds that belief. But this suggestion, though 
heuristically usefu~ hardly yields a usable criterion. 

7 Thus it is a mistake to conceive the regress as a 
temporal regress, as it would be if each justifying 
argument had to be explicitly given before the belief 
in question was justified. 

8 Obviously these views could be combined, with 
different instances of the regress being handled in 
different ways. I will not consider such combined 
views here. In general, they would simply inherit all 
of the objections pertaining to the simpler views. 

9 Peirce seems to suggest a virtuous regress view in 
"Questions concerning Certain Faculties Claimed 
for Man," Collected Papers V, pp. 135-55. But the 
view is presented metaphorically and it is hard to be 
sure exactly what it comes to or to what extent it 
bears on the present issue. 

10 The original statement of the non-linear view was by 
Bernard Bosanquet in Implication and Linear Infer

ence (London, 1920). For more recent discussions, 
see Harman, Thought; and Nicholas Rescher, 
"Foundationalism, Coherentism, and the Idea of 
Cognitive Systematization," The Journal of Philoso
phy 71 (1974), pp. 695-708. 

11 I have attempted to show how a coherence view 
might be defended against the most standard of 
these objections in "The Coherence Theory of 
Empirical Knowledge," Philosophical Studies 30 
(1976), pp. 281-312. 

12 The presumption against a skeptical outcome is 
strong, but I think it is a mistake to treat it as 
absolute. If no non-skeptical theory can be found 
which is at least reasonably plausible in its own 
right, skepticism might become the only rational 
alternative. 

13 For some useful distinctions among these terms, see 
William Alston, "Varieties of Privileged Access," 
American Philosophical Quarterly 8 ( 1971 ), pp. 
223-41. 

14 For discussions of weak foundationism, see Bertrand 
Russell, Human Knowledge (New York: Simon and 
Schuster, 1949), part II, ch. II, and part V, chs. 6 
and 7; Nelson Goodman, "Sense and Certainty," 
Philosophical Review 61 (1952), pp. 160-7; Israel 
Scheffler, Science and Subjeaivity (New York, 
1967), chapter V; and Roderick Firth, "Coherence, 
Certainty, and Epistemic Priority," The Journal of 
Philosophy 61 (1964), pp. 545-57. 

15 How good a reason must one have? Presumably 
some justification accrues from any reason which 
makes the belief even minimally more likely to be 
true than not, but considerably more than this would 
be required to make the justification adequate for 
knowledge. (See note 3, above.) (The James-Clif
ford controversy concerning the "will to believe" is 

also relevant here. I am agreeing with Clifford to the 
extent of saying that epistemic justification requires 
some positive reason in favor of the belief and not 
just the absence of any reason against.) 

16 For a similar use of the notion of epistemic irrespon
sibility, see Ernest Sosa, "How Do You Know?" 
American Philosophical Qµarterly II (1974), p. 117. 

17 In fact, the premises would probably have to be true 
as well, in order to avoid Gettier-type counterexam
ples. But I shall ignore this refinement here. 

18 On a Carnap-style a priori theory of probability it 
could, of course, be the case that very general 
empirical propositions were more likely to be true 
than not, i.e. that the possible state-descriptions in 
which they are true outnumber those in which they 
are false. But clearly this would not make them likely 
to be true in a sense which would allow the detached 
assertion of the proposition in question (on pain of 
contradiction), and this fact seems to preclude such 
justification from being adequate for knowledge. 

19 Chs 11-13. Bracketed page references in this section 
are to this book. 

20 Fred I. Dretske, Seeing and Knowing (London: 
Routledge and Kegan Paul, 1969), ch. III, especially 
pp. 126-39. It is difficult to be quite sure of Drets
ke's view, however, since he is not concerned in this 
book to offer a general account of knowledge. Views 
which are in some ways similar to those of Arm
strong and Dretske have been offered by Goldman 
and by Unger. See Alvin Goldman, "A Causal The
ory of Knowing," The Journal of Philosophy 64 
(1967), pp. 357-72; and Peter Unger, "An Analysis 
of Factual Knowledge," The Journal of Philosophy 65 
(1968), pp. 157-70. But both Goldman and Unger 
are explicitly concerned with the Gettier problem 
and not at all with the regress problem, so it is hard 
to be sure how their views relate to the sort of 
externalist view which is at issue here. 

21 On the 0ne hand, Armstrong seems to argue that it is 
not a requirement for knowledge that the believer 
have "sufficient evidence" for his belief, which 
sounds like a rejection of the adequate-justification 
condition. On the other hand, he seems to want to 
say that the presence of the external relation makes it 
rational for a person to accept a belief, and he seems 
(though this is not clear) to have epistemic rationality 
in mind; and there appears to be no substantial 
difference between saying that a belief is epistemi
cally rational and saying that it is epistemically jus
tified. 

22 One way to put this point is to say that whether a 
belief is likely to be true or whether in contrast it is 
an accident that it is true depends significantly on 
how the belief is described. Thus it might be true of 
one and the same belief that it is "a belief connected 
in a law-like way with the state of affairs which it 
describes" and also that it is "a belief adopted on the 
basis of no apparent evidence"; and it might be 



likely to be true on the first description and unlikely 
to be true on the second. The claim here is that it is 
the believer's own conception which should be con
sidered in deciding whether the belief is justified. 
(Something analogous seems to be true in ethics: the 
moral worth of a person's action is correctly to be 
judged only in terms of that person's subjective 
conception of what he is doing and not in light of 
what happens, willy-nilly, to result from it.) 

23 Notice, however, that if beliefs standing in the 
proper external relation should happen to possess 
some subjectively distinctive feature (such as being 
spontaneous and highly compelling to the believer), 
and if the believer were to notice empirically, that 
beliefs having this feature were true a high propor
tion of the time, he would then be in a position to 
construct a justification for a new belief of that sort 
along the lines sketched at the end of section II. Bue 
of course a belief justified in that way would no 
longer be basic. 

24 I suspect that something like the argument to be 
given here is lurking somewhere in Sellars' "Empiri
cism and the Philosophy of Mind" (reprinted in 
Sellars, Science, Perception, and Reality (London: 
Routledge and Kegan Paul, 1963), pp. 127-96), but 
it is difficult to be sure. A more recent argument by 
Sellars which is considerably closer on the surface to 
the argument offered here is contained in "The 
Structure of Knowledge," his Machette Foundation 
Lectures given at the University of Texas in 1971, in 
Hector-Neri Casteneda (ed.), Action, Knowledge, and 

Reality: Critical Studies in Honor of Wi!frid Sellars 
(Indianapolis, 1975), Lecture Ill, sections Ill-IV. A 
similar line of argument was also offered by Neurath 
and Hempel. See Otto Neurath, "Protocol Sen
tences," tr. in A. J. Ayer (ed.), Logical Positivism 
(New York, 1959), pp. 199-208; and Carl G. Hem
pel, "On the Logical Positivists' Theory of Truth," 
Analysis, 2 (1934-5), pp. 49-59. The Hempel paper 
is in part a reply to a foundationist critique of 
Neurath by Schlick in "The Foundation of Know
ledge," also translated in Ayer, Logical Positivism, 

pp. 209-27. Schlick replied to Hempel in "Facts and 
Propositions," and Hempel responded in "Some 
Remarks on 'Facts' and Propositions," both in Ana

lysis 2 (1934-5), pp. 65-70 and 93--6, respectively. 
Though the Neurath-Hempel argument conflates 
issues having to do with truth and issues having to 
do with justification. in a confused and confusing 
way, it does bring out the basic objection to given
ism. 
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25 Chisholm, "Theory of Knowledge," in Chisholm et 
al., Philosophy (Englewood Cliffs, NJ: Prentice-Hall, 
1964 ), pp. 270ff. 

26 Bracketed page references in this section will be to 
this book. 

27 Quinton does offer one small bit of clarification 
here, by appealing to the notion of ostensive defini
tion and claiming in effect that the sort of awareness 
involved in the intuitive justification of a basic belief 
is the same as that involved in a situation of osten
sive definition. But such a comparison is of little 
help, for at least two reasons. First, as Wittgenstein, 
Sellars, and others have argued, the notion of osten
sive definition is itself seriously problematic. Indeed, 
an objection quite analogous to the present one 
against the notion of a basic belief could be 
raised against the notion of an ostensive definition; 
and this objection, if answerable at all, could only be 
answered by construing the awareness involved in 
ostension in such a way as to be of no help to the 
foundationist in the present discussion. Second, 
more straightforwardly, even if the notion of osten
sive definition were entirely unobjectionable, there 
is no need for the sort of awareness involved to be 
justified. If all that is at issue is learning the meaning 
of a word (or acquiring a concept), then justification 
is irrelevant. Thus the existence of ostensive defini
tions would not show how there could be basic 
beliefs. 

28 Notice, however, that to reject an epistemological 
given does not necessarily rule out other varieties of 
givi:nness which may have importance for other 
philosophical issues. In particular, there may still 
be viable versions of givenness which pose an obsta
cle to materialist views in the philosophy of mind. 
For useful distinctions among various versions of 
givenness and a discussion of their relevance to the 
philosophy of mind, see James W. Cornman, 
"Materialism and Some Myths about Some 
Givens," The Monist 56 (1972), pp. 215-33. 

29 Compare the Husserlian notion of a "pre-predicat
ive awareness." 

30 It is interesting to note that Quinton seems to offer 
an analogous critique of givenness in an earlier 
paper, "The Problem of Perception," reprinted in 
Robert J. Swartz (ed.), Perceiving, Sensing, and 
Knowing (Garden City, NY: Doubleday, 1965), pp. 
497-526; cf. especially p. 503. 

31 For a discussion of such a coherence theory, see my 
paper cited in note 11, above. 
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Reflective Knowledge in the Best 
Circles 

Ernest Sosa 

ls the ex1s[ence of external things just an article of 
faith? Cercamly not, says G. E. Moore, 1 who offers 

us a proof, 1hus aiming to remove Immanuel 
Kant's "scandal to philosophy." 

Moore'l'iproof 
Here is a hand (a real, flesh and bone hand). 
Therefore,thereisatleastooee11tcrnal thmgin 
exi~<tenL-e.2 

According 10 Moore, his argument meets three 

conditions for being a proof. first, the premise is 

d1ffcren1 from the conclusion; second, he knows 

the premise to be the case; and, third, the conclu

sion follows deductively (1b1d., pp. 144--S). Further 

condition~ may be requir<!d, but he evidently 
tlunks his proof would i;atisfy these as well. 

I Moore's Proof 

As Moore is weU aware, many philosophers will 

feel he has not given "any sattsfaaory proof of the 

point in question" (1lnd., p 147). Some, he 

believes, will want the premise itself proved. But 
he does not try to prove it, and does not believe it 

can be proved. Proving that here is a hand requires 

proving one is awake, and tills cannot be done. 

Does Moore adequately answer the skepbc? 

Many have denied II for the reason that he fails to 

rule out a crucial poss1b1lity- that our faculties are 
leadmg us astrll) - for example, that we are dream

ing Aware or this objection, Moore grants, in 

Originally publlshed In 11JeJouma/ofPhl/osoptryXCIV, 8 
(1997). pp. 410-30. 

"Ccrtainty,"3 that to know he is standing, he 

must know he is awake. The point "cuts both 
ways," however, and he would prefer to conclude 

that he does know he is awake since he does know 
he is standing. This has persuaded nearly nobody. 

On the conrrary, some have thought him com

mitted to an argument, Mbelow, like the following· 

Argument A 
Al. Thi-. map 1s a good guide to this dcsen. 

Al. According to the map, an oasis lies ahead. 
AJ Therefore, an oasis lies ahead. 

ArgumentM 
Ml My present expcriem.:e is a veridical guide 

to reality (and I am not dreaming). 

MZ My present experience is as if I llave a 

hand before me. 
MJ. Therefore, here (before me) is a hand. 

When challenged on premise Al, our descn dul

lard responds: "I musl know Al, since the on!) 
way I could know A3 is through argument A, and I 
do know A3." Is tills a just t:omparison? Is Moore's 

response to the skeptic relevantly similar?4 

If Moore depends on argument "1 for his 

knowledge of MJ, his response seems like the 
dullard's. The dullard is wrong to respond as he 

does. He must say how he knows his premise 
without presupposing that he alread)' knows the 

conclusion And Moore wuuld i.eem comparabl)' 

wrong in the analogous response to the skcpm.:. In 
explaining how he knows Ml, he must not pre

tiUppose that he already knows MJ 

Does Moore depend on argument M for his 
knowledge or M31 There is rcai,;on ro think that 



he does not, given his emphatic acknowledgment 
that he cannot prove M3. After all, M would seem 
a proof of M3 just as good as Moore's own "proof 
of an external world." Moore concedes, in effect, 
that, if he does not know that he is not dreaming, 
then he does not know of the hand before him. But 
that is not necessarily because he takes himself to 
know M3 only through M or any other such argu
ment. In any case, even if he is relying on some 
such argument, which would require making that 
concession, the defender of common sense has 
other options. 

One might, after all, make that concession only 
because of the following "principle of exclusion" 
(PE): 

If one is to know that h, then one must exclude 
(rule out) every possibility that one knows to be 
incompatible with one's knowing that h. 

As Moore grants explicitly, the possibility that he 
might be just dreaming is incompatible with his 
knowing (perceptually) that he has a hand before 
him. And this, in combination with PE, is quite 
sufficient to explain his concession above. 

Suppose Moore is not depending on argument 
M for his knowledge of M3. Although he recog
nizes his need to know he is not dreaming, suppose 
that is only because he accepts PE, our principle of 
exclusion. Then the sort of ridicule cast on the 
dullard is misdirected against Moore. What is 
more, it is not even clear that Moore must know 
how he knows he is not dreaming if he is to know 
M3. That is not entailed by the application of the 
principle of exclusion. All that follows from such 
application is that Moore must know that he is not 
dreaming, not that he must know how he knows 
this. 

In fact, however, the historical Moore did rely 
on something very much like argument M (more 
on this below). So is he not, after all, exposed to 
the damaging comparison with the desert dullard? 
Not at all. There seems to be no good reason why, 
in responding to the skeptic, Moore must show how 

he knows he is not dreaming. Of course, his 
response to the skeptic would be enhanced if he 
could show that. But it now seems not properly 
subject to ridicule even if he is not then in a 
position to show how he knows he is not dreaming. 
The question he is addressing is whether he knows 
that he is not dreaming, and, at most, by extension, 
what grounds he might have for his answer to that 
question, in answering which he does not, nor 
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need he, also answer the question of how he 
knows himself to be awake and not dreaming. 

It might be replied that one cannot know that 
here is a hand if one's belief rests on the unproved 
assumption that one is awake. According to 
Moore, however, things that cannot be proved 
might still be known. Besides, even though he 
cannot prove that he is awake, he has "conclusive 
evidence" for it. Unfortunately, he cannot state his 
evidence, and the matter is left in this unsatisfact
ory state at the end of "Proof of an External 
World." But Moore has more to say in another 
paper of the period, "Four Forms ofSkepticism."5 

There, he takes himself to know for sure about the 
hand before him, and takes this knowledge to be 
based on an inductive or analogical argument. We 
are told that introspective knowledge of one's own 
sensory experience, unlike perceptual knowledge 
of one's physical surroundings, can be immediate. 
While agreeing with Bertrand Russell that one 
cannot know immediately that one sees a hand, 
Moore thinks, contra Russell, that he can know it 
for certain. And he disagrees with Russell more 
specifically in allowing knowledge for certain 
about his hand through analogical or inductive 
reasoning from premises known introspectively. 

It is doubtful, however, that any allowable form 
of inference - whether deductive, inductive, or 
analogical - will take us from the character of our 
experience to the sort of knowledge of our sur
roundings we ordinarily claim. 

Familiar skeptical scenarios - dreaming, evil 
demon, brain in a vat, and the like - show that 
our experience prompts but does not logically 
entail its corresponding perceptual beliefs. Experi
ence as if there is a fire before us does not entail 
that there is a fire there, experience as if here is a 
hand does not entail that here is a hand, and so on. 
Perhaps what is required for one's beliefs and 
experiences to have certain contents entails that 
these could not possibly be entirely false or mis
leading. Indeed, some such conclusion follows 
from certain externalist and epistemic require
ments on one's justified attribution of familiar 
contents to one's own experiences or beliefs. But 
even if that much is right - which is still contro
versial - one's experience or belief that here is a 
hand, or yonder a fire, might still be wildly off the 
mark. We cannot deduce much of our supposed 
knowledge of the external world from unaided 
premises about our experience. 

As for inductive or analogical reasoning, only 
abductive reasoning - inference to the best 
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explanation - offers much promise, but it seems 
questionable as a solution to our problem.6 Sup
pose (a) that we restrict ourselves to data just about 
the qualitative character of our own sensory 
experience, and (b) that we view belief in a com
monsensical external world as a theory postulated 
to explain the course of our experience. What 
exactly is the proposal? Is it proposed that when 
ordinarily we accept the presence of a hand before 
us, we do know, and know on the basis of an 
abductive inference? Or is it proposed, rather, 
that in such circumstances we have resources that 
would enable us to know if only we used those 
resources to make effective abductive arguments? 
The second, more modest, proposal is too modest, 
since it leaves our ordinary perceptual beliefS in a 
position like that of a theorem accepted through a 
guess or a blunder, one which we do have the 
resources to prove after much hard thought, but 
one which we have not come close to proving at 
the time when we are just guessing or blundering. 

Even the modest proposal, moreover, seems 
unlikely to succeed. Could we form a rich enough 
set of beliefs purely about the qualitative character 
of our sensory experience, one rich enough to 
permit abductive inferences yielding our com
mon-sense view of external reality? This seems 
doubtful when we consider (a) that such pure data 
beliefs could not already presuppose the external 
reality to be inferred, and (b) that the postulated 
common-sense "theory" of external reality must 
presumably meet constraints on abductive infer
ence: for example, that the postulated theory be 
empirically testable and also simpler and less ad 
hoc than alternatives (for example, George Berke
ley's). These requirements plausibly imply that 
our data must go beyond detached observations, 
and include some acceptable correlations. Yet 
these correlations are unavailable if we restrict 
ourselves to beliefs about the character of our 
experience. 7 Most especially are they unavailable, 
and most especially is the postulated inference 
implausible, when our database is restricted, as it 
is by Moore, to introspectively known facts of 
one's own then-present subjective experience and 
to directly recalled facts of one's own earlier 
experience. (If deprived of the epistemic 
resources of testimony and of retentive memory -
except insofar as such resources can be validated 
by reason-cum-introspection, which is not very far 
if at all - then there is precious little we can 
any longer see ourselves as knowing, thus 
deprived.) 

Accordingly, the skeptic has a powerful case 
against Moore's claim that our knowledge of the 
external world is based on an inductive or analo
gical inference from such information about our 
experience. It is not realistic to suppose that we 
consciously make such inferences in everyday life. 
It is less implausible to conceive of such inferences 
as implicit and/ or dispositional, but even this 
strains belief. Besides, even granted that we make 
such inferences if only implicitly, do they yield 
simpler and less ad hoc hypotheses than alterna
tives? That is far from clear; nor do such hypoth
eses seem empirically testable and credible simply 
as explanations of the purely qualitative character 
of our then-present or directly recalled experience. 

Having reached a dead end, let us have some 
second thoughts on Moore's view of perceptual 
beliefs as inferential, whereby he joined a vener
able tradition, along with Russell himself. If per
ceptual knowledge is thus mediate and inferential, 
what knowledge can qualify as immediate and 
foundational? Modern philosophy begins with 
Rene Descartes's canonical answer to this ques
tion.8 

II Descartes's Circles 

Descartes had two circles, not only the big famous 
one involving God as guarantor of our faculties, 
but also a smaller one found in the second para
graph of his third meditation, where he reasons 
like this: 

I am certain that I am a thinking being. Do I not 
therefore also know what is required for my 
being certain about anything? In this first item 
of knowledge there is simply a clear and distinct 
perception of what I am asserting; this would 
not be enough to make me certain of the truth of 
the matter if it could ever turn out that some
thing which I perceived with such clarity and 
distinctness was false. So I now seem to be able 
to lay it down as a general rule that whatever I 
perceive very clearly and distinctly is true.9 

Yet when he looks away from particular clear and 
distinct items, such as the proposition that he 
thinks, Descartes grants that a powerful enough 
being could deceive him even about what seems 
most manifest. Descartes grants that he could be 
astray in his beliefs as to what he perceives or 
remembers, and even in taking himself to intuit 



something as quite clear and distinct. This doubt 
must be blocked if one is to attain certainty by 
intuiting something as clear and distinct. Accord
ingly, Descartes launches the theological reflec
tions that lead eventually to his nondeceiving God. 

Even without the further boost of certainty pro
vided by the proof of a nondeceiving God, how
ever, Descartes takes himself to have attained some 
positive justification. Early in the third meditation, 
he takes himself to perceive clearly and distinctly 
that he thinks, which he takes to be what gives him 
the certainty that he thinks. He reasons that this 
clear and distinct perception would not give him 
such certainty if it were less than perfectly reliable, 
and apparently concludes from this that his clear 
and distinct perception is perfectly reliable. One 
could demand how he knows all these things: How 
can he be sure that he does clearly and distinctly 
perceive that he thinks, for one thing? How can he 
be sure that there is nothing else in his situation 
that could provide the degree of certainty 
involved? How can he be sure that the clarity and 
distinctness of his perception could not possibly 
provide that degree of certainty unless it were 
infallible? What could he say in response? Des
cartes might well have a uniform response to all 
such questions: in each case, he might appeal once 
again to clear and distinct.perception, each of the 
things in question being something we are assured 
of by our clearly and distinctly perceiving it. 

About the cogito, I wish to highlight not Des
cartes's answers to such questions, however, but 
the inference that he draws: "so I now seem to be 
able to lay it down as a general rule that whatever I 
perceive very clearly and distinctly is true." Just 
what is Descartes's argument in support of this 
general rule? Would his reasoning take the follow
ing form? 

(1) Datum: I know with a high degree of cer
tainty that I think. 

(2) I clearly and distinctly perceive that I think, 
and that is the only, or anyhow the best 
account of the source of my knowledge that 
I think. 

(3) So my clear and distinct perception that I 
think is what explains why or how it is that 
I know I think. 

(4) But my clear and distinct perception could 
not serve as a source of that knowledge if it 
were not an infallibly reliable faculty. 

(5) So, finally, my clear and distinct perception 
must be an infallibly reliable faculty. 
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The move from 1 and 2 to 3 is an inference to an 
explanatory account that one might accept for the 
coherence it gives to one's view of things in the 
domain involved. Elsewhere, Descartes does 
appeal to coherence at important junctures. 10 So 
he may be doing so here as well, although ques
tions do arise about how Descartes views coher
ence. Does he accept the power of coherence to 
add justified certainty, and, in particular, would he 
claim infallibility for (sufficiently comprehensive 
and binding) coherence as he does for clear and 
distinct intuition?11 In any case, the comprehen
sive coherence of his world view would be 
enhanced by an explanation of how clear and dis
tinct perception comes to be so highly reliable, 
even infallible. And this is just what Descartes 
attempts, through his theological and other reason
ing. Descartes can see that reason might take him 
to a position that is sufficiently comprehensive and 
interlocking - and thereby defensible against any 
foreseeable attack, no holds barred, against any 
specific doubt actually pressed or in the offing, 
no matter how slight. Unaided reason might take 
him to that position. Need he go any further? 
What is more: Might one reach a similar position 
while dispensing with the trappings of Cartesian 
rationalism? 

III Circular Externalism 

Compare now how Moore might have proceeded: 

(1) Datum: I know with a high degree of cer
tainty that here is a hand. 

(2) I can see and feel that here is a hand, and that 
is the only, or anyhow the best account of the 
source of my knowledge that here is a hand. 

(3) So my perception that here is a hand is what 
explains why or how it is that I know (with 
certainty) that here is a hand. 

(4) But my perception could not serve as a source 
of that degree of justified certainty if it were 
not a reliable faculty. 12 

(5) So, finally, my perception must be a reliable 
faculty. 

Moore could, of course, go on to say more about 
the nature of the perception that assures him about 
the hand. He might still say that such perception 
involves an implicit inference from what is known 
immediately and introspectively, perhaps an 
inductive or analogical inference of some sort. 
That might make his view more comprehensively 
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coherent, but we have already seen reasons why 
postulating such an inference is questionable. So 
we focus rather on a second alternative: Moore 
might well take perceiving to involve no inference 
at all, not even implicit inference, but only transfer 
of light, nerve impulses, and so on, in such a way 
that the character of one's surroundings has a 
distinctive impact on oneself and occasions corre
sponding and reliable beliefs. This might also 
amount eventually to a comprehensively coherent 
view of one's knowledge of the external world. Its 
epistemologically significant features would not 
distinguish it in any fundamental respect from 
the procedure followed by Descartes. 

The theme of accidentally true belief has 
loomed large in the epistemology of recent dec
ades. The Gettier problem, for example, is posed 
by a justified belief true for reasons far removed 
from whatever causes it to be held and justified. 
Externalist conceptions of propositional know
ledge focus on this theme, as do one offered by 
Peter Unger (nonaccidentally true belief) and one 
offered by Alvin Goldman (belief caused by the 
truth of its content). Robert Nozick's tracking 
account is also a conception of this sort: S knows 
that p if and only if S believes correctly that p, and 
also (in the circumstances): both it would have been 
true that p only if S had believed it, and if it had 
not been true that p, then S would not have 
believed it. 13 

Why are these conceptions of knowledge of 
special interest to us here? Because each offers a 
way to explain how one can know that p without 
reasoning from prior knowledge. The key idea 
exploited is this: you can know something nonin
ferentially so long as it is no accident or coinci
dence that you are right. 

Both the tracking and the causal accounts defen
sibly require a special nonaccidental connection 
between the belief and the fact believed. Never
theless, in each case other levels of accidentality 
remain. Suppose I fancy myself a connoisseur of 
tomato ripeness, but suffer from a rare form of 
color blindness that precludes my discerning 
nearly any shade of red except that displayed by 
this particular tomato. Therefore, my judgments 
of tomato ripeness are in general apt to be right 
with no better than even chance. But when it is the 
particular (and rare) shade of red now displayed, 
then I am nearly infallible. Oblivious to my affiic
tion, however, I issue judgments of tomato ripe
ness with abandon over a wide spectrum of shades 
of red. Assuming that, unknown to me, the variety 

of tomato involved always ripens with this shade of 
red, then my belief that this tomato is ripe is in 
step with the truth, and arguably satisfies the 
requirements of Unger, Goldman, and Nozick. 
But, again, it is nevertheless in some relevant 
sense or respect only an accident that I am right 
in my belief. 14 We need a clearer and more com
prehensive view of the respects in which one's 
belief must be nonaccidentally true if it is to con
stitute knowledge. 

Unaided, the tracking or causal requirements 
proposed suffer from a sort of tunnel vision. 
They permit too narrow a focus on the particular 
target belief and its causal or counterfactual rela
tion to the truth of its content. Just widening our 
focus will not do, however, if we widen it only far 
enough to include the process that yields the belief 
involved. We need an even broader view. 

IV Virtue Epistemology 

[When] ... thought is concerned with study, not 
with action or production, its good or bad state 
consists [simply] in being true or false. For truth 
is the function of whatever thinks. 

Hence the function of each of the understanding 
parts is truth; and so the virtue of each part will 
be the state that makes that part grasp the truth 
most of all.15 

Virtue epistemology is distinguished by its empha
sis on the subject as seat of justification. In order to 
qualify as knowledge, a belief must be "apt," epis
temically so, in a strong sense that goes beyond its 
being just a belief that coheres well within the 
subject's perspective. The "tracking account" 
(Nozick) sees here little more than a claim about 
that beliefs counterfactual relation to the truth of 
what is believed. "Reliable-indicator" accounts 
require rather that the belief itself or the reasons 
for it have properties nomically sufficient for its 
truth (David Armstrong, Marshall Swain16). 
"Reliable-process" accounts focus instead on the 
cognitive process, beneath the skin, that yields the 
belief, and on the truth ratio in the products of that 
process, actual and counterfactual (Goldman). 

It is rather the subject and her cognitive virtues 
or aptitudes which hold primary interest for virtue 
epistemology. Consider the athletic virtues of a 
tennis champion. When we say that a shot is not 
just a winning shot but a skillful one, we imply a 



comment on the player as shotmaker. Suppose a 
tyro wields a racquet on a court and, unaware of 
the approaching ball, issues what amounts by luck 
to a stylish and effective backhand stroke. Such a 
shot might be an unreturnable winning shot, but it 
would manifest no real skill. 

Why are we unwilling to admire a performance 
as "skillful" if it manifests only a fleeting, or even 
an instantaneous state of the agent's? Skills, abil
ities, competences, aptitudes, prowess - these 
come and go, true enough, but they do not flit by 
instantaneously. Why not? Why do we tend to 
define these concepts so as to require such stabil
ity? We might have defined similar concepts with
out requiring stability. Why do we define these 
concepts as we do? Why have we adopted these 
and not others? Should one not expect that, other 
things being equal, the more clearly useful a con
cept is to us, the more likely it is that we shall 
retain it? People need to know who are dependable 
members of their group - this is a kind of thing we 
need to monitor in a great variety of contexts, with 
a great variety of objectives. Cooperative success 
depends on the group's ability to monitor people's 
aptitudes and ineptitudes. So it is no surprise that 
the sorts of aptitudes (skills, competences, virtues) 
that we recognize and admire are those which 
linger stably.17 

To praise a performance as skillful or an action 
as right, or a judgment as wise or apt, accordingly, 
is to assess not only the action or the judgment, but 
also the reflected aptitude or character or intelli
gence. This is a distinctive view with versions both 
in epistemology and in ethics. It is distinctive in 
that the rightness of an action (or a choice) and the 
aptness (or positive epistemic status) of a belief 
would involve not just whether the performance 
is optimific (if an action) or true (if a belief); nor just 
whether a good enough procedure was followed, 
perhaps accidentally, in arriving at that choice, or 
whether a good enough cognitive process chanced 
to lead to the belief; nor even just whether a rule, 
in effect, somehow demands that choice or that 
belief in those circumstances. Our virtue episte
mology and virtue ethics focus rather on the agent 
and cognizer. When the agent's actions are said to 
be right and the cognizer's beliefS knowledge, we 
speak implicitly of the virtues, practical or intel
lectual, seated in that subject, which (a) give rise to 
that action or belief, adding to the subject's worth 
as agent or cognizer, and (b) make him reliable and 
trustworthy over an interesting spread of possible 
choices or beliefs, and circumstances. 

Reflective Knowledge in the Best Circles 

V Virtue and Coherence 

Can we explain what distinguishes a system of 
beliefs (and experiences) that, internally regarded, 
is intellectually virtuous and admirable? Presum
ably, our explanation would involve the system's 
explanatory coherence, overall simplicity, lack of 
ad hoc epicycles, and so on. Philosophical mythol
ogy contains creatures who excel in all such 
respects, however, though their beliefS fall short 
of being knowledge even when true. Take the 
brain in a vat, for example, or the victim of the 
evil demon. An adult recently envatted, or victim
ized by the demon, can be indistinguishable from 
the best of us in respect of the comprehensiveness 
and coherence of their beliefs and experiences. 
Even when right about environing objects and 
events, such a victim's beliefs are far from being 
knowledge. 

Might such comprehensive internal coherence 
exhaust all cognitive or intellectual virtue, at least 
when it comprises not only beliefS but also experi
ences? To assent here would be overbold even for a 
rationalist. Yet coherence is, of course, valued not 
only by philosophers but by the reflective more 
generally. One also wants faculties and virtues 
beyond reflective, coherence-seeking reason: per
ception, for example, and memory. Equally, inter
nal coherence goes beyond such faculties, and 
requires reason, which counts for a lot in its own 
right. But why should that be so, if comprehensive 
coherence is no guarancee of truth, if the internal 
coherence enjoyed by the envatted yields little if 
any truth? 

Compare first reason with memory. Input 
beliefs are required for retentive memory and 
inferential reason, which then yield beliefS as out
puts. Retentive memory yields again the input 
belief itself, while inferential reason yields a new 
belief. Even the most excellent transmission 
faculty will not guarantee the truth of its output, 
which will depend not only on the transmission 
but also on the inputs. But our transmission facult
ies are valuable even so, if only because they com
bine with other faculties to increase vastly the total 
yield of true beliefs. 

How does internal coherence, oflittle significant 
epistemic value in itself, become more valuable 
when combined with external aptness? Coher
ence-seeking inferential reason, like retentive 
memory, is of epistemic value when combined 
with externally apt faculties of perception, because 
when so combined it, like retentive memory, gives 
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us a more comprehensive grasp of the truth than 
we would have in its absence. 

Good perception is in part constituted by cer
tain transitions from experiences to corresponding 
beliefS - as is the transition from the visual experi
ence characteristic of a tomato seen in good light to 
belief in the tomato. Other such transitions help 
constitute good introspection, as when one's head
ache prompts awareness of it as a headache. 
Finally, if the comprehensive coherence of one's 
system of beliefS is at least in part responsible for 
its constitution and persistence, it thereby mani
fests a virtuous faculty of reason. Such compre
hensive coherence is not just mechanical, but must 
reflect appropriate sensitivity to factors like ad 
hocness, simplicity, and explanatory power. And 
it must include, not only belief/belief connections, 
but also experience/belief connections constitutive 
of good perception, and conscious-state/belief 
connections constitutive of good introspection. 
This broader conception of the coherence of 
one's mind involves not only the logical, probabil
istic, and explanatory relations among one's first
order beliefS, but also coherence between these 
beliefs and one's sensory and other experiences, 
as well as comprehensive coherence between first
order experiences, beliefs, and other mental states, 
on one side, and beliefs about first-order states, on 
the other. 

We may well ask about certain aspects of broad 
coherence - for example, the experience/belief 
transitions as well as the enumerative and abduct
ive inferences involved - why these should be 
viewed as adding to the subject's intellectual 
worth or merit. "Because it is truth conducive," 
or at least in good measure for that reason, we are 
told, "because it increases the likelihood that the 
subject will have true beliefs and avoid false ones." 
But that is obviously false of victims in skeptical 
scenarios, who nevertheless are internally coher
ent, and even epistemically justified. 

Although that seems undeniable, we can per
haps understand it comfortably if we distinguish 
two sorts of epistemic justification: (a) S is "same
world justified" in believing P in world W if and 
only if S believes P in Win virtue of a faculty that 
in Wis truth conducive; and (b) Sis "actual-world 
justified" in believing Pin world W if and only if S 
believes P in W in virtue of a faculty that in our 
actual world is truth conducive. 

Such relativizing and contextualizing is familiar 
enough in ordinary thought and speech. Here, it 
enables us to combine the following theses: (a) our 

broad coherence is necessary for the kind of reflec
tive knowledge traditionally desired; and (b) such 
broadly coherent knowledge is desirable because in 
our actual world it helps us approach the truth and 
avoid error. This is not to deny that there is a kind 
of"animal knowledge" untouched by broad coher
ence. It is rather only to affirm that beyond "an
imal knowledge" there is a better knowledge. This 
reflective knowledge does require broad coher
ence, including one's ability to place one's first
level knowledge in epistemic perspective. But why 
aspire to any such thing? What is so desirable, 
epistemically, about broad coherence? Broad 
coherence is desirable because it yields integrated 
understanding, and also because it is truth condu
cive, even if in a demon world broad coherence 
fails this test and is not truth conducive. Even so, 
we can still regard broad coherence as intellec
tually valuable and admirable so long as we do 
not regard our world as such a world. 

We are now in just the position of arch
internalist Descartes. Consider the following 
passage: 

The fact that an atheist can be "clearly aware 
that the three angles of a triangle are equal to 
two right angles" is something I do not dispute. 
But I maintain that this awareness of his [cogni
tionem] is not true knowledge [scientia], since no 
act of awareness that can be rendered doubtful 
seems fit to be called knowledge [scientia]. Now 
since we are supposing that this individual is an 
atheist, he cannot be certain that he is not being 
deceived on matters which seem to him to be 
very evident (as I fully explained). And although 
this doubt may not occur to him, it can still crop 
up if someone else raises the point or if he looks 
into the matter himself. So he will never be free 
of this doubt until he acknowledges that God 
exists. 18 

Descartes considers reasons to doubt, not only 
one's faculties of perception, memory, and intro
spection, but even one's faculty of intuitive reason, 
by which one might know that 3 + 2 = 5, that if 
one thinks one exists, and the like. He defends 
against such doubts by coherence-inducing theo
logical reasoning that yields an epistemic perspect
ive on himself and his world, in terms of which he 
can feel confident about the reliability of his facul
ties, including the very faculties employed in arriv
ing, via a priori theological reasoning, at that 
perspective on himself and his world, the perspect-



ive that enables him to see his world as epistemi
cally propitious. 19 

In structure, virtue perspectivism is thus Carte
sian, though in content it is not. Radical rational
ism admits only (rational) intuition and deduction 
(along with memory) as its faculties of choice (or 
anyhow of top choice) and wishes to validate all 
knowledge in terms of these faculties; thus the 
Cartesian grand project. Virtue perspectivism 
admits also perception and introspection, along 
with intuition and deduction, as well as inductive 
and abductive reasoning. Gladly using all such 
faculties, it also accepts through testimony the 
aid of one's epistemic community. Fortunately, 
the overview thus attained inspires confidence in 
the means used. 

Rejected as viciously circular by Descartes's 
critics, and by many today, our procedure does 
present a troubling aspect of circularity. A closer 
look, however, may show this to be only an illu
sion.20 

VI Epistemic Circularity: What is the 
Problem? 

"I think, therefore I am," says Descartes, adding: 
"Here at last is something I really know. But what 
is it about this knowledge that makes it knowledge? 
As far as I can see, it is knowledge because it is a 
clear and distinct intuition. But it would not be 
real knowledge unless such intuition were reliable. 
So I can already lay it down as a general rule that 
clear and distinct intuition is reliable." 

"Here is a hand," says Moore, adding: "Here is 
something I really know. But what gives me this 
knowledge? As far as I can see, it is knowledge in 
virtue of being a deliverance of perceptual experi
ence. But it would not be knowledge if I were 
dreaming. So I can already conclude that I am 
not dreaming." 

Descartes goes on to buttress the reliability of 
his rational intuition by developing a theology 
through vigorous use of that very rational intui
tion. Moore can similarly appeal to what he knows 
about his reliable senses on the basis largely of 
those very senses. 

But is not any such reasoning circular? Yes, 
circular it does seem to be, "epistemically circular," 
let us say. But is it viciously circular? Skeptics 
through the ages have attacked it as such. Sextus 
Empiricus already uses the tropes of Agrippa in 

order to develop the so-called diallelus, or "prob-
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lem of the criterion." Many have followed his lead 
in a long tradition. Today, skepticism-cum-relati
vism has spread beyond epistemology and ethics, 
beyond philosophy, and even beyond the academy, 
and its champions often wield circularity as a 
weapon. But, again: Is such circularity vicious? 
To say that it is vicious, in the present context, is 
to say that it is somehow bad, intellectually bad, 
that it puts us in a situation that is somehow 
intellectually unsatisfactory. When we ask how 
the circularity is vicious, therefore, what we want 
to know is just how it puts us in an unsatisfactory 
state: When we reason in the way alleged to be 
viciously circular, wherein lies the defect in our 
reasoning or in the resulting state? 

Largely through the use of rational intuition, 
Descartes supports the view that rational intuition 
is reliable and that through its exercise he knows 
that he thinks and exists. Largely through the use 
of perception, Moore could support the view that 
perception is reliable, that he is not misled by a 
dream, and that through the exercise of perception 
he knows of the hand before him. If a crystal ball 
claims itself to be reliable, then, largely through 
the crystal ball, a crystal-ball gazer could support 
the view that such gazing is reliable, that it is rarely 
misleading, and that through the crystal ball he can 
foretell the future. 

Epistemic circularity is vicious, it might be said, 
because it would make the gazer as well justified as 
Descartes or Moore. Since there is no way to 
support adequately the view that intuition is reli
able, or that perception is reliable, without 
employing those very faculties; and since the same 
goes for memory, deduction, abduction, and testi
mony; therefore, there is no way to arrive at an 
acceptable theory of our knowledge and its general 
sources. 

Perhaps that shows only how defective is the 
attempt to develop such a general theory of one's 
knowledge and its sources. There is an easy way to 
avoid the intellectual discomfort of having to use a 
faculty in answering the question whether that 
faculty is reliable, namely, not to ask the question. 
Call this the avoidance strategy. 

Of course, we shall hardly lack company if we 
avoid philosophy because we find it frustrating. 
But the avoidance strategy that I wish to consider 
is not just a rejection of what seems too difficult 
for one's own intelligence. The implication of the 
avoidance strategy is not that there is something 
lacking in one's intelligence but that there is some
thing wrong with the questions avoided. 
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Much might indeed be wrong with our very 
general, philosophical questions. Many find them 
too abstract, too impractical, too useless, and so on. 
But these are not the concerns of my avoidance 
strategist. He is, after all, a philosopher. His con
cern is not that the questions are just too hard for 
his intelligence, nor is it their abstractness, imprac
ticality, or uselessness. He would hardly have gone 
into philosophy with such concerns, nor are they 
his concerns now. Difficulty, abstractness, imprac
ticality, and uselessness are not in his view disqua
lifying drawbacks. 

Why then should one as philosopher avoid 
questions of epistemology, such as those about 
the reliability of one's faculties? These questions 
become pressing with the realization that only if 
they reliably yield truth can our faculties yield 
knowledge. This is not just a commitment peculiar 
to contemporary reliabilism. Indeed, it is found 
already in Descartes, who, as we have seen, also 
stresses that intuition (and clear and distinct per
ception) yields knowledge only if reliable. 

Consider again our principle of exclusion: 

If one is to know that p, then one must exclude 
(rule out) every possibility that one knows to be 
incompatible with one's knowing thatp.21 

(By "excluding" here I mean "knowing not to 
be the case.") 

On the basis of PE, we can see that in order to 
know that p, one must know that the faculties 
employed in arriving at one's belief that p are 
reliable faculties. After all, just consider the possi
bility that one's operative faculties were unreliable. 
That is surely a possibility generally known to be 
incompatible with attaining knowledge through 
them. Unreliable mechanisms of belief acquisition 
will not yield knowledge. 

If the principle of exclusion is right, therefore, 
one cannot possibly know that p unless one knows 
that the faculties involved are reliable. But this is 
just the sort of knowledge that we seem able to 
attain only through epistemically circular reason
ing. 

One might, of course, question the principle of 
exclusion.22 One might hold that in order to know 
that p, one's pertinent faculties need only be reli
able; one need not know them to be reliable. 

One might, for example, appeal to a conception 
of knowledge as mere tracking. One might grant 
Richard Rorty that causation should not be con
fused with justification, while joining Nozick in 

taking tracking as the essence of knowledge. "To 
know is just to mirror (or to track) nature. Justifi
cation is quite another matter. Justification of some 
sort may well require the principle of exclusion. 
Thus, it may be that in order to be justified in 
believing that p, one must exclude every possibility 
one knows to be incompatible with one's knowing 
that p. But such justification is not required for 
simple knowledge." 

That response seems essentially right. What is 
more, even Descartes would agree. For Descartes, 
you will recall, our knowledge that our faculties are 
reliable, even our faculty of reason, depends on our 
knowledge of God's epistemic good will. Yet, as 
we have seen, Descartes grants explicitly that the 
atheist mathematician can know some mathe
matics. 

The knowledge of an atheist is said to be cogni
tio, however, a second-class accomplishment by 
comparison with scientia. Scientia, by contrast, 
does require relevant knowledge of one's reliabil
ity. Only thus can one repel doubts about the 
possible unreliability of one's faculties. Only thus 
can one exclude a possibility evidently incompati
ble with one's knowing that p, namely, the poss
ibility that only unreliable faculties yield one's 
belief. 

By analogy, we can more generally distinguish 
animal knowledge, which requires only that one 
track reality, on one hand, and reflective know
ledge, on the other, which in addition requires 
awareness of how one knows, in a way that pre
cludes the unreliability of one's faculties. Unlike 
Descartes's cognitio and scientia, our more general 
animal and reflective knowledge do not require 
infallible reliability, but only a high level of relia
bility. 23 The avoidance strategy now has not only 
the cost of suppressing philosophical curiosity 
about knowledge. We can now see how it also 
precludes first-level reflective knowledge, and of 
course scientia. 

Given these costs, what again counts in favor of 
avoidance? So far we have been told that we must 
avoid epistemic circularity because it entails arriv
ing at a generally positive view of one's faculties 
only by use of those very faculties. But why should 
that be frustrating when it is the inevitable conse
quence of its generality? So far the answer is only 
that the superstitious crystal gazer could reason 
analogously and with equal justification in defense 
of his own perspective. How damaging is this? 

Suppose we grant the gazer epistemic justifica
tion and internal coherence equal to our own. Still, 



internal coherence is clearly insufficient. Is that 
not obvious in view of paranoia, hypochondria, 
and similar psychoses? Logical brilliance permits 
logical coherence but does not even ensure sanity, 
much less general epistemic aptitude. There are 
faculties other than reason whose apt functioning 
is also crucial to the subject's epistemic welfare. 

In light of that result, why not distinguish 
between the gazers and the perceivers in that, 
though both reason properly and attain thereby 
coherence and justification, only the perceivers' 
beliefS are epistemically apt and constitute know
edge? 

On this view, the crystal gazers differ from the 
perceivers in that gazing is not reliable while per
ceiving is. So the theory of knowledge of the 
perceivers is right, that of the gazers wrong. More
over, the perceivers can know their theory to be 
right when they know it in large part through 
perception, since their theory is right and percep
tion can thus serve as a source of knowledge. The 
gazers are, by hypothesis, in a very different posi
tion. Gazing, being unreliable, cannot serve as a 
source of knowledge. So the perceivers have a good 

source or basis for their knowledge, but the gazers, 
lacking any such source or basis, lack knowledge. 

Still one might insist that the perceivers should 
not be so smug. They should still feel acute dis
comfort and intellectual frustration. This I find a 
very widely shared view, in epistemology and, 
mutatis mutandis, far beyond. According to 
Barry Stroud, 24 the perceivers can at best reach a 
position where they can affirm the conditional 
proposition that if their perception is reliable, 
then they know. And he has recently reemphasized 
what is essentially the same thesis as follows: 

Sosa's "externalist" could say at most: "If the 
theory I hold is true, I do know or have good 
reason to believe that I know or have good reason 
to believe it, and I do understand how I know 
the things I do." I think ... we can see a way in 
which the satisfaction the theorist seeks in 
understanding his knowledge still eludes him. 
Given that all of his knowledge of the world is in 
question, he will still find himself able to say 
only "I might understand my knowledge, I 
might not. Whether I do or not all depends on 
how things in fact are in the world I think I've 
got knowledge of. " 25 

It is not easy to understand this position, however. 
If our perceivers believe {a) that their perception, 
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if reliable, yields them knowledge, and (b) that 
their perception is reliable, then why are they 
restricted to affirming only the conditional, a, 
and not its antecedent, b? Why must they wonder 
whether they understand their relevant know
ledge? Indeed, to the extent that they are really 
convinced of both a and b, it would seem that, far 
from being logically constrained to wondering 
whether they know, they are, on the contrary, 
logically constrained from so wondering. After all, 
first, if you are really certain that p, then you 
cannot well consider whether you know it without 
thinking that you do. Moreover, second, is it not 
incoherent to be convinced that p and yet wonder 
whether p? 

In sum, I see no sufficient reason to settle either 
for irresoluble frustration or for the avoidance 
strategy. The main argument we have seen for 
that depends on the claim that, if we allow the 
circular defense offered for externalist epistemol
ogy, then the gazers turn out no less epistemically 
justified than the perceivers. In a sense that is true: 
but then in a sense they are equally internally 
justified, equally coherent. Nevertheless, their 
beliefs are not equaJJy apt in aJJ epistemicaUy rele
vant respects. Perception is, of course, reliable 
while gazing is nor. Therefore, the perceivers are 
right and apt both in their particular perceptual 
beliefs, at least generally, and in their theory of 
knowledge - for it all rests in large measure on 
their reliable perception. By contrast, the gazers 
are wrong and inapt both in their particular gaze
derived beliefs and in their theory of knowledge -
for it all rests on their unreliable gazing. Moreover, 
I see no reason why the perceivers must be 
restricted to affirming only the conditional that, 
if perception is reliable, then they know. I see no 
reason why they cannot also affirm the antecedent, 
why they cannot believe, both rationally and aptly, 
that perception is reliable and does enable them to 
know. 

VII Circles Beyond Belief 

Why require the appeal to comprehensive enough 
coherence for justification, an appeal that I have 
attributed, tentatively, to Descartes, as part of 
what justifies his recourse to theology in account
ing for true knowledge (scientia)? Why not say that 
what justifies is that one's beliefs be caused by the 
gods? If the question arises - why not add that this 
belief itself is justified because it is itself caused by 
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the gods? - we could, of course, proceed in this 
simplified way without worrying about coherence 
or about the source of these beliefs beyond attri
buting them to divine agency. But that is not the 
way we are built, most of us: we just do not acquire 
such beliefs the way we do acquire beliefs willy
nilly when we open our eyes in good light. But 
what if we were built that way? Would we then be 
justified in having such beliefs, and in explaining 
our justification for having them, by their origin in 
divine agency? Would we then be justified to the 
degree and in the way in which Descartes is justi
fied or in the way in which our imagined Moore 
would be justified through his appeal to a more 
ordinary reliabilism than that of Descartes? Intern
ally regarded, the structure of beliefs would share 
prominent features in all three cases. Of course, 
from our Moorean, common-sense position we can 
object both to Cartesianism and to the invocation 
of the gods. These views are internally coherent, 
but we might still reject them as wrong. And we 
might be able to explain what is wrong with them, 
from our point of view, especially if our point of 
view rules out their leading ideas. But they can, for 
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Introduction 

W V. Quine is well known for urging the aban
donmenl uf epistemology, as tradiriunally pursued. 
in fuor of the scientific project he calls "natural
ized epistemology." Traditional epistemology, he 
claims, consists of two projocrs, die d()(:trinal and 
the conccptwll project. The doctrinal project aimll 
10 deduce our material object heliefs from premises 
abou1 observations, the conceptual project to 

,redm;c material object CTJncepts to sense experi
ence concepts. Both projects are doomed lo failure. 
Yet epih'lemology, or something like ii, ''still goes 
on, though in a new sening and a clarified status." 
Epistemology be1;:omes "a chapter of psychology 
and hence of natural science." Episte~logy has 
always been concerned with the foundations of 
St.:ience, and rightly so, says Quine_ But the rela
tions between science and its foundations, the roid
~nu on which ii is based, 11iz. the totality of our 
sensory stimula1ions. are more usefully in,·esti
gated scientifically, causally. It is lruc that i;cien
tLflC theones explaining the relanon between 
s11mula11on and theory themselves have their 
source ul11ma1:ely 1n stimulation. Yet there is no 
circularity here, for there is no attempt, as there is 
in traditional epi!>temology, to find a form of 
understanding better rhan our best science. We 
may lcgitimarely use science to invcstigale its 
foundations. 

Jaegwon Kim argues that Quine is not cntJtled 
[O thinlL or naturalized episrcmology ll!i investigat
ing the evidential foundauons of science. Quine ia 
~rging us to dispense with the normative elemenl 
in epistemology, yet evidenl.'C itself is a normati\IC 
concept, distinct from and irreducible to the nat
uralistic concepts employed in science, e g., the 
concepls of stimula1ion, causation, law, etc. Tradi-

honal epistemology a!ilr.s what makes certam !>1:ates, 
certain experiences and beliefs, evidence for mhcr 
beliefs. Empirical psychology offers no help in 
answering 1his qucsrion, or any olher i:iuestion 
about what confers positive epiSlemic value. Kim 
goes on to pro\lide a Dav1dsonian argument for the 
claim that Quine 1s nor even entitled 10 speak of 
naturalized epistemology as investigating the 
ancestry of k/iej.i. For 10 investigate 1he; ancestr,y, 
one must idemify beliefs, but the 1dcn1ification of 
beliefs is possible only on the assumption tha1 
one's subjecili are rational, where rationali1y here 
is normative and includes epistemic rativnalir.. If 
Quine's "successor subject" is lO avoid the norma-
1ive entirely, then contrf.I Quine, it ia a rad1call) 
different subject. 

Kim ends his piece by providing an argumenr 
lor the possibility of cradilional nonnari,·e cpiste
molog). Episremic: properties, like all normali,·e 
propenics, are supervenicnt. If somerhing ia 
morally righ1, it is so because i1 possesses certain 
non-moral, ultima1ely non-normative, propenies. 
There ia thus a guarantee that there are correct 
nonnative epistemological principles, though not 
necessarily ones that admi1 of simple formulation, 
for there is a guarantee that thcrcarenon-cpir;rc
mic, and ulnmately non-normati"c, conc.licions 
that uuderbe epistemic: properties. 

The selection from Hilary Putnam in this sec
tion l:onnects in specific and general ways with the 
debate be1ween Quine and Kim. The specific con
nectivn is found in Putnam's argument that 
Qume's naturalized epistemology either eliminates 
the normari"e element in rationali1y, as Kim thinks 
ii does, or reduces it tu whal Putnam call~ '"a 
solipsism· of the present moment." the \'iew that 
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the only notion of rightness there is is the notion of 
what I now accept. The general connection lies in 
Putnam's argument that rationality can be neither 
eliminated nor naturalistically reduced. To elim
inate it is to distort the making of statements a_s the. 
mere production of noise,_ to distort thought to 
mere subvocalization. To attempt to naturalize it, 
for example, in the reliabilist way or in Q!iine's, is 
to misconstrue the notion of truth. It is to fall into 
one of two traps, absolutist metaphysical realism or 
solipsism of the present moment. We must realize 
that the notions of truth and rationality are inex
tricably linked: truth is a kind of idealized ration
ality. 

In the final selection in this section, 'Robert 
Audi examines the question of whether a kind of 
foundationalism can adequately answer the skep:
tic. He answers in the affirmative. A holistic, fal
libilist foundationalism can serve as the basis for 
the following kind of dialectical showing. (The 
perceptual principle mentioned below holds that if 
S has a clear sensory impression of x's being F and 
on the basis of that impression believes that x is F, 
then this belief is justified.) 

(a) I justifiedly believe both the perceptual prin
ciple and that I now have a clear impression 
of a bespeckled white surface before me. 

(b) On this basis, I believe that there is a 
bespeckled white surface before me. 

(c) My belief that there is a bespeckled white 
surface before me is justified. 

Audi's principal concern about such showings is 
whether they are epistemically circular (though he 
does not use this terminology). Epistemic circular-
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ity can be given a narrow and a broad interpreta
tion. Under the narrow interpretation, an 
argument is epistemically circular if and only if at 
least one of the premises used to support the con
clusion relies for its support (at least in part) on the 
conclusion. In the broad sense, an argument is 
epistemically circular just in case at least one of 
the premises relies for its support on a claim that in 
turn relies for its support on that premise itself. 
Thus, if one's defense of (a) advened to claims 
such as (d), as a part of a track-record argument in 
favor of the perceptual principle, one's argument 
(aHc) would exhibit broad epistemic circularity: 

(d) I justifiedly believe that: (l) I have a clear 
sensory impression of there being a flat 
brown surface before me; (2) on the basis of 
this impression I believe that there is a flat 
brown surface before me; and (3) my belief 
that there is such a surface before me is 
justified. 

Audi addresses these concerns by claiming that he 
knows (a) (as well as (b)) non-inferentially, but that 
appeal to justified acceptance of instances of the 
perceptual principle, such as our (d), provides 
additional support. Thus epistemic circularity is 
avoided, and so, too, is the requirement that all 
justificatory support be linear in structure. 

Audi ends his piece by considering whether his 
brand of foundationalism is naturalistic. He main
tains that, while it is neither an empirical theory 
nor a theory that attempts to reduce the epistemic 
to the non-normative, it is in keeping with the 
view that epistemic properties supervene on non
normative or natural properties. 
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Epistemology Naturalized 

W. V. Quine 

Ep1stf'll10logy is concerned with the foundations of 
science. Co~cei,.·ed thus broad!}', epistemology 
includes the swdy of the foundations of mathc
mai:ics as one of its departments. Specialists at the 
rum or the century thought thar their efforts in 
this particular department were achieving notable: 
success: mathematics seemed to reduce alrogether 
to logic:. In a more n:<:enl perspecti11e this reduc
tion is seen to be better describable as a reduction 
ro logic and set theory. This correction is a dis
appoin1J11Cn1 episrnnologically, since the finnne.'i.S 

and obviousrn:ss that we associate with logic can
not be claimed for set theory. But still the suc:cess 
achieved in the foundations of mathemarics 
remains exemplary by cumpararive s1arufards, and 
we can illuminate the rest of epistemology some
what by drawing parallels to this department. 

Studies in the founda1ions of ma1hemarics 
divide symmetrically inlo two sorts, conceptual 
and doctrinal The conceptual studies are con
cerned with meaning, the doctrinal wirh 1ru1h. 
The conceptual studies are concerned wirh danfy
ing concepts by defining them, liOme in terms of 
mhers. The doctrinal studies are concerned wirh 
etilablishing laws by proving rhcm, some on rhe 
basis of others. Ideally the more obscure concepts 
would be defined in terms of the clearer ones so as 
to maximize clarity, and the less obvious laws 
would be proved from the more oln1ious ones so 
as to maximize certainty. ldeaUy the definitions 
would generate all rhe concepts from clear and 
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distmct ideas, ancl the proofs would generate all 
the 1hcorcms from .self-evident tru1hs. 

The two ideals arc linked. For, if you define all 
rhe concepts b) use or some ra,·ored subset of 
rhem, yuu i:hcrcby show how to traru;late all rheu
rems into these fii.,·ored tenns. The dearer rhese 
terms are, the likelier it is that the trurhs couched 
in i:hem will be obviously true, or derivable from 
obvious truths. Ir in particular the concepts of 
marhemarics were all reducible to the clear terms 
of logic, rhen all the rruths of malhematics would 
go mrer into trutha oflogic; and surely the truths or 
logic are all olnriow; or at lea~1: potentially obvious, 
i.e., derivable from obvious truths by individually 
obvious steps. 

This parricular outcome is in fact denied us, 
however, since mathematics reduces only to .set 
rheory and not to logic proper. Such reduction 
still enhances darity, but only because of the inter
relations thst emerge and not because the end 
terms of the anal}'!lis are clearer than others. As 
for rhe end truths, the axioms of .set rheory, these 
have less obviousness and certainty to recommend 
them than do most of the ma1hematical theorem~ 
thar wc would derive from i:hem. Moreover, we 
know from GOdel's work that no consistent axiom 
system can cover malhcmatics even when we 
~nmmce self-evid~na:. R~uc~ion in th~ founda
tions of mathemahcs remams malhematICal!y and 
philosophically fascinating, but it does not do what 
the epistemologist would like of it: it does nor 
reveal the ground of mathematical knowledge, it 
does not show how malhematical certainty is pos

sible. 
Still there remains a helpful thought, regarding 

epistemology generally, in that duality of structure 



which was especially conspicuous in the founda
tions of mathematics. I refer to the bifurcation into 
a theory of coQcepts, or meaning, -and a theory of 
doctrine, or truth; for this applies t~ the episte
mology of natural knowledge no less than to the 
foundations of mathematics. The parallel is as 
follows. Just as mathematics is to be reduced to 
logic, or logic and set theory, so natural knowledge 
is to be based somehow on sense experience. This 
means explaining the notion of body in sensory 
terms; here is the conceptual side. An'd it means 
justifying our knowledge of truths of nature in 
sensory terms; here is the doctrinal side of the 
bifurcation. 

Hume pondered the epistemology of natural 
knowledge on both sides of the bifurcation, the 
conceptual and the doctrinal. His handling of the 
conceptual side of the probiem, the explanation of 
body in sensory terms, was bold and simple: he 
identified bodies outright with the sense impres
sions. If common sense distinguishes between the 
material apple and our sense impressions of it on 
the ground that the _apple is one and enduring 
while the impressions are many and fleeting, 
then, Hume held, so much the worse for common 
sense; the notion of its being the same apple on one 
occasion and another is a vulgar confusion. 

Nearly a century after Hume's Treatise, the 
same view of bodies was espoused by the early 
American philosopher Alexander Bryan Johnson. 1 

"The word iron names an associated sight and 
feel," Johnson wrote. 

What then of the doctrinal side, the justification 
of our knowledge of truths about nature? Here, 
Hume despaired. By his identification of bodies 
with impressions he did succeed in construing 
some singular statements about bodies as indubi
table truths, yes; as truths about impressions, 
directly known. But general statements, also sin
gular statements about the future, gained no incre
ment of certainty by being construed as about 
impressions. 

On the doctrinal side, I do not see that we are 
further along today than where Hume left us._ The 
Humean predicament is the human predicament. 
But on the conceptual side there has been pro
gress. There the crucial step forward was made 
already before Alexander Bryan Johnson's day, 
although Johnson did nt>t emulate it. It was made 
by Bentham in his theory of fictions. Bentham;s 
step was the recognition of contextual definition, 
or what he called paraphrasis. He recognized that 
to explain a term we do not need to specify an 
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object for it to refer to, nor even specify a synon
ymous word or phrase; we need only show, by 
whatever means, how to translate all the whole 
sentences in which the term is to be used. Hume's 
and Johnson's desperate measure of identifying 
bodies with impressions ceased to be the only 
conceivable way of making sense of talk of bodies, 
even granted that impressions were the only real
ity. One could undertake to explain talk of bodies 
in terms of talk of impressions by translating one's 
whole sentences about bodies into whole sentences 
about impressions, without equating the bodies 
themselves to anything at all. 

This idea of contextual definition, or recogni
tion of the sentence as the primary vehicle of 
meaning, was indispensable to the ensuing devel
opments in the foundations of mathematics. It was 
explicit in Frege, and it attained its full flower in 
Russell's doctrine of singular descriptions as 
incomplete symbols. 

Contextual definition was one of two resorts 
that could be expected to have a liberating effect 
upon the conceptual side of the epistemology of 
natural knowledge. The other is resort to the 
resources of set theory as auxiliary concepts. The 
epistemologist who is willing to e"ke out his austere 
ontology of sense impressions with these set-theo
retic auxiliaries is suddenly rich: he has not just his 
impressions to play with, but sets of them, and sets 
of sets, and so on up. Constructions in the founda
tions of mathematics have shown that such set
theoretic aids are a powerful addition; after all, the 
entire glossary of concepts of classical mathematics 
is constructible from them. Thus equipped, our 
epistemologist may not need either to identify 
bodies with impressions or to-settle for contextual 
definition; he may hope to find in some subtle 
construction of sets_upqn sets of sense impressions 
a category of objects enjoying just the formula 
properties that he wants for bodies. 

The two resorts are v~ ~equ_al in e~istemo
logical status. Contextual definitiOii is<U11as-sa~4Jle. 
Sentences that have been given meaning as wholes 
are undeniably meaningful, and the use they make 
of their component terms is therefore meaningful, 
regardless of whether any translations are offered 
for those terms in isolation. Surely Hume and A. 
B. Johnson would have used contextual definition 
with pleasure if they had thought of it. Recourse to 
sets, on the other hand, is a drastic ontological 
move, a retreat from the austere ontology of 
impressions. There are philosophers who would 
rather settle for bodies outright than accept all 
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these sets, which amount, after all, to the whole 
abstract ontology of mathematics. 

This issue has not always been clear, however, 
owing to deceptive hints of continuity between 
elementary logic and set theory. This is why 
mathematics was once believed to reduce to logic, 
that is, to an innocent and unquestionable logic, 
and to inherit these qualities. And this is probably 
why Russell was content to resort to sets as well as 
to contextual definition when in Our Knowledge of 

the External World and elsewhere he addressed 
himself to the epistemology of natural knowledge, 
on its conceptual side. 

To account for the external world as a logical 
construct of sense data - such, in Russell's terms, 
was the program. It was Carnap, in his Der logische 

Aujbau der Welt of l 928, who came nearest to 
executing it. 

This was the conceptual side of epistemology; 
what of the doctrinal? There the Humean predica
ment remained unaltered. Carnap's constructions, 
if carried successfully to completion, would have 
enabled us to translate all sentences about the 
world into terms of sense data, or observation, 
plus logic and set theory. But the mere fact that a 
sentence is couched in terms of observation, logic, 
and set theory does not mean that it can be proved 
from observation sentences by logic and set theory. 
The most modest of generalizations about obser
vable traits will cover more cases than its utterer 
can have had occasion actually to observe. The 
hopelessness of grQ!l_nding natural science upon 
immediate experience in a firmly logical way was 
acknowledged. The Cartesian quest for certainty 
h;ld been the remote motivation of epistemolQgy, 
both on_ its conceptual and its doctrinal sidJ::; but 
that quest was seen as a lost cause. To endow the 
truths ~f_g~_u.r~ with_!:he full authority of immedi
ate experience was as rf!>rlorn a hope ~s hoping to 
endow the truths of mathematics with the poten
tial obviousness of elementary logic. 

What then could have motivated Carnap's 
heroic efforts on the conceptual side of epistemol
ogy, when hope of certainty on the doctrinal sid_e __ 
was abandoned? There were two good reasons still. 
One was that such constructions could be expected 
to elicit and clarify the sensory evidence 
for science, even if the inferential steps between 
sensory evidence and scientific doctrine must fall 
short of certainty. The other reason was that su_ch 
!constructions would deepen our understanding of 
our discourse about the world, even apart from 
questions of evidence; it would make all cognitive 

discourse as cl~ar as observation terms and logic 
and, I must regretfully add, set theory. 

It was sad for epistemologists, Hume and 
otneis, to have to acquiesce in the Impossibility 
of strictly deriving the science of the external 
world from sensory evidence. Two cardinal tenets 
of empiricism remained :unas~aila_lj!~ howeve~~·and 
so remain to this day. One is that whatever evid
ence there ~-for science is sensory evidence. The 
other, to which I shall return, is that all inculcation 
of meanings of words must rest ultimately on 

-sensory evidence. Hence the continuing attractive
ness of the idea of a logischer Aujbau in which the 
sensory content of discourse would stand forth 
explicitly. 

If Carnap had successfully carried such a con
struction through, how could he have told whether 
it was the right one? The question would have had 
no point. He was seeking what he called a Tational 

reconstruction. Any construction of physicalistic 
discourse in terms of sense experience, logic, and 
set theory would have been seen as satisfactory if it 
made the physicalistic discourse come out right. If 
there is one way there are many, but any would be 
a great achievement. 

But why -all this creative reconstruction, all this 
make-believe? The stimulation of his sensory 
receptors is all the evidence anybody. has had to 
go on, ultimately, in arriving at his picture of the 
world. Why not just see how this construction 
really proceeds? Why not settle for psychology? 
Such a surrender of the epistemological burden 
to psychology is a move that was disallowed in 
earlier times as icircular reasoning, If the epistemo
logist's goal is validation of the gi-ounds of empiri
cal _i;cience._. he defeats his purpose by using . 
psychology or other empirical science in the vali
dation. However, such scruples against circularity 
have little point once we have stopped dreaming of 
deducing science from observations. If we are out 
simply to understand the link between observation 
and science, we are well advised to use any avail
able information, including that provided by the 
very science whose link with observation we are 
seeking to understand. 

But there remains a different reason, uncon
nected with fears of circularity, for still favoring 
creative reconstruction. \\fe should like to be able 
to translate science into logic and observation 
terms and set theory,_ This would be a great epis
temological achievement, for it would show all the 
rest of the concepts of science to be theoretically 
superfluous. It would legitimize them - tQ what-

. i 



ever degree the concepts of set theory, logic, and 

Observation are themselves legitimate - by showing 

that e.verything.done with theone apparatus could 

in principle be done with the other. If psychology 

itself could deliver a truly translational reduction 

of this kind, we should welcome it; but certainly it 

cannot,. for certainly we did not grow up learning 

definitions of physicalistic language in terms of.a 
-prior language of set theory, logic, and observa

tion._ Here, then, would be good reason for persist

ing in a rational reconstruction: we want to 

establish the essential innocence of physical con

cepts, by showing them to be theoretically dispen

sable. 
The fact is, though, that the construction which 

Carnap outlined in Der logische Aujbau der Welt 

_ does not give translational reduction either. It 

would not even if the outline were filled in. The 

crucial point comes where Carnap is explaining 

how to assign sense qualities to positions in phy

sical space and time. These assignments are to be 

made in such a way as to fulfill, as well as possible, 

certain desiderata which he states, and with growth 

of experience the assignments are to be revised to 

~ suit. This plan, however illuminating, does not 

_ offer any key to translating the sentences of science 

into terms of observation, logic, and set theory. 
We must despair of any such reduction. Carnap 

had despaired of it by 1936, when, in "Testability 

and Meaning,"2 he introduced so-called reduction 

forms of a type weaker than definition. Definitions 

had shown always how to translate sentences into 

equivalent sentences. Contextual definition of a 

term showed how to transtate sentences containing 

the term into equivalent sentences lacking the 

term. Reduction forms of Carnap's liberalized 

kind, on the other hand, do not in general give 

equivalences; they give implications. They explain 

a new term, if only partially, by specifying some 

sentences which are implied by sentences contain

ing the term, and other sentences which imply 

sentences containing the term. 
It is tempting to suppose that the countenancing 

of reduction forms in this liberal sense is just one 

further step of liberalization comparable to the 

earlier one, taken by Bentham, of countenancing 

contextual definition. The former and sterner kind 

of rational reconstruction might have been repre

sented as a fictitious history in which we imagined 

our ancestors introducing the terms of physicalis

tic discourse on a phenomenalistic and set-theore

tic basis by a succession of contextual definitions. 

The new and more liberal kind of rational recon-
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struction is a fictitious history in which we imagine 

our ancestors introducing those terms by a 

succession rather of reduction forms of the weaker 

sort. 
This, however, is a wrong comparison. The fact 

is rather that the former and sterner kind of 

rational reconstruction,, where definition reigned, 

embodied no fictitious history at all. It was nothing ' 

more_ nor less than a set of directions - or would 

have been, if successfµl - for accomplishing every

thing in terms of phenomena and set theory that 

we now acco!llplish in terms of bodies. It would 

have been a true reduction by translation, a legit

imation by elimination. Definire est eliminare. 

Rational reconstruction by Carnap's later and 

looser reduction forms does none of this. 
To relax the demand for definition, and settle 

for a kind of reduction that does not eliminate, is to 

renounce the last remaining advantage that we 

supposed rational reconstruction to have over 

straight psychology; namely, the advantage of 

translational reduction. If all we hope for is a 

reconstruction that links science to experience in 

explicit ways shorL!>f translation, then it would 

s.eem more sensible to settle for psyc;hology. Better 

to discover how science is in fact developed and 

learned than to fabricate a fictitious structure to a 

similar effect. 
The empiricist made one m~or concession 

when he despaired of dedt1cing the truths of nature 

from sensory evidence. In despairing now even of 

translating those truths into terms of observation 

and logico-mathematical auxiliaries, he makes 

another major concession. For suppose we hold, 

with the old empiricist Peirce, that the very mean

ing of a statement consists in the difference its 

truth would make to possible experience. Might 

we not formulate, in a chapter-length sentence in 

observational language, all the difference that the 

truth of a given statement might make to experi

ence, and might we not then take all this as the 

translation? Even ifthe diffurence_that_ the truth of 

the statement would make to experience_r~111ifies 
indefinitely, we might still hope to embrace it all in -

the logical implications of our chapter-length for..: 

mulati~_as we can axiomatize an infinity of 

theor~Jn giving up ho~~l!.ch translation,_ 
then, the empiricist is conceding that the empirical 

meanings of typical statements about the external 

world are inaccessible and ineffiible. 
How is this inaccessibility to be explained? Sim-

1 ply on the ground that the experiential implica

tions of a typical statement about bodies are too 
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complex for finite axiomatization, however 
lengthy? No; I have a different explanation. It is 
that the typical statement about bodies has no fund 
of experiential implications it can call its own. A 
substantial mass of theory, taken together, will 
commonly have experiential implications; this is 
how we make verifiable predictions. We may not 
be able to explain why we arrive at theories which 
make successful predictions, but we do arrive at 
such theories. 

Sometimes.also an experience implied by a the
ory fails to come off; and then, ideally, we declare 
the theory false. But the failure falsifies only a 
block of theory as a whole, a conjunction of many 
statements. The failure shows that one or more of 
those statements is false,_ but it does not show 
which. The predicted experiences, true and false, 
are not implied by any one of the component 
statements of the theory rather than another. The 
component statements simply do not have empiri
cal meanings, by Peirce's standard, but a· suffi
ciently inclusive portion of theory does. If we can 
aspire to a sort of logischer Aufbau der Welt at all, it 
must be to one in which the texts slated for trans
lation into observational and logico-mathematical 
terms are mostly broad theories taken as wholes, 
rather than just terms or short sentences. The 
translation of a theory would be a ponderous axio
matization of all the experiential difference that the 
truth of the theory would make. It would be a 
queer translation, for it would translate the whole 
b.!,lt ~c;>pe of the p~~ts. We might better speak in 
such a case 110Lof translation but simply of obser
vation_al evicl_e_!l_!:efo_r theories; and we may, follow
ing Peirce, still fairly call this the empirical 
meaning of the theories. 

Th~se considerations raise a philosophical qm:s
tion even about ordinary unphilosophical transla
tion, such as from English into Arunta or Chi~se. 
For, if the English sentences of a theory have their 
meaning only together as a body, then we can 
justify their translation into Arunta only together 
as a body. There will be no justification for pairing 
off the component English sentences with 
component Arunta sentences, except as these cor
relations make the translation of the theory as a 
whole come out right. Any translations of the 
English sentences into Arunta sentences will be 
as correct as any other, so long as the net empirical 
implications of the theory as a whole are preserved 
in translation. But it is to be expected that many 
different ways of translating the component sen
tences, essentially different individually, would 

,· 

deliver the same empirical implications for the 
theory as a whole; deviations in the translation of 
one component sentence could be compensated for 
in the translation of another component sentence. 
Insofar, there can be no ground for saying which of 
two glaringly unlike translations of individual sen
tences is right. 3 

For an uncritical mentalist, no such indetermin
acy threatens. Every term and every sentence is a 
label attached to an idea, simple or complex, which 
is stored in the mind. When on the other hand we 
take a verification theory of meaning seriously, the 
indeterminacy would appear to be inescapable. -
The Vienna Circle espoused a verification theory 
of meaning but did not take it seriously enough. If 
we recognize with Peirce that the meaning of a 
sentence turns purely on what would count as 
evidence for its truth, and if we recognize with 
Duhem that theoretical sentences have their evid
i:nce not as single sentences but only as larger 
blocks of theory, then the indeterminacy of trans
lation of theoretical sentences is the natural con
clusion. And most sentences, apart from 
observation sentences, are theoretical. This con
clusion, conversely, once it is embraced, seals the 
fate of any general notion of propositional meaning 
or, for that matter, state of affairs. 

Should the unwelcomeness of the conclusion 
persuade us to abandon the verification theory of 
meaning? Certainly not. The sort of meaning that 

: is basic to translation, and to the learning of one's 
·own language, is necessarily emP.irical meaning 
and nothing more. A child learns his first words 
and sentences by hearing and using them in the 
presence of appropriate stimuli. These must be 
external stimuli, for they must act both on the 
child and on the speaker from whom he is learn
ing.4 Language is socially inculcated and con
trolled; the inculcation and control turn strictly 
on the keying of sentences to shared stimulation. 
Internal factors may vary ad libitum without pre
judice to communication as long as the keying of 
language to external stimuli is undisturbed. Su_rely 
one has no choice but to be an empiricist so far as 
one's theory of linguistic meaning is concerned. 

What I have said of infant learning applies 
equally to the linguist's learning of a new language 
in the field. If the linguist does not lean on related 
languages for which there are previously accepted 
translation practices, then obviously he had no 
data but the concomitances of native utterance 
and observable stimulus situation. No wonder 
there is indeterminacy of translation - for of 

'. 



course only a small fraction of our; utterances 
report Concurrent external stimulation. _Granted, 
the linguist wilLend up with unequivocal transla

tions ()f _everything; but only by making many 
arbitrary choices :..- arbitrary even though uncon
scious - along the way. Arbitrary? By this I mean 
that different choices could still have made_ every
thing come out right that is susceptible in-principle 
to any kind of check. 

Let me link up, in·a different order, some of the 
points I have made. The crucial consideration 
behind my argument for the indeterminacy of 
translation was that a statement about the world 
does not always or usually have a separable fond of 
empirical consequences that it can call its own. · 
That consideration served also to account for the 
impossibility of an epistemological reduction of 
the sort where every sentence is equated to a 

· sentence in observational and logico-mathematical 
· terms. And the impossibility of that sort of episte

mological reduction dissipated the last advantage 
that rational reconstruction seemed to have over 

psychology. 
Philosophers have rightly despaired of translat

i~g everything into observational and logico
mathematical terms. They have despaired of this 
even when they have not recognized, as the reason 
for this irreducibility, that the statements largely 
do not have their private .bundles of empirical 
consequences. And some philosophers have seen 
in this irreducibility the bankruptcy of epi$temol- · 
ogy. Carnap and the other logical positivists of the 
Vienna Circle had already pressed the term "meta
physics" into pejorative use, as connoting mean
inglessness; and the term "epistemology" was 
next. Wittgenstein and his followers, mainly at 
Oxford, found a residual philosophical vocation 
in therapy: in curing philosophers of the delusion 
that there were epistemological problems. 

But I think that at this point it may be more 
useful to say rather that epistemology still goes on, 
though in a new setting and a clarified status. 
Epistemology, or something like it, simply falls 
into place as a chapter of psychology and hence 
of natural science. It studies a natural phenome
non, viz., a physical human subject. This human 
subject is accorded a certain experimentally con
trolled input - certain patterns of irradiation in 
assorted frequencies, for instance - and in the 
fullness of time the subject delivers as output a 

desc~iption of the three-dimensional external 
world and its history. The relation between the 
meager input and the torrential output is a relation 
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that we are prompted to study for somewhat the 
same reasons that always prompted epistemology;· 
namely, in order to see how evidence relates to 
theory, . and in what ways one's theory of nature 

·transcends any available evidence. 
Such a study could still include, even, some

thing like the old rational reconstruction, to what
ever degree such reconstruction is practicable; for 
imaginative constructions can afford hints of actual 
psychological processes, in much the way that 
mechanical simulations can. But a conspicuous 
difference between old epistemology and the epis.:. 
temological enterprise in this new psychological 
setting is that we can now make free use of empiri
cal psychology. 

The old epistemology aspired to contain, in a 
sense, natural science; it would construct it some
how from sense data. Epistemology in its .m..'Y... 

setting, conversely, is contained in natural.sci~ 
as a chapter of psychology. But the old contain
ment remains valid too, in its way. We are study
ing how the human subject of our study posits 
bodies and projects his physics from his data, and 
we appreciate that our position in the world is just 
like his. Our very epistemological enterprise, 
therefore, and the psychology wherein it is a com
ponent chapter, and the whole of natural science 
wherein psychology is a component book - all this 
is our own construction or projection from stimu
lations like those we were meting out to our epis
temological subject. There is thus reciprocal 
containment, though containment in different 
senses: epistemology in natural science and natural 
science in epistemology. 

This interplay is reminiscent again of the old 
threat of circularity, but it is all right now that we 
have stopped dreaming of deducing science from 
sense data. We are after an understanding of 
science as an institution or process in the world, 
and we do not intend that understanding to be any 
better than the science which is its object. This 
attitude is indeed one that Neurath was already 
urging in Vienna Circle days, with his parable of 
the mariner who has to rebuild his boat while 
staying afloat in it. 

One effect of seeing epistemology in a psycho
logical setting is that it resolves a stubborn old 
enigma of epistemological priority. Our retinas 
are irradiated in two dimensions, yet we see things 
as three-dimensional without conscious inference. 
Which is to count as observation - the unconscious 
two-dimensional reception or the conscious three
dimensional apprehension? In the old epistemolo-
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gical context the conscious form had priority, for 
we were out to justify our knowledge of the 
external world by rational reconstruction, and 
that demands awareness. Awareness ceased to be 
demanded when we gave up tryi~g to justify our 
knowledge of the external world by rational recon
struction. What to count as observation now can be 
settled in terms of the stimulation of sensory 
receptors, let consciousness fall where it may. 

The Gestalt psychologists' challenge to sensory 
atomism, which seemed so relevant to epistemol
ogy forty years ago, is likewise deactivated. 
Regardless of whether sensory atoms or Gestalten 
are what fayor the forefront of our consciousness, 
it is simply the stimulations of our sensory recep
tors that are best looked upon as the input to our 
cognitive mechanism. Old paradoxes about uncon
scious data and inference, old problems about 
chains of inference that would have to be com
pleted too quickly - these no longer matter. 

In the old anti-psychologistic days.!h.c; question 
of epistemological priority was·nrom, What i; epis
temologically prior to what? Are Gesfalten prior to 
sensory atoms because they are noticed, or should 
we favor sensory atoms on some more subtle 
ground? Now that we are permitted to appeal to 
physical stimulation, the problem dissolves; A is 
epistemologically prior to B if A is causally nearer 
than B to the sensory receptors. Or, what is in 
some ways better, just talk explicitly in terms of 
causal proximity to sensory receptors and drop the 
talk of epistemological priority. 

Around 1932 there was debate in the Vienna 
Circle over what to count as observation sentences, 
or ProtokoUsiitze. 5 One position was that they had 
the form of reports of sense impression!'. Another 
was that they were statements of an elementary 
sort about the external world, e.g., "A red cube is 
standing on the table." Another, Neurath's, was 
that they had the form of reports of relations 
between percipients and external things: "Otto 
now sees a red cube on the table." The worst of 
it was that there seemed to be no objective way of 
settling the matter: no way of making real sense of 
the question. 

Let us now try to view the matter unreservedly 
in the context of the external world. Vaguely 
speaking, what we want of observation sentences 
is that they be the ones in closest causal proximity 
to the sensory receptors. But how is such proxim
ity to be gauged? The idea may be rephrased this 

- way: observation ;entences are sentences which, as 
we learn language, are most strongly conditioned 

to concurrent sensory stimulation rather than to 
stored collateral information. Thus let us imagine a 
sentence queried fo! our verdict as to whether it is 
true or false, queried for our assent or dissent. 
Then the sentence is an observation sentence if 
our verdict depends only on the sensory stimula
tion present at the time. 

But a verdict cannot depend on present stimula
tion to the exclusion of stored information. The 
very fact of our having learned the language 
evinces much storing of information, and of infor
mation without which we should be in no position 
to give verdicts on sentences however observa
tional. Evidently then we must relax our definition 
of observation sentence to read thus: a sentence is 
an observation sentence if all verdicts on it depend 
on present sensory stimulation and on no stored 
information beyond what goes into understanding 
the sentence. 

This formulation raises another problem: how 
are we to distinguish between information that 
goes into understanding a sentence and informa
tion that goes beyond? This is the problem of 
distinguishing between analytic truth, which issues 
from the mere meanings of words, and synthetic 
_truth, ___ which depends on more than meanings. 
Now I have long maintained that this distinction 
is illusory-:There is one step toward such a dis
tinction, however, which does make sense: a sen
tence that is true by mere meanings of words 
should be expected, at least, if it is simple, to be 
subscribed to by all fluent speakers in the 
community. Perhaps the controversial notion of 
analyticity can be dispensed with, in our definition 
of observation sentence, in favor of this straight-· 
forward attribute of community-wide acceptance. 

This attribute is of course no explication of 
analyticity. The community would agree that 
there have been black dogs, yet none who talk of 
analyticity would call this analytic: _My rejection of 
~he analyticity notion just means drawing no line 
between what goes into the mere understanding of 
the sentences of a language and what else the 
community sees eye-to-eye on. I doubt that an 
objective distinction can be made between mean:: 
ing and such collateral informatiOft- as is com
munity-wide. 

Turning back then to our task of d1;fining obser
vation sentences, we get this: an observation sen
tence is one on which all speakers of the language 
give the same verdi~t when given the same con
current stimulation. To put the point negatively, 
an observation sentence is one that is not sensitive 



to differences in past experience within the speech 
community. 

This formulation accords perfectly with the tra
dirlonal role of the observation sentence as the 
court of appeal of scient_ific theories. For by our 
definition the observation sentences are the sen
tences on which all members of the community 
will agree under uniform stimulation. And what is 
the criterion of membership in the same commun
ity? Simply, general fluency of dialogue. This cri:. · 
terion admits of degrees, and indeed we may 
usefully take the community more narrowly for 
some studies than for others. What count as obser
vation sentences for a community of specialists 
would not always so count for a larger community. 

There is generally no subjectivity in the phras
ing of observation sentences, as we are now con
ceiving them; they will usually be about bodies. 
Since the distinguishing trait of an observation 
sentence is ini:ersubjective agreement under a~ee
ing stimulation, a corporeal subject matter is like
lier than not. 

The old tendency to associate observation sen
tences with a subjective sensory subject matter is 
rath_er an irony when we reflect that observation 
sentences ~re also meant to be the intersubjective 
tribunal of scientific hypotheses. The old tendency 
was due to the drive to base science on something 
firmer and prior in the subject's experience; but 
we dropped that project. 

The dislodging of epistemology from its old 
status of first philosophy loosed a wave, we saw, 
of epistemological nihilism. This mood is reflected 
somewhat in the tendency of Polanyi, Kuhn, and 
the late Russell Hanson to belittle the role of 
evidence and to accentuate cultural relativism. 

-Hanson ventured even to discredit the idea of 
observation, arguing that so-called observations 
vary from observer to observer with the amount 
of knowledge that the observers bring with them. 
The veteran physicist looks at some apparatus and 
sees an x-ray wbe. The neophyte, looking at the 
same place, observes rather "a glass and metal 
instrument replete with wires, reflectors, screws, 
_lamps, and pushbuttons."6 One man's observation 
is another man's closed book or flight of fancy. 
The notion of observation as the impartial and 
objective source of evidence for science is bank
rupt. Now my answer to the x-ray example was 
already hinted a little while back: what counts as an 
observation sentence varies with the width of com
munity considered. But we can also always get an 
absolute standard by taking in all speakers of th.e_ 
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language, or most. 7 It is ironical that philosophers, 
-finding the old epistemology untenable as a whole, 
should react by repudiating a part which has only 
now moved into clear focus. 

Clarification of the notion of observation sen
tence is a good thing, for the notion is fundamental 
in two connections. These two correspond to the 
duality that I remarked upon early in this essay: 
the duality between concept and doctrine, between 
knowing what a sentence means and knowing 
whether it is true. The observation sentence is 
basic to both enterprises. Its relation to doctrine, 
to our knowledge of what is true, is very much the 
traditional one: observation sentences are the repo
_sitory of evidence for scientific hypotheses. Its 
relation to meaning is fundamental too, since 
observation sentences are the ones we are in a 
position to learn to understand first, both as child
ren and as fietd linguists. For observation sen
tences are precisely the ones that we can correlate 
with observable circumstances of the occasion of 
utterance or assent, independently of variations in 
the past histories of individual informants. They 
afford the only entry to a language. 

The observation sentence is the cornerstone of 
semantics. For it is, as we just saw, fundamental to 
the learning of meaning. Also, it is where meaning 
is firmest. Sentences higher upjnthem-ies have-no 
empirical consequences they can call their __ own; 
they confront the tribunal of sensory evidence 
only in more or less inclusive aggregates. The 
observation sentence, situated at the sensory per
iphery of the body scientific, is the minimal verifi
able aggregate; it has an empirical content all its 
own and wears it on its sleeve. 

The predicament of the indeterminacy of tran&
lation has little bearing on observation sentences. 
The equating of an observation sentence of our 
language to an observation sentence of another 
language is mostly a matter of empirical general
ization; it is a matter of identity between the range 
of stimulations that would prompt assent to the 
one sentence and the range of stimulations that 
would prompt assent to the other.8 

It is no shock to the preconceptions of old 
Vienna to say that epistemology now becomes 
semantics. For epistemology remains centered as 
always on evidence, and meaning remains centered 
as always on verification; and evidence is verifica
tion. What is likelier to shock preconceptions is 
that meaning, once we get beyond observation 
sentences, ceases in general to have, any clear 
applicability to single sentences; also that episte-
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mology merges with psychology, as well as with 
linguistics. 

This rubbing out of boundaries could contri
bute to progress, it seems to me, in philosophically 
interesting inquiries of a scientific nature. One 
possible area is perceptual norms. Consider, to 
begin with, the linguistic phenomenon of pho
nemes. We form the hab.it, in hearing the myriad 
variations of spoken sounds, of treating each as an 
approximation to one or another of a limited num
ber of norms - around thirty altogether - consti
tuting so to speak a spoken alphabet. All speech in 
our language can be treated in practice as 
sequences of just those thirty elements, thus rec
tifying small deviations. Now outside the realm of 
language also there is probably only a rather Jim-
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What Is "Naturalized Epistemology"? 

Jaegwon Kim 

Epistemology a.s a Nonnative Inquiry 

Descartes's epistemological mQuiry in the Me41ta

lrans begins with this question: What propositions 

are worthy of belief: In the First Meditation Des

cartes canvasse; beliefs of various kinds he had 

formerly hekl as true and finds himself forced to 

conclude that lie ought to reject drem, lhat be 

ought not to accept drem as true. We can view 

Cartesian epistemulogy as consisung of the follow

ing lwo projects. tu identi(\' the criteria by which 

we ought to regulate acceptance and rejection of 

beliefs, and to tlt:termine what we may be sairl to 

Ir.now according to those criteria. Descartes's epis

temological agenda has been the agenda of Wes

tern epistemology to this day. The twm problems 

of iden11fying criteria of jusrified behef and coming 

to terms with the skeptical challenge to the poss

ib1bty ofknowledge have dcfineil the centr.tl rasl:s 

of theory of knowledge since Descartes. This was 

as true of the empiricisL~, of Locke and Hume and 

Mill, as of rhose who more closely followed Des
cutes in rhe ruionalist parh. 1 

Ir is no wonder then that modern eptstemology 

has been dominateil by a single concept, that of 

.JU$hfic11.t1on, and two fundamental i;iuestions invol

ving i1: What conditions mus1 a belier meet 1r we 

are justified in accepting it as true? and What 

beliefs are we in fact justifieil in ai:cepting? Note 

that the first i;iuestion does nol ask for an "analy

liis" or "meaning" of the tenn "justified belief." 

And it is generally assumed, even ir not always 

Orlglnal1yp1Jbllshea lnJ. lomber1in1ea.J, Pfll/osopl1lcB/ 

Perspect/ves.2.~{Atascadero,CA:Rldge

view Publishing Co., 1988). 

explicirly stated, that not just any statement of a 

necessary and sufficient condition for a belier to be 

justified will do. The implici1 requirement has 

been that the seated conditions must consutute 

.. criteria" or justifieil belier, and for· this ii is 

necessary that the condiriuns be stated 11'Jtlmu.J tht 

we of episttm1r ltrms. TOOs, funnuLu:ing con<liriuns 

of justified belier in sUL-h tenns as "adequate evid

ence," "sufficient ground," "good reasun," 

"beyond a reasonable doubc," and so on, would 

be merely tu issu1: a promissory no1e rede1:mable 

only when these epistemic terms are thcmsel11es 

explamed in a way that .au.urds with 1hc require

rncnt.2 

This requirement, while it puints m the right 

direction, does not go far enough. Whar is crucial 

is this: the mtma of jwtl}ied hd1ef must he fimnu.

lattd on the basis of dncnpnve or natu.ralutic lt:rml 

alone. rvillwu.t the we of any e<!alualive or norm"tit·e 

ones, wh~ther epuumu or of another kmd.1 Thus, an 

analvsis of justified belier that makes USC of such 

te~ as "imellectual requirement"4 and "having a 

righ1 ro be surc"5 would not s:nisfy this general

ized condinon; although such an analysis can be 

informati11·e and enlightening about the interrela

tionships of these normanve com:epts, it will nor, 

on the present conception, count as a statement of 
mltrta of justified belier. unles!i of course these 

terms are themselves provided with nonnormarive 

criteria. What is problematic, therefore, about the 

use of epistemic tenns in stating cri1eria of justi

fied belief is not its possible circularity in 1he usual 

sense; rather it is the fact that th1:se epistemic 

terms are themselves cssentialiv nurmati"\e. \\'c 

shall later discuss the rationale of thi~ slrengthcneil 

requiremenl. 
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As many philosophers have observed, 6 the two 
questions we have set forth, one about the criteria 
of justified belief and the other about what we can 
be said to know according to those criteria, con
strain each other. Although some philosophers 
have been willing to swallow skepticism just 
because what we regard as correct criteria of justi
fied belief are seen to lead inexorably to the con
clusion that none, or very few, of our beliefs are 
justified, the usual presumption is that our answer 
to the first question should leave our epistemic 
situation largely unchanged. That is to say, it is 
expected to tum out that according to the criteria 
of justified belief we come to accept, we know, or 
are justified in believing, pretty much what we 
reflectively think we know or are entitled to 
believe. 

Whatever the exact history, it is evident that the 
concept of justification has come to take center 
~stage in our reflections on the nature of knowledge. 
And apart from history, there is a simple reason for 
our preoccupation with justification: it is the only 
specifically epistemic component in the classic tri
partite conception of knowledge._ Neither belief 
nor truth is a specifically epistemic notion: belief 
is a psychological concept and truth a semantical
metaphysical one. These concepts may have an 
implicit epistemological dimension, but if they 
do, it is likely to be through their involvement 
with essentially normative epistemic notions like 
justification, evidence, and rationality. Moreover, 

justification is what makes knowledge itself a nor
mative concept. On the surface at least, neither 
truth ,nor belief is normative or evaluative (I shall 
argue below, though, that belief does have an 
essential normative dimension). But justification 
manifestly is normative. If a belief is jm;tified for 
us, then it is permissible and reasonable, from the 
epistemic point of view, for us to hold it, and it 
~ould be epistemically irresponsible to hold beliefs 
that contradict it. If we consider believing or 
accepting a proposition to be an "action" in an 
appropriate sense, belief justification would then 
be a special case of justification of action, which in 
its broadest terms is the central concern of norma
tive ethics. Just as it is the business of normative 
ethics to delineate the conditions under which acts 
and decisions are justified from the moral point of 
view, so it is the business of epistemology to iden
tify and analyze the conditions under which 
beliefs, and perhaps other propositional attitudes, 
are justified from the epistemological point of 
view. It probably is only an historical accident 

that we standardly speak of "normative ethics" 
but not of "normative epistemology." Epistemol
ogy is a normative·discipline as much as, and in the 
same sense as, normative ethics._ 

We can summarize our discussion thus far in the 
following points: that justification is a central con
cept of our epistemological tradition, that justifica
tion, as it is understood in this tradition, is a 
normative concept, and in consequence that epis
temology itself is a normative inquiry whose prin
cipal aim is a systematic study of the conditions of 
justified belief. I take it that these points are 
uncontroversial, although of course there could 
be disagreement about the details - for example, 
about what it means to say a concept or theory is 
"normative" or "evaluative." 

The Foundationalist Strategy 

In order to identify the target of the naturalistic 
critique - in particular, Quine's - it will be useful 
to take a brief look at the classic response to the 
epistemological program set forth by Descartes. 
Descartes's approach to the problem of justifica
tion is a familiar story, at least as the textbook tells 
it: it takes the form of what is now commonly 
called "foundationalism." 'The foundationalist 
strategy is to divide the task of explaining justifica
tion into two stages: first, to identify a set of beliefs 
that are "directly" justified in that they are justi
fied without deriving their justified status from 
that of any other belief, and then to explain how 
other beliefs may be "indirectly" or "inferentially" 
justified by standing in an appropriate relation to 
those already justified. Directly justified beliefs, or 
"basic beliefs," are to constitute the foundation
upon which the superstructure of "nonbasic" or 
"derived" beliefs is to rest. What beliefs then are 
directly justified, according to Descartes? Subtle
ties aside, he claimed that beliefs about our own 
present conscious states are among them. In what 
does their justification consist? What is it about 
these beliefs that makes them directly justified? 
Somewhat simplistically again, Descartes's answer 
is .that they are justified because they are indubit
able, that the attentive and reflective mind cannot 
but assent to them. How are nonbasic beliefs justi
fie.d? By "deduction" - that is, by a series of 
inferential steps, or "intuitions," each of which is 
indubitable. If, therefore, we take. Cartesian indu
bitability as a psychological notion, Descartes's 
epistemological theory can be said to meet the 



desideratum of providing nonepistemic, naturalis
tic criteri;.' of justified belief. 

Descartes's foundationalist program was inher
ited, in its essential outlines, by the empiricists. In 
particular, his "mentalism," that beliefs about 
one's own current mental state are epistemologi
cally basic, went essentially unchallenged by the 
empiricists and positivists, until this century. 
Epistemologists have differed from one another 
chiefly in regard to two questions: first, what else 
belonged in our corpus of basic beliefs, and sec
ond, how the derivation of the nonbasic part of our 
knowledge was to proceed. Even the Logical 
Positivists were, by and large, foundationalists, 
although some of them came to renounce Carte
sian mentalism in favor of a "physicalistic basis."7 

In fact, the Positivists were foundationalists twice 
over: for them "observation," whether phenomen
ological or physical, served not only as the founda
tion of knowledge but as the foundation of all 
"cognitive meaning" - that is, as both an episte
mological and a semantic foundation. 

Q!iine's Arguments 

It has become customary for epistemologists who 
profess allegiance to a "naturalistic" conception of 
knowledge to pay homage to Quine as the chief 
contemporary provenance of their inspiration -
especially to his influential paper "Epistemology 
Naturalized."8 Quine's principal argument in this 
paper against traditional epistemology is based on 
the claim that the Cartesian foundationalist pro
gram has failed - that the Cartesian "quest for 
certainty" is-=a lost cause." While this claim 
about the hopelessness of the Cartesian "quest 
for certainty" is nothing new, using it to discredit 
the very conception of normative epistemology is 
new, something that any serious student of episte
mology must contend with. 

Quine divides the classic epistemological pro
gram into two parts: conceptual reduction whereby 
physical terms, inc.uding those of theoretical 
science, are reduced, via definition, to terms refer
ring to phenQmenal features of sensory experience, 
and doarinal reduction whereby truths about the 
physical world are appropriately obtained from 

, truths about sensory experience. The "appropri
ateness" just alluded to refers to the requirement 
that the favored epistemic status ("certainty" for 
classic epistemologists, according to Quine) of our 
basic beliefs be transferred, essentially undimin-
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ished, to derived beliefs, a necessary requirement if 
the derivational process is to yield knowledge from 
knowledge. What derivational methods have this 
property of preserving epistemic status? Perhaps 
there are rione, given our proneness to err in 
framing derivations as in anything else, not to 
mention the possibility of lapses of attention and 
memory in following lengthy proofs. But logical 
deduction comes as close to being one as any; it can 
at least be relied on to transmit truth, if not epis
temic status. It could perhaps be argued that no 
method can preserve certainty unless it preserves 
(or is known to preserve) truth; and if this is so, 
logical deduction is the only method worth con
sidering. I do not know whether this was the 
attitude -of most classic epistemologists; but 
Quine assumes that if deduction doesn't fill their 
bill, nothing will. 

Quine sees the project of conceptual reduction 
as culminating in Carnap's Der logische Aujbau der 
Welt. As Quine sees it, Carnap "came nearest to 
executing" the conceptual half of the classic epis
temological project. But coming close is not good 
enough. Because of the holistic manner in which 
empirical meaning is generated by experience, no 
reduction of the sort Carnap and others so eagerly 
sought could in principle be completed. For defi
nitional reduction requires point-to-point meaning 
relations9 between physical terms and phenomenal 
terms, something that Quine's-holism tells us can
not be- had. The second half of the program, doc
trinal reduction, is in no better shape; in fact, it 
was the one to stumble first, for, according to 

Quine, its impossibility was decisively demon
strated long before the Aufbau, by Hume in his 
celebrated discussion of induction. The "Humean 
predicament" shows that theory cannot be logi
cally deduced from observation; there simply is no 
way of deriving theory from observation that will 
transmit the latter's epistemic status intact to the 
former. 

I don't think anyone wants to disagree with 
Quine in these claims. It is not possible to "vali
date" science on the basis of sensory experience, if 
"validation" means justification through logical 
deduction. Quine of course does not deny that 
our theories depend on observation for evidential 
support; he has said that sensory evidence is 
the only evidence there is. To be sure, 
Quine's argument against the possibility of con
ceptual reduction has a new twist: the application 
of his "holism." But his conclusion is no 
surprise; "translational phenomeJialism" has been 
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moribund for many years. 10 And, as Quine himself 
notes, his argument against the doctrinal reduc
tion, the "quest for certainty," is only a restate
ment of Hume's "skeptical" conclusions 
concerning induction: induction after all is not 
deduction. Most of us are inclined, I think, to 
view the situation Qi.line describes with no great 

~alarm, and I rather doubt that these conclusions of 
Qi.line's came as news to most epistemologists 
when "Epistemology Naturalized" was first pub
lished. We are tempted to respond: of course we 
can't define physical concepts in terms of sense
data; of course observation "underdetermines" 
theory. That is why observation is observation 
and not theory. 

So it is agreed on all hands that the classical 
-- epistemological project, conceived as one of 

deductively validating physical knowledge from 
indubitable sensory data, cannot succeed. But 
what is the moral of this failure? What should be 
its philosophical lesson to us? Having noted the 
failure of the Cartesian program, Qi.line goes on: 11 

The stimulation of his sensory receptors is all 
the evidence anybody has had to go on, ulti
mately, in arriving at his picture of the world. 
Why not just see how this construction really 
proceeds? Why not settle for psychology? Such 
a surrender of the epistemological burden to 
psychology is a move that was disallowed in 
earlier times as circular reasoning. If the episte
mologist's goal is validation of the grounds of 
empirical science, he defeats his purpose by 
using psychology or other empirical science in 
the validation. However, such scruples against 
circularity have little point once we have 
stopped dreaming of deducing science from 
observation. If we are out simply to understand 
the link between observation and science, we are 
well advised to use any available information, 
including that provided by the very science 
whose link with observation we are seeking. to 
understand. 

And Qi.line has the following to say about the 
failure of Carnap's reductive program in the Auf
bau:12 

To relax the demand for definition, and settle 
for a kind of reduction that does not eliminate, is 
to renounce the last remaining advantage that 
we supposed rational reconstruction to have 
over straight psychology; namely, the advantage 

of translational reduction. If all we hope for is a 
reconstruction that links science to experience 
in explicit ways short of translation, then it 
would seem more sensible to settle for psychol
ogy. Better to discover how science is in fact 
developed and learned than to fabricate a ficti
tious structure to a similar effect. 

If a task is entirely hopeless, if we know it 
cannot be executed, no doubt it is rational to 
abandon it; we would be better off doing some
thing else that has some hope of success. We can 
agree with Qi.line that the ''validation" - that is, 
logical deduction - of science on the basis of 
observation cannot be had; so it is rational to 
abandon this particular epistemological program, 
if indeed it ever was a program that anyone ser
iously undertook. But Quine's recommendations 
go further. In particular, there are two aspects of 
Quine's proposals that are of special interest to us: 
first, he is not only advising us to quit the program 
of "validating science," but urging us to take up 
another specific project, an empirical psychological 
study of our cognitive processes; second, he is also 
·claiming that this new program replaces the old, 
that both programs are part of something appro
priately called "epistemology." Naturalized epis
temology is to be a kind of epistemology after all, a 
"successor subject"13 to classical epistemology. 

How should we react to Quine's urgings? What 
should be our response? The Cartesian project of 
validating science starting from the indubitable 
foundation of first-person psychological reports 
(perhaps with the help of certain indubitable first 
principles) is not the whole of classical epistemol
ogy - or so it would seem at first blush. In our 
characterization of classical epistemology, the Car
tesian program was seen as one possible response 
to the problem of epistemic justification, the two
part project of identifying the criteria of epistemic 
justification and determining what beliefs are in 
fact justified according to those criteria. In urging 
"naturalized epistemology" on us, Qi.line is not 
suggesting that we give up the Cartesian founda- . 
tionalist solution and explore others within the 
same framework14 

- perhaps, to adopt some sort 
of "coherentist" strategy, or to require of our basic . 
beliefs only some degree of "initial credibility'1 

rather than Cartesian certainty, or to permit some 
sort 'of probabilistic derivation in addition to 
deductive derivation of nonbasic knowledge, or to 
consider the use of special rules of evidence, like 
Chisholm's "principles of evidence,"15 or to give 



up the search for a derivational process that 
transmits undiminished certainty in favor of one 
that can transmit diminished but still useful 
degrees of justification. Quine's proposal is more 
radical than that. He is asking us to set aside 
the entire framework of justification-centered 
epistemology. That is what is new in Q!iine's 
proposals. Q!iine is asking us to put in its place a 
purely descriptive, causal-nomological science of 
human cognition.16 

How should we characterize in general terms 
the difference between traditional epistemological 
programs, such as foundationalism and coherence 
theory, on the one hand and Q!iine's program of 
naturalized epistemology on the other? Q!iine's 
stress is on the factual and descriptive character of 
his program; he says, "Why not see how [the 
construction of theory from observation] actually 
proceeds? Why not settle for psychology?";17 again, 
"Better to discover how science is in fact developed 

and learned than .. . " 18 We are given to understand 
that in contrast traditional epistemology is not a 
descriptive, factual inquiry. Rather, it is an 
attempt at a "validation" or "rational reconstruc
tion" of science. Validation, according to Quine, 
proceeds via deduction, and rational reconstruc
tion via definition. However, their point is justifi
catory - that is, to rationalize our sundry 
knowledge claims. So Quine is asking us to set 
aside what is "rational" in rational reconstruction. 

Thus, it is normativity that Quine is asking us to 
repudiate. Although Quine does not explicitly 
characterize traditional epistemology as "norma
tive" or "prescriptive," his meaning is unmistak
able. Epistemology is to be "a chapter of 
psychology," a law-based predictive-explanatory 
theory, like any other theory within e~pirical 

science; its principal job is to see how human 
cognizers develop theories (their "picture of the 
world") from observation ("the stimulation of 
their sensory receptors"). Epistemology is to go 

_out of the business of justification. We earlier 
characterized traditional epistemology as essen
tially normative; we see why Q!iine wants us to
reject it. Quine is urging us to replace a normative 
theory of cognition with a descriptive science. 

Losing Knowledge from Epistemology 

If justification drops out of epistemology, know
ledge itself drops out of epistemology. For our 
concept of knowledge is inseparably tied to that 
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of justification. As earlier noted, knowledge itself 
is a normative notion. Quine's nonnormative, nat
uralized epistemology has no room for our concept 
of knowledge. It is not surprising that, in describ
ing naturalized epistemology, Quine seldom talks 
about knowledge; instead, he talks about "science" 
and "theories" and "representations." Q!iine 
would have us investigate how sensory stimulation 
"leads" to "theories" and "representation" of-the 
world. I take it that within the traditional scheme 
these "theories" and "representations" correspond 
to beliefs, or systems of beliefs; thus, what Q!iine 
would have us do is to investigate how sensory 
stimulation leads to the formation of beliefs about 
the world. 

But in what sense of"lead"? I take it that Quine 
has in mind a causal or nomological sense. HCis 
urging us to develop a theory, an empirical theory, 
that uncovers lawful regularities governing the 
processes through which organisms come to 
develop beliefs about their environment as a causal 
result of having their sensory receptors stimulated 
in certain ways. Q!iine says:19 

[Naturalized epistemology] studies a natural 
phenomenon, viz., a physical human subject. 
This human subject is accorded experimentally 
controlled input - certain patterns of irradiation 
in assorted frequencies, for instance - and in the 
fullness of time the subject delivers as output a 
description of the three-dimensional external 
world and its history. The relation between the 
meager input and torrential output is a relation 
that we are prompted to study for somewhat the 
same reasons that always prompted epistemol
ogy; namely, in order to see how evidence relates 
to theory, and in what ways one's theory of 
nature transcends any available evidence. 

The relation Quine speaks of between_ "meager 
i~.J!I!_c;l_ "torrential output" is a causal relation; 
at least it is qua causal relation that the naturalized 
epistemologist investigates it. It is none of the 
naturalized epistemologist's business to assess 
whether, and to what degree, the input "justifies" 
the output, how a given irradiation of the subject's 
retinas makes it "reasonable" or "rational" for the 
subject to emit certain representational output. His 
interest is strictly causal and nomological: he wants 
us to look for patterns of lawlike dependencies 
characterizing the input-output relations for this 
particular organism and others of a like physical 
structure. 
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If this is right, it makes Quine's attempt to relate 
his naturalized epistemology to traditional episte
mology look at bestflame .. For in what sense is the 
study of causal relationships between physic~!_ s_t:i
mulation of sensory receptors and the resulting 
cognitive output a way of "seeing how evidence 
relates to theory" in an epistemologically relevant 
sense? The causal relation between sensory input 
and cognitive output is a relation between "evid
ence" and "theory"; however, it is not an evidential 
relation. This can be seen from the following con
sideration: the nomological patterns that Quine 
urges us to look for ar~ certain to vary from species 
to species, depending on the particular way each 
biological (and possibly nonbiological) species pro
cesses information, but the evidential relation in its 
proper normative sense must abstract from such 
factors and concern itself only with the degree to 
which evidence supports hypothesis. 

In any event, the cohcept of evidence is insepar
able from that of justification. When we talk of 
"evidence" in an epistemological sense we are 

__ talking about justification: one thing is "evidence" 
for another just in case the first tends to enhance 
·the- reasonableness or justification of the second . 

.__b_nd such evidential relations hold in part because 
of the "contents" of the items involved, not merely 
because of the causal or nomological connections 

_ between them. A strictly nonnormative concept of 
evidence is not our concept of evidence; it is some
thing that we do not understand. 20 

None of us, I think, would want to quarrel with 
Qiine about the interest or importance of the 
psychological study of how our sensory input 
causes our epistemic output. This is only to say 
that the study of human (or other kinds ot) cogni
tion is of interest. That isn't our difficulty; our 
difficulty is whether, and in what sense, pursuing 
Quine's "epistemology" is a way of doing episte
mology - that is, a way of studying "how evidence 
relates to theory." Perhaps, Qiine's recommenda
tion that we discard justification-centered episte
mology is worth pondering; and his exhortation to 
take up the study of psychology perhaps deserves 
to be heeded also. What is mysterious is why this 
recommendation has to be coupled with the rejec
tion of normative epistemology (if normative epis
temology is not a possible inquiry, why shouldn't 
the would-be epistemologist turn to, say, hydro
dynamics or ornithology rather than psychology?). 
But of course Quine is saying more; he is saying 
that an understandable, If misguided, motivation 
(that is, seeing "how evidence relates to theory") 

does underlie our proclivities for indulgence in 
normative epistemology, but that we would be 
better served by a scientific study of human cogni
tion than normative epistemology. 

But it is difficult to see how an "epistemology" 
that has been purged of normativity, one that_l_acks 
an appropriate normative concept of justification 
or evidence, can have anything to do with the 
concerns of traditional epistemology. And unless 
naturalized epistemology and classical epistemol
ogy share some of their central concerns, it's diffi
cult to see how one could replace the other, or be a 
way (a better way) of doing the other. 2_

1 To be sure, 
they both investigate "how evidence relates 

0

to 
theory." But putting the matter this way can be 
misleading, and has perhaps misled Quine: the two 
disciplines do not investigate the same relation. As 
lately noted, normative epistemology is concerned 
with the evidential relation properly so-called -
that is, the relation of justification - and Qiine's 
naturalized epistemology is meant to study the 
causal - nomological relation. For epistemology 
to go out of the business of justification is for it 
to go out of business. 

Belief Attribution and Rationality 

Perhaps we have said enough to-.persuade our
selves that Quine's naturalized epistemology, 
while it may be a legitimate scientific inquiry, is 
not a kind of epistemology, and, therefore, that the 
question whether it is a better kind of epistemol
ogy cannot arise. In reply, however, it might be 
said that there was a sense in-which Quine's epis
temology and traditional epistemology could be 
viewed as sharing a common subject matter, 
namely this: they both concern beliefs or "repre
sentations." The only difference is that the former 
investigates their causal histories and connections 
whereas the latter is concerned with their eviden
tial or justificatory properties and relations. This 
difference, if Qiine is right, leads to another (so 
continues the reply): the former is a feasible 
inquiry, the latter is not. 

I now want to take my argument a step further: I 
shall argue that the concept of belief is itself an 
essentially normative one, and in consequence that 
if normativity is wholly excluded from naturalized 
epistemology it cannot even be thought of as being 
about beliefs. That is, if naturalized epistemology 
is to be a science of beliefs properly so called, it 
must presuppose a normative concept of belief. 



Briefly, the argument is this. In order to imple
ment Quine's program of naturalized epistemol
ogy, we shall need to identify, and individuate, the 
input and output of cognizers. The input, for 
Quine, consists of physical events- ("the stimula
tion of sensory receptors") and the output is said 
t!J be a "theory" or "picture of the world" - that 
is, a set of "representations" of the cognizer's 
environment. Let us focus on the output. In 
order to study the sensory input-cognitive output 
relations for the given cognizer, therefore, we must 
find out what "representations" he has formed as a 
result of the particular stimulations that have been 
applied to his sensory transducers. Setting aside 
the jargon, what we need to be able to do is to 
attribute beliefi, and other contentful intentional 
states, to the cognizer. But belief attribution ulti
mately requires a "radical interpretation" of the 
cognizer, of his speech and intentional states; that 
is;-we must construct an "interpretive theory" that 
simultaneously assigns meanings to his utterances 
and attributes co him beliefs and other proposi
tional attitudes. 22 

Even a cursory consideration indicates that such 
an interpretation cannot begin - we cannot get a 
foothold in our subject's realm of meanings and 
intentional sta~ - unless we assume his total 
system of beliefs and other propositional attitudes 
to be largely and essentially rational and coherent. 
As Davidson has emphasized, a given belief has the 
content it has in part because of its location in a 
network of other beliefs and propositional atti
tudes; and what at bottom grounds this network 
is the evidential relation, a relation that regulates 
what is reasonable to believe given other beliefs 
one holds. That is, unless our cognizer is a 
"rational being," a being whose cognitive "out
put" is regulated and constrained by norms of 
rationality - typically, these norms holistically 
constrain his propositional attitudes in virtue of 
their contents - we cannot intelligibly interpret 
his "output" as consisting of beliefs. Conversely, 
if we are unable to interpret our subject's meanings 
and propositional attitudes in a way that satisfies a 
minimal standard of rationality, there is little rea
son to regard him as a "cognizer," a being that 
forms representations and constructs theories. 
This means that there is a sense of "rational" in 

' which the expression "rational belief' is redun
dant; every belief must be rational in certain mini
mal ways. It is not important for the purposes of 
the present argument what these minimal stan
dards of rationality are; the only point that matters 

What Is "Naturalized Epistemology"? 

is that unless the output of our cognizer is subject 
to evaluation in accordance with norms of ration
ality, that output cannot be considered as consist
ing of beliefs and hence cannot be the object of an 
epistemological inquiry, whether plain or natura
lized. 

We can separate the core of these considerations 
from controversial issues involving the so-called 
"principle of charity," minimal rationality, and; 
other matters in the theory of radical interpreta
tion. What is crucial is this: for the interpretation 
and attribution of beliefs to be possible, not only 
must we assume the overall rationality of cogni
zers, but also we must continually evaluate and re
evaluate the putative beliefs of a cognizer in their 
evidential relationship to one another and other 
propositional attitudes. It is not merely that belief 
attribution requires the umbrella assumption 
about the overall rationality of cognizers. Rather, 
the point is that belief attribution requires belief 
evaluation, in accordance with normative standards 
of evidence and justification. If this is corr~ 
rationality in its broad and fundamental sense is 
not an optional property of beliefs, a virtue that 
some beliefs may enjoy and others lack; it is a 
precondition of the attribution and individJ.Jatian 
of belief - that is, a property without which the 
concept of belief would be unintelligible and 
pointless. 

Two objections might be raised to counter these 
considerations. First, one might argue that at best 
they show only that the normativity of belief is an 
epistemological assumption - that we need to 
assume the rationality and coherence of belief sys
tems when we are trying to find out what beliefs to 
attribute to a cognizer. It does not follow from this 
epistemological point, the objection continues, that 
the concept of belief is itself normative. 23 In reply
ing to this objection, we can bypass the entire issue 
of whether the rationality assumption concerns 
only the epistemology of belief attribution. Even 
if this premise (which I think is incorrect) is 
granted, the point has already been made. For it 
is an essential part of the business of naturalized 
epistemology, as a theory of how beliefs are formed 
as a result of sensory stimulation, to find out what 
particular beliefs the given cognizers have formed. 
But this is precisely what cannot be done, if our 
considerations show anything at all, unless the 
would-be naturalized epistemologist continually 
evaluates the putative beliefs of his subjects in 
regard to their rationality and coherence, subject 
to the overall constraint of the assumption that the 



Jaegwon Kim 

cognizers are largely rational. The naturalized 
epistemologist cannot dispense with normative 
concepts or disengage himself from valuational 
activities. 

Second, it might be thought that we could sim
ply avoid these considerations stemming from 
belief attribution by refusing to think of cognitive 
output as consisting of "beliefs," namely as states 
having propositional contents. The "representa
tions" Quine speaks of should be taken as appro
priate neural states, and this means that all we need 
is to be able to discern neural states of organisms. 
This requires only neurophysiology and the like, 
not the normative theory of rational belief. My 
reply takes the form of a dilemma: either the 
"appropriate" neural states are identified by seeing 
how they correlate with beliefS, 24 in which case we 
still need to contend with the problem of radical 
interpretation, or beliefs are entirely bypassed. In 
the latter case, belief, along with justification, 
drops out of Quinean epistemology, and it is 
unclear in what sense we are left with an inquiry 
that has anything to do with knowledge. 25 

The "Psychologistic" Approach to 
Epistemology 

Many philosophers now working in theory of 
knowledge have stressed the importance of sys
tematic psychology to philosophical epistemology. 
Reasons proffered for this are various, and so are 
the conceptions of the proper relationship between 
psychology and epistemology.26 But they are vir
tually unanimous in their rejection of what they 
take to be the epistemological tradition of Des
cartes and its modern embodiments in philoso
phers like Russell, C. I. Lewis, Roderick 
Chisholm, and A. ]. Ayer; and they are united in 
their endorsement of the naturalistic approach of 
Quine we have been considering. Traditional epis
temology is often condemned as "aprioristic," and 
as having lost sight of human knowledge as a 
product of natural causal processes and its function 
in the survival of thc;_Q.fganism and the species. 
Sometimes, the adherents of the traditional 
approach are taken to task for their implicit anti
scientific bias or indifference to the new develop
ments in psychology and related disciplines. Their 
own approach in contrast is hailed as "naturalistic" 
and "scientific," better attuned to significant 
advances in the relevant scientific fields such as 
"cognitive science" and "neuroscience," promis-

ing philosophical returns far richer than what the 
aprioristic method of traditional epistemology has 
been able to deliver. We shall here briefly consider 
how this new naturalism in epistemology is to be 
understood in relation to the classic epistemologi
cal program and Q!iine's naturalized epistemology. 

Let us see how one articulate proponent of the 
new approach explains the distinctiveness of his 
position vis-a-vis th~t of the traditional epistemol
ogists. According to Philip Kitcher, the approach 
he rejects is characterized by an "apsychologistic" 
attitude that takes the difference between know
ledge and true belief - that is, justification - to 
consist in "ways which are independent of the 
causal antecedents of a subject's states."27 Kitcher 
writes:28 

we can present the heart of [the apsychologistic 
approach] by considering the way in which it 
would tackle the question of whether a person's 
true belief that p counts as knowledge that p. 
The idea would be to disregard the psychologi
cal life of the subject, looking just at the various 
propositions she believes. If p is "connected in 
the right way" to other propositions which are 
believed, then we count the subject as knowing -
that p. Of course, apsychologistic epistemology 
will have to supply a criterion for propositions 
to be "connected in the right way' ... but pro
ponents of this view of knowledge will empha
size that the criterion is to be given in logical 
terms. We are concerned with logical relations 
among propositions, not with psychological 
relations among mental states. 

On the other hand, the psychologistic approach 
considers the crucial difference between know
ledge and true belief - that is, epistemic justifica
tion - to turn on "the factors which produced the 
belief," focusing on "processes which produce 
belief, processes which will always contain, at 
their latter end, psychological events. " 29 

It is not entirely clear from this characterization 
whether a psychologistic theory of justification is 
to be prohibited from making any reference to 
logical relations among belief contents (it is diffi
cult to believe how a theory of justification 
respecting such a blanket prohibition could suc
ceed); nor is it clear whether, conversely, an apsy
chologistic theory will be permitted to refer at all 
to beliefs qua psychological states, or exactly what 
it is for a theory to do so, But such points of detail 
are unimportant here; it is clear enough, for 
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. justified belief as belief generated by a reliable 
belief-forming process30 nicely fits Kitcher's char
acterization of the psychologistic approach. This 
account, one fonn of the s<realled "reliability the
ory" of justification, probably was what Kitcher 
had in mind when he was formulating his general 
characterization of epistemological naturalism. 
However, another influential fonn of the reliability 
theory does not qualify under Kitcher's character
ization. This is Armstrong's proposal to explain 
the difference between knowledge and true belief, 
at least for noninferential knowledge, in terms of 
"a law-like connection between the state of affairs 
[of a subject's believing that p] and the state of 
affairs that makes 'p' true such that, given the state 
of affairs [of the ·subject's believing that p ], it must 
be the case thatp."31 There is here no reference to 
the causal antecedents of beliefs, something that 
Kitcher requires of apsychologistic theories. 

Perhaps, Kitcher's preliminary characterization 
needs to be broadened and sharpened. However, a 
salient characteristic of the naturalistic approach 
has already emerged, which we can put as follows: 
justification is to be characterized in terms of cau
sal or nomological connections involving beliefs as 
psychological states or processes, and not in terms of 
the logical properties or relations pertaining to the 
contents of these beliefs. 32 

If we understand current epistemological natur
alism in this way, how closely is it related to 
Quine's conception of naturalized epistemology? 
The answer, I think, is obvious: not very closely 
at all. In fact, it seems a good deal closer to the 
Cartesian tradition than to Quine. For, as we saw, 
the difference that matters between Quine's epis
temological program and the traditional program is 
the fonner's total renouncement of the latter's 
normativity, its rejection of epistemology as a nor
mative inquiry. The talk of"replacing" epistemol
ogy with psychology is irrelevant and at best 
misleading, though it could give us a momentary 
relief from a sense of deprivation. When one aban
dons justification and other valuational concepts, 
one abandons the entire framework of nonnative 
epistemology. What remains is a descriptive 
empirical theory of human cognition which, if 
Quine has his way, will be entirely devoid of the 
notion of justification or any other evaluative con
cept. 

As I take it, this is not what most advocates of 
epistemological naturalism are aiming at. By and 
large they are not Quinean eliminativists ·in regard 
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to justification, and justification in its full-fledged. 
nonnative sense continues to play a central role in 
their epistemological reflections. Where they differ. 
from their nonnaturalist adversaries is the specific 
way in which criteria of justification are to be 
formulated. Naturalists and nonnaturalists ("apsy
chologists") can agree that these criteria must be 
stated in descriptive terms - that is, without the 
use of epistemic or any other kind of normative.. 
terms. According to Kitcher, an apsychologistic_ 
theory of justification would state them primarily 
in terms of logical properties and relations holding 
for propositional contents of beliefs, whereas the 
psychologistic approach advocates the exclusive 
use of causal ·properties and relations holding for 
beliefs as events or states. Many traditional episte..: 
mologists may prefer criteria that confer upon a 
cognizer a position of special privilege and respon
sibility with regard to the epistemic status of his 
beliefs, whereas most self-avowed naturalists pre
fer "objective" or "externalist" criteria with no 
such special privileges for the cognizer. But these 
differences are among those that arise within the 
familiar nonnative framework, and are consistent 
with the exclusion of nonnative terms in the state
ment of the criteria of justification. 

Nonnative ethics can serve as a useful model 
here. To claim that basic ethical terms, like "good" 
and "right," are definable on the basis of descrip
tive or naturalistic terms i~ one thing; to insist that 
it is the business of nonnative ethics to provide 
conditions or criteria for "good" and "right" in 
descriptive or naturalistic terms is another. One 
may properly reject the former, the so-called 
"ethical naturalism," as many moral philosophers 
have done, and hold the latter; there is no obvious 
inconsistency here. G. E. Moore is a philosopher 
who did just that. As is well known, he was a 
powerful critic of ethical naturalism, holding that 
goodness is a "simple" and "nonnatural" prop
erty. At the same time, he held that a thing's 
being good "follows" from its possessing certain 
naturalistic properties. He wrote:33 

I should never have thought of suggesting that 
goodness was "non-natural," unless I had sup
posed that it was "derivative" in the sense that, 
whenever a thing is good (in the sense in ques
tion) its goodness ... "depends on the presence 
of certain non-ethical characteristics" possessed 
by the thing in question: I have always supposed 
that it did so "depend," in the sense that, if a 
thing is good (in my sense), then that it is so 
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follows from the fact that it po11sesses certain 
natural intrinsic properties ... 

It makes sense to think of these "natural intrinsic 
properties" from which a thing's being good is 
thought to follow as constituting naturalistic cri
teria of goodness, or at least pointing to the exis
tence of such criteria. One can reject ethical 
naturalism, the doctrine that ethical concepts are 
definitionally eliminable in favor of naturalistic 
terms, and at the same time hold that ethical 
properties, or the ascription of ethical terms, 
must be governed by naturalistic criteria. It is 
clear, then, that we are here using "naturalism" 
ambiguouslr in "epistemological naturalism" and 
"ethical naturalism." In our present usage, episte
mological naturalism does not include (nor does it 
necessarily exclude) the claim that epistemic terms 
are definitionally reducible to naturalistic terms. 
(Quine's naturalism is eliminative, though it is not 
a definitional eliminativism.) 

If, therefore, we locate the split between Quine 
and traditional epistemology at the descriptive vs. 
normative divide, then currently influential natur
alism in epistemology is not likely to fall on 
(hiine's side. On this descriptive vs. normative 
issue, one can side with Quine in one of two 
ways: first, one rejects, with (hiine, the entire 
justification-based epistemological program; or 

· second, like ethical naturalists but unlike Quine, 
,. .one believes that epistemic concepts are naturalis

tically definable. I doubt that very many epistemo
logical naturalists will embrace either of these 
alternatives. 34 

Epistemic Supervenience - Or Why 
Normative Epistemology Is Possible 

But why should we think that there must be natur
alistic criteria of justified belief and other terms of 
epistemic appraisal? If we take the discovery and 
systematization of such criteria to be the central 
task of normative epistemology, is there any reason 
to think that this task can be fruitfully pursued, 
that normative epistemology is a possible field of 
inquiry? Quine's point is that it is ·not. We have 
already noted the limitation of Quine's negative 
arguments in "Epistemology Naturalized," but is 
there a positive reason for thinking that normative 
epistemology is a viable program? One could con
sider a similar question about the possibility of 
normative ethics. 

I think there is a short and plausible initial 
answer, although a detailed defense of it would 
involve complex general issues about norms and 
values. The short answer is this: we believe in the 
supervenience of epistemic properties on natural
istic ones, and more generally, in the superveni
ence of all valuational and normative properties on 
naturalistic conditions. This comes out in various 
ways. We think, with R. M. Hare,35 that if two 
persons or acts coincide in all descriptive o.r nat
uralistic details, they cannot differ in respect of 
being gooa or right, or any other valuational 
aspects. We also think that if something is 
"good" - a "good car," "good drop shot,'' "good 

- argument" - then that must be so "in virtue of' its 
being a "certain way," that is, its having certain 
"factual properties." Being a good car, say, cannot 
be a brute and ultimate fact: a car is good because it 
has a certain contextually indicated set of proper
ties having to do with performance, reliability, 
comfort, styling, economy, etc. The same goes 
for justified belief: if a belief is justified, that 
must be so because it has a certain factual, non
epistemic properties, such as perhaps that it is 
"indubitable," that it is seen to be entailed by 
another belief that is independently justified, that 
it is appropriately caused by perceptual experi
ence, or whatever. That it is ~justified belief 
cannot be a brute fundamental fact unrelated to 
the kind of belief it is. There must be a reason for 
it, and this reason must be grounded in the factual 
descriptive properties of that particular belief. 
Something like this, I think, is what we believe. 

Two important themes underlie these convic
tions: Ji~st, values, though perhaps not reducible to 
facts, must be "consistent" with them in that 
objects that are indiscernible in regard to fact 
must be indiscernible in regard to value; second, 
there must be nonvaluational "reasons" or 
"grounds" for the attribution of values, and these 
"reasons" or "grounds" must be g.enera/izable -
that is, they are covered by rules or. norms.· These 
two ideas correspond to "weak supervenience" 
and "strong supervenience" that I have discussed 
elsewhere. 36 Belief in tliesupervenience of value 
upon fact, arguably, is fundamental to the very 
concepts of value and valuation. 37 ./\ny valuational 
concept, to be significant, must be governed by a 
set of criteria, and these criteria must ultimately 
rest on factual characteristics and relationships of 
objects and events being evaluated. There is_ som~
thing deeply incoherent about the idea of an in~n- ; . 
itely descending series of valuational concepts, 



each depending on the one below it as its criterion 

of application. 38 

It seems to me, therefore, that epistemological 

supervenience is what underlies our belief in the 

possibility of nJll1llative epistemology, and that we 

do not need new inspirations from the sciences to 

acknowledge the existence of naturalistic criteria 

for epistemic and other valuational concepts. The 

case of normative ethics is entirely parallel: belief 

in the possibility of normative ethics is rooted in 

the belief that moral properties and relations are 

supervenient upon nonmoral ones. Unless we are 

prepared to--disown normative -ethics as a viable 

philosophical inquiry, we had better recognize 

normative epistemology as one, too.39 We should -

Notes 

In making these remarks I am only repeating the 
familiar textbook history of philpsophy; however, 
what our textbooks say about the history of a philo
sophical concept has much to do with our under
standing of that concept. 

2 Goldman 1979 explicitly states this requirement as a 
desideratum of his own analysis of justified belief. 
Chisholm's 1977 definition of "being evident" does 
not satisfy this requirement as it rests ultimately on 
an unanalyzed epistemic concept of one belief being 
more reasonable than another. What does the real 
"criteriological" work for Chisholm is his "principles 
of evidence." See especially (A) on p. 73 of his 1977, 
which can usefully be regarded as an attempt to 
provide nonnormative, descriptive conditions for cer
tain types of justified beliefs. 

3 The basic idea of this stronger requirement seems 
implicit in Firth's notion of "warrant-increasing 
property" in his 1964. It seems that Alston 1976 has 
something similar in mind when he says, "like any 
evaluative property, epistemic justification is a super
venient property, the application of which is based on 
more fundamental properties" (at this point Alston 
refers to Firth's paper cited above) (the quoted 
remark occurs on p. 170). Although Alston doesn't 
further explain what he means by "more fundamental 
properties," the context makes it plausible to suppose 
that he has in mind non-normative, descriptive 
properties. See section 7 below for further dis
cussion. 

4 See Chisholm 1977, p. 14. Here Chisholm refers to a 
"person's responsibility or duty qua intellectual 
being." 

5 This term was used by Ayer 1956 to characterize the 
difference between lucky guessing and knowing, p. 
33. 

6 Notably by Chisholm in 1977, 1st edn, ch. 4. 
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note, too, that epistemology is likely to parallel 

normative ethics in regard to the degree to ~}ch 

scientific results are relevant or useful to its devel-

opment.40 Saying this of course leaves large r()Q_~ 
for disagreement concerning how relevant anE_ 

useful, if at all, empirical psychology of human.

motivation and action can be to the development 

and confirmation of normative ethical theories.41 

In any event, once the normativity of epistemology 

is dearly taken note of, it is no surprise that 

epistemology and normative ethics share the 

same metaphilosophical fate. Naturalized episte

mology makes no more, and no less, sense than 

naturalized normative ethics. 42 

7 See Carnap, 1936. We should also note the presence 
of a strong coherentist streak among some positi
vists; see, e.g., Hempel 1935. 

8 In Quine 1969; see this vol., ch. 23. Also see his 
1960; 1973; 1970; and especially 1975. See Schmitt's 
excellent bibliography on naturalistic epistemology 
in Kornblith 1985. 

9 Or conformational relations, given the Positivists' 
verificationist theory of meaning. 

10 I know of no serious defense of it since Ayer's 1940. 
ll See Kornblith 1985a, pp. 19-20. 
12 Ibid., p. 21. 
13 To use an expression ofRorty's 1979, p. 11. 
14 Sober 1978 makes a similar point: "And on the 

question of whether the failure of a foundationalist 
programme shows that questions of justification 
cannot be answered, it is worth noting that Quine's 
advice 'Since Carnap's foundationalism failed, why 
not settle for psychology' carries weight only to the 
degree that Carnapian epistemology exhausts the 
possibilities of epistemology." 

15 See Chisholm 1977, ch. 4. 
16 "If we are seeking only the causal mechanism of our 

knowledge of the external world, and not a justifica
tion of that knowledge in terms prior to science ... , " 
Quine 1970, p. 2. 

17 Ibid., p. 75. Emphasis added. 
18 Ibid., p. 78. Emphasis added. 
19 Ibid., p. 83. Emphasis added. 
20 But aren't there those who advocate a "causal the

ory" of evidence or justification? I want to make two 
brief points about this. First, the nomological or 
causal input-output relations are not in themselves 
evidential relations, whether these latter are under
stood causally or otherwise. Second, a causal theory 
of evidence attempts to state criteria for "e is evi
dence for h" in causal terms; even if this is success-
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ful, it does not necessarily give us a causal "defini
tion" or "reduction" of the concept of evidence. For 
more details see section 6 below. 

21 I am not saying that Quine is under any illusion on 
this point. My remarks are directed rather at those 
who endorse Quine without, it seems, a clear appre
ciation of what is involved. 

22 Here I am drawing chiefly on Davidson's writings 
on radical interpretation. See Essays 9, 10, and 11 in 
his 1984. See also Lewis 1974. 

23 Robert Audi suggested this as a possible objection. 
24 For some considerations tending to show that these 

correlations cannot be lawlike, see my 1985. 
25 For a more sympathetic account of Quine than 

mine, see Kornblith's introductory essay in his 1985. 
26 See, for more details, Goldman 1986. 
27 Kitcher 1983, p. 14. 
28 Ibid. 
29 Ibid., p. 13. I should note that Kitcher considers the 

apsychologistic approach to be an aberration of the 
twentieth-century epistemology, as represented by 
philosophers like Russell, Moore, C. I. Lewis, and 
Chisholm, rather than an historical characteristic of 
the Cartesian tradition. Kornblith 1982 gives an 
analogous characterization of the two approaches to 
justification; he associates "justification-conferring 
processes" with the psychologistic approach and 
"epistemic rules" with the apsychologistic approach. 

30 See Goldman 1979. 
31 Armstrong 1973, p. 166. 
32 The aptness of this characterization of the "apsy

chologistic" approach for philosophers like Russell, 
Chisholm, Lehrer, Pollock, etc. can be debated. 
Also, there is the issue of "internalism" vs. "extern
alism" concerning justification, which I believe must· 
be distinguished from the psychologistic vs. apsy

. chologistic division. 
33 Moore, 1942, p. 588. 
34 Rorty's claim, which plays a prominent role in his 

arguments against traditional epistemology, that 
Locke and other modern epistemologists conflated 
the normative concept of justification with causal
mechanical concepts is itself based, [ believe, on a 
conflation of just the kind I am describing here. See 
Rorty, 1979, pp. 139ff. Again, the critical conflation 
consists in not seeing that the view, which I believe 
is correct, that epistemic justification, like any other 
normative concept, must have factual, naturalistic 
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Why Reason Can't Be Naturalized 

Hilary Putnam 

In this chapter I shall e:>.amine attemprs to namra
lize die forulamental nolions of tht: rheory of 
knowledge, for example the nonon of a beliers 
beingjusl!fud or rational{'>' accep1ahlr. 

While die two sorts of attempts are alike m thac 
the)' both seek to reduce 'intentional' or mentalis
tlc notions to macerialistic ones, and thus are both 
manife~tatiun~ uf what Peter Strawson (1979) has 
dcscnbcd as a permanent tension in philosophy, in 
other ways they are quite different. The lllllterialist 
metaphyM&.ian uften uses such trad11ional meta
physical no6ons as causal poJIJer, and nalurr (juite 
uncrillcally. (I have even read paper.~ in which one 
finds die locution •realist truth', as if everyone 
undcrsrnod this notion except a few fuzzy anti
realiSls.) The 'physicalist' generally doesn't seek 
10 darifji these traditional metdphysical notions, 
but just tu show that SLierK.e is progressh·ely ver· 
ifying the lrue metaph}'sit:b. That is why it seems 
just tu dest.-ribe Im enterprise as 'natural mctaphy· 
sics', in stncr analogy to the 'natural theology' uf 
the eighteenlh and nineteenth centuncs Those 
who raise the slogan 'eplSlemO&ogy naturalized', 
on the other hand, generally •dllparage the tradi· 
tional enterprii;es of epib1:emology In this respect, 
moreover, the} du nut differ from philosophers of 
a less reduL1:mnist kind: the cntidsm they voice 
oftraditiunal epistemolugy- thaa 1t was 1n the grip 
of a 'quesT fur certainty', thaa It was unrealistic in 
seeking a •foundation' for knowledge as a whole, 
thn the 'foundation' it claimed to provide was by 

Or1glnally published in H. Putnam, Realism and RBason, 
vol. 3 of Phl/osophicBI Papers{Cambrldge, MA: Harvard 
University Press), pp. 229-47; reprinted by pefTTlission 
ofthapublishar, copyright ~1 by the President and Fel
lows of Harvan:l COiiege. 

no means indubm1blc in the way it da:imed, that 
the whole '('..artesian enterprise' was a mistake, 
etc., - are pre<;isely die criticisms one hears from 
philosophers of all l:uuntries and types. Hegel 
already denourn:ed the idea of an 'Archimedean 
point' from which epib-rernolugy could judge all 
of our scientific, legal, moral, religwus, etc. beliefs 
(and set up standards for all of the special sulr 
jects). It is true that Russell and Moore ignored 
1hese stricmres of Hegel (as diey ignored Kant), 
and revived 'foundationalist epistcmulugy'; but 
tuday that enterprise hai. few defenders. The fact 
that the naturalized epistemologisr is trying to 
reconsrrucl what he can of an cntcrpnsc that few 
philosophers of any persuasion regard as unflawcd 
i~ perhapa the explanation of the fact that the 
naturalistic tendency in cpi..ranolog}· expresses 
itself in so man} incompatible 01nd mutually 
di,,·ergent ways, while the naturalistic tendency in 
metaphysics appears to be, and regards Itself as, a 
unified movement. 

Evolutionary E:pistenmlogy 

The s1111plcs1 approach m the problem of givmg a 
naturalistic account of reason 1s to appeal fO Dar· 
\\inian C\-'olurion. In its crudest fonn, die story 1s 
familiar reason is a capacity we han' for discover· 
ing trutha. Such a capacity has survival value; it 
evolved in just the way that any of uur physical 
organs or capacities evolved A belief is rarional if 
it is arrived at by die cxcrci-.e of this capaC1ty. 

This approach assumes, at hottom. a metaphy· 
s1cally "realisl' notion of truth: truth as 'correspon· 
dcncc to the facis' or sometlung of that kind. 



And this notion is incoherent: We don't have 
notions of the 'existence' of things or of the 
'truth' of statements that are independent of the 
versions we construct and of the procedures and 
practices that give sense to talk of 'existence' and 
'truth' within those versions. Do fields 'exist' as 
physically real things? Yes, fieids really exist: rela
tive to one scheme for describing anCt explaining 
physical phenomena; relative to another there -are 
particles, plus 'virtual' particles, plus 'ghost' par
ticles, plus . . . Is it true that brown objects exist? 
Yes, relative to a common-sense version of the 
world: although one cannot give a necessary and 
sufficient condition for an object to be brown, 1 

(one that applies to all objects, under all condi
tions) in the form of a finite closed formula in the 
language of physics. Do dispositions exist? Yes, in 
our ordinary way of talking (although disposition 
talk is just as recalcitrant to translation into physi
calistic language as counterfactual talk, and for 
similar reasons). We have many irreducibly differ
ent but legitimate ways of talking, and true 'exis
tence' statements in all of them. 

To postulate a set of 'ultimate' objects, the 
furniture of the world, or what you will, whose 
'existence' is absolute, not relative to our discourse 
at all, and a notion of truth as 'correspondence' to 
these ultimate objects is simply to revive the whole 
failed enterprise of traditional metaphysics. 

Truth, in the only sense in which we have a vital 
and working notion of it. is rational acceptability 
(or, rather, rational acceptability under sufficiently 
good epistemic conditions; and which conditions 
are epistemically better or worse is relative to the 
type of discourse in just the way rational accept
ability itself is). But to substitute this characteriza
tion of truth into the formula 'reason is a capacity 
for discovering truths' is to see the emptiness of 
that formula at once: 'reason is a capacity for 
discovering what is (or would be) rationally accep
table' is not the most informative statement a 
philosopher might utter. The evolutionary episte
mologist must either presuppose a 'realist' (i.e., a 
metaphysical) notion of truth or see his formula 
collapse into vacuity. 

Roderick Firth2 has -argued that, in fact, it col
lapses into a kind of epistemic vacuity on any 
theory of rational acceptability (or truth). For, he 
points out, whatever we take the correct epistemo
logy (or the correct theory of truth) to be, we have 
no way of identifying truths except to posit that the 
statements that are currently rationally acceptable 
(by our lights) are true. Even if these beliefs are 
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false, even if our rational beliefs contribute to Q!!! 
survival for some reason other than truth, the way 
'truths' are identified guarantees that reason will 
seem to be a 'capacity for discovering truths'. This 
characterization of reason has thus no real empiri
cal content. 

The evolutionary epistemologist could, I sup
pose, try using some notion other than the notion 
of 'discovering truths'. For example, he might try 
saying that 'reason is a capacity for arriving at 
beliefs which promote our survivaf (or our 'inclus
ive genetic fitness'). But this would be a loser! 
Science itself, and . the methodology which we 
have developed since the seventeenth century for 
constructing and evaluating theories, has mixed 
effects on inclusive genetic fitness and all too 
uncertain effects on survival. If the human race 
perishes in a nuclear war, it may well be (ali:houglf 
there will be no one alive to say i_t) that scientific 
beliefs did not, in a sufficiently long time scale, 
promote 'survival'. Yet that will not have been 
because the scientific theories were not rationally 
acceptable, but because our use of them was irra
tional. In fact, if rationality were measured by 
survival value, then the proto-beliefs of the cock
roach, who has been around for tens of millions of 
years longer than we, would have a far higher 
claim to rationality than the sum total of human 
knowledge. But such a measure would be cock
eyed; there is no contradiction in imagining a 
world in which people have utterly irrational 
beliefs which for some reason enable them to sur
vive, or a world in which the _most rational beliefs 
quickly lead to extinction. 

If the notion of 'truth' in the characterization of 
rationality as a 'capacity for discovering truths' is 
problematic, so, almost equally, is the notion of a 
'capacity'. In one sense of the term, learning is a 
'capacity' (even, a 'capacity for discovering 
truths'), and all our beliefs are the product of 
that capacity. Yet, for better or worse, not all our 
beliefs are rational. 

The problem here is that there are no sharp 
lines in the brain between one 'capacity' and 
another (Chomskians to the contrary). Even seeing 
includes not just the visual organs, the eyes, but 
the whole brain; and what is true of seeing is 
certainly true of thinking and inferring. We draw 
lines between one 'capacity' and another (or build 
them into the various versions we construct); bu.t a 
sharp line at one level does not usually correspond 
to a sharp line at a lower level. The table at_ which I 
write, for example, is a natural unit at the level of 
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everyday talk; I am aware that the little particle of 
food sticking to its surface (I must do something 
about that!) is not a 'part' of the table; but at the 
physicist's level, the decision to consider that bit of 
food to be outside the boundary of the table is not 
natural at all Similarly, 'believing' and 'seeing' are 
quite different at the level of ordinary language 
psychology (and usefully so); but the correspond
ing brain-processes interpenetrate in complex 
ways which can only be separated by looking out
side the brain, at the environment and at the out
put behavior as structured by our interests and 

saliencies. 'Reason is a capacity' is what Wittgen
stein called a 'grammatical remark'; by which he 
meant (I think) not an analytic truth, but simply 
the sort of remark that philosophers often take to 
be informative when in fact it tells us nothing 
useful 

_-, None of this is intended to deny the obvious 
scientific facts: that we would not be able to reason 
if we 4id not have brains, and that those brains are 
the product of evolution by natural selection. What 
is wrong with evolutionary epistemology is not 
that the scientific facts are wrong, but that they 
don't answer any of the philosophical questions. 

The Reliability Theory of Rationality 

A more sophisticated recent approach to these 
matters, proposed by Professor .Alvin Goldman 
(1979), runs as follows: let us call a method (as 
opposed to a single belief) reliable if the method 
leads to a high frequency (say, 95 per cent) of true 

beliefs in a long-run series of representative appli
cations (or would lead to such a high truth
frequency in such a series of applications). Then 
(the proposal goes) we can define a rational belief 
to be one which is arrived at by using a reliable 

method. 

This proposal does not avoid the first objection 
we raised against evolutionary epistemology: it too 
presupposes a metaphysical notion of truth. For
getting that rational acceptability does the lion's 
share of the work in fixing the notion of 'truth', the 
reliability theorist only pretends to be giving an 
-analysis of rationality in terms that do not presup
pose it. The second objection we raised against 
evolutionary epistemology, namely that the notion 
of a 'capacity' is hopelessly vague and general, is 
met, however, by replacing that notion with the 
notion of an arbitrary method for generating true 
or false statements, and then restricting the class to 

those methods (in this sense) whose reliability (as , 
defined) is high. 'Learning' may be a method for 
generating statements, but its reliability is not high 
enough for every statement we 'learn' to count as 
rationally acceptable, on this theory. Finally, no 

hypothesis is made as to whether the reliable 
methods we employ are the result of biological 
evolution, cultural evolution, or what: this is 
regarded as no part of the theory of what ration
ality is, in this account. 

This account is vulnerable to mimy counterex
amples, however. One is the following: suppose 
that Tibetan Buddhism is, in fact, true, and that 
the Dalai Lama is, in fact, infallible on matter of 
faith and morals. Anyone who believes in the Dalai 
Lama, and who invariably believes any statement 
the Dalai Lama makes on a matter of faith or 
morals, follows a method which is 100 per cent 
reliable; thus, if the reliability theory of rationality 
were correct, such a person's beliefs on faith and 
morals would all be rational even if his argument for 

his belief that the Dalai Lama is never wrong is 'the 

Dalai Lama says so'. 

Cultural Relativism 

I have already said that, in my view, truth and 
rational acceptability - a claim's being right and 
someone's being in a position to make it - are 
relative to the sort of language we are using and 
the sort of context we are in. 'That weighs one 
pound' may be true in a butcher shop, but the 
same sentence would be understood very differ- . 
ently (as demanding four decimal places of preci
sion, perhaps) if the same object were being 
weighed in a laboratory. This does not mean that 
a claim is right whenever those who employ the 
-language in question would accept it as right in its 
context, however. There ar!! two points that must 
be balanced, both points that have been made by 
philosophers of many different kinds: ( 1) talk of 
what is 'right' and 'wrong' in any area only makes 
sense against the background of an inherited tradi:... 

tion; but (2) traditions themselves can ,be criticized. 

As Austin (1961) says, remarking on a special case 
of this, 'superstition and error and 'fantasy of all 
kinds do become incorporated in ordinary language 
and even sometimes stand up to the survival test 
(only, when they do, why should we not detect it?)'. 

What I am saying is that the 'standards' 
accepted by a culture or a subculture, either expli
citly or implicitly, cannot define what reason is, 



even in context, because they ·presuppose reason 

(reasonableness) for their iJ:!terpretation. On the 
one hand, there -is no notioi;i of reasonableness at 

all without cultures, practices, procedures; on the 

other hand,_ the cultures, practices, procedures we 

inherit are not an algorithm to be slavishly fol

lowe4. As Mill said, commenting on his own 

inductive logic, there is no rule book which will 

not lead to terrible results 'if supposed to be con

joined with universal idiocy'. Reason is, in this 

sense, both immanent (not to be found outside of 

concrete language games and institutions) and 

transcendent (a regulative idea that we use to 

criticize the conduct of all activities and institu

tions). 
Philosophers who lose sight of the immanence 

of reason, of the fact that reason is always relative 

to context and institution, become lost in charac

teristic philosophical fantasies. 'The ideal lan

guage', 'inductive logic', 'the empiricist criterion 

of significance' - these are the fantasies of the 

positivist, who would replace the vast complexity 

of human reason with a kind of intellectual Walden 

II. 'The absolute idea': this is the fantasy of Hegel, 

who, without.. ignoring that complexity, would 

have us (or, rather, 'spirit') reach an endstage at 

which we (it) could comprehend it all. Philoso

phers who lose sight of the transcendence of reason 

become cultural (or historical) relativists. 
I want to talk about cultural relativism, because 

it is one of the most influential - perhaps the most 

influential - forms of naturalized epistemology 

extant, although not usually recognized as such. 

The situation is complicated, because cultural 

relativists usually deny that they are cultural relat

ivists. I shall count a philosopher as a cultural 

relativist for our purposes if I have not been able 

to find anyone who can explain to me why he isn't 

a cultural relativist. Thus I count Richard Rorty as 

a cultural relativist, because his explicit formula

tions are relativist ones (he identifies truth with 

right assertibility by the standards of one~~qltura_L 

peers, for example), and because his entire attack 

on traditional philosophy is mounted on the basis 

that the nature of reason and representation are 

non-problems, because the only kind of truth it 

makes sense to seek is to convince one's cultural 

peers. Yet he himself tells us that relativism is self

refuting (Rorty, 1980). And I count Michel'Fou-. 

cault" as a relativist because his insistence on the 

determination of beliefs by language is so over

whelming that it is an incoherence on his part 

not to apply his doctrine to his own language and 
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thoug!it. Whether Heidegger ultimately escaped 

something very much like cultural, or rather his

torical, relativism ·is an interesting question. 
Cultural relativists are not, in their own eyes, 

scientistic or 'physicalistic'. They are likely to view 

materialism and scientism as just the hang-ups of 

one particular cultural epoch. If I count them as 

'naturalized epistemologists' it is because their 

doctrine is, none the less, a product of the same 

deference to the claims of nature, the same 

desire for harmony with the world version of 

some science, as physicalism. The difference in 

style and tone is thus explained: the physicalist's 

paradigm of science is a hard science, physics (as 

the term 'physicalism' suggests); the cultural rela

tivist's paradigm is a soft science: anthropology, or 

linguistics, or psychology, or history, as the case 

may be: That reason is whatever the norms of the 

local culture determine it to be is a naturalist view 

inspired by the social sciences, including history. 
There is something which makes cultural rela

tivism a far more dangerous cultural tendency than 

materialism. At bottom, there is a deep irrational

ism to cultural relativism, a denial of the possibility 

of thinking (as opposed to making noises in coun

terpoint or in chorus). An aspect of this which is of 

special concern to philosophy is the suggestion, 

already mentioned, that the deep questions of phi

losophy are not deep at all. A corollary to this 

suggestion is that philosophy, as traditionally 

understood, is a silly enterprise. But the questions 

are deep, and it is the easy answers that are silly. 

Even seeing that relativism is inconsistent is, if the 

knowledge is taken seriously, seeing something 

important about a deep question. Philosophers 

are beginning to talk about the great issues again, 

and to feel that something can be said about them, 

even if there are no grand or ultimate solutions. 

There is an excitement in the air. And ifl react to 

Professor Rorty's book (1979) with a certain sharp

ness, it is because one more 'deflationary' book, 

one more book telling us that the deep questions 

aren't deep and the whole enterprise was a mis

take, is just what we don't need right now. Yet I am 

grateful to Rorty all the same, for his work has the 

merit of addressing profound questions head--0n. 

So, although we all know that cultural relativism 

is inconsistent (or say we do) I want to take the time 

to say again that it is inconsistent. I want to point 

out one reason that it is: not one of the quick, logic

chopping refutations (although every refutation of 

relativism teaches us something about reason) but a 

somewhat messy, somewhat 'intuitive', reason. 
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I shall develop my argument in analogy with a 
well-known argument against 'methodological 
solipsism'. The 'methodological solipsist' - one 
thinks of Carnap's Logische Aufbau or of Mach's 
Analyse tier Empfindungen - holds that all our talk 
can be reduced to talk about experiences and log
ical constructions out of experiences. More pre
cisely, he holds that everything he can co.nceive of 
is identical (in the ultimate logical analyses of his 
language) with one or another complex of his own 
experiences. What makes him a methodological 
solipsist as opposed to a real solipsist is that he 
kindly adds that you, dear reader, are the 'I' of this 
construction when you perform it: he says every
body is a (methodological) solipsist. 

The trouble, which should be obvious, is that his 
two stances are ludicrously incompatible. His -
solipsist stance implies an enormous asymmetry 
between persons: my body is a construction out 
of my experiences, in the system, but your body 
isn't a construction out of your experiences. It's a 
construccion out of my experiences. And your 
experiences - viewed from within the system -
are a construction out of your bodily behavior, 
which, as just said, is a construction out of my 
experiences. My experiences are different from 
everyone else's (within the system) in that they 
are what everything is constructed from. But his 
transcendental stance is that it's all symmetrical: 
the 'you' he addresses his higher--0rder remark to 
cannot be the empirical 'you' of the system. But if 
it's really true that the 'you' of the system is the 
only 'you' he can understand, then the transcenden
tal remark is unintelligible. Moral: don't be a meth
odological solipsist unless you are a real solipsist! 

Consider now the position of the cultural re
lativist who says, 'When I say something is true, I 
mean that it is correct according to the norms of 
my culture.' If he adds, 'When a member of a 
different culture says that something is true, 
what he means (whether he knows it or not) is 
that it is in conformity with the norms of his 
culture', then he is in exactly the same plight as 
the methodological solipsist. 

To spell this out, suppose R. R., a cultural 
relativist, says 

When Karl says 'Schnee ist weiss', what Karl 
means (whether he knows it or not) is that snow 
is white as determined by the norms of Karl's 
culture 

(which we take to be German culture). 

Now the sentence 'Snow is white as determined 
by the norms of German culture' is itself onci ' 
which R. R. has to use, not just mention, to say 
what Karl says. On his own account, what R. R. 
means by this sentence is 

'Snow is white as determined by the norms of 
German culture' is true by the norms of R. R. 's 
culture 

(which we take to be American culture). 
Substituting this back into the first displayed 

utterance, (and changing to indirect quotation) 
yields: 

When Karl says 'Schnee ist weiss', what he 
means (whether he knows it or not) is that it is 
true as determined by the norms of American 
culture that it is true as determined by the 
norms of German culture that snow is white. 

In general, if R. R. understands every utterance 
p that he uses as meaning 'it is true by the norms of 
American culture that p', then he must understand 
his own hermeneutical utterances, the utterances 
he uses to interpret others, the same way, no 
matter how many qualifiers of the 'according to 
the norms of German culture' type or however 
many footnotes, glosses, commentaries on the cul
tural differences, or whatever, he accompanies 
them by. Other cultures become, so to speak, 
logical constructions out of the procedures and 
practices of American culture. If he now attempts 
to add 'the situation is reversed from the point of 
view of the other culture' he lands in the predica
ment the methodological solipsist found himself 
in: the transcendental claim of a symmetrical situa
tion cannot be understood if the relativist doctrine is 
righ!, And to say, as relativists often do, that the 
other culture has 'incommensurable' concepts is 
no better. This is just the transcendental claim in 
a special jargon. 

Stanley Cavell (1979, part IV) has written that 
skepticism about other minds can be a significant 
problem because we don't, in fact, always fully 
acknowledge the reality of others, their equal 
validity so to speak. One might say that the meth
odological solipsist is led to his transcendental 
observation that everyone is equally the 'I' of the 
construction by his praiseworthy desire to 

acknowledge others in this sense. But you can't '\ 
acknowledge others in this sense, which involves 
recognizing_ that the situation really is symmetrical, 



if you think they are really constructions out of 

your sense data. Nor can you acknowledge others 

in this sense if you think that the only notion of 

truth there is for you to understand is 'truth-as

detennined-by-the-norms-of-this-culture'. 

For simplicity, I have discussed relativism with 

respect to truth, but the same discussion applies to 

relativism about rational acceptability, justifica

tion, etc; indeed, a relativist is unlikely to be a 

relativist about one of these notions and not 

about the others. 

Cultural Imperialism 

Jl!st as the methodological solipsist can become a 

real solipsist, the cultural relativist can become a 

cultural imperialist. He can say, 'Well then, truth

the only notion of truth I understand - is defined 

by the norms of my culture.' ('After all', he can 

add, 'which norms should I rely on? The norms of 

somebody else's culture?') Such a view is no longer 

relativist at all. It postulates an objective notion of 

truth, although one that is said to be a product of 

our culture, and to be defined by our culture's 

criteria (I assume the cultural imperialist is one 

of us). In this se:flse, just as consistent solipsism 

becomes indistinguishable from realism (as Witt

genstein said in the Tractatus), consistent cultural 

relativism also becomes indistinguishable from 

realism. But cultural imperialist realism is a special 

kind of realism. 
It is realist in that it accepts an objective differ

ence between what is true and what is merely 

thought to be true. (Whether it can consistently 

account for this difference is another question.) 

It is not a metaphysical or transcendental real

ism, in that truth cannot go beyond right assert

ibility, as it does in metaphysical realism. But the 

notion of right assertibility is fixed by 'criteria', in 

a positivistic sense: something is rightly assertible 

only if the norms of the culture specify that it is; 

these norms are, as it were, an operational defmition 

of right assertibility, in this view. 
I don't know if any philosopher holds such a 

view, although several philosophers have let them

selves fall into talking at certain times as if they 

did. (A philosopher in this mood is likely to say, 'X 
is our notion', with a certain petulance, where X 

may be reason, truth, justification, evidence, or what 

have you.) 
This view is, however, self-refuting, at leas~in 

our culture. I have discussed this elsewhere (Put-
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nam, 1981); the argument turns on the fact that 

our culture, unlike totalitarian or theocratic cul

tures, doei;.not have 'norms' which decide philoso

phical questions. (Some philosophers have thought 

it does; but they had to postulate a 'depth gram

mar' accessible only to them, and not describable 

by ordinary linguistic or anthropological investiga

tion.) Thus the philosophical statement: 

A statement is true (rightly assertible) only if it 

is assertible according to the norms of modern 

European and American culture 

is itself neither assertible nor refutable in a way 

that requires assent by everyone who does not 

deviate from the norms of modern European and 

American culture. So, if this statement is true, it 

follows that it is not true (not rightly assertible). 

Hence it is not true QED. (I believe that all the

ories which identify truth or right assertibility with 

what people agree with, or with what they would 

agree with in the long run, or with what educated 

and itttelligent people agree with, or with what 

educated and intelligent people would agree with 

in the long run, are contingently self-refuting in 

this same way.) 
Cultural imperialism would not be contingently 

self-refuting in this way if, as a matter of contin

gent fact, our culture were a totalitarian culture 

which erected its own cultural imperialism into a 

required dogma, a culturally nonnative belief. But 

it would still be wrong. For every culture has 

norms which are vague, norms which are unrea

sonable, norms which dictate inconsistent beliefs. 

We have all become aware how many inconsistent 

beliefs about women were culturally normative 

until recently, and are still strongly operative, not 

only in subcultures, but in all of us to some extent; 

and examples of inconsistent but culturally 

nonnative beliefs could easily be multiplied. Our 

task is not to mechanically apply cultural norms, as 

if they were a computer program and we were the 

computer, but to interpret them, to criticize them, 

to bring them and the ideals which inform them 

into reflective equilibrium. Cavell has aptly 

described this as 'confronting the culture with 

itself, along the lines in which it meets in me'. 

And he adds (Cavell, 1979, p. 125), 'This seems 

to me a task that warrants the name of Philosophy.' 

In this sense, we are all called to be philosophers, 

to a greater or lesser extent. 
The culturalist, relativist or imperialist, like the 

historicist, has been caught up in the fascination of 
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something really fascinating; but caught up in a 
sophomorish way. Traditions, cultu.res, history, 
deserve to be emphasized, as they are not by 
those who seek Archimedean points in metaphy
sics or epistemology. It is true that we speak a 
public language, that we inherit versions, that 
talk of truth and falsity only make sense against 
the background of an 'inherited tradition', as Witt
genstein says. But it is also true that we constantly 
remake our language, that we make new versions 
out of old ones, and that we have to use reason to 

do all this, and, for that matter, even to understand 
and apply the norms we do not alter or criticize. 
Consensus de~rutions of reason do not work, 
because consensus among grown-ups presupposes 
reason rather than defining it. 

Quinian Positivism 

The slogan 'epistemology naturalized' is the title 
of a famous paper by Qµine (1969). If I have not 
discussed that paper up to now, it is because 
Quine's views are much more subtle and much 
more elaborate than the disastwusly simple views 
we have just reviewed, and it seemed desirable to 
get the simpler views out of the way first. 

Quine's philosophy is a large continent, with 
mountain ranges, deserts, and even a few Okefe
nokee Swamps. I do not know how all of the pieces 
of it can be reconciled, if they can be; what I shall 
do is discuss two different strains that are to be 
discerned in Qµine's epistemology. In the 
present section I discuss the positivistic strain; 
the next section will discuss 'epistemology natur
alized'. 

The positivist strain, which occurs early and 
late, turns on the notion of an observation sentence. 
In his earliest writings, Quine gave this ;Lphenom
enalistic interpretation but, since the 1950s at least, 
he has preferred a definition in neurological and 
cultural terms. First, a preliminary notion: The 
stimulus meaning of a sentence is defined to be the 
set of stimulations (of 'surface neurons') that 
would 'prompt assent' to the sentence. It is thus 
supposed to be a neurological correlate of the sen
tence. A sentence may be called 'stimulus-true' for 
a speaker if the speaker is actually experiencing a 
pattern of stimulation of his surface neurons that 
lie in its stimulus meaning; but one should be 
careful to remember t_hat a stimulus-true sentence 
is not necessarily true simpliciter. If you show me a 
life-like replica of a duck, the sentence, 'That's a 

duck', may be stimulus-true for me, but it isn't 
true. A sentence is defined to be an observatio-;, 
sentence for a commu!'.iity if it is an occasioned 
sentence (one whose truth value is regarded as 
varying with time and place, although this is not 
the Quinian definition) and it has the same stimu::_ 
lus meaning for all speakers. Thus 'He is a bache::_ 
lor' is not an observation sentence, since different 
stimulations will prompt you to assent to it than 
will prompt me (we know different people); but 
'That's a duck' is (nearly enough) an observation 
sentence. Observe that the criterion is supposed to 
be entirely physicalistic. The key idea is that 
observation sentences are distinguished among 
occasioned sentences by being keyed to the same 
stimulations intersubjective/y. 

Mach held that talk of unobservables, including 
(for him) material objects, is justified only for 
reasons of 'economy of thought'. The business of 
science is predicting regularities in our sensations; we 
introduce 'objects' other than sensations only as 
needed to get theories which neatly predict such 
regularities. 

Quine (1975) comes close to a 'physicalized' 
version of Mach's view. Discussing the question, 
whether there is more than one correct 'system of 
the world', he gives his criteria for such a system: 
(1) it must predict a certain number of stimulus
true observation sentences;3 (2) it must be finitely 
axiomatized; (3) it must contain nothing unneces
sary to the purpose of predicting stimulus-true 
observation sentences and conditionals. In the ter
minology Qµine introduces in this paper, the the
ory formulation must be a 'tight fit'4 over the 
relevant set of stimulus-true observation condi
tionals. (This is a formalized version of Mach's 
'economy of thought'.) 

If this were all of Quine's doctrine, there would 
be no problem. It is reconciling ~at Quine says 
here with what Q!iine says elsewhere that is diffi.:_ 
cult and confusing. I am not claiming that it is 
impossible howeve~; a lot, if not all, of what 
Quine says can be reconciled. What I claim is 
that Quine's position is much more complicated 
than is generally realized. 

For example, what is the status of Quine's ideal 
'systems of the world'? It is tempting to character
ize the sentences in one of Qµine's ideal 'theory 
formulations' as truths (relative to that language 
and that choice of a formulation from among the 
equivalent-but-incompatible-at-face-value formu
lations of what Quine would regard· as the same 
theory) and as all the truths (relative to the· same 



choice of language and formulation), but this 
would conflict with bivalence, the principle that 
every sentence, in the ideal scientific language 
Qµine envisages, is true or false. 

To spell this out: Qµine's ideal systems of the 
world are fmitely axiomatizable theories, and con
tain standard mathematics. Thus Gtidel's 
celebrated result applies to them: there are sen
tences in them· which are neither provable nor 
refutable on the basis of the system. If being true 

were just being a theorem in the system, such 
sentences would be neither true nor false, since 
neither they nor their negations are theorems. But 
Qµine (1981) holds to bivalence. 

IfQµine were a metaph}'sical realist there would 
again be no problem: the ideal system would con
tain everything that could be justified (from a very 
idealized point of view, assuming knowledge of all 
observations that could be made, and logical omni
science); but, Quine could say, the undecidable 
sentences are still determinately true or false -
only we can't tell which. But the rejection of 
metaphysical realism, of the whole picture of a 
determinate 'copying' relation between words and 
a noumenal world, is at the heart of Quine's phi
losophy. And, as we shall see in the next section, 
'justification' is a notion Qµine is leery of. So what 
is he up to?5 

I hazard the following interpretation: bivalence 
has two meanings for Qµine: a 'first--0rder' mean
ing, a meaning as viewed within the system of 
science (including its Tarskian metalanguage) and 
a 'second.,.order' meaning, a meaning as viewed by 

· the philosopher. In effect, I am claiming that 
Quine too allows himself a 'transcendental' stand
point which is different from the 'naive' 
standpoint that we get by just taking the system 
at face value. (I am not claiming that this is incon

sistent however; some philosophers feel that such a 
move is always an inconsistency, but taking this 
line would preclude using any notion in science 
which one would explain away as a useful fiction in 
one's commentary on one's first--0rder practice. 
There was an inconsistency in the case of the 
methodological solipsist, because he claimed his 
first--0rder system reconstructed the only way he 
could understand the notion of another mind; if he 
withdraws that claim, then his position becomes 
perfectly consistent; it merely loses all philosoph
ical interest.) 

. From within the first--0rder system, 'p is true or 
p is false' is simply true; a derivable consequence of 
the Tarskian truth definition, given standard pro-
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positional calculus. From outside, from the meta
metalinguistic point of view Quine occupies, there 
is no unique 'world', no unique 'intended model'. 
Only structure matters; every model of the ideaI 
system (I assume there is just one ideal theory, and 
we have fixed a formulation) is an intended model. 
Statements that are provable are true in all 
intended models; undecidable statements are true 
or false--in each intended model, but not stably 

true or false. Their truth value varies from model 
to model. 

If this is Qµine's view, however, then there is 
still a problem. For Quine, what the philosopher 
says from the 'transcendental' standpoint is subject 
to the same methodological rules that govern 
ordinary first--0rder scientific work. Even mathe
matics is subject to the same rules. Mathematical 
truths, too, are to be certified as such by showing 
they are theorems in a system which we need to 

predict sensations (or rather, stimulus-true obser
vation conditionals), given the physics which we 
are constructing as we construct the mathematics. 
More precisely, the whole _JYstem Cl[ knowledge is 
justified as a whole by its utility in-predicting 
observations. Quine emphasizes that there is no 
room in this view for a special status for philo
sophical utterances. There is no 'first philosophy' 
above or apart from science, as he puts it. -· 

Consider, now, the statement: 

A statement is rightly assertible (true in all mod
els) just in case it is a theorem of the relevant 
'finite formulation', and that formulation is a 
'tight fit' over the appropriate set of stimulus
true observation conditionals. 

This statement, like most philosophical state
ments, does not imply any observation condi
tionals, either by itself or in conjunction with 
physics, chemistry, biology, etc. Whether we say 
that some statements which are undecidable in the 
system are really rightly assertible or deny it does 
not have any effects (that one can foresee) on 
prediction. Thus, this statement cannot itself be 
rightly assertible. In short, this reconstruction of 
Quine's positivism makes it self-refuting. 

The difficulty, which is faced by all versions of 
positivism, is that positivist exclusion principles 
are always self-referentially inconsistent. In short, 
positivism produced a conception of rationality so 

narrow as to exclude the very activity of producing 

that conception. (Of course, it also excluded a great 
many other .kinds of rational activity.) The 
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problem is especially sharp for Quine, because of 
his explicit rejection of the analytic/synthetic dis
tinction, his rejection of a special status for philo
sophy, etc. 

It may be, also, that I have just got Qµine 
wrong. Qµine would perhaps reject the notions of 
'right assertibility', 'intended model', and so on. 
But then I just don't know what to make of this 
strain in Quine's thought. 

'Epistemology Naturalized' 

Quine's paper 'Epistemology naturalized' takes a 
very different tack. 'Justification' has failed. 

/(Quine considers the notion only in its strong 
'Cartesian' setting, which is one of the things that 
makes his paper puzzling.) Hume taught us that 
we can't justify our knowledge claims (in a founda
tional way). Conceptual reduction has also failed 
(Quine reviews the failure of phenomenalism as 
represented by Carnap's attempt in the Logische 
Aufbau.) So, Quine urges, let us give up epistemo
logy and 'settle for psychology'. 

Taken at face value, Quine's position is sheer 
epistemological eliminationism: we should just 
abandon the notions of justification, good reason, 
warranted assertion, etc., and reconstrue the notion 
of 'evidence' (so that the 'evidence' becomes the 
sensory stimulations that cause us to have the scien:.: 
tific beliefs we have). In conversation, however,_ 
Quine has repeatedly said that he didn't mean to 

'rule out the normative'; and this is consistent with 
his recent interest in such notions as the notion of 
a 'tight fit' (an economical finitely axiomatized 
system for predicting observations). 

Moreover, the expression 'naturalized epistemo
logy' is being used today by a number of philoso
phers who explicitly consider themselves to be 
doing normative epistemology, or at least metho
dology. But the paper 'Epistemology naturalized' 
really does rule all that out. So it's all extremely 
puzzling. 

One way to reconcile the conflicting impulses 
that one sees at work here might be to replace 
justification theory by reliability theory in the 
sense of Goldman; instead of saying that a belief 
is justified if it is arrived at by a reliable method, 
one might say that tJ.ie notion of justification 
should be replaced by the notion of a verdict's 
being the product of a reliable method. This is an 
eliminationist line in that it does not try to recon
struct or analyze the traditional notion; that was an 

intuitive notion that we now perceive to have been 
defective from the start, such a philosopher might 
say. Instead, he proposes a better notion (by his 
lights). 

While somt:_philosophers would, perhaps, move 
in this dire~on, Qµine would not for a reason 
already given: Q!iine rejects metaphysical realism, 
and the notion of reliability presupposes the notion 
of truth. Truth is, to be sure, an acceptable notion 
for Qµine, ~f defined a la Tarski, but so defined, it 
cannot serve as the primitive notion of epistemo
logy or of methodology. For Tarski simply defines 
'true' so that 'p is true' will come out equivalent to 
'p'; so that, to cite the famous example, 'Snow is 
white' is true will come out equivalent to 'Snow is 
white'. What the procedure does is to define 'trne' 
so that saying that a statement is true is equivalent 
to assenting to the statement; truth, as defined by 
Tarski, is not a property of statements at all, but a 
syncacegoramatic notion which enables us to 

'ascend semantically', i.e., to talk about sentences 
instead of about objects. 6 

I will assent to 'p is true' whenever I assent top; 
therefore, I will accept a method as reliable when
ever it yields verdicts I would accept. I believe that, 
in fact, this is what the 'normative' becomes for 
Quine: the search for methods that yield verdicts 
that one oneself would accept. 

Why We Can't Eliminate the Normative 

I shall have to leave Quine's views with these 
unsatisfactory remarks. But why not take a full
blown eliminationist line? Why not eliminate the -
normative from our conceptual vocabulary? Could 
it be a superstition that there is such a thing as 
reason? 

If one abandons the notions of justification, 
rational acceptability, warranted assertibility, 
right assertibility, and the like, completely, then 
'true' goes as well, except as a mere device for 
'semantic ascent', that is, a mere mechanism for · 
switching from one level of language to another. 
The mere introduction of a Tarskian truth predic
ate cannot define for a language any notion of 
rightness that was not already defined. To reject 
the notions of justification and right assertibility 
while keeping a metaphysical realist notion of truth 
would, on the other hand, not only be peculi~ 
(what ground could there be for regarding truth, 
in the 'correspondence' sense, as clearer than right 
assertibility?), but incoherent; for the notions the 



naturalistic met_aphysician uses to ~lain truth 
and reference, for example the notion of causality 
(explanation), and the notion of the appropriate 

type of causal chain depend on notions which pre
suppose the notion of reasonableness. 

But if all notions of rightness, both epistemic 
and (metaphysically) realist are eliminated, then 
what are our statements but noise-makings? What 
are our thoughts but mere subvocalizations? The 
elimination of the normative is attempted mental 
suicide. 

The notions, 'verdict I accept' and 'method that 
leads to verdicts I accept' are of little help. If the 
only kind of rightness any statement has that I can 
understand is 'being arrived at by a method which 
yields verdicts I accept', then I am committed to a 
solipsism of the present moment. To solipsism, 
because this is a methodologically solipsist substi
tute for assertibility ('verdicts I accept'), and we 
saw before that the methodological solipsist is only 
consistent if he is a real solipsist. And to solipsism 
of the present moment because this is a tensed 

notion (a substitute for warranted assertibility at 
a time, not for assertibility in the best conditions); 
and if the only kind of rightness my presei:it 'sub
vocalizations' have is present assertibility (however 
defined); if there is no notion of a limit verdict, 
however fuzzy; then there is no sense in which my 
'subvocalizations' are about anything that goes 
beyond the present moment. (Even the thought 
'there is a future' is 'right' only in the sense of 
being assertible at the present moment, in such a 
view.) 

One could try to overcome this last defect by 
introducing the notion of 'a verdict I would accept 
in the long run', but this would at once involve one 

.. with the use of counterfactuals, and with such 

Notes 

I chose brown because brown is not a spectral color. 

But the point also applies to spectral colors: if being a 

color were purely a matter of reflecting light of a 

certain wavelength, then the objects we see would 

change color a number of times a day (and would all 

be black in total darkness). Color depends on back

ground conditions, edge effects, reflectancy, relations 

to amount of light, etc. Giving a description of all of 

these would only define perceived color; to define the 

'real' color of an object one also needs a notion of 

'standard conditions': traditional philosophers would 

have said that the color of a red object is a power (a 

disposition) to look red to normal observers under 
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notions as 'similarity of possible worlds'. But it is 
pointless to make further efforts in this direction. 
Why should we expend our mental energy in con
vincing ourselves that we aren't thinkers, that Ol,!r 
thoughts aren't really about anything,_ noumenal or 

phenomenal, that there is no sense in which anr_. 
thought is right or wrong (including the thought 
that no thought is right or wrong) beyond being 
the verdict of the moment, and so on? This is a 
self-refuting enterprise if there ever was one! Let 
us recognize that one of our fundamental self
conceptualizations, one of our fundamental 'self
descriptions', in Rorty's phrase, is that we are 
thinkers, and that as thinkers we are committed to 
there being some kind of truth, some kind of cor
rectness which is substantial and not merely 'dis
quotational'. That means that there is no 
eliminating the normative. 

If there is no eliminating the normative, and no 
possibility of reducing the normative to our favor

ite science, be it biology, anthropology, neurology, 
physics, or whatever, then where are we? We 
might try for a grand theory of the normative in 
its own terms, a formal epistemology, but that 
project seems decidedly overambitious. In the 
meantime, there is a great deal of philosophical 
work to be <lone, and it will be done with fewer 
errors if we free ourselves of the reductionist and 
historicist hang-ups that have marred so much 
recent philosophy. If reason is both transcendent 
and immanent, then philosophy, as culture-bound 
reflection and argument about eternal questions, is 
both in time and eternity. We don't have an 
Archimedean point; we always speak the language 
of a time and place; but the rightness and wrong
ness of what we say is not just for a time and a 
place. 

normal conditions. This, ho.Wever~ require~ a coun

terfactual conditional (whenever the object is not in 

normal conditions). What makes color terms physic

ally undefinable is not that color is subjective but that 

it is subjunctive. The common idea that there is some 

one molecular structure (or whatever) common to all 

objects which look red 'under normal conditions' has 

no foundation: consider the difference between the 

physical structure of a red star and a red book (and 

the difference in what we count as 'normal condi

tions' in the two cases). 
2 This argument appears in Firth's Presidential 

Address to the Eastern Division of the American 
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Philosophical Association (29 December 1981), titled 
'Epistemic merit, intrinsic and instrumental'. Firth 
does not specifically refer to evolutionary epistemo
logy, but rather to 'epistemic utilitarianism'; how
ever, his argument applies as well to evolutionary 
epistemology of the kind I describe. 

3 Qµine actually requires that a 'system of the world' 
predict that certain 'pegged observation sentences' be 
true. I have oversimplified in the text by writing 
'observation sentence' for 'pegged observation sen
tence'. Also the 'stimulus meaning' of an observation 
sentence includes a specification of conditions under 
which the speaker dissents, as well as the conditions 
under which he assents. The details are in Quine 
(1975). 

4 A theory is a 'tight fit' if it is interpretable in every 
axiomatizable theory which implies the observation 
conditionals (conditionals whose antecedent and con-
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The Old Skepticism, the New 
Foundationalism, and Naturalized 
Epistemology 

Robert Audi 

There are many linds of skepticism. Slr.eprical 
positions differ in scope, in modality, in order. in 
target, and in many other ways. The Wget may be 
ju1mfica1ion or knowledge or both. It may be 
claimed that there u no jusulication or knowledge. 
or that there cannol be any. A slr.ept~ mighl, how
ever, gran1 that there &a.n bc justification or Ir.now
ledge but deny thst we l:llll know ur be justified in 
believing that rhere is any: e\·en if we ha,·e first
order justification or knowledge, second-order jus
rification and knowledge may be beyond our grasp. 
The issui:s surrounding skepticism are numerous 
and complex, 1 ancl I :shall address only skcptictsm 
abour justification_i Much (though not all) of what 

must be said in answering skeprii::ism about knowl
edge cm be discovered in examining slcpticism 
about justification; but if it should tum out (as I 
think it might) thsr skepticism abou1 jusrifica1ion 
could be .answered in a way 1ha1 does no1 eliminate 
skep1icism almul knowledge. 1ha1 fac1 would snll 
be significanl. We would presumably establish lhat 
it is at least not unn:.asonable to believe proposi
tions in the vindicared range. In addition lo 
resiricting discussion to skepticism aliout justifica
tion, I will leave aside t.lrong 1/uplmsm, understood 
as the view thst only beliefs of self-evident propo
sitions, or of proposilions self-e,·idcnlly en1a1led 
by the former. can be justified (and I will ignore 
radical forms of skcplicism, wbich arc even stron
ger). My interest wall be in rnodtratl! d:eplmsm, in 

Originally publlshed m R. Audi, The Structure of Justifl· 
cation (Cambndge; Carrtlndge University Press, .1993), 
pp. 353-61, 364-72. 375-7. 

panicular a broadly Humean skcpnci.~m tha1 
allows not only the possibility of justified beliefs 
of logical truths and of certain propositions self
evidently entailed by them but also of justified 
beliefs aliout one's own mental states. It denies, 
however. thst we are justified in believing an)'thiog 
about the exlemal worW.1 

I An Appraisal of e Cartesian Case for 
Skepticism about External World Belief:s 

I have just referred, as many others have, to 
"answering" skeplicism. Bui this notion can easily 
obscure a distinction fundamental m appraising 
skep1icism· the distincuon between rebuuing 
skep1icism and rcfo1ing it Let us speak of rcbut
lmg skepticism when we refer to simply showing 
thal one or more skeptical arguments 1s not .sound 
or that: a skeptical oonclu.sion has not been escab
lished, e.g. to .showing the invalidity of an argu
menl for the view thst there is no justified bebef 
(or, more broadly, to i;howmg the absence of any 
good reason IO believe that skeptical thesi~). By 
oontrasl, refuting i;keptici1om is .showing thsl a 
skeptical 1hesis isfa/u. where this implies (assum
mg the skepncal posumn 15 conSl:sb:nt) .showing a 
positive result such as that th:re is (or al least can 
be) justification for belief1o abour tlr external 
world. Rebuttal of a skeplical thesis would entide 
us lo withhold it, and a rebu11:al based on success
ful criticism of a sufficicn1ly wide range or skept
ical arguments might warran1 regarding skep1icism 
as, say, probably false; refutanon of a skcpt11,."'8l 
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thesis would entitle us to deny it. Rebuttal is less 
difficult to achieve than the latter; and suspending 
judgment on a skeptical claim requires less justifi
cation than rejecting it. Both must be considered 
in appraising "answers" to skepticism. 

If any one skeptical narrative epitomizes the 
challenge of skepticism, it is probably Descartes's 
evil demon scenario. Some may feel its power 
more keenly in its new, naturalized version, the 
case of the brain in a vat. But the incubus on 
epistemology is essentially the same. We are still 
haunted by Descartes's nightmare. Here is one 
way to see why. Suppose, to take what seems a 
paradigm of perceptual justification, that 

( 1) I am justified in believing p - that there is a 
bespeckled black-and-white surface before 
me. 

(2) The proposition that p, self-evidently entails 
that there is no demon causing me to have just 
the kind of sensory experience I am now 
having without there being such a surface 
before me. But 

(3) Necessarily, if I am justified in believing p, I 
am justified in believing any proposition that 
self-evidently follows from p; and 

(4) I am not justified in believing that there is no 
such demon. Hence, 

(5) I am not justified in believing that p. 

A key premise for (4) is that I cannot be justified in 
believing that there is no such demon when, if 
there should be one, my evidence base would be 
just what it is now. Nothing in my experience (or 
otherwise accessible to me) would discriminate 
between the veridical case in which I see the sur
face and the demonic case in which I merely hal-' 
lucinate one. 4 

Skeptical arguments quite similar to this have 
been widely discussed. 5 Many philosophers have 
argued that we are of course justified in believing 
that there is no such demon. Fewer have argued 
that (3), the crucial epistemic principle - the trans

mission principle, for short - is false. I think both 
approaches are promising but will first pursue the 
latter. The transmission principle is open to prima 
facie counterexamples. In proposing such an 
example, I use a strategy of rebuttal; attacking (4) 
requires attempting a refutation of skepticism: 
showing that we actually have justification for a 
belief we hold. I leave that more complicated 
strategy for Section III. 

Consider this possibility. I prove p, a theorem in 
the propositional calculus, check my results, and 

thereby come to be justified in believing that p. 
Because I sometimes make mistakes and need p for 
my work, I plan to ask a colleague, who is a 
logician and whom I justifiably believe to be better 
at such deductions, to check my work. Suppose 
that, feeling both my need for p and my invigorat
ing success in my deduction, I now think of p with 
a sense of surety about it and infer from p that if 
my colleague says it is false, he is wrong. From the 
proposition that p, it certainly follows that if he 
says p is false, he is wrong. If it is a theorem (as we 
are assuming), then if he denies it, he is wrong 
(i.e., states a falsehood). This indeed seems self
evident, in the sense (roughly speaking) that (a) 
understanding it is sufficient for being justified in 
believing it and (b) believing it on the basis of 
understanding it is sufficient for knowing it.6 But 
even though I am justified in believing that p, am I. 
automatically justified in believing the further pro
position that if he says that it is false, he is wrong? 
Suppose my checking my proof to the extent I did 
is only enough to give me the minimum basis for 
justification in believingp. Surely I would then not 
have sufficient grounds for the further proposition 
that ifhe says pis false, he is wrong.7 Ifl had done 
the proof in two quite different ways and triple
checked each procedure, things might be different. 

This minimality assumption is essential: I do 
not claim that there is no degree or kind of justi
fication for which the relevant sort of transmission 
principle will hold, only that it fails for justifica
tion in general, particularly as taken to be such that 
(a) having it "entitles" one to believe (or warrants 
one in believing) p and (b) believing a true pro
position with that degree of justification implies -
apart from such untoward cases as the post-Gettier 
literature has unearthed - knowing it. That degree 
of justification, I maintain, is such that I can poss
ess it on the basis of a careful deduction of p and 
yet not be justified in believing all of p's self
evidently entailed consequences. This degree can 
be quite high; my case requires only that, whatever 
the appropriate standard, it be just minimally met. 
If I had begun with indefeasible justification, then 
perhaps I would be justified in believing any self
evidently entailed consequence - at least if I could 
see that it was entailed. 8 

A crucial point here - and one that may go some 
distance toward explaining why we should not 
expect unrestricted closure principles for justifica
tion - is that the preservation of truth need not be 
precisely paralleled by the preservation of justi
fication. Truth is an ontic notion, justification an 



epistemic notion; and we may not simply assume 
that logical principles, which formulate conditions 
for carrying truth into truth (i.e., for validity), are 
mirrored by epistemic principles. It is possible that 
Descartes foresaw that epistemic transmission is 
not precisely parallel to validity. Wanting to 
build a "firm and permanent structure in the 
sciences," he insisted on an epistemic strength in 
the foundations so great that it could not be at
tenuated by deduction and would reach as far as 

valid inference might take us. 
There is a great deal to be said about the epi

stemic principle in question: viz., that justification 
is automatically transmitted across self-evident 
entailments. There is no hope of doing justice to 
the topic here.9 It should help, however, to set 
forth weaker transmission principles that may 
hold and may partly explain the appeal of the 
strong one that so powerfully aids skepticism. 
Nothing I have said is inconsistent with the prin
ciple that 

I. If there is reason (in the form of one or more 

reasons) to believe p, then there is reason to 
believe any propos1t1on self-evidently 
entailed by p (hence to believe false any pro
position self-evidently entailing not-p) - call 
this the closure of reasons principle. 

A relativized parallel would be this: 

Il. If there is reason for S to believe p, and p self
evidently entails q, then there is reason for S 
to believe q. 

It is of course S's having reason to believe p that is 
closest to S's being justified in believing it. A 
parallel principle for the former notion is this: 

III. If S has reason to believe p, p entails q, and 
S can understand both q and the entailment 
of q by p, then S has reason to believe q -

call this the principle of closure for having 

reasons. 10 

By way of clarification, I want to make four points. 
First, it is possible to have a reason for believing p 
while at the same time having a reason, even a 
better reason, for believing not-p. Second, the 
principle of closure for having reasons implies 
that such reasons are indefinitely extendahle: they 
reach as far as entailments one can understand. If, 
for instance, one has a reason for q in virtue of 
one's having a reason for p and understanding its 
entailment of q, and the same holds for q in relation 
to r, then one has a reason for r; and so on. We can 
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thus distinguish between having an immediate rea
son for believing something, which occurs where 
one has a reason for it not transmitted from a prior 
reason, and having a mediated reason for believing, 
which is a reason one has for it that does arise by 
transmission from a prior reason. However - and 
this is the third point - as the first two points 
imply, the strength of the reason that is trans
mitted across the entailment may diminish pro
gressively and approach zero. Finally, although 
self-evident entailment will often be the connect
ive tissue in transmission of reasonhood, indefinite 
extendability is neither equivalent to, nor necessa
rily due to, transitivity of self-evident entailment. 
It is in fact not clear whether that relation is 

transitive. 11 

Distinguishing the principle of closure for hav
ing reasons from the transmission principle is of 
the first importance for the transmission issue. 
The principles are quite different; but they are 
easily conflated, partly because having a reason 
for p implies having some degree of justification 
for it. I have not denied any of these closure 
principles for reasons; indeed, I think they are 
plausible. I suspect it is the plausibility of weaker 
principles like these that makes the stronger trans
mission principle look so plausible when it is not 
distinguished from the others. 

To see the difference between the transmission 
principle and the principle of closure for having 
reasons, recall that one can have some degree of 
justification for believing p yet not be justified, on 
balance, in believing it. Similarly - and, on some 
views, equivalently - one can have a reason (or 
some reason) to believe p, without being justified, 
overall, in believing it: without, we might say, 
having adequate reason to believe it. To reduce 
the vagueness of this formulation, we can regard 
the crucial level of justification relevant in discus
sions of skepticism - which we might simply call 

adequate justification - as the degree such that, 
when there is no Gettier-type problem, then p, if 
true, is known. 12 Alternatively, but I think not 
equivalently, 13 we can speak of that degree of 
justification sufficient to entitle an epistemically 
rational agent to believe p.14 People may differ 
concerning what degree (or kind) this is. My 
point is that it is scarcely controversial that this 
status is not achieved by merely having some 

degree of justification for believing p, or merely 
some reason to believe it, any more than a task with 
many parts is completed by finishing just one of 
them. 



Robert Audi 

The overall view I presuppose here is that the 
degree of one's justification for p, like one's justi
fication simpliciter for believing p, is determined 
by one's overall relevant epistemic situation at the 
time. Many factors are pertinent, and they include 
not only the number and strength of defeaters, 
both counterevidence and reasons to doubt the 
efficacy of one's justifiers. To suppose that my 
epistemic situation relative to q must be the 
same, or at least as good, as my epistemic situation 
relative top, simply because p self-evidently entails 
q and I am justified in believing p, is a manifesta
tion of a simple linear concept of justification. The 
picture has justification traversing a line from a 
belief that has that justification to one that as yet 
does not. This omits - for one thing - the relev
ance of adding q to my system of beliefs (or other 
cognitions). That addition provides a new epi
stemic context, and the offspring may quite sur..: 
prise the parents. 

How do these reflections bear on answering 
skepticism? Perhaps we have rebutted the evil 
demon argument (or one such argument), which 
apparently depends on some similarly defective 
transmission principle; but if the weaker transmis
sion principle, for having reasons, should hold, do 
we not face another Cartesian nightmare? For is 
there any better ground for holding that I have 
some reason to believe no demon is deceiving me 
than for holding that I am (overall) justified in 
believing this? I think there is; at least, there is if 
I have some reason to believe that there is a 
bespeckled surface before me, which seems quite 
evident, and if I may also presuppose something 
like the principle of closure for having reasons. But 
certainly we may say this much: we are at least 
better off if the task is to produce only some reason 
to believe p rather than overall justification for 
believing it. The incubus is not as heavy, however 
much we may still dislike the burden. But how 
might we escape that burden, and can foundation
alist theories be of any special help? 

III An Approach to the Refutation of 
Skepticism 

l have stressed that, at least if a foundationalist 
approach to justification is sound, an inability to 
show that one is justified in believing something 
by no means entails that one is not justified 
therein. Inability to produce a justification of a 
belief does not entail that I lack one. Indeed, the 

objects in the two cases are different. The justific
atory process I would engage in would produce 
second-order justification, justification for the 
proposition that I am justified in believing p (or 
at least that p is justified); the justification skeptic
ally doubted in the first place is simply for believing 
the first-order proposition that p (or, perhaps, for p). 
This is easy to forget in the dialectic with 
skepticism. For the skeptic challenges our com
mon-sense belief that we have a great deal of 
justification; and we want not just to rebut the 
arguments to this effect but also to refute their 
conclusions: not just to show that the skeptic's 
case is unsound but also to show that various 
kinds of beliefs we have are justified. But even 
epistemologists who realize that one can be justi
fied in believing p without one's being able to show 
that one is are not .satisfied with this point; there 
would be a historical imperative to refute skeptic:
ism even if epistemology could be plausibly held to 
be purely theoretical and not to depend on exis
tential propositions to the effect that anyone actu
ally has justification. Can this imperative be 
satisfied for anything so substantive as fallible 
beliefs of contingent propositions?15 

Much depends, of course, on what counts as 
showing something (a topic that deserves a full
scale study in itself). Skepcics will naturally hold 
that only entailing grounds for p will show it; and 
although I deny this - as begging the question 
against the cogency of inductive reasoning - I 
shall try to use only deductively valid arguments 
in assessing the case for showing that there is 
justification. We must distinguish at least two 
ways of showing that we have justified belief: (1) 
dialectical showing, the second-order process of 
showing, by subsumptive appeal to an epistemic 
principle, that we have a justified belief, as where 
one subsumes a kind of belief under a general
ization to the effect that all beliefs of that kind 
are justified; and (2) simple showing, the first
order process of simply giving a justification for a 
belief, in the sense of laying out that justification 
by adducing an adequate justifying ground for p in 
a way that indicates that p is justified, but without 
making any-second-order claim. To illustrate sim
ple showing, suppose I am asked to show that I am 
justified in believing that there is a bespeckled 
white surface before me. I might say that I see it 
or, pushed a bit by reminders of possible halluci
nations, that l have a clear visual impression of 
such a surface. If this impress.ion does in fact justify 
me, then I have given a justification: I have laid it 



out in a way that in some sense shows that I am 
justified, as, by exhibiting my pen, I might show 
that I have one. 

This demonstration might be claimed to be 
merely a case of exhibitive showing: showing what 

justifies, not of (propositionally) showing in any 
sense that one is justified. I prefer to say that it is 
showing that one is justified by showing what 

justifies one; but if one accomplished only the 
latter, it still provides the basis for showing, in 
some way, that one is justified, e.g. by reflecting 
on how the exhibited ground is related to p, and 
thereby discovering a crucial epistemic premise 
usable in dialectically showing that one is justified. 
I grant, however, that in the example imagined I 
certainly have not used a second-order concept or 
appealed to an epistemic principle. Even the mod
erate skeptic wants nothing less than this; and -
rightly or wrongly - skeptics will not concede that 
one has in any sense shown a justification unless 
one has done so dialectically. 

If we set out to do that, we might ask what sorts 
of epistemic principles we may use to back up the 
claim that a belief we hold is justified and how we 
might be justified in believing them. The principle 
suggested by my example is something like this, 
understood as applying to all the senses: 

IV. If S has a clear sensory impression of x's 
being F (or that x is F) and on the basis of 
that impression believes that xis F, then this 
belief is (prima facie) justified - call this the 

perceptual principle. 16 

To see how this principle can be used against 
skepticism we need a further distinction: between 
personal showing, the kind done by people, and 
impersonal, argumental showing, the kind done by 
what we call cogent arguments; impersonal show
ing, in turn, can be either simple or dialectical. 
Personal showing is a process; impersonal showing 
is a kind of epistemic status of an argument. An 
argument impersonally shows that p when its pre
mise set provides an adequate ground for p, where 
adequacy may be either relativized to evidence 
accessible in the context, for instance to mathemat
ical or scientific or sensory information, or taken 
more broadly, as implying only that the appropri
ate grounds exist. (Adequacy needs further ana
lysis, to be sure - e.g., there are different cases 
depending on whether or not the ground can be 
seen by some relevant person or procedure to 
be one.) A person, S, shows that p when S provides 
an adequate ground for p; and if S is justified in 
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accepting that ground and in using it to try to show 
that p, we may say that S personally (in a sense, 
subjectively) shows p, since the result is to produce 
justification for S's believing it.17 lt is personal 
showing that is of greatest interest here: we want 
to know whether we can show certain important 
skeptical claims to be false, not just whether there 
are (or can be) arguments that show this. 

If I am to show that my belief that there is a 
bespeckled white surface here is justified, how can 
I be warranted in believing an epistemic principle 
like the one in question? Let us first consider the 
possibility that one can know a priori that such 
sensory impressions yield prima facie justification 
for perceptual beliefs of the kind at issue. One 
argument for this would be that such principles 
are partly constitutive of the concept of justifica
tion; hence they are justifiably believable on the 
basis of conceptual reflection, e.g., reflection about 
what one has to count as a justifier in order to 
qualify as having the concept of justification. 
Granted, such reflection would presumably have 
to range over cases of belief in which justification 
can be concretely (and intuitively) seen; for 
instance, we might try to imagine how someone 
could (i) understand the concept of justification 
yet (ii) sincerely claim, of my belief that there is a 
bespeckled white surface before me, that even 
though it is based on my clear visual impression 
of such a surface, it is not prima facie justified. It is 
at best difficult to imagine how (i) and (ii) can 
jointly hold. This confirms the status of the per
ceptual principle as partly constitutive of the con
cept of justification. These concrete cases we use 
to illustrate such an epistemic principle might be 
hypothetical products of a priori reflection itself; 
they need not be an inductive evidence base for the 
principle, as opposed to concrete applications of it. 
Roughly, it is largely because we grasp the prin
ciple that we can construct the cases in question; 
we do not acquire the principle - as opposed to a 
formulation of it - by first constructing the cases. 
If the cases do constitute a kind of inductive base, 
they need not function in the way observations do 
in enumerative arguments for contingent general
izations. 18 

To be sure, it could be argued that such prin
ciples are not only a priori, but analytic, roughly in 
the sense that we can arrive at them directly by 
analysis of an appropriate concept. Suppose that 
justified belief can be analyzed as, simply, belief 
that accords with at least one of a certain set of 
epistemic principles, where the set includes the 
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perceptual principle. Then the principle will be 
true "by definition." This interesting possibility 
deserves more discussion than I can give it here. I 
have no need to reject it, but I will make just one 
point to suggest why I resist it. Even if we could 
find a set of epistemic principles comprehensive 
enough - and sufficiently free from even 
preanalytic disagreements - to constitute a plaus
ible analysis, there would remain the question of 
the status of our warrant for accepting it. I do not 
think, e.g., that its truth could be known on the 
basis of empirical linguistic knowledge about 
"justification."19 There might indeed be as good 
reason to think such an analysis synthetically true 
as to think this of its constituent epistemic prin
ciples. 

It is a further question whether there can be 
non-inferential justification for such epistemic 
principles. It is not self-evident that inductive 
grounding is the only kind of inferential justified
ness they might have; hence, ruling that out leaves 
other kinds of inferential justification open. But 
notice that, for the foundationalism introduced 
here, the non-inferential justification of epistemic 
principles is consistent with the possibility that 
they are (l) inferentially justifiable, (2) justifiedly 
believed only _after considerable reflection, and (3) 
defeasibly justified even then. They may be infer
entially justifiable because foundational status does 
not imply ultimacy in the epistemic order, in the 
Aristotelian sense that there is nothing "prior" to 

p.20 They may be justifiably believable only after 
reflection because the required kind of self-evid
ence is a matter of the kind of non-inferential 
knowledge obtainable by understanding, not a 
matter of the ease or speed with which the under
standing comes; and given the fallibilism of the 
approach in question, justified beliefs of these 
principles may be defeasible. Thus, one can have 
non-inferential justification for the relevant epi
stemic principles even if they are not self-evident 
in the way axioms are. They may in fact seem self
evident only after long reflection on appropriate 
examples; that helps to explain how they can be 
defeasibly justified, but it does not imply that their 
justification is inferential. 

Now I think that I am justified in believing our 
perceptual principle, and I will assume that my 
justification is non-inferential (though that 
assumption is not essential JP the argument so 
long as I could have an infetential justification of 
sufficient strength, as seems possible). Suppose 
that (a) I justifiedly believe both the principle and 

that I now have a clear impression of a bespeckled 
white surface before me and, (b) on that basis, 
believe there is such a surface before me. From 
these two propositions it self-evidently follows that 
I have a justified belief that there is a bespeckled 
white surface before me. May I not, then, justi
fiedly believe that I have a (prima facie) justified 
belief about the external world? And in so arguing, 
have I not shown, dialectically, that the relevant 
kind of skepticism is false? On one plausible inter
pretation of what it is to show something, if one is 
justified in believing one's (true) premises, and 
validly (and non-circularly) argues from them to 
a conclusion, one has shown it. 

I have put my conclusion rhetorically for good 
reason: I am trying to exhibit my dialectical show
ing and not to claim it. Suppose I claim categoric
ally that I have shown that I have a justified belief; 
the proposition at issue now, if the skeptic chal
lenges me, is the third-order one just asserted: that 
l have shown (hence justified) the second-order 
proposition that I have a justified belief that p 
(the first-order proposition). I have presumably 
not shown this third-order proposition; but surely 
I do not need to in order simply to have shown the 
second-order proposition that I have a justified 
belief. This point is crucial to understanding the 
dialectic with skepticism: because we imagine a 
dialogue, we are always anticipating the skeptic's 
questioning whether our responses to a given chal
lenge succeed; and because skeptics have an itera
tive habit of mind, they tend to query the 
credentials of everything one asserts. But a reply 
that shows justification at one level - and in one 
context, we might say - need not show it at the 
next, which would indeed require epistemic argu
ment at that higher level (and so in a different 
context). Giving a justification may answer a 
request for one but need not show that the request 
has been answered; showing that one has justifica
tion establishes that one does, but it need not show 
that one has established this, even if one can do so; 
and so forth. We must not allow the skeptic's 
hunger for ever higher levels of justification to 
undermine an argument for justification at any 
level. On my approach we can in principle always 
move to a higher level; e.g., using the (a priori) 
principle that if one subsumes a belief (justifiedly) 
under an appropriate epistemic principle which 
says that beliefs of this sort are justified, one can, 
for any justified belief, find an epistemic principle 
by appeal to which one shows that the belief is 
justified. Still, our achievements at any one level 



do not depend on our having already done so, or 
even on our being able to do so. 

A skeptic who accepted all I have said so far 
might still claim that unless my premises are self
evident, I must be able to say something on their 
behalf. Are they? It is arguable that the epistemic 
principle is self-evident in some sense; and 
although the instantial premise, that I have a 
clear impression of a bespeckled white surface, is 
not, moderate skeptics have tended to allow that 
we are justified in such occurrent mental state 
beliefs. Perhaps, however, one may not assume, 
without inductive evidence, that an impression is 
clear. I think there is a sense of "clear," strong 
enough to sustain our epistemic principle, for 
which one may believe this without inductive 
evidence; but this point is admittedly not self
evident. Perhaps, however, the wider epistemic 
principle we get by deleting the requirement of a 
clear impression is also true - but simply generates 
less justification. Perhaps when a sensory impres
sion of x's being Fis not clear, it simply generates 
less justification for believing x is F than it would 
yield if it were clear. Granted, a sufficiently unclear 
impression of x's being F may fail to produce 
justified belief to that effect; but this may be 
because unclarity is a defeating feature and 
not because the presence of an impression of x's 
being Fis in itself not sufficient for some degree of 
justification. In any case, I think we may conclude 
that principles like the perceptual one may provide 
some basis for our justifiably believing that we 
have justified beliefs about the world, and that 
such principles are, for at least one plausible notion 
of showing, a basis for rejecting skepticism con
cerning these beliefs. 

At least one serious problem remains, however, 
on the plausible assumption that a belief not based, 
in a partly causal sense, on its justifying ground is 
not justified by that ground. 21 Am I justified in 
believing that my belief that there is a bespeckled 
white surface before me is based on my impression 
to that effect? This is, after all, a partly causal 
proposition, and, arguably, I need inductive 
grounds for the relevant justification. Again, we 
confront a Cartesian nightmare: the demon might 
sever the causal connection between my belief and 
its ground, leaving my experience just as it is.22 

What justification do I have, then, for believing 
that the connection holds? Note that this demonic 
possibility does not threaten the view that we can 
rebut the skeptic. Skeptical arguments can still be 
shown to be unsound. But the possibility does 
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threaten the view that we can dialectically show 
that skepticism is false in ways we might like. 
Granting that if I have an adequate experiential 
ground for p, I can justifiedly believe p; still, if the 
demon can sever the crucial connection, the prob
lem is to show that I do justifiedly believe it. 

Here are two points in reply. First, while I am 
fallible about whether a perceptual belief of mine is 
based on a matching impression I have, there is no 
reason to think that I am generally unjustified in 
my self-ascriptions of this basis relation; and we 
surely need not accept any skeptical argument 
from mere fallibility about p to lack of justification 
for believing it. 23 Indeed, most skeptics are willing 
to allow that we are justified in believing that we 
have beliefs; raising the question of whether we 
have any justification for our beliefs in fact pre
supposes that we do. Granted, radical skeptics can 
conditionalize, formulating all their arguments on 
the supposition that we have beliefs. This strategy 
may, in the end, deprive them of some of the 
materials that make their view seem threatening 
(e.g. by calling attention to the disparity between 
what they presuppose themselves - that they are 
making a case - and what they allow others to 
presuppose), but let that pass. My second point 
is unaffected: even if my belief is not based on the 
ground I have for it, in having that ground I still 
have a justification for p. If I can show that I have 
it, and the skeptic cannot provide good reason to 
doubt that I believe on that ground, my dialectical 
position is at least tolerable. Although it would be 
better to be able to show not only that I have 
justification for my beliefs, but also justified beliefs 
- that I am not only justified in believing, but also 
justifzedly believe - it is -still important to be able to 
show that I have justification for them. One might 
say that at least I don't believe more than I am 
entitled to, even though I can't show that I don't 
believe on a basis other than my entitlement. 

If the internalist view taken here is not reliabil
ist, might it still be naturalistic? Let us continue to 
distinguish between a substantively naturalistic 
epistemology and a conceptually naturalistic one. 
The former takes epistemological propositions, 
such as epistemic principles, to be empirical; the 
latter simply uses no irreducibly normative con
cepts. The former is naturalistic in substance -
taking epistemology (as Qi.line does) to be about 
the natural world in the same way empirical science 
is; the latter is naturalistic only in concept, allowing 
that not all the truths of epistemology are about the 
natural world. The inspiration for the first view is 
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presumably the idea that the truths of nature are 

the only truths there are; the second view simply 

says that, ultimately, all truths are expressable 

without relying on normative concepts. Although 

my view is not substantively naturalistic, [ have 

said nothing here that rules out its being concep

tually naturalistic. I do not believe, however, that 

justification is analyzable in terms of reliability. 

But I have left open that, in some other way, it 

might turn out to be a natural property. [do think 

it supervenes on natural properties and is, in that 

sense, rooted in the natural world, but it is by no 

means clear to me either that justifiedness is a 

natural property or that the notion of justification 

is reducible to some set of naturalistic concepts. 

My view may seem anti-empirical, but it is not and 

is indeed devised with an eye to understanding 

scientific justification. The view is, however, 

anti-empiricist, if empiricism is understood as 

denying that anything substantive can be known 

or justifiably believed a priori. There is no ques

tion that experience is crucial not only for concept 
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justification, because the failure of transmission illu
strated poses some threat to the initial justification 
even on the assumption that transmission does not 
always occur. For as suggested below, since reason
hood apparently does transmit over the relevant 
entailments, if S can (as in my example) deduce 
consequences he has reason to believe false, it 
would seem possible that, given such reasons to 
believe p false, S might go on to deduce enough 
disconfirming consequences to yield collective 
reason sufficient to defeat the original justification 
for p - in which case it is not indefeasible. An 
even stronger qualification would be to require 
that the initial justification must not be absolute, 

where absolute justification for p implies the imp
ossibility both of defeat and of there being a 
reason for believing not-p; but I see no reason to 
go this far. 

9 In a paper in progress I discuss a wide range of the 
relevant issues; here I can stress only the holistic 
character of justification as a general explanation of 
the failure - indicated by the theorem example - of 
what might be called simple linear transmission. 

10 The reference to understanding here avoids the 
implication that one can have a reason to believe a 
proposition one cannot understand or have a reason 
one does possess transmit over an entailment one 
cannot understand. One might reply that in either 
case one has a reason but simply cannot see it as one. 
Indeed, one could argue that S might fail to under
stand even a self-evident entailment and hence pro
pose that principle II should, like III, require 
understanding of the entailment. I leave this open. 
These points may simply show that there are differ
ent notions, or at least different degrees of implicit
ness, of "having" a reason. There are many 
problems in formulating transmission principles, 
and I believe that for different plausible principles 
we get different notions of what it is to have a 
reason. 

11 It is arguable that if p self-evidently entails q and q 

self-evidently entails r, then a bit of reflection is all 
that is needed to see that the first entails the third, 
and hence the relation is transitive. But first, it is not 
clear that this follows. A person considering just p 
and r might need imagination to see the intermediate 
step. Second, even if mere reflection on the relevant 
propositions would yield a grasp of the intermedi
ary, much reflection might be needed. At most, then, 
we could conclude that what might be called mediate 

self-evidence is transitive. For some discussion of that 
notion of self-evidence and its importance in 
metaethics, see my "Moral Epistemology and the 
Supervenience of Ethical Concepts." 

Old Skepticism, the New Foundationalism 

12 At least one further qualification may be needed. 
Consider the lottery case in which S justifiedly 
believes that S's ticket, being one of a million in a 
fair lottery, will lose. Arguably, there is neither a 
Gettier problem here nor a degree of justification 
that is achievable by simply increasing the number 
of tickets and sufficient to render S's belief know
ledge if it is true. 

13 Not equivalently because, in lottery cases, it is not 
the degree, but the kind, of one's justification that 
prevents one's belief that one will lose from consti
tuting knowledge - at least this is plausible. I have 
defended it in ch. 7 of Behef. :Justification, and 

Knowledge. 

14 I have in mind belief simpliciter, as opposed to belief 
at a given level of confidence. Confidence levels are 
relevant and can be taken into account, but doing so 
here would take us too far afield. 

15 I refer just to fallible beliefs of contingent proposi
tions, as opposed to infallible ones such as that I 
exist, because the latter are not really challenging 
cases for the skeptic. 

16 Here "has the impression that xis F' does not entail 
believing that x is F but only being disposed to 
believe that it is (it is also not emailed by believing 
that x is F, since that is quite possible without 
having any sensory impression); and in "an impres
sion of x's being F' the position of "x" is not 
referential: there need be no such entity, even at 
the level of sense-data. There are problems about 
how the content of the impression must be related to 
the belief, but these need not be settled for our 
purposes here. Note also that the principle can 
account for the justification of a belief grounded in 
a mere hallucination, though such a belief is not 
perceptual in the strict sense presupposing the 
occurrence of a normal perception. 

17 Not necessarily a justified belief, however, since S 
could still believe that p for some other, inadequate 
reason, as opposed to the good reason adduced. Note 
also that we would allow that S can show that p 
without being justified on either count, though I 
think that on reflection we might then prefer to say 
only that S's argument showed that p. 

18 Granted, one could take a more particularist 
approach on which the primary a priori intuitions 
concern particular instances of the concept of justi
fication. One can also combine particularist and 
generalist strands and appeal to a strategy of integ
rating intuitions of general principles with those of 
relevant particular cases, with an eye to reflective 
equilibrium. In that case one would presumably 
argue directly against the skeptical attack on the 
perceptual beliefs in question. Note, however, that 
one might still argue a priori for epistemic 
principles, provided one could find a suitable pre
mise, such as that the cases one is considering are 
representative, which would enable one to deduce 
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such principles from what one intuits about these 
cases. 

19 For some reasons to hold this, see Belief, :Justifica

tion, and Knowledge, ch. 4. 
20 See Posterior Analytics 72b. Descartes may well 

have been influenced by this strongly axiomatic 
picture. 

21 Though controversial, this assumption is widely 
accepted. 

22 This, I take it, is the sort of worry that troubles 
Crispin Wright, "Skepticism and Dreaming" and 
it may be a reason why Chisholm and other intern
alists never impose any causal requirement on justi
fied belief. He does not approach it in the same way, 
however. 

23 This may of course be questioned; for some points 
by way of justification for it see ch. 9 of Belief, 
:Justification, and Knowledge. 
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PART VII 

Epistemic Externalism 



Introduction 

Ir is perhaps useful to think or the varieties of 
epistemic externalism as denying one or more 
1nurnalut rheses. Whal unifies inlemalist rheses 
is the thought that knowledge (justific:arion in 
believing) that p is no/ ckrcrmincd solely by facts 
external 10 the awarcnes1> of the bel1e,·er. The 
believer must have some appredation or the fac::ts 
m virtue of which .she knows, whether these be 
Caccs abOUI the reliability of her source of belief, 
Caccs about what !ihe would ha11e believed under 
various conditions, or perhaps only facts about 
what her reasons are for believing as !ihc did. 
Talk of determination 1s somewhat vague, of 
course. One nghtly asks. is determmatmn here to 
be understood as conceptual reduction or as non

reductive na:essitacion? But the guiding rhoughl 
of intemalists is that knowledge isn't purel) a one
Jevel affair: it requires knowledge (justified bclid) 
abou1 1ha1 knowledge To use an example or Ke11h 
Lehrer's: Trueremp's merely hu·ing a reliable 
mechanism in his brain for producing accuntte 
highly discriminalOry beliefs abou1 lhe 1empera-
1Ure doesn'I lw i1self suffice lo make any of his 
correct temperature judgments reasonable, let 
alone pieces of knowledge. 

In his selcc11on, Ah.in Goldman formulates an 
extemalist theory of justification, according to 
which a belief is jus11fied ir and only if it is pro
duced by a reliable belief-forming process. This is 
eventually modified to rake account of the differ
ence between processes thar take beliefs as inputs 
(belief-dependent pnx.-esses) and those that do nol 
(bebcf-irukpcndenr ~)-Thus, justifintion 
in the end is spic1fied recursi11ely. Goldman sees 
the principal intuitive henefit of reliabilism to be 
that it accounts for the relevance lo justification of 

the quality of the way the belief was actually pro
duced. Wishful beliefs and hasty judgmcnrs lack 
jtL'itificacion because they are the products of 
unrrustwon:hy ways ofbel1C\·ing. 

Goldman is also aware of sC\·eral possible prob
lems for his account, to each of which he proposes 
solutions, some more tentatil·e than others. Here 
are several of the problems his account faces. Sup
pose wishful thinking were reliable in some world 
unlike ours. WouW its products in such a world 
count as justified? This problem has a mucli-d1s
cussed counterpart: Is the victim of a Cartesian 
evil demon totally lacking in justified belief merely 
owing to bac'l luck in haloing unreliable faculties of 
perception, restimony, and the res1? Again, ir 
seems that wmeone whu has excellent undermin
ing evidence for a belief thal, as ii lums oul, is 
reliably produced cannot be justified in believing 
as he does, and }Cl rcl1abil1sm has it thar he is 
jus1ified. 

Perhaps 1he most fundamental problem fscing 
Goldman's accounl is the gcneraliry problem. The 
most recent and sustained discu!!Sion of this prob
lem, which di:fends reliabilism, is by William 
Als1on, in the sela.tion included here. 

Anempted rel1ab1IL~I solunons of the gencraliry 
problem, a.pecially Alston's, are discussed and 
criticized in derail by Conee and Feldman in 
the11 &election. If rcl1abilism is to gi,.-e correct 
treatments of ordinary cases, pnx.-esses must be 
individuated neither too broadly nor IOU narrowly. 
If the indiYiduacion ia loo broad, and the proce~~ IS 

somelhing of the order of rnfe"m!{ lhat J! frm11 ont's 

mtnliomng that p, lhen the proces.~ is likely to be 
unreliable, and so its producrs wrongly coun1ed as 
unjustified in every case. If it is too narrow, 1he 
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process will close in on the particular few or one 
product(s) produced, so that if these should turn 
out to be lucky guesses, then they wrongly count as 
justified. 

Keith Lehrer and Richard Fumerton offer 
internalist objections to externalism. Both cite its 
naturalistic character as the source of its implaus
ibility. Lehrer argues that natural relations are not 
sufficient for a subject's having the proper back
ground information about his beliefs and their 
reasonableness, a claim well-supported by the 
case of Mr Truetemp. To have knowledge and 
justification, one's belief must cohere with back
ground information about one's trustworthiness. 

Fumerton argues that if some form of external
ism were correct, normative epistemology would 
not lie within the province of philosophy. Scient
ists, rather than philosophers (qua philosophers), 
have the qualifications necessary for identifying 
and describing the causal/ nomological features of 
beliefs with which externalists, according to 
Fumerton, identify epistemological features such 
as justification. But this is not Fumerton's prin
cipal criticism in the end. He objects most of all to 
externalism's consequence that there is nothing 
epistemically problematic in using a method of 
belief to show that it is reliable. Given externalism, 
there simply wouldn't be a problem of epistemic 
circularity. Fumerton claims there is no philo
sophically interesting conception of justification 
that meets this description, a fact revealed by the 
impossibility of even getting skeptical arguments 
off the ground in an externalist framework. 
Higher-order questions of justification, under 
externalism, cannot be treated any differently 
than lower-order questions. 

John McDowell attempts to give a view of 
knowledge that avoids the pitfalls of coherentism 
and externalism. What is right in coherentism is 
the Sellarsian idea that knowledge is a kind of 
standing in the space of reasons, a kind of status 
in the practice of the asking for and giving of 
reasons. But this correct insight is deformed by 
the "interiorization of the space of reasons," that 
is, the "withdrawal of it from the external world." 
One sees that no matter how flawless one's stand
ing is in the space of reasons in regard to proposi
tions about the external world, there is no 
assurance of truth. Thus, one seeks assurance by 
retreating inward, to propositions about how 
things appear. But once one so retreats, one 
never returns. The alternative to externalism is 
no less unattractive. In its full-blown form, it 

denies that knowledge has anything to do with 
position in the space of reasons. Recognition of 
this weakness in pure externalism often leads 
externalists to affirm a hybrid conception of 
knowledge, according to which knowledge consists 
in both having the right sort of standing in the 
space of reasons and in being the recipient of the 
world's cooperation. McDowell attributes the fol
lowing reasoning to hybrid theorists: since a sub
ject can be perfectly justified in believing that p 
where <p> is false, in the instance in which one is 
perfectly justified in believing that p and <p> is 
true, one's knowledge is due in part to luck, in fact 
to the very same piece of luck that, by its absence, 
prevented knowledge in the former case. McDow
ell challenges this reasoning, asking how, ifit were 
true, "reason [could] have the resources it would 
need in order to evaluate the reliability of belief
forming policies or habits?" 

McDowell denies that flawless standing in the 
space of reasons could fall short of knowledge. Yet 
he agrees that there is no "luck-free zone." Why, 
then, is he himself not a hybrid theorist? The 
answer is that he maintains that when the world 
does us the favor of being the way it appears to be, 
this is part of our standing in the space of reasons, 
not something added to it. (It is interesting to 
compare this with the views defended by Susan 
Haack in Part IV and those of Ernest Sosa in Part 
V.) 

Robert Brandom's stated aim in his contribution 
is to explain and develop the ideas expressed by 
McDowell. His chief concern is to describe the 
role of social practice in the determination of the 
existence and nature of the space of reasons, some
thing he thinks is not made clear in McDowell's 
paper. The space of reasons is not a mind
independent Platonic object, but a creature of our 
social practice of adopting commitments and attri
buting commitments to others. The key link 
between truth and positive standing in the space 
of reasons is only revealed once we realize the role 
of attributing knowledge to others. In attributing 
·knowledge we not only describe another's commit
ment, we take on that commitment ourselves. The 
paper concludes with the claim, defended at length 
in Brandom's Making It Explicit, that the social 
character of the space of reasons enables us to see 
how our various commitments could be about an 
objective world: "Our practice of comparing, 
assessing, and correcting different repertoires of 
commitments one with respect to another - those 
we attribute to others and those we undertake 



ourselves - are what make them intelligible as 

perspectives, views of something, ways in which a 
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What Is Justified Belief? 

Alvin L Goldman 

The aim of this essay 1s to sketch a theory of 
justified belie[ What I have m mind is an expla
natory theory, une that explains ma general way 
wh)' certain beliers are counwd as justif!Cd and 
others as unjustified. Unlike :some traditional 
approaches. I do noc try to prescribe standards 
fo1 justification tha1 differ from, or improve 
upon, ()UT urdinary standards I merely try 10 

explicate the ordinaf} standards, which are, I 
belic\'C, qunc different from those of marry class
ical, e.g., "Cartesian," accounts. 

Many episu:mologisbi ha"e been mterested m 
justific:ation because of its presumed close relation
ship tu kmmledge. This relationship is intended to 

be presen·ed in the wncepnon of justified belief 
presented here. In previous papers on knowledge, 1 

I have denied that justification is nece<>sary for 
knowing, but there I had m mind "Cartesian" 
accounts or just11icauon On the account or justi
fied belief suggested here, 1t H necessary for know
ing, and closely related tu it. 

The term "justified," I presume, is an evalua
tive term, a term of awraisal. Any correct defiill
rion or synonym of it woul<l al!iO feature evaluative 
terms I assume that such definitions or synonyms 
might be gwen, but I am not intere'i«'.d in them. I 
"ant a set of substanlll't i;:onditiuns that specif} 
when a belief io;; justified. Compare the mural 
term "righl:" This might be defined in other 
dh1ul terms or phrases, a task appropriate w 
meta-ethics. The task of normath·e ethics, by wn
trast, 1s to state substantive conditions for the 
rightness of actions Normati,.·c ethics tries to spe-

cify non-d:hical i;:onditions that determine when an 
action is right. A familiar example is act-utilitas
ianism, which says an aL"lion is right if and only if It 
produces, or would produce, at least as much net 
happiness as any alternative open to the agem 
These na:essacy and sufficient wnditions dearly 
involve no e1hical nmions. An.ilogously, I wam a 
them}' of justified b~lief to specify in non
epislemii: terms when a belief is justified. This is 
no1 the only kind or theory or justifiedness one 
mighl seek, but it is one important kind of theory 
and the kind sought here. 

In order toa,.·oid epistemii: terms in our theot). 
we must know which terms are epistem11;:. 
Obviously, an exhaustive list cannot be g11''en, but 
here are some examples: "justified," "warranted,'' 
"has (good) grounds,"' "has reason (to beliel-·e)," 
"knows that," "sees that." "apprehend., that," "is 
probable" (in an epistemic or indui;:UH sense), 
•·shows that," "establishes that," and ••asc:ertains 
that•• By wnuast, here are some sample non
epistemic expressions: "believes that," "is lrue,'' 
"causes," "n is necessary that," "1mpl1es," "is 
dcdui;:1ble from," and "is probable" {either in the 
frequency llense or the propensity sense) In gen
eral, (purely) doxastic., rnetaphysii:al, modal, 
semanllc, or syntactic expressions are not epi-
stemic 

There 1s another con'ITTO!int I wish to place cm a 
theory or justified belief, in addition to the con
straint thar it be c:ouchcd in non-epistemic lan
guage. Since I seek an explanatory theory, i.e., 
one that darifies the underlying source of justifi
cational status, it is not enough for a theory to state 

Originally publlshed In G. s. Pappas (ed.), .JustdicalJon "correct" nec:essarv and suffa:ient conditions. Its 
andKnow/e<tge(Dordreclrt:D.Reidel.1976),pp.1-23; conditions mub'l ~lso be awropriately deep or 



revelatory. Suppose, for example, that the follow-
ing siifffi:lent condition of justified belief is 

offered: "If S senses redly at t and S believes at t 
that he is sensing redly, then S's belief at t that he 
is sensing redly is justified." This is not the kind of 
principle I seek; for, even if it is correct, it leaves 
unexplained why a person who senses redly and 
believes that he does, believes this justifiably. Not 
every state is such that if one is in it and believes 
one is in it, this belief is justified. What is distinct
ive about the state of sensing redly, or "phenom
enal" states in general? A theory of justified belief 
of the kind I seek must answer this question, and 
hence it must be couched at a suitably deep, gen
eral, or abstract level. 

A few introductory words about my explicandum 
are appropriate at this juncture. It is often assumed 
that whenever a person has a justified belief, he 
knows that it is justified and knows what the 
justification is. It is further assumed that the per
son can state or explain what his justification is. 
On this view, a justification is an argument, 
defense, or set of reasons that can be given in 
support of a belief. Thus, one studies the nature 
of justified belief by considering what a person 
might say if asked to defend, or justify, his belief. 
I make none of these sorts of assumptions here. I 
leave it an open question whether, when a beliefiS 
justified, the believer knows it is justified. l also 
leave it an open question whether, when a beliefis 
justified, the believer can state or give a justifica
tion for it. I do not even assume that when a belief 
is justified there is something "possessed" by the 
believer which can be called a "justification." I do 
assume that a justified belief gets its status ofbeing
justified from some processes or properties that 
make it justified. In short, there must be some 
justification-conferring processes or properties. 
But this does not imply that there must be an 
argument, or reason, or anything el~e, "possessed" 
at the time of belief by the believer. 

I 

A theory of justified belief will be a set of prin
ciples that specify truth-conditions for the schema 

rs·s belief in p at time t is justifiedl' i.e., con
ditions for the satisfaction of this schema in all 
possible cases. It will be convenient to formulate 
candidate theories in a recursive or inductive for
mat, which would include (A) one or more base 
clauses, (B) a set of recursive clauses (possibly 
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null), and (C) a closure clause. In such a format, 
it is permissible for the predicate "is a justified 
belief' to appear in recursive clauses. But neither 
this predicate, nor any other epistemic predicate, 
may appear in (the antecedent of) any base clause.2 

Before turning to my own theory, I want to 

survey some other possible approaches to justified 

belief. Identification of problems associated with 
other attempts will provide some motivation for 
the theory I shall offer. Obviously, l cannot exam
ine all, or even very many, alternative attempts. 
But a few sample attempts will be instructive. 

Let us concentrate on the attempt to formulate 
one or more adequate base-clause principles. 3 

Here is a classical candidate: 

(I) If S believes p at t, and p is indubitable for S 
(at t), then S's belief in p at t is justified. 

To evaluate this principle, we need to know what 
"indubitable" means. It can be understood in at 
least two ways. First, "p is indubitable for S" 
might mean: "S has no grounds for doubting p." 
Since "ground" is an epistemic term, however, 

principle (I) would be inadmissible in this reading, 
for epistemic terms may not legitimately appear in 
the antecedent of a base clause. A second inter
pretation would avoid this difficulty. One might 
interpret "p is indubitable for S" psychologically, 
i.e., as meaning "S is psychologically incapable of 
doubting p." This would make principle (I) 
admissible, but would it be correct? Surely not. 
A religious fanatic may be psychologically incap
able of doubting the tenets of his faith, but that 
doesn't make his beliefin them justified. Similarly, 
during the Watergate affair, someone may have 
been so blinded by the aura of the presidency 
that even after the most damaging evidence against 
Nixon had emerged he was still incapable of 
doubting Nixon's· veracity. It doesn't follow that 
his belief in Nixon's veracity was justified. 

A second candidate base-clause principle is this: 

(2) If S believes p at t and p is self-evident, then 
S's belief in p at t is justified. 

To evaluate this principle, we again need an inter
pretation of its crucial term, in this case "self
evident." On one standard reading, "evident" is 
a synonym for "justified." "Self-evident" would 
therefore mean something like "directly justified," 
"intuitively justified," or "non-derivatively justi
fied." On this reading "self-evident" is an epi
stemic phrase, and principle (2) would be 
disqualified as a base-clause principle. 
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However, there are other possible readings of"p 
is self-evident" on which it isn't an epistemic 
phrase. One such reading is: "It is impossible to 
understand p without believing it."4 According to 
this interpretation, trivial analytic and logical 
truths might turn out to be self-evident. Hence, 
any belief in such a truth would be a justified 
belief, according to (2). 

What does "it is impossible to understand p with
out believing it" mean? Does it mean "humanly 

impossible"? That reading would probably make 
(2) an unacceptable principle. There may well be 
propositions which humans have an innate and 
irrepressible disposition to believe, e.g., "Some 
events have causes." But it seems unlikely that 
people's inability to refrain from believing such a 
proposition makes every belief in it justified. 

Should we then understand "impossible" to 
mean "impossible in principle," or "logically 
impossible"? If that is the reading given, I suspect 
that (2) is a vacuous principle. l doubt that even 
trivial logical or analytic truths will satisfy this 
definition of "self-evident." Any proposition, we 
may assume, has two or more components that are 
somehow organized or juxtaposed. To understand 
the proposition one must "grasp" the components 
and their juxtaposition. Now in the case of complex 

logical truths, there are (human) psychological 
operations that suffice to grasp the components 
and their juxtaposition but do not suffice to pro
duce a belief that the proposition is true. But can't 
we at least conceive of an analogous set of psycho
logical operations even for simple logical truths, 
operations which perhaps are not in the repertoire 
of human cognizers but which might be in the 
repertoire of some conceivable beings? That is, 
can't we conceive of psychological operations that 
would suffice to grasp the components and com
ponential-juxtaposition of these simple proposi
tions but do not suffice to produce belief in the 
propositions? I think we can conceive of such 
operations. Hence, for any proposition you choose, 
it will be possible for it to be understood without 
being believed. 

Finally, even if we set these two objections 
aside, we must note that self-evidence can at best 
confer justificational status on relatively few 
beliefs, and the only plausible group are beliefs in 
necessary truths. Thus, other base-clause prin
ciples will be needed to explain the justificational 
status of beliefs in contingent propositions. 

The notion of a base-clause principle is natur
ally associated with the idea of "direct" justified-

ness, and in the realm of contingent propositions 
first-person-current-mental-state propositions 
have often been assigned this role. In Chisholm's 
terminology, this conception is expressed by the 
notion of a "self-presenting" state or proposition. 
The sentence "I am thinking," for example, 
expresses a self-presenting proposition. (At least I 
shall call this sort of content a "proposition," 
though it only has a truth value given some assign
ment of a subject who utters or entertains the 
content and a time of entertaining.) When such a 
proposition is true for person S at time t, S is 
justified in believing it at t: in Chisholm's termino
logy, the proposition is "evident" for S at t. This 
suggests the following base-clause principle. 

(3) If p is a self-presenting proposition, and p is 
true for S at t, and S believes p at t, then S's 
belief in p at t is justified. 

What, exactly, does "self-presenting" mean? ln 
the second edition of Theory of Knowledge, 

Chisholm offers this definition: "h is self
presenting for S at t = df h is true at t; and 
necessarily, if h is true at t, then h is evident for 
Sat t."5 Unfortunately, since "evident" is an epi
stemic term, "self-presenting" also becomes an 
epistemic term on this definition, thereby disqua
lifying (3) as a legitimate base clause. Some other 
definition of self-presentingness must be offered if 
(3) is to be a suitable base-clause principle. 

Another definition of self-presentation readily 
comes to mind. "Self-presentation" is an approx
imate synonym of "self-intimation," and a pro
position may be said to be self-intimating if and 
only if whenever it is true of a person that person 
believes it. More precisely, we may give the fol
lowing definition: 

(SP) Proposition p is self-presenting if and only if: 
necessarily, for any S and any t, if p is true 
for S at t, then S believes p at t. 

On this definition, "self-presenting" is clearly not 
an epistemic predicate, so (3) would be an admis
sible principle. Moreover, there is initial plausibil
ity in the suggestion that it is this feature of first
person-current-mental-state propositions - viz., 
their truth guarantees their being believed - that 
makes beliefs in them justified. 

Employing this definition of self-presentation, 
is principle (3) correct? This cannot be decided 
until we define self-presentation more precisely. 
Since the operator "necessarily" can be read 
in different ways, there are different forms of 



self-presentation and correspondingly different 
versions of principle (3)._ Let us focus on two of 
these readings: a "nomologicaf' reading and a 
"logicaf' reading. Consider first the nomological 
reading. On this definition a proposition is self
presenting just in case it is nomologically necessary 
that if pis true for Sat t, then S believes pat t.6 

Is the nomological version of principle (3) - call 
it "(3N)" - correct? Not at all. We can imagine 
cases in which the antecedent of (3N) is satisfied, 
but we would not say that the belief is justified. 
Suppose, for example, that p is the proposition 
expressed by the sentence "I am in brain-state 
B," where "B" is shorthand for a certain highly 
specific neural state description. Further suppose 
it is a nomological truth that anyone in brain-state 
B will ipso facto believe he is in brain-state B. In 
other words, imagine that an occurrent belief with 
the content "I am in brain-state B" is realized 
whenever one is in brain-state B.7 According to 
(3N ), any such belief is justified. But that is clearly 
false. We can readily imagine circumstances in 
which a person goes into brain-state B and there
fore has the belief in question, though this belief is 
by no means justified. For example, we can ima
gine that a brain-surgeon operating on S artificially 
induced brain-state B. This results, phenomeno
logically, in S's suddenly believing - out of the 
blue - that he is in brain-state B, without any 
relevant antecedent beliefs. We would hardly say, 
in such a case, that S's belief that he is in brain
state Bis justified. 

Let us turn next to the logical version of (3) -
call it "(3L)" - in which a proposition is defined as 
self-presenting just in case it is logically necessary 
that if p is true for S at t, then S believes p at t. 
This stronger version of principle (3) might seem 
more promising. In fact, however, it is no more 
successful than (3N). Let p be the proposition "I 
am awake" and assume that it is logically necessary 
that if this proposition is true for some person S 
and time t, then S believes p at t. This assumption 
is consistent with the further assumption that S 
frequently believes p when it is false, e.g., when he 
is dreaming. Under these circumstances, we would 
hardly accept the contention that S's belief in this 
proposition is always justified. Nor should we 
accept the contention that the belief is justified 
when it is true. The truth of the proposition logic
ally guarantees that the belief is held, but why 
should it guarantee that the belief is justified? 

The foregoing criticism suggests that we have 
things backwards. The idea of self-presentation is 
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that truth guarantees belief. This fails to confur 
justification because it is compatible with there 
being belief without truth. So what seems 
necessary - or at least sufficient - for justification 
is that belief should guarantee truth. Such a notion 
has usually gone under the label of "infallibility" 

or "incorrigibility." It may be defined as follows: 

(INC) Proposition p is incorrigible if and only if 
necessarily, for any S and any t, if S 
believes p at t, then p is true for S at t. 

Using the notion of incorrigibility, we may pro
pose principle (4). 

(4) If p is an incorrigible proposition, and S 
believes p at t, then S's belief in p at t is 
justified. 

As was true of self-presentation, there are different 
varieties of incorrigibility, corresponding to differ
ent interpretations of "necessarily." Accordingly, 
we have different versions of principle (4). Once 
again, let us concentrate on a nomological and a 
logical version,(~) and (4L) respectively. 

We can easily construct a counterexample to 

( ~) along the lines of the belief-state/brain-state 
counterexample that refuted (3N). Suppose it is 
nomologically necessary that if anyone believes he 
is in brain-state B then it is true that he is in brain
state B, for the only way this belief-state is realized 
is through brain-state B itself. It follows that "I am 
in brain-state B" is a nomologically incorrigible 
proposition. Therefore, according to (4N), when
ever anyone believes this proposition at any time, 
that belief is justified. But we may again construct 

a brain-surgeon example in which someone 
comes to have such a belief but the belief isn't 
justified. 

Apart from this counterexample, the general 
point is this. Why should the fact that S's believing 
p guarantees the truth of p imply that S's belief is 
justified? The nature of the guarantee might be 
wholly fortuitous, as the belief-state/brain-state 
example is intended to illustrate. To appreciate 
the point, consider the following related possibi
lity. A person's mental structure might be such 
that whenever he believes that p will be true (of 
him) a split second later, then pis true (of him) a 
split second later. This is because, we may sup
pose, his believing it brings it about. But surely we 
would not be compelled in such a circumstance to 
say that a belief of this sort is justified. So why 
should the fact that S's believing p guarantees the 
truth of p precisely at the time of belief imply that 
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the belief is justified? There is no intuitive plausi
bility in this supposition. 

The notion of logical incorrigibility has a more 
honored place in the history of conceptions of 
justification. But even principle (4L), I believe, 
suffers from defects similar to those of ( 4N ). The 
mere fact that belief in p logically guarantees its 
truth does not confer justificational status on such 
a belief. 

The first difficulty with (4i,) arises from logical 
or mathematical truths. Any true proposition of 
logic or mathematics is logically necessary. Hence, 
any such proposition p is logically incorrigible, 
since it is logically necessary that, for any S and 
any t, if S believes p at t then p is true (for S at t). 
Now assume that Nelson believes a certain very 
complex mathematical truth at time t. Since such a 
proposition is logically incorrigible, (4L) implies 
that Nelson's belief in this truth at t is justified. 
But we may easily suppose that this belief of Nel
son is not at all the result of proper mathematical 
reasoning, or even the result of appeal to trust
worthy authority. Perhaps Nelson believes this 
complex truth because of utterly confused reason
ing, or because of hasty and ill-founded conjecture. 
Then his belief is not justified, contrary to what 
(4L) implies. 

The case of logical or mathematical truths is 
admittedly peculiar, since the truth of these pro
positions is assured independently of any beliefs. It 
might seem, therefore, that we can better capture 
the idea of "belief logically guaranteeing truth" in 
cases where the propositions in question are con
tingent. With this in mind, we might restrict (4L) 
to contingent incorrigible propositions. Even this 
amendment cannot save (4L), however, since 
there are counterexamples to it involving purely 
contingent propositions. 

Suppose that Humperdink has been studying 
logic - or, rather, pseudo-logic - from Elmer 
Fraud, whom Humperdink has no reason to trust 
as a logician. Fraud has enunciated the principle 
that any disjunctive proposition consisting of at 
least 40 distinct disjuncts is very probably true. 
Humperdink now encounters the proposition p, a 
contingent proposition with 40 disjuncts, the 7th 
disjunct being "I exist." Although Humperdink 
grasps the proposition fully, he doesn't notice 
that it is entailed by "I exist." Rather, he is struck 
by the fact that it falls under the disjunction rule 
Fraud has enunciated (a rule I assume Humper
dink is not justified in believing). Bearing this in 
mind, Humperdink forms a belief in p. Now notice 

that p is logically incorrigible. lt is logically neces
sary that if anyone believes p, then p is true (of him 
at that time). This simply follows from the fact 
that, first, a person's believing anything entails 
that he exists, and second, "I exist" entails p. 
Since p is logically incorrigible, principle ( 4i,) 
implies that Humperdink's belief in p is justified. 
But surely, given our example, that conclusion is 
false. Humperdink's belief in p is not at all justi
fied. 

One thing that goes wrong in this example is 
that while Humperdink's belief in p logically 
implies its truth, Humperdink doesn't recognize 
that his believing it implies its truth. This might 
move a theorist to revise ( 4L) by adding the 
requirement that S "recognize" that p is logically 
incorrigible. But this, of course, won't do. The 
term "recognize" is obviously an epistemic term, 
so the suggested revision of ( 4L) would result in an 
inadmissible base clause. 

II 

Let us try to diagnose what has gone wrong with 
these attempts to produce an acceptable base
clause principle. Notice that each of the foregoing 
attempts confers the status of "justified" on a 
belief without restriction on why the belief is 
held, i.e., on what causally initiates the belief or 
causally sustains it. The logical versions of prin
ciples (3) and (4), for example, clearly place no 
restriction on causes of belief. The same is true 
of the nomological versions of (3) and (4), since 
nomological requirements can be satisfied by 
simultaneity or cross-sectional laws, as illustrated 
by our brain-state/belief-state examples. I suggest 
that the absence of causal requirements accounts 
for the failure of the foregoing principles. Many of 
our counterexamples are ones in w~ich the belief is 
caused in some strange or unacceptable way, e.g., 
by the accidental movement of a brain-surgeon's 
hand, by reliance on an illicit, pseudo-logical prin
ciple, or by the blinding aura of the presidency. In 
general, a strategy for defeating a noncausal prin
ciple of justifiedness is to find a case in which the 
principle's antecedent is satisfied but the belief is 
caused by some faulty belief-forming process. The 
faultiness of the belief-forming process will incline 
us, intuitively, to regard the belief as unjustified. 
Thus, correct principles of justified beuef must be 
principles that make causal requirements, where 
"cause" is construed broadly to include sustainers 
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as well as initiators of belief (i.e., processes that 
determine, or help to overdetermine, a beliefs 
continuing to be held). 8 

The need for causal requirements is not 
re~tricted to base-clause principles. Recursive 
principles will also need a causal component. One 
might initially suppose that the following is a good 

recursive principle: "If S justifiably believes q at t, 
and q entails p, and S believes p at t, then S's belief 
in p at t is justified." But this principle is unac
ceptable. S's belief in p doesn't receive justifica
tional status simply from the fact that p is entailed 
by q and S justifiably believes q. If what causes S to 
believe p at t is entirely different, S's belief in p 
may well not be justified. Nor can the situation be 
remedied by adding to the antecedent the condi
tion that S justifiably believes that q entails p. Even 
if he believes this, and believes q as well, he might 
not put these beliefs together. He might believe p 
as a result of some other wholly extraneous con
siderations. So once again, conditions that fail to 
require appropriate causes of a belief don't guar
antee justifiedness. 

_Granted that principles of justified belief must 
make reference to causes of belief, what kinds of 
causes confer justifiedness? We can gain insight 
into this problem by reviewing some faulty pro
cesses of belief-formation, i.e., processes whose 
belief-outputs would be classed as unjustified. 
Here are some examples: confused reasoning, 
wishful thinking, reliance on emotional attach
ment, mere hunch or guesswork, and hasty gener
alization. What do these faulty processes have in 
common? They share the feature of unreliability: 
they tend to produce e"or a large proportion of the 
time. By contrast, which species of belief-forming 
(or belief-sustaining) processes are intuitively jus
tification-conferring? They include standard per
ceptual processes, remembering, good reasoning, 
and introspection. What these processes seem to 
have in common is reliability: the beliefs they 
produce are generally true. My positive proposal, 
then, is this. The justificational status of a belief is 
a function of the reliability of the process or pro
cesses that cause it, where (as a first approxima
tion) reliability consists in the tendency of a 
process to produce beliefS that are true rather 
than false. 

To tes-t this thesis further, notice that justified
ness is not a purely categorical concept, although I 
treat it here as categorical in the interest of simpli
city. We can and do regard certain beliefs as more 
justified than others. Furthermore, our intuitions 
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of comparative justifiedness go along with our 
beliefs about the comparative reliability of the 
belief-causing processes. 

Consider perceptual beliefS. Suppose Jones 
believes he has just seen a mountain-goat. Our 
assessment of the beliefs justifiedness is deter
mined by whether he caught a brief glimpse of 
the creature at a great distance, or whether he 
had a good look at the thing only 30 yards away. 
His belief in the latter sort of case is (ceteris paribus) 
more justified than. in the former sort of case. And, 
if his belief is true, we are more prepared to say he 
knows in the latter case than in the former. The 
difference between the two cases seems to be this. 
Visual beliefi; formed from brief and hasty scan
ning, or where the perceptual object is a long 
distance off, tend to be wrong more often than 
visual beliefi; formed from detailed and leisurely 
scanning, or where the object is in reasonable 
proximity. In short, the visual processes in 
the former category are less reliable than those in 
the latter category. A similar point holds for mem
ory beliefS. A belief that results from a hazy and 

indistinct memory impression is counted as less 
justified than a belief that arises from a distinct 
memory impression, and our inclination to classify 
those beliefs as "knowledge" varies in the same 
way. Again, the reason is associated with the com
parative reliability of the processes. Hazy and 
indistinct memory impressions are generally less 
reliable indicators of what actually happened, so 
beliefS formed from such impressions are less 
likely to be true than beliefi; formed from distinct 
impressions. Further, consider beliefi; based on 
inference from observed samples. A belief about a 
population that is based on random sampling, or 
on instances that exhibit great variety, is intuitively 
more justified than a belief based on biased 
sampling, or on instances from a narrow sector 
of the population. Again, the degree of justified
ness seems to be a function of reliability. 
Inferences based on random or varied samples 
will tend to produce less error or inaccuracy than 
inferences based on non-random or non-varied 
samples. 

Returning to a categorical concept of justified
ness, we might ask just how reliable a belief-form
ing process must be in order that its resultant 
beliefs be justified. A precise answer to this ques
tion should not be expected. Our conception of 
justification is vague in this respect. It does seem 
clear, however, that perfect reliability isn't 
required. Belief-forming processes that sometimes 



Alvin I. Goldman 

produce error still confer justification. It follows 
that there can be justified beliefS that are false. 

I have characterized justification-conferring 
processes as ones that have a "tendency" to pro
duce beliefS that are true rather than false. The 
term "tendency" could refer either to actual long
run frequency, or to a "propensity," i.e., outcomes 
that would occur in merely possible realizations of 
the process. Which of these is intended? 
Unfortunately, I think our ordinary conception of 
justifiedness is vague on this dimension too. For 
the most part, we simply assume that the 
"observed" frequency of truth versus error 
would be approximately replicated in the actual 
long-run, and also in relevant counterfactual situa
tions, i.e., ones that are highly "realistic" or con
form closely to the circumstances of the actual 
world. Since we ordinarily assume these frequen
cies to be roughly the same, we make no concerted 
effort to distinguish them. Since the purpose of 
my present theorizing is to capture our ordinary 
conception of justifiedness, and since our ordinary 
conception is vague on this matter, it is appropri
ate to leave the theory vague in the same respect. 

We need to say more about the notion of a 
belief-forming "process." Let us mean by a "pro
cess" a functional operation or procedure, i.e., 
something that generates a mapping from certain 
states - "inputs" - into other states - "outputs." 
The outputs in the present case are states of 
believing this or that proposition at a given 
moment. On this interpretation, a process is a 
type as opposed to a token. This is fully appropri
ate, since it is only types that have statistical prop
erties such as producing truth 80 per cent of the 
time; and it is precisely such statistical properties 
that determine the reliability of a process. Of 
course, we also want to speak of a process as 
causing a belief, and it looks as if types are incap
able of being causes. But when we say that a belief 
is caused by a:- given process, understood as a 
functional procedure, we may interpret this to 
mean that it is caused by the particular inputs to 
the process (and by the intervening events 
"through which" the functional procedure carries 
the inputs into the output) on the occasion in 
question. 

What are some examples of belief-forming 
"processes" construed as functional operations? 
One example is reasoning processes, where the 
inputs include antecedent beliefS and entertained 
hypotheses. Another example is functional proce
dures whose inputs include desires, hopes, or emo-

tional states of various sorts {together with 
antecedent beliefs). A third example is a memory 
process, which takes as input beliefS or experiences 
at an earlier time and generates as output beliefs at 
a later time. For example, a memory process might 
take as input a belief at t1 that Lincoln was born in 
1809 and generate as output a belief at tn that 
Lincoln was born in 1809. A fourth example is 
perceptual processes. Here it isn't clear whether 
inputs should include states of the environment, 
such as the distance of the stimulus from the 
cognizer, or only events within or on the surface 
of the organism, e.g., receptor stimulations. I shall 
return to this point in a moment. 

A critical problem concerning our analysis is the 
degree of generality of the process-types in ques
tion. lnput-<>utput relations can be specified very 
broadly or very narrowly, and the degree of gen
erality will partly determine the degree of reliabil
ity. A process-type might be selected so narrowly 
that only one instance of it ever occurs, and hence 
the type is either completely reliable or completely 
unreliable. (This assumes that reliability is a func
tion of actual frequency only.) If such narrow 
process-types were selected, beliefs that are intuit
ively unjustified might be said to result from per
fectly reliable processes, and beliefS that are 
intuitively justified might be said to result from 
perfectly unreliable processes. 

It is clear that our ordinary thought about pro
cess-types slices them broadly, but I cannot at 
present give a precise explication of our intuitive 
principles. One plausible suggestion, though, is 
that the relevant processes are content-neutral. It 
might be argued, for example, that the process of 
inferring p whenever the Pope asserts p could pose 
problems for our theory. If the Pope is infallible, 
this process will be perfectly reliable; yet we would 
not regard the belief-outputs of this process as 
justified. The content-neutral restriction would 
avert this difficulty. If relevant processes are 
required to admit as input beliefs (or other states) 
with any content, the aforementioned process will 
not count, for its input beliefs have a restricted 
propositional content, viz., "the Pope asserts p." 

In addition to the problem of "generality" or 
"abstractness" there is the previously mentioned 
problem of the "extent" of belief-forming pro
cesses. Clearly, the causal ancestry of beliefs 
often ip.cludes events outside the organism. Are 
such events to be included among the "inputs" 
of belief-forming processes? Or should we restrict 
the extent of belief-forming processes to 

.. 



"cognitive" events, i.e., events within the orga
nism's nervous system? I shall choose the latter 
course, though with some hesitatio_n. My general 
grounds for this decision are roughly as follows. 
Justifiedness seems to be a function of how a 
cognizer deals with his environmental input, i.e., 
with the goodness or badness of the operations that 
register and transform the stimulation that reaches 
him. ("Deal with," of course, does not mean pur

poseful action, nor is it restricted to conscious activ
ity.) A justified belief is, roughly speaking, one 
that results from cognitive operations that are, 
generally speaking, good or successful. But "cog

nitive" operations are most plausibly construed as 
operations of the cognitive faculties, i.e., "infor
mation-processing" equipment internal to the 
orgapism. 

With these points in mind, we may now advance 
the following base-clause principle for justified 
belief. 

(5) If S's believing p at t results from a reliable 
cognitive belief-forming process (or set of 
processes), then S's belief in p at tis justified. 

Since "reliable belief-forming process" has been 
defined in terms of such notions as belief, truth, 
statistical frequency, and the like, it is not an 
epistemic term. Hence, (5) is an admissible base 
clause. 

It might seem as if ( 5) promises to be not only a 
successful base clause, but the only principle 
needed whatever, apart from a closure clause. In 
other words, it might seem as if it is a necessary as 
well as a sufficient condition of justifiedness that a 
belief be produced by reliable cognitive belief
forming processes. But this is not quite correct, 
given our provisional definition of "reliability." 

Our provisional definition implies that a reason
ing process is reliable only if it generally produces 
beliefs that are true, and similarly, that a memory 
process is reliable only if it generally yields beliefs 
that are true. But these requirements are too 
strong. A reasoning procedure cannot be expected 
to produce true belief if it is applied to false pre
mises. And memory cannot be expected to yield a 
true belief if the original belief it attempts to retain 
is false. What we need for reasoning and memory, 
then, is a notion of "conditional reliability." A 
process is conditionally reliable when a sufficient 
proportion of its output-beliefS are true given that 

its input-beliefs are true. 

With this point in mind, let us distinguish belief

dependent and belief-independent cognitive pro-
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cesses. The former are processes some of whose 
inputs are belief-states.9 The latter are processes 
none of whose inputs are belief-states. We may 
then replace principle (5) with the following two 
principles, the first a base-clause principle and the 
second a recursive-clause principle. 

(6A) If S's belief in p at t results ("immediately") 
from a belief-independent process that is 
(unconditionally) reliable, then S's belief in 
p at t is justified. 

(6B) If S's belief in p at t results ("immediately") 
from a belief-dependent process that is (at 
least) conditionally reliable, and if the 
beliefs (if any) on which this process oper
ates in producing S's belief in p at t are 
themselves justified, then S's belief in p at 
tis justified.10 

If we add to (6A) and (6B) the standard closure 
clause, we have a complete theory of justified 
belief. The theory says, in effect, that a belief is 
justified if and only if it is "well-formed," i.e., it has 
an ancestry of reliable and/ or conditionally reliable 
cognitive operations. (Since a dated belief may be 
over-determined, it may have a number of distinct 
ancestral trees. These need not all be full of reli
able or conditionally reliable processes. But at least 
one ancestral tree must have reliable or condition
ally reliable processes throughout.) 

The theory of justified belief proposed here, 
then, is an Historical or Genetic theory. It contrasts 
with the dominant approach to justified belief, an 
approach that generates what we may call (borrow

ing a phrase from Robert Nozick) "Cu"ent Time

Slice" theories. A Current Time-Slice theory 
makes the justificational status of a belief wholly 
a function of what is true of the cognizer at the time 

of belief. An Historical theory makes the justifica
tional status of a belief depend on its prior history. 
Since my Historical theory emphasizes the reli
ability of the belief-generating processes, it may 
be called "Historical Reliabilism." 

The most obvious examples of Current Time
Slice theories are "Cartesian" Foundationalist the
ories, which trace all justificational status (at least 
of contingent propositions) to current mental 
states. The usual varieties of Coherence theories, 
however, are equally Current Time-Slice views, 
since they too make the justificational status of a 
belief wholly a function of cu"ent states of affairs. 
For Coherence theories, however, these current 
states include all other beliefS of the cognizer, 
which would not be considered relevant by 
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Cartesian Foundationalism. Have there been other 
Historical theories of justified belief? Among con
temporary writers, Quine and Popper have Histor
ical epistemologies, though the notion of 
"justification" is not their avowed explicandum. 
Among historical writers, it might seem that 
Locke and Hume had Generic theories of sorts. 
But I think that their Genetic theories were only 
theories of ideas, not of knowledge or justification. 
Plato's theory of recollection, however, is a good 
example of a Genetic theory of knowing. 11 And it 
might be argued that Hegel and Dewey had 
Genetic epistemologies (if Hegel can be said to 
have had a clear epistemology at all). 

The theory articulated by (6A) and (6B) might 
be viewed as a kind of "Foundarionalism" because 
of its recursive structure. I have no objection to 
this label, as long as one keeps in mind how dif
ferent this "diachronic" form of Foundationalism 
is from Cartesian, or other "synchronic" varieties 
of, Foundationalism. 

Current Time-Slice theories characteristically 
assume that the justificarional status of a belief is 
something which the cognizer is able to know or 
determine at the time of belief. This is made 
explicit, for example, by Chisholm. 12 The Histor
ical theory I endorse makes no such assumption. 
There are many facts about a cognizer to which he 
lacks "privileged access," and I regard the justi
ficarional status of his beliefs as one of those 
things. This is not to say that a cognizer is neces
sarily ignorant, at any given moment, of the jusri
ficarional status of his current beliefS. It is only to 
deny that he necessarily has, or can get, knowledge 
or true belief about this status. Just as a person can 
know without knowing that he knows, so he can 
have justified belief without knowing that it is 
justified (or believing justifiably that it is justified). 

A characteristic case in which a belief is justified 
though the cognizer doesn't know that it's 
justified is where the original evidence for the 
belief has long since been forgotten. If the original 
evidence was compelling, the cognizer's original 
belief may have been justified, and this jusrifica
tional status may have been preserved through 

/ memory. But since the cognizer no longer remem
bers how or why he came to believe, he may not 
know that the belief is justified. If asked now to 
justify his belief, he may be at a loss. Still, the 
belief is justified, though the cognizer can't 
demonstrate or establish this. 

The Historical theory of justified belief I advoc
ate is connected in spirit with the causal theory of 

knowing I have presented elsewhere. 13 I had this in 
mind when I remarked near the outset of the essay 
that my theory of justified belief makes jusrified
ness come out closely related to knowledge. Justi
fied beliefS, like pieces of knowledge, have 
appropriate histories; but they may fail to be 
knowledge either because they are false or because 
they founder on some other requirement for know
ing of the kind discussed in the post-Gettier 
knowledge-trade. 

There is a variant of the Historical conception of 
justified belief that is worth mentioning in this 
context. It may be introduced as follows. Suppose 
S has a set B of beliefs at time 10 , and some of these 
beliefi; are unjustified. Between 10 and t1 he reasons 
from the entire set B to the conclusion p, which he 
then accepts at t1. The reasoning procedure he uses 
is a very sound one, i.e., one that is conditionally 
reliable. There is a sense or respect in which we are 
tempted to say that S's belief in p at t1 is "justi
fied." At any rate, it is tempting to say that the 
person is justified in believing p at t. Relative to his 
antecedent cognitive state, he did as well as could 
be expected: the transition from his cognitive state 
at 10 to his cognitive state at t1 was entirely sound. 
Although we may acknowledge this brand of jus
rifiedness - it might be called "Terminal-Phase 
Reliabilism" - it is not a kind of justifiedness so 
closely related to knowing. For a person to know 
proposition p, it is not enough that the final phase 
of the process that leads to his belief in p be sound. 
It is also necessary that some entire history of the 
process be sound (i.e., reliable or conditionally 
reliable). 

Let us return now to the Historical theory. In 
the next section, I shall adduce reasons for 
strengthening it a bit. Before looking at these rea
sons, however, I wish to review two quite different 
objections to the theory. 

First, a critic might argue that some justified 
beliefs do not derive their justificational status 
from their causal ancestry. In particular, it might 
be argued that beliefs about one's current phenom
enal states and intuitive beliefi; about elementary 
logical or conceptual relationships do not derive 
their justificational status in this way. I am not 
persuaded by either of these examples. Introspec
tion, I believe, should be regarded as a form of 
retrospection. Thus, a justified belief that I am 
"now" in pain gets its justificarional status from 
a relevant, though brief, causal history. 14 The 
apprehension of logical or conceptual relationships 
is also a cognitive process that occupies rime. The 



psychological process of "seeing" or "intuiting" a 

simple logical truth is very fast, and we cannot 

introspectively dissect it into constituent parts. 

Nonetheless, there are mental operations going 

on, just as there are mental operations that occur 

in idiots savants, who are unable to report the 

computational processes they in fact employ. 

A second objection to Historical Reliabilism 

focuses on the reliability element rather than the 

causal or historical element. Since the theory is 

intended to cover all possible cases, it seems to 

imply that for any cognitive process C, if C is 

reliable in possible world W, then any belief in W 
that results from C is justified. But doesn't this 

permit easy counterexamples? Surely we can ima

gine a possible world in which wishful thinking is 

reliable. We can imagine a possible world where a 

ben~volent demon so arranges things that beliefS 

formed by wishful thinking usually come true. 

This would make wishful thinking a reliable pro

cess in that possible world, but surely we don't 

want to regard beliefi; that result from wishful 

thinking as justified. 
There are several possible ways to respond to 

this case, and I am unsure which response is best, 

partly because my own intuitions (and those of 

other people I have consulted) are not entirely 

clear. One possibility is to say that in the possible 

world imagined, beliefs that result from wishful 

thinking are justified. In other words, we reject the 

claim that wishful thinking could never, intuit

ively, confer justifiedness.15 

However, for those who feel that wishful think

ing couldn't confer justifiedness even in the world 

imagined, there are two ways out. First, it may be 

suggested that the proper criterion of justifiedness 

is the propensity of a process to generate beliefs 

that are true in a non-manipulated environment, i.e., 

an environment in which there is no purposeful 

arrangement of the world either to accord or con

flict with the beliefs that are formed. In other 

words, the suitability of a belief-forming process 

is only a function of its success in "naturaf' situa

tions, not situations of the sort involving benevo

lent or malevolent demons or any other such 

manipulative creatures. If we reformulate the the

ory to include this qualification, the counterexam

ple in question will be averted. 
Alternatively, we may reformulate our theory, 

or reinterpret it, as follows. Instead of construing 

the theory as saying that a belief in possible world 

W is justified if and only if it results from a 

cognitive process that is reliable in W, we may 

What Is Justified Belief? 

construe it as saying that a belief in possible 

world W is justified if and only if it results from 

a cognitive process that is reliable in our world. In 

short, our conception of justifiedness is derived as 

follows. We note certain cognitive processes in the 

actual world, and form beliefS about which of these 

are reliable. The ones we believe to be reliable are 

then regarded as justification-conferring processes. 

In reflecting on hypothetical beliefs, we deem 

them justified if and only if they result from pro

cesses already picked out as justification

conferring, or processes very similar to those. 

Since wishful thinking is not among these pro

cesses, a belief formed in a possible world W by 

wishful thinking would not be deemed justified, 

even if wishful thinking is reliable in W. I am not 

sure that this is a correct reconstruction of our 

intuitive conceptual scheme, but it would accom

modate the benevolent demon case, at least if the 

proper thing to say in that case in that the wishful

thinking-caused beliefi; are unjustified. 
Even if we adopt this strategy, however, a prob

lem still remains. Suppose that wishful thinking 

turns out to be reliable in the actual world!16 This 

might be because, unbeknownst to us at present, 

there is a benevolent demon who, lazy until now, 

will shortly start arranging things so that our 

wishes come true. The long-run performance of 

wishful thinking will be very good, and hence even 

the new construal of the theory will imply that 

beliefs resulting from wishful thinking (in our 

world) are justified. Yet this surely contravenes 

our intuitive judgment on the matter. 
Perhaps the moral of the case is that the stand

ard format of a "conceptual analysis" has its short

comings. Let me depart from that format and try 

to give a better rendering of our aim and the theory 

that tries to achieve that aim. What we really want 

is an explanation of why we count, or would count, 

certain beliefi; as justified and others as unjustified. 

Such an explanation must refer to our beliefi about 

reliability, not to the actual facts. The reason we 

count beliefs as justified is that they are formed by 

what we believe to be reliable belief-forming pro

cesses. Our beliefi; about which belief-forming 

processes are reliable may be erroneous, but that 

does not affect the adequacy of the explanation. 

Since we believe that wishful thinking is an unreli

able belief-forming process, we regard beliefs 

formed by wishful thinking as unjustified. What 

matters, then, is what we believe about wishful 

thinking, not what is true (in the long run) about 

wishful thinking. I am not sure how to express this 
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point in the standard format of conceptual analy
sis, but it identifies an important point in under
standing our theory. 

III 

Let us r.eturn, however, to the standard format of 
conceptual analysis, and let us conswer a new 
objection that will require some revisions in the 
theory advanced until now. According to our the
ory, a belief is justified in case it is caused by a 
process that is in fact reliable, or by one we gen
erally believe to be reliable. But suppose that 
although one of S's beliefs satisfies this condition, 
S has no reason to believe that it does. Worse yet, 
suppose S has reason to believe that his belief is 
caused by an unreliable process (although in fact its 
causal ancestry is fully reliable). Wouldn't we deny 
in such circumstances that S's belief is justified? 
This seems to show that our analysis, as presently 
formulated, is mistaken. 

Suppose that Jones is told on fully reliable 
authority that a certain class of his memory beliefs 
are almost all mistaken. His parents fabricate a 
wholly false story that Jones suffered from amnesia 
when he was seven but later developed pseudo
memories of that period. Though Jones listens to 
what his parents say and has excellent reason to 
trust them, he persists in believing the ostensible 
memories from his seven-year-old past. Are these 
memory beliefS justified? Intuitively, they are not 
justified. But since these beliefS result from genu
ine memory and original perceptions, which are 

· adequately reliable processes, our theory says that 
these beliefi; are justified. 

Can the theory be revised to meet this diffi
culty? One natural suggestion is that the actual 
reliability of a beliefs ancestry is not enough for 
justifiedness; in addition, the cognizer must be 
justified in believing that the ancestry of his belief 
is reliable. Thus one might think of replacing 
(6A), for example, with (7). (For simplicity, 
I neglect some of the details of the earlier analy
sis.) 

(7) If S's belief in p at t is caused by a reliable 
cognitive process, and S justifiably believes at 
t that his p-belief is so caused, then S's belief 
in p at t is justified. 

It is evident, however, that (7) will not do as a base 
clause, for it contains the epistemic term "justifi
ably" in its antecedent. 

A slightly weaker rev1s1on, without this 
problematic feature, might next be suggested, viz., 

(8) If S's belief in p at t is caused by a reliable 
cognitive process, and S believes at t that his 
p-belief is so caused, then S's belief in p at t is 
justified. 

But this won't do the job. Suppose - that Jones 
believes that his memory beliefs are reliably caused 
despite all the (trustworthy) contrary testimony of 
his parents. Principle (8) would be satisfied, yet we 
wouldn't say that these beliefs are justified. 

Next, we might try (9), which is stronger than 
(8) and, unlike (7), formally admissible as a base 
clause. 

(9) If S's belief in p at t is caused by a reliable 
cognitive process, and S believes at t that his 
p-belief is so caused, and this meta-belief is 
caused by a reliable cognitive process, then 
S's belief in p at t is justified. 

A first objection to (9) is that it wrongly precludes 
unreflective creatures - creatures like animals or 
young children, who have no beliefi; about the 
genesis of their beliefs - from having justified 
beliefs. If one shares my view that justified belief 
is, at least roughly, well-formed belief, surely ani
mals and young children can have justified beliefs. 

A second problem with (9) concerns its under
lying rationale. Since (9) is proposed as a substitute 
for (6A), it is implied that the reliability of a beliefs 
own cognitive ancestry does not make it justified. 
But, the suggestion seems to be, the reliability of a 
meta-beliefs ancestry confers justifiedness on the 
first-order belief. Why should that be so? Perhaps 
one is attracted by the idea of a "trickle-down" 
effect: if an n + I-level belief is justified, its 
justification trickles down to an n-level belief. 
But even if the trickle-down theory is correct, it 
doesn't help here. There is no assurance from the 
satisfaction of (9)'s antecedent that the meta-belief 
itself is justified. 

To obtain a better revision of our theory, let us 
re-examine the Jones case. Jones has strong evid
ence against certain propositions concerning his 
past. He doesn't use this evidence, but if he were 
to use it properly, he would stop believing 
these propositions. Now the proper use of evi
dence would be an instance of a (conditionally) 
reliable process. So what we can say about Jones 
is that he fails to use a certain (conditionally) reli
able process that he could and should have used. 
Admittedly, had he used this process, he would 



have "worsened" his doxastic states: he would 
have replaced some true beliefS with suspension 
of judgment. Still, he couldn't have known this in 
the case in question. So he failed to do something 
which, epistemically, he should have done. This 
diagnosis suggests a fundamental change in our 
theory. The justificational status of a belief is not 
only a function of the cognitive process actually 

employed in producing it, it is also a function of 
processes that could and should be employed. 

With these points in mind, we may tentatively 
propose the following revision of our theory, 
where we again focus on a base-clause 
principle but omit certain details in the interest 
of clarity. 

(IO) If S's belief in p at t results from a reliable 
cognitive process, and there is no reliable or 
conditionally reliable process available to S 
which, had it been used by S in addition to 
the process actually used, would have 
resulted in S's not believing p at t, then S's 
belief in p at t is justified. 

There are several problems with this proposal. 
First, there is a technical problem. One cannot 
use an additional belief-forming (or doxastic
state-forming) process as well as the original pro
cess if the additional one would result in a different 
doxastic state. One wouldn't be using the original 
process at all. So we need a slightly different for
mulation of the relevant counterfactual. Since the 
basic idea is reasonably clear, however, I won't try 
to improve on the formulation here. A second 
problem concerns the notion of "available" 

belief-forming (or doxastic-state-forming) pro
cesses. What is it for a process to be "available" 
to a cognizer? Were scientific procedures "avail
able" to people who lived in pre-scientific ages? 
Furthermore, it seems implausible to say that all 
"available" processes ought to be used, at least if 
we include such processes as gathering new evid
ence. Surely a belief can sometimes be justified 
even if additional evidence-gathering would yield 
a different doxastic attitude. What I think we 
should have in mind here are such additional pro
cesses as calling previously acquired evidence to 
mind, assessing the implications of that evidence, 
etc. This is admittedly somewhat vague, but here 
again our ordinary notion of justifiedness is vague, 
so it is appropriate for our analysans to display the 
same sort of vagueness. 

This completes the sketch of my account of 
justified belief. Before concluding, however, it is 
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essential to point out that there is an important use 
of "justified" which is not captured by this 
account but can be captured by a closely related 
one. 

There is a use of "justified" in which it is not 
implied or presupposed that there is a belief that is 
justified. For example, if S is trying to decide 
whether to believe p and asks our advice, we may 
tell him that he is "justified" in believing it. We do 
not thereby imply that he has a justified belief, 

since we know he is still suspending judgment. 
What we mean, roughly, is that he would or could 

be justified if he were to believe p. The justifica
tional status we ascribe here cannot be a function 
of the causes of S's believing p, for there is no 
belief by S in p. Thus, the account of justifiedness 
we have given thus far cannot explicate this use of 
"justified." (It doesn't follow that this use of"jus
tified" has no connection with causal ancestries. Its 
proper use may depend on the causal ancestry of 
the cognizer's cognitive state, though not on the 
causal ancestry of his believing p.) 

Let us distinguish two uses of "justified": an ex 

post use and an ex ante use. The ex post use occurs 
when there exists a belief, and we say of that belief 

that it is (or isn't) justified. The ex ante use occurs 
when no such belief exists, or when we wish to 
ignore the question of whether such a belief exists. 
Here we say of the person, independent of his 
doxastic state vis-a-vis p, that pis (or isn't) suitable 
for him to believe.17 

Since we have given an account of ex post jus
tifiedness, it will suffice if we can analyze ex ante 

justifiedness in terms of it. Such an analysis, I 
believe, is ready at hand. S is ex ante justified in 
believing p at t just in case his total cognitive state 
at t is such that from that state he could come to 
believe p in such a way that this belief would be ex 

post justified. More precisely, he is ex ante justified 
in believing p at t just in case a reliable belief
forming operation is available to him such that 
the application of that operation to his total cognit
ive state at t would result, more or less immedi
ately, in his believing p and this belief would be ex 

post justified. Stated formally, we have the follow
ing: 

(I I) Person S is ex ante justified in believing pat t 
if and only if there is a reliable belief
forming operation available to S which is 
such that if S applied that operation to 

this total cognitive state at t, S would 
believe p at t-plus-delta (for a suitably 
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small delta) and that belief would be ex post 
justified. 

For the analysans of (ll) to be satisfied, the total 

cogrut1ve state at t must have a suitable 

causal ancestry. Hence, (ll) is implicitly an 

Historical account of ex ante justifiedness. 

As indicated, the bulk of this essay was 

addressed to ex post justifiedness. This is the 

appropriate analysandum if one is interested in 

the connection between justifiedness and know-
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How to Think about Reliability 

William P. Alston 

Theones of ep1su:mic justification and or know
ledge in terms of re/1ab1l1~y have bet:n prominent 
lately. The way it rypicall}' goes is that justification 
or belief is explained in terms of reliability and 
then having a junified belief rhat p is tal:en as 
necc.....uy for knowledge that p Among those 
who propound theories of this sort are Ahrin Gold
man,1 Mar<lhall Swain,1 and Frederick SchmiH.1 

The basic mmmvc idea of a rel1.1b1l1st theory of 
justification is that justified belief is belier that 
results from a reliable belief-forming process.4 

If S's believmg p at l results from a reliable 
cognitive belicf-formmg process.. then S's 
belief in pat tis justified.5 

In this paper I will not be concerned with set
ting oul, defending, or attacking a reliabiliat 
account of 1ustification or knowledge. Indeed, I 
wdl nol be directly concerned with epi'ittmological 
issues at all. What I will treal is the rnncrpt of 
rt11ah/e lulu/ Jormallo11. I am prompted to do this 
by the fact that among lhe many cntic1sms thal 
reliabilist epistemolagy has evoked, a prominent 
place is occupied by U'.ll'K.eptual criticism~. It has 
been claimed more than once that the noriun or a 
beliefs being formed by a rc11ablr flr'OWS is too inde
terminate to permit any satisfactory ancl objective 
answer to the question of whether it applies m a 
g1nn case. If that is so, 1he theory can't geroffthc 
grournl If our grasp of n!lwbJ/ily is such that we 

or gtnally published in Pf!l/osopll/ca/ Topics 23 (1995). 
pp. 1-29; reprinted by kind permission of the author. 

are, m pnnciple, unable tu teU whether a given 
belief is fonned reliably or not, we cannol take the 
first step toward considering wht:ther, for ex
ample, a belief is justified iJJ It is reliably formed. 
Reliabil1st epistemologists including Goldman 
and Schmitt. have taken such criticism \'ery ser
rously and have anempted to rcsponcl to them I 
find these attempts not to be very successful.6 In 
this essay I hope to do better. My aim is to articu
late a conception of n!habk bduf formamm that can 
he used to set out a reliabilist theory of epistemic 
jusufication that is at least not internally incoher-

II 

The criticism on which I will concentrate has to do 
with what Richard Feldman has called the Proh/1!711 
of Ge11eral11y.1 The problem arises as follows. A 
particular belief is generated by a particular psy
chological process. But a particular process, with a 
certain spatiotempural location, is not the sort of 
thing that can be more or less reliable. Reliabilizy 
or the reverse attaches only to what 1s repeatable, 
to what has, actually ur potentially, a number of 
instances. At least this is true if we are thinking of 
e\lentsorprocesses,asrelisbiliststypicallyare. ltis 
more common in ordinary speech to aunbute 
rcliab1l1ty ancl umcliabiluy to mechanisms, like 
thermometers, carburetors, and docks, or lo med
icine~, or 10 sources of information, v.-herher per
sons or books or newspapers. These are all 
subslancts, things of one kind or another, and here 
rtpratah1li~y and 1ns1anus are not in the picture 
Nevertheless, an analogous point can be made. 



Though a clock or an encyclopedia or a medicine is 
not "repeatable," it is something that can be oper
ated, consulted, or used many times, and so there 
is something like repeatability here, viz., repeated 
employments. So the general point is that to be 
assessable as reliable or the reverse, something 
must, actually or potentially, provide a range of 
cases of the appropriate sort. For reliability is 
always a matter of the incidence of favorable out
comes in a multitude of instances or employments 
of the item in question. And if there is not at least 
the possibility of such a multitude, the question of 
the proportion of favorable cases cannot arise. 
What counts as a favorable case differs, of course, 
from one application to another. With medicines, 
it is a certain kind of medical improvement. With 
clocks, it is registering the correct time. With maps, 
it is accurate representation of location and dis
tance. For the case at hand - belief-forming pro
cesses - it is truth. A reliable belief-forming 
process is one that usually yields true beliefs. 
And, to get back to the original point, a particular 
process that takes place at a particular precise time 
is not the sort of thing that does or does not enjoy a 
favorable ratio of true beliefs among its products. 
It occurs just once; the one belief it produces is 
either true or false, and there's an end to it. Hence, 
as is regularly said by both friend and foe, it is a 
type of cognitive process, rather than a particular 
process (a token), that can be assessed for reliabil
ity. Consider a particular case of inferring a general

ization from a number of instances. If we want to ask 
how reliable that process is, we have to consider 
the type of inference to which it belongs and seek 
to determine the proportion of true generalizations 
among the (actual or possible) products of tokens of 

that type. 
Before continuing, I had best make it explicit 

that reliability is a degree concept. An instrument, 
book, or person can be more or less reliable. Thus 
when one uses "reliable" and "unreliable" as abso
lute, yes-or-no terms, one must, if one is talking 
sense, have some minimum degree of reliability in 
mind as a necessary condition for speaking of the 
item as reliable tout court. We don't want to be too 
rigid about this. One's conception of reliability, 
like many other concepts, might be less than fully 
precise without lacking content. Being reliable 
might be thought of as "usually" or "most often" 
exhibiting favorable cases, or as there being a 
"high proportion" of favorable cases, or as 
"most" of the cases being favorable, rather than 
being thought of in terms of a precise minimum 
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percentage. 8 I mention this point only to set it 
aside. Though it is an important point for the 
development of a reliabilist epistemology, it does 
not bear on the issues I will be discussing in this 
essay. 

These are the rudiments of the situation. Thus 
far the difficulty has not shown itself. But it is not 
far below the surface. If we seek to determine 
whether a particular belief is justified by determin
ing whether it was produced by a reliable process, 
the above remarks indicate that we must determine 
whether the type of belief-forming process of 
which this belief formation is an instance usually 
does or would generate true beliefs. And the diffi
culty is that there is no unique type that meets that 
description. Any particular process is an instance 
of indefinitely many process types. I will let Feld
man make the point. 

[T]he specific process token that leads to any 
belief will always be an instance of many process 
types. For example, the process token leading to 
my current belief that it is sunny today is an 
instance of all the following types: the percept
ual process, the visual process, processes that 
occur on Wednesday, processes that lead to 
true beliefs, etc. Note that these process types 
are not equally reliable. Obviously, then, one of 
these types must be the one whose reliability is 
relevant to the assessment of my belief. Intui
tively, it seems clear that the general reliability 
of processes that occur on Wednesday or pro
cesses that lead to true beliefs is not relevant to 
the assessment of my belief. The reliability of 
the visual process or of the perceptual process 
may well be important. 

Let us say, then, for each belief-forming pro
cess token there is some "relevant" type such 
that it is the reliability of that type which deter
mines the justifiability of the belief produced by 
that token. Thus, the reliability theory can be 
formulated as follows: 

(RT) S's belief that pis justified if and only if 
the process leading to S's belief that p is a 
process token whose relevant process type is 
reliable. 

In order to evaluate (RT), we need some 
account of what the relevant types of belief
forming processes are. Without such an 
account, we simply have no idea what con
sequences the proposal has since we have no 
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idea which process types are relevant to the 
evaluation of any particular beliefs.9 

Here is another formulation of the same com
plaint by Alvin Plantinga. 

The main problem, as I see it, still remains. 
Note first that any particular token - any rele
vant sequence of concrete events - will be a 
token of many different types. Consider a spe
cific visual process in Paul, where the input 
consists in retinal stimulation, let's say, and 
the output consists, for some particular scene s 
on his television, in his believing that he sees s. 
The process in question will presumably involve 
a large number of events; it will no doubt 
include an event consisting in Paul's being 
appeared to in a characteristic way. Now this 
sequence of events will be a token of many 
different types - the cognitive process, the 
visual process, the cognitive process occur
ring on a Thursday, the visual process 
occurring in a middle aged man, the visual 
process occurring in a middle aged man 
under such and such lighting conditions, 
the visual process occurring in a middle 
aged man when his retinas are being 
stimulated by light of such and such a 
character; and many more. 

It is these types that are to be evaluated for 
reliability (since, as we recall, the degree of 
justification enjoyed by the belief in question is 
a function of the reliability of the process (type) 
causing it); but obviously the types may differ 
wildly among themselves with respect to relia
bility. Which is the relevant type? Which type is 
the one such that its reliability determines the 
justification Paul has for the belief in ques
tion? 10 

Thus there is no unique type to which a parti
cular process token belongs. Each token belongs to 
indefinitely many types. Hence to construct a 
reliabilist theory of justification, we must find 
some way to pick from this embarrassment of 
riches a type on the basis of which a judgment of 
the reliability of this particular belief formation 
can be made. And, they continue, there would 
seem to be no satisfactory way of doing this. 
Here is Feldman's picture of the situation. 

In coming up with an account of relevant types, 
defenders of the reliability theory must be 

guided by the following point. If relevant types 
are characterized very narrowly then the rele
vant type for some or all process tokens will 
have only one instance (namely, that token 
itself). If that token leads to a true belief, then 
its relevant type is completely reliable, and 
according to (RT), the belief it produces is 
justified. If that token leads to a false belief, 
then its relevant type is completely unreliable, 
and, according to (RT), the belief it produces is 
unjustified. This is plainly unacceptable, and in 
the extreme case, where every relevant type has 
only one instance, (RT) has the absurd con
sequence that all true beliefs are justified and 
all false beliefs are unjustified. We can say that 
characterizing relevant types too narrowly leads 
to the "The Single Case Problem." 

A very broad account of relevant types of 
belief-forming processes leads to what we may 
call "The No-Distinction Problem." This arises 
when beliefs of obviously different epistemic 
status are produced by tokens that are of the 
same (broad) relevant type. For example, if 
the relevant type for every case of inferring 
were the type "inferring,'' then (RT) would 
have the unacceptable consequence that the 
conclusions of all inferences are equally well 
justified (or unjustified) because they are 
believed as a result of processes of the same 
relevant type. 

The problem for defenders of the reliability 
theory, then, is to provide an account of relevant 
types that is broad enough to avoid The Single 
Case Problem but not so broad as to encounter 
The No-Distinction Problem. Let us call the 
problem of finding such an account "The Prob
lem of Generality."11 

Feldman then goes on to argue at some length that 
attempts to solve this problem have not been suc
cessful, and he suggests that the prospects for 
doing better are poor. 12 

III 

Now ifl were to accept Feldman's challenge on his 
terms and attempt to respond, I would be engaged 
in what I said I would not do in this essay, viz., 
enter into the merits and demerits of reliabilist 
theories of justification. For to find a way of spe
cifying "relevant types" that avoids both his Scylla 
and his Charybdis is to find a way of assigning 



tokens to types that makes the former line up with 
intuitive judgments of justification in the right 
way, and I have disavowed any intention of doing 
that here. What I will do instead is to challenge the 
basic assumption that lies behind the challenge, 
viz., that there are no objective, psychological 
facts of the matter that pick out a unique type as 
the one of which a particular process is a token. It 
is only if that assumption is true that the reliabilist 
epistemologist is faced with the daunting task of 
providing a principled way of selecting a single 
winner from this plethora of candidates. And 
note that even if she should succeed in that task, 
she would still be subject to the complaint that the 
assignment of each token to a unique type has been 
rigged to fit an antecedent decision as to the epis
temic status of the belief, thereby giving rise to the 
suspicion that reliability is not the most basic 
determinant of justification after all. Hence a 
great deal is riding on the supposition that there 
are no objective, nonepistemic facts that determine a 
unique type assignment for each token belief for
mation. It is that supposition I will seek to 
discredit. 

Before turning to that, however, I can use 
purely conceptual, nonepistemic, considerations 
to show how to avoid Feldman's Scylla, the "Sin
gle Case Problem." That can be disposed of just by 
making it explicit that reliability is not a matter of 
actual track record but rather is a "propensity" or 
"disposition" notion. To say that a thermometer, 
medicine, or atlas is reliable is not to make a report 
of the relative frequency of favorable outcomes in 
the cases in which it has been used up to this point. 
It may never have been used at all yet, but that 
doesn't keep it from being reliable or unreliable. 
We may not be able to tell how reliable it is if it 
hasn't yet been used, but here as elsewhere it is a 
great mistake to conflate X's being P with our 
ascertaining, or being able to ascertain, that it is 
P. A thermometer may be perfectly reliable, as we 
may discover in time, even though it has just rolled 
off the assembly line and has not yet been put to 
the test. Nor is the reliability of a device a function 
of the proportion of favorable outcomes of uses 
over its entire life history - past, present, and 
future. An atlas might be perfectly reliable even 
though no one ever opens it or consults it for any 
purpose. In this respect reliability functions like 
other dispositional properties. A rubber band can 
be elastic even though it is never stretched and 
never has the chance to manifest that disposition. 
The applicability of a dispositional term depends 
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on whether the appropriate manifestations would 
result from the satisfaction of the relevant anteced
ent conditions in a suitable range of cases, whether 
or not such a spread of cases, or any cases at all, are 
ever forthcoming. An elastic substance is one that 
would resume its shape if deformed. A responsible 
person is one who would fulfill whatever commit
ments he or she made, or most of them. A reliable 
instrument is one that would usually deliver favor
able results over an appropriate range of cases if 
and when they occur. The same point holds, with 
appropriate adjustments, for process types. A type 
of belief-forming process is a reliable type provided 
that tokens of that type would generate true beliefs 
in a large proportion of a suitable run of cases. 

In denying that reliability is a matter of actual 
frequencies, I am not denying that the most direct 
way of assessing a device or a process type for 
reliability is to ascertain the frequency of favorable 
outcomes in a suitable range of cases. That is not 
the only way, but it is certainly the most direct 
way. And if we couldn't use that approach for 
many dispositional properties, we would not be 
in a position to employ less direct procedures 
that require already knowing how to apply other 
dispositional concepts. Thus, having ascertained 
by actual-frequency counts that certain human 
perceptual belief-forming processes are reliable, 
we thereby have some basis for inferring that pro
cesses sufficiently similar to those are likely to be 
reliable also. But the latter inference requires that 
we have already done some frequency count spade
work for some processes. 

Note that I have said that we need to make 
explicit the point that reliability is a dispositional 
or propensity notion, rather than a track-record 
notion. I did not say that we need to develop the 
notion in this direction or modify it so that it takes 
this shape. It seems perfectly clear to me that as we 
ordinarily use the term "reliable" it functions in 
the way I have just described. Feldman presents 
the propensity construal as something a reliability 
theorist might be driven to in order to answer 
objections. 13 And even Goldman is much too per
missive on this point. 

I have characterized justification-conferring 
processes as ones that have a "tendency" to 
produce beliefs that are true rather than false. 
The term "tendency" could refer either to 
actual long-run frequency, or to a "propensity", 
i.e., outcomes that would occur in merely pos
sible realizations of the process. Which of these 
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is intended? Unfortunately, I think our ordinary 
conception of justifiedness is vague on this 
dimension. 14 

But I don't see how anyone could possibly think 

that "tendency" might mean "actual long-run fre

quency." Nor do I see how anyone could reason

ably suppose that "reliable" (that's the term we 
should be discussing rather than "justified") is 

vague on the distinction between propensity and 

actual frequency. That's certainly not my sense of 
the way these terms work. 

Before continuing the main line of argument, I 
had better make explicit an important distinction 

between two types of belief-forming processes. In 
"What Is Justified Belief?" Goldman distinguishes 
between "belief-independent" and "belief

dependent" processes. The former take no doxas

tic inputs; the latter take at least some. Goldman 

characterizes reliability differently for the two 

types, and I will follow him in this. The formula

tion just given applies straightforwardly to belief

independent processes. In their case, reliability is a 
simple matter of the proportion of true outputs 
that would result from an appropriate range of 

cases. But the latter division is more complicated. 
There we have to give separate attention to the 
transfer of epistemic status across the inference 

and to the status that is being transferred. Gold
man handles this by treating separately the relia

bility of the process and the reliable formation of 

the output belief. 

A [belief-dependent] process is conditionally 

reliable when a sufficient proportion of its out
put-beliefs are true given that its input-beliefi are 

true. 

If S's belief in p at t results ("immediately") 
from a belief-dependent process that is (at 
least) conditionally reliable, and if the beliefs 
(if any) on which this process operates in 

producing S's belief in p at t are them
selves justified, then S's belief in p at t is 
justified.15 

Dividing the situation up in this way enables us to 

assess the process for reliability without worrying 

about the epistemic status of the inputs and then to 
use that result, along with the epistemic status of 

the inputs, to give conditions for the belief to 

satisfy reliabilist conditions for justification. With 
belief-independent processes there is no need for 

this two-stage treatment, since the inputs (experi
ences) are not the sort of things that have epistemic 

status. 
The application of my point that reliability is a 

propensity notion to Feldman's worries about "the 
single case problem" is quite straightforward. 

Since reliability doesn't hang on actual frequency, 

there is no excuse for supposing that if a belief

forming process type is exemplified only once and 
produces a true belief it is perfectly reliable, 

whereas if it produces a false belief on its only 
instantiation it is completely unreliable. Its place 
on the reliability dimension depends on what the 
proportion of true beliefs would be in a suitable 

range of instantiations, not on what actually results 

when it is realized. 
In contrasting a track-record construal with a 

propensity construal, I have presented the latter in 

terms of the frequency that would be displayed by 
a "suitable" or "appropriate" range of cases. What 

does it take for a range of cases to be "suitable"? 
First, they must be sufficiently numerous. What 

counts as sufficient will vary with different subject 

matters. We learn from experience how much 
homogeneity or heterogeneity to expect in a num
ber of cases of a given sort. The more variation we 
have learned to expect across instances, the larger 

the sample we need. Since people vary much more 
than chemical substances, we need a larger sample 

for opinion or attitude research than for determin

ing atomic weight. Second, the cases must be 
sufficiently varied along relevant dimensions to 

rule out, so far as possible, the hypothesis that 
the results are due to factors other than the char

acteristic being tested for. If we are testing for 

arithmetic ability, we wouldn't want to confine 
ourselves to very easy or very difficult problems; 

we would want to include a spread of difficulty in 
the test. Similarly, if we are testing a perceptual 
belief-forming process for reliability, we would 

want to vary the cases with respect to such factors 
as distracting "noise" from other psychological 
inputs and the degree of discrimination required 

between inputs close to each other in time and/ or 

space. These two points are applications to this 

topic of criteria that are applied to any statistical or 

sampling procedure. 
But there is another factor that must be taken 

into account here. What the last paragraph sug

gests is that a belief-forming process will be 

deemed reliable provided its exercise in a suitable 
number and range of cases would result in a high 
proportion of true beliefs. But this would seem to 



be false for many of the processes we would ordin

arily regard as reliable, so long as no restrictions 

are put on the circumstances in which the process 

occurs. Many human belief-forming processes 

would exhibit sharply different degrees of 

reliability over the whole range of conceivable 

situations. This may not be true of all. Some 

have supposed that introspection must yield only 

truths, no matter what, and some have taken the 

apprehension of propositions as self-evident to 

enjoy a like immunity to error. Moreover, if we 

restrict ourselves, as I have been doing, to asses

sing inferential processes in terms of conditional 

reliability, then if we ignore Cartesian doubts 

about the a priori, it seems that in no possible 

situation would deductively valid inferential pro

cesses fail to be conditionally reliable. But look at 

perception and nondeductive reasoning. For any 

perceptual mechanism that produces mostly truths 

in the situations in which it is actually exercised, 

there are possible situations in which that reliabil

ity would be sharply reduced. And not just logic

ally possible situations either. Even if the 

Cartesian demon is only logically possible, it is 

well within our powers to arrange environments 

in which a normal person, utilizing normal 

mechanisms of perceptual belief formation that 

serve us well in run-<>f-the-mill situations, would, 

usually or always, be led astray. We need only 

manufacture realistic enough look-alikes, or do 

something more ambitious with holographs, or 

something still more ambitious with direct brain 

stimulation. If the range of cases in terms of which 

the process is assessed for reliability were 

restricted to situations like these, it would score 

very low, even if the score would be high when 

tested in more familiar situations. To illustrate the 

problem with respect to nondeductive reasoning, 

we must have recourse to more recherche possibil

ities. It does seem at least logically possible that the 

world should be such that the modes of nondeduc

tive reasoning in which we are most confident 

would fail to produce mostly true beliefs from 

true premises and so would score low on condi

tional reliability. Consider induction by simple 

enumeration. Surely there are possible worlds in 

which when there is a high proportion of Fs in G's 

in what we take to be a properly constituted sam

ple, it is usually the case that most G's overall are 

not F. If all else fails, we can introduce a Cartesian 

demon that delights in arranging things so that 

such inferences are usually, or invariably, frus

trated. 

How to Think about Reliability 

Thus we are faced with a question as to the 

range of situations in which a process must 

yield mostly true beliefs in order that it qualify 

as reliable. If we require reliability over all 

possible situations, we will, at best, be left with a 

sharply reduced set of reliable human belief

forming habits. And if not that, how shall we 

demarcate those situations over which the test 

sample must range in order to give a relevant 

result? 
I can't think of any better answer to this ques

tion than the following. The requirement for relia

bility is that the process would yield a high 

proportion of truths over a wide range of situations 

of the sort we typically encounter. Obviously, this is 

far from precise. It doesn't draw a sharp boundary 

between typical and atypical. Moreover, it leaves 

open the possibility that the boundary, such as it 

is, can shift over time. What was atypical up to 

now may become typical with cultural, technolo

gical, or other changes. However, I believe that 

this suggestion has the right kind and degree of 

sloppiness for the concept of reliability we want for 

epistemic purposes. It does unequivocally rule out 

clearly atypical situations - Cartesian demons, 

brains in vats, and the like.16 And it makes a 

judgment of reliability dependent on our actual 

situation as human beings in the environments in 

which we actually find ourselves. This is what we 

need to capture the intuitive notion of reliability 

that is involved in reliabilist epistemologies. If I 
claim that my thermometer is reliable, it is no 

refutation to point out that it would not give an 

accurate reading on the i;un. Similarly, ifl claim to 

be able to accurately 4etermine, by vision, when I 

am standing in front of a beech tree, it would be no 

refutation of that claim to point out that I could 

not do this if I were receiving direct stimulation of 

the visual cortex in a physiological laboratory. 

When I make a judgment of reliability - whether 

for an instrument, a documentary source, a psy

chological mechanism, or whatever - I have in 

mind, at least implicitly, a range of situations 

with respect to which the claim is being made. 

What happens outside that range is simply irrele

vant to the claim. 

IV 

Now I can return to my central task - challenging 

the assumption that there are no nonepistemic 

facts that determine a unique type to which a 
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given belief-forming process belongs. Of course, in 
a way I agree that a given process token does not 
belong to only one type. With a process token, as 
with any other particular, any of its properties can 
be said to be correlated with a type to which it 
belongs; and its properties are indefinitely 
numerous. Nevertheless, some types, in this maxi
mally generous logical sense, are ontologically 
rooted, fundamental, or important in ways indefi
nitely many others are not. Even if it is true that 
you and I belong to indefinitely many classes, such 
as objects weighing more than ten pounds, objects that 
exist in the twentieth century, objects mentioned in this 
paper, etc., etc., it is still the case that membership 
in the class of human beings is fundamental for 
what we are in a way those others are not, just 
because it is the natural kind to which we belong. 
I shall suggest that something analogous is true of 
belief-forming processes - that there are funda
mental considerations that mark out, for each 
such process token, a type that is something like 
its "natural kind," and hence that in thinking of 
belief-forming process types, we are not awash in a 
sea of indeterminacy as Feldman and company 
suppose. 

To carry this through we will have to think of 
belief-forming processes in a somewhat different 
way than is common with both friends and foes of 
reliabilism. First, we will have to draw boundaries 
around the process more narrowly than is often 
done. Most discussions of the current issue are not 
very specific about the extent of the processes 
under discussion. One crucial question concerns 
whether we should think of the process as includ
ing everything in the causal ancestry of the belief 
or only some segment thereof. In particular, 
should we include events outside the organism or 
limit them to certain intra-<>rganismic, or intra
psychic, events that function as proximate causes 
of the belief? Critics typically follow the lead of 
some reliabilists in leaving this hazy. As an exam
ple of the latter, Armstrong's version of reliabilism 
runs something like this. S's belief that p is reliably 
formed provided that S has some property, H, 
such that it is nomologically necessary that if a 
subject that is H forms a belief that p, that belief 
is true. 17 This formulation is not explicitly in 
terms of processes, but it could be rewritten in 
those terms, as follows. S's belief that p is reliably 
formed provided the process that generated that 
belief has some property, H, such that it is nomo
logically necessary that any belief that is generated 
by a process with that property is true. This 

obviously puts no restriction on the extent of the 
process. Any characterization of the process that 
will yield the nomological necessity in question 
will ensure reliability of belief formation. 18 As for 
the critics, we find Feldman and Pollock consider
ing perceptual processes that include factors out
side the subject, such as distance from the object 
and lighting conditions. 

However, our paradigm reliabilist, Goldman, is 
more specific. 

In addition to the problem of "generali
ty" ... there is the problem of the "extent" of 
belief-forming processes. Clearly, the causal 
ancestry of beliefs often includes events outside 
the organism. Are such events to be included 
among the "inputs" of belief-forming pro
cesses? Or should we restrict the extent of 
belief-forming processes to "cognitive" events, 
i.e., events within the organism's nervous sys
tem? I shall choose the latter course, though 
with some hesitation. My general grounds for 
this decision are roughly as follows. Justified
ness seems to be a function of how a cognizer 
deals with his environmental input, i.e., with the 
goodness or badness of the operations that reg
ister and transform the stimulation that reaches 
him .... A justified belief is, roughly speaking, 
one that results from cognitive operations that 
are, generally speaking, good or successful. But 
"cognitive" operations are most plausibly con
strued as operations of the cognitive faculties, 
i.e., "information-processing" equipment inter
nal to the organism.19 

This seems to me just the right thing for a reliabi
list to say on this point. If the epistemic status of a 
belief is a function of the reliability of the process 
that generates the belief, it is the reliability of the 
psychological process that is crucial. Looking at 
perceptual belief formation, no matter how exemp
lary the path of the light rays from the surface of 
the perceived· object to the retina, and no matter 
how finely tuned the neural transformations 
involved in the pathway from the eye to the 
brain, if the belief is not formed on the basis of 
the conscious presentation (and/or its neural cor
relate) in a truth-conducive way, the belief will 
lack the epistemic desideratum that is stressed by 
reliabilism. It is that final step that is crucial. I note 
that by the time he came to write Epistemology and 
Cognition Goldman had lost the "hesitation" of 
which he speaks in the above passage. There he 



deals with psychological processes from the outset. 
See particularly chapter five. 

But this limitation of belief-forming processes 
to the psyche does not significantly reduce the 
embarrassment of riches where types are con
cerned. A purely cognitive belief-forming process 
will also be of indefinitely many types, including 
such undesirable intruders as happening on a Wed

nesday and generating a true belief. Moreover it will 
belong to types of all levels of generality. If it is a 
visual belief-forming process, it will be of the type 
forming a belief on the basis of such and such a kind of 

visual presentation, forming a belief about a tree, 

forming a belief about something in the vicinity, form

ing a belief on the basis of vision, forming a belief on 

the basis of perception, and so on. We are still 
drowning in indeterminacy. 

But decisive help is near. In fact, the germ of it 
is to be found in the very essay of Goldman's from 
which I have been quoting, though, as we shall see, 
he fails to take advantage of that idea to solve the 
generality problem. 

We need to say more about the notion of a 
belief-forming "process." Let us mean by a 

"process" a functional operation or procedure, 
i.e., something that generates a mapping from 
certain states - "inputs" - into other states -
"outputs." The outputs in the present case are 
states of believing this or that proposition at a 
given moment.20 

The crucial point here is that every belief for
mation involves the activation of a certain psycho
logically realized function. That activation yields a 
belief with a propositional content that is a certain 
function (the function the psychological realization 
of which is activated here) of the proximate input. 
The function involved will determine both what 
features of the input have a bearing on the belief 
output and what bearing they have, i.e., how the 
content of the belief is determined by those fea
tures.21 In order to bring our talk of reliability of 
belief closer to such paradigm subjects of reliabil
ity attribution as thermometers, medicines, and 
atlases, let's say that a psychologically realized 
belief-formation function constitutes a psychologi

cal mechanism. If you don't like this terminology, 
either because it sounds too "mechanistic" or 
because it threatens to populate the mind-brain 
with unmanageably many separate black boxes, 
we can just as well use other terms. We can think 
of the psychological realization of the function as a 
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habit of forming a belief with a certain proposi
tional content that is a certain function of certain 
features of the input or as a disposition to do that. 
Or if you prefer act-psychology, we can think of 
the subject's having the power to "take account" 
of certain features of inputs and, on the basis of 
that taking-account, form a belief with a content 
that is a certain function of those features. The 
common thread running through all this is that it 
is part of the constitution of the psyche to be so 
disposed that upon being presented with certain 
kinds of input a belief is generated with a content 
that is a certain function of certain features of that 
input. Remembering the variety of terminology 
available, I will in the ensuing oscillate between 
speaking of habits and of mechanisms. 

Let's descend from these high levels of general
ity and look at some examples. Consider the for
mation of a visual perceptual belief that a maple 
tree is in front of one. The input will be a visual 
"presentation" of a certain sort, one that involves 
the perceived object's looking a certain way.22 The 

mechanism that is activated will take account of 
certain phenomenal features of the presentation, 
while others will play no role. Certain shape fea
tures, certain color features, the spatial distribu
tion of variously colored regions, and contrasts 
with the surrounding field will be "picked up" 
by the mechani!lm, while others will be ignored. 
As for the latter, many details of the presentation 
could have been different without changing the 
content of the belief generated. The tree could 
have looked larger or smaller, the bark could 
have looked rougher or smoother, and so on. It 
all depends on what function is operative. 
Obviously, if the function were one that delivered 
a belief about size or finely discriminated bark 
texture, the features that are irrelevant to whether 
one believes merely that there is a maple tree in 
front of one would have been relevant. 

In this example I assumed that only the visual 
experience (presentation) functioned as an input. 
It is widely held that in every case of perceptual 
belief formation other beliefs of the subject play a 
role in shaping the doxastic output. Whether or 
not that is so, it is clear that in many cases the 
input is partly doxastic. As an example take an 
"individual recognition" case, rather than a "kind 
recognition" case like the previous one. Upon 
seeing a house I form the belief that it is your 
house. Actually there are a number of houses in 
the world that look just like yours, on a fleeting 
glance. But yours is the only one on this block of 
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this street in this town that looks like yours. 
Hence, let us say, my identification of the house 
as yours (my formation of the belief that this is 
your house) is influenced by my knowledge (belief) 
that I am on this block of this street in this town, as 
well as by features of the visual presentation. 

These examples may give the impression that 
the function involved in any perceptual belief for
mation is extremely specific, relating very detailed 
features of experiential input to a unique belief 
content. In view of the heavy weather made by 
Feldman and others about the problem of navigat
ing between too specific and too general a relevant 
process-type, it will be pertinent for us to consider 
for a moment where psychologically realized 
belief-forming functions stand on that dimension. 
In a word, the answer is that the operative function 
can be of various degrees of generality. Sticking 
with perceptual belief formation for the moment, 
the function could be so specific as to take only 
precisely defined experiential features as input and 
issue only beliefs with a particular propositional 
content. That is the way I was thinking of the 
above examples. But there are other possibilities. 
Consider attributions of color to perceived objects. 
Here we have what is plausibly regarded as a single 
function that maps the position of certain aspects 
of a visual input on several color-relevant dimen
sions onto a belief that the object seen is of a 
certain color. Here we can be confident that the 
function is unitary because of the systematic char
acter of the mapping. However I take this to be the 
exception rather than the rule for perceptual belief 
formation. For most propositional contents we 
don't have the possibility of systematic mapping 
that we have for color. Hence I will generally think 
of perceptual belief-forming functions as max
imally specific. 

Now let's look at a couple of inferential belief 
formations. It should be clear that on the approach 
I am suggesting the "functions" involved in 
deductive inference will be principles of inference. 
Think of a case of hypothetical syllogism. I reflect 
that ifl refuse your request for a raise you will quit 
your job, and if you quit your job I will be unable 
to find a replacement in time for a big contract that 
is impending. I, naturally, infer that if I refuse 
your request for a raise I will be unable to find a 
replacement in time for that contract. The func
tion that yields a belief that is related in that way to 
the input beliefs is a psychological realization of 
the principle of inference called "hypothetical syl
logism." Obviously, we shouldn't suppose that 

only valid principles of deductive inference are 
psychologically realized. Some people, unfortun
ately, are so constituted as to regularly form beliefs 
related to the input beliefs in the pattern known as 
affirming the consequent. Such a function would 
yield the belief that it rained last night from the 
input beliefs that if it rained last night the grass 
would be wet and the grass is wet. 

Nondeductive inference presents a more com
plicated picture. If I arrive at a generalization from 
knowledge of various instances, I typically take 
into account not only the instances in question 
but also facts about the subject matter that indicate 
what kind of sample I need in order to justifiably 
move to the generalization. As I pointed out above, 
some ranges of fact are more homogeneous than 
others and require less size and variety in the 
sample for a sound generalization. To be sure, we 
must keep reminding ourselves that we are dealing 
here with what functions are actually psychologic
ally realized, not only the ones that are reliable. 
But I think we may safely assume that in many 
cases considerations of the sort just mentioned 
figure in the input to an induction by simple 
enumeration. Again, consider inference to the 
best explanation. If I am trying to explain 
the presence of a pool of water on the floor of my 
basement, the relevant inputs will include not only 
beliefs about what the state of affairs is currently in 
my basement but also a list of possible causes of 
the water's being there, and considerations that 
bear on the likelihood of each of these causes 
having been operative. 

The reader will, no doubt, have noticed that in 
the above I switched at a certain point from speak
ing of belief-forming processes to speaking ofbelief
forming habits (mechanisms, dispositions ... ). 
This may give the impression that my activation
of-realized-functions construal of belief formation is 
simply a different approach to the matter that has 
no relevance to the approach in terms of the relia
bility of processes of belief formation. But that is not 
the case. Habit and process are two- aspects of the 
same phenomenon - belief formation. I am still 
speaking of belief-forming processes, but I have, 
following Goldman, made the conception of such 
processes more specific by thinking of such a pro
cess as the operation of a habit such as I have been 
describing. Whenever a belief-forming habit that 
involves a certain input-belief output function is in 
operation, there is a process of belief formation that 
consists of the input giving rise to the output in 
accordance with the function. It is just that instead 



of thinking, very unspecifically, of the process as 
whatever is involved in the causal history of the 
belief, I have limited the perspective to the prox
imate stage of that process and construed it in 
accordance with the input-function-<>utput 
model. 

v 

The time has come to apply all this to the general
ity problem. The application is very simple; it has 
probably already leaped to the eye of the reader. 
The function determines the relevant type. I form the 
visual belief that a car is parked in front of my 
house. What type of belief-forming process is such 
that its reliability is crucial for the epistemic status 
of that belief, according to reliabilist epistemology? 
The type that is defined by the operative function, 
viz., belief formations that proceed in accordance with 
the function that is involved here. In other words, the 
particular process, by virtue of being a functional 
mapping of input features onto output content, has 
a built in generality that is provided by the func
tion. The function is something inherently general, 
and it defines the type the reliability of which, 
according to reliabilism, is crucial for the justific
atory status of the belief in question. 

Let me say a bit more about just why the type 
defined by the operative function is the one to 
consider if we are interested, from the standpoint 
of reliabilist epistemology, in how reliably this 
particular belief was formed on this occasion. 
The type determined by the function has this 
special status just because it reflects or embodies 
the actual dynamics of the process, what is respon
sible for this belief with this content being formed 
on this basis. Hence if we assume, as reliabilist 
epistemology does, that the epistemic status of a 
belief is a function of its proximate causal history, 
of what led to its acquisition, then it is this type the 
reliability of which should be considered. To be 
sure, that assumption can be contested, but that 
issue lies outside the bounds of this paper, which is 
concerned with clearing up conceptual problems in 
reliabilist epistemology. 

To return to the visual belief that a car is parked 
in front of my house, it would be an immense labor 
to spell out the function involved here in complete 
detail, since it would mean enumerating the 
features of the visual presentation that led to my 
identifying what I saw as a c~r parked in my drive
way. (Specifying the output side of the function -
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the belief content - is no problem.) I can, of 
course, identify the experiential input accurately, 
though not analytically, by using the content of the 
belief output. I can say that the mechanism gener
ated the belief that there is a car parked in my 
driveway on the basis of an input that consisted 
in my being appeared to "car-parked-in-my
drivewayly, " or in its being just as if I were seeing a 
car parked in my driveway, or in an object's looking 
like a car parked in my driveway. But whether we 
identify the perceptual input in analytically 
illuminating terms or in output-dependent terms, 
the basic point is the same. The type of process 
the reliability of which is relevant to the epistemic 
assessment of the belief is the one defined by the 
function, which is in turn defined by a certain way 
of going from input features to output features. 
The question of reliability that is of significance 
for the epistemic status of this belief is the ques
tion of how reliable this habit, the one defined by 
this function, is. The question is as to the propor
tion of true beliefs in the outputs of this habit over 
a sufficiently large spread of appropriately varied 
cases, in typical circumstances. In other terms, the 
question is as to the reliability of forming a belief 
like this on the basis of a perceptual presentation 
like this, where the relevant respects of likeness are 
determined by the constitution of the function 
realized in this mechanism. 

As we have already seen, this point can be made 
more sharply with inferential belief-forming 
mechanisms, since there the function can be 
more easily specified, at least for deductive infer
ences. If I form the belief that Jim will come to the 
party on the input of the beliefs that Jim will come 
if he is well and that he is well, then the belief 
formed here will be reliably formed provided my 
principle of inference is conditionally reliable -
such as to lead to truths from truths, and the 
input beliefs have been reliably formed. The first 
of those two conditions will be realized if the 
principle that constitutes the function realized in 
the mechanism that gave rise to this belief is 
modus ponens. In that case the relevant type is 
such that not only is there a large proportion of 
true beliefs generated by processes of that type that 
take true beliefs as inputs; the process invariably 
yields true beliefs from true belief inputs. 

Nondeductive inference, as we have seen, pre
sents a much messier picture. Here, in order to be 
significantly reliable, a function must be sensitive 
not only to formal properties of the argument, e.g., 
that it is a generalization from instances, but also to 
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a variety of more substantive considerations - the 
character of the sample if it is a case of general
ization, various bits of relevant background know
ledge, the field of competing explanations if it is an 
explanatory inference, and so on. Still, whatever 
the complexities of nondeductive-inference func
tions, the basic point is the same. What the 
epistemic status of the particular belief depends 
on, according to reliabilism, is the conditional 
reliability of the operative mechanism, i.e., the 
extent to which the function realized by that 
mechanism would yield true belief outputs from 
true inputs in a suitable spread of cases, plus the 
epistemic status of the input. Or, to put it in terms 
of processes, the crucial issue is the conditional 
reliability of the process of going from input to 
belief output in accordance with that function, 
along with the epistemic status of the inputs. 

So when we think of the reliability of belief
forming processes in this way, we are no longer 
faced with an indefinitely large multiplicity of 
types among which we have to find some way of 
making a choice. With the illumination shed by 
this way of construing belief-forming processes, 
the "Problem of Generality," as construed by 
Feldman, Plantinga, and Pollock, dissipates like 
mist before the morning sun. To be sure, it is 
still true that a particular process token is an 
instance of an indefinite variety of process types, 
including countless silly ones like processes that take 

place on Wednesday and processes that take place in 

the shower. But now that we think of belief-forming 
processes as the functioning of a mechanism that 
embodies an input-output function, we can ignore 
all that. The function defines the epistemologically 
relevant type, and we can forget about the rest. 

VI 

But though the plurality of candidates for the 
position of relevant type has been greatly reduced, 
aren't there still serious alternatives among which 
this "functional" conception of belief-forming 
processes does not choose? Are there not many 
different ways of carving the psyche up into dis
tinct mechanisms or habits of belief formation? 
Depending on which of these we pick, we will 
end up with one or another assignment of a parti
cular process to a general habit, habits that differ 
as to degree ofreliability. Go back to my formation 
of the visual belief that there is a maple tree in 
front of me. Can't I think of the habit involved as 

one of (a) coming to believe that there is a maple 
tree in front of me on the basis of a visual pre
sentation with such and such features, or (b) com
ing to believe that there is a tree in front of me on 
the basis of sensory experience, or (c) coming to 
believe that a certain plant is spatially related to me 
in a certain way, on the basis of sensory 
experience, or ... ? That is, it looks as if I may 
think of the habit activated as possessing any one 
of widely varying degrees of generality. And it may 
well be that these habits differ in degree of re
liability. Presumably the reliability of the habit of 
forming maple-tree-in-front-<>f-me beliefs on the 
basis of visual presentations with just these fea
tures is much higher than the reliability of the 
more general habit of forming tree-in-front-<>f
me beliefs on the basis of some sensory experience 
or other. And does this not mean that we have still 
failed to pick out a unique relevant type? 

NO. At least, we are not still confronted with 
that problem if the assumptions I have been mak
ing are warranted. To properly respond to the 
above objection I need to distinguish the input 
and output sides. For the latter we can safely 
assume that the content can be determinately spe
cified. We only have a case of belief formation if 
we have a belief, one with a particular proposi
tional content. That gives us our starting point. So 
if we have a case in hand at all, we are not free to 
specify the output end of the function in various 
ways. If the belief the formation of which we are 
considering is a belief that there is a maple tree in 
front of me, then that ties down the output side, 
and there is no scope for choosing between differ
ent ways of characterizing it. No doubt, that belief 
belongs to various wider classes of beliefs - that 

some plant is in front of me, that something is in front 

of me, that some plant is spatially related to me, and 
so on. But none of these specifications gives us the 
precise or full account of the content of the belief 
in question. Hence whatever mechanism produced 
this belief can't be one that embodies a function for 
going from a certain input to a belief with one of 
those more general contents, for that is not the 
belief that was actually produced in this instance. 
So we need not worry about a latitude in how the 
output side of the operative function is specified. 

The input side and the function involved are a 
bit trickier, because they, especially the function, 
are not so open to view. Just what features of the 
input are picked up by the mechanism and just 
how the function "uses" them to determine fea
tures of the output (i.e., just what the function is) 



is not so obvious. At this point it becomes clear 
that the current objection forces me to become 
explicit about a basic assumption of my approach 
to the problem, viz., its psychological realism. I 
assume that there is always (almost always?) a 
single answer to the question, "Just what mechan
ism, embodying just what function, was operative 
in the generation of this belief?" I assume that just 
one way of generalizing from this particular sen
sory-input-belief-output relationship reflects the 
actual psychological dynamics of the situation. 
When I look out the window and form the belief 
that there is a maple tree there, there are, in the 
abstract, many functions that would yield a belief 
with that content from a visual presentation of that 
sort. The transition might be based on the leaf 
shape, the overall shape of the tree, the color of 
the leaves, the character of the bark, the size, etc., 
or some combination of such features. But I am 
assuming that in that case only one of these poss
ibilities is realized. The mechanism that was 
operative embodied one of these ways of taking 
certain features of the concrete input rather than 
others as the ones that yield a belief with that 
content. Again, when my beliefs that John will 
come to the party if well and that John is well 
yield the belief that John will come to the party, 
there are many abstract possibilities as to the prin
ciple of inference involved. The mere fact that the 
inference exhibits a modus ponens form does not 
guarantee that this is the principle that was psy
chologically operative. I could have been utilizing a 
function that yields that belief on the basis of any 
beliefs about John, or on the hasis of any set of 
beliefs one of which is a conditional, or ... 
Nevertheless, according to my psychological rea
lism, exactly one of those possibilities is realized in 
this case. And whichever one is realized, it is the 
reliability of that function (or of the correlated 
mechanism or process) that is crucial for the epis
temic status of the belief. 

Like any form of realism this one can be 
opposed. One can doubt or deny that the psyche 
really is determinate in this way; and one can hold 
that we are therefore free to make any of indefi
nitely many choices in picking a determinate 
function for purposes of assessing a given belief 
for degree of reliability. And here as elsewhere 
epistemological motives for antirealism are 
prominent. It may be claimed that we lack the 
access to the details of cognitive processes that 
would be required to determine in each case 
just exactly what function is operative. One of 
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Plantinga's objections to reliabilism is along these 
lines. 

Indeed, if, as Goldman suggests, the relevant 
type must be specified in psychological or phy
siological terms, we won't be able to specify any 
such types at all; our knowledge is much too 
limited for that. 23 

I can't enter into a full-dress defense of psycho
logical realism in this essay. The main point I am 
concerned to make at this point is that the viability 
of a reliabilist theory of justification or knowledge 
hangs on the viability of psychological realism. If 
there is not an objective fact of the matter as to 
what input-output function is utilized in a given 
belief formation, then reliabilists are helpless 
before the Problem of Generality, and they may 
as well pack their bags and go home. This is why I 
said that the issues raised by the current objection 
are so crucial. They go straight to the heart of what 
it takes for reliabilism to be a real possibility for 
epistemology. 

But short of a full-dress defense I will say this. 
First, we should not unduly inflate the epistemo
logical requirements for psychological realism 
about belief-forming mechanisms. To be sure, if 
our position vis-a-vis such mechanisms were one 
of total ignorance, the game would not be worth 
the candle. But we should also be alive to the point 
that it is highly reasonable to suppose that there 
are many objective facts we will never know about, 
and even facts we are incapable of knowing about. 
Details of the past history of humanity, the earth, 
the solar system, and, more generally, the universe 
present many examples of this. Hence human 
epistemic incapacities vis-:i-vis X's are not neces
sarily fatal to realism about X's. 

My second point is that our cognitive access to 
belief-forming mechanisms is not as scanty as my 
antirealist opponent makes it out to be. Although 
we, obviously, can't peer into a psyche with some 
instrument and observe the little input-output 
functions doing their thing, we are in a similar 
situation with respect to many other matters 
about which we know something; and the 
approaches we use in those cases are available 
here too. When it is a question of what function 
was operative in my own case, I often have a 
"participant knowledge" of this. Although my 
knowledge of my own input-output mappings is 
far from ideally complete, and although I am not 
immune from error in such matters, I typically 
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can, by reflecting on what is going on, gain some 
significant degree of insight into what it was that 
led me to form a certain belief. In the perceptual 
cases, even if I can't spell out in detail the 
"atomic" perceptual cues that enabled me to 
recognize what I was looking at as a maple tree, 
still I have some insight into the "look" of the 
object that tipped me off; and I can recognize 
relevantly similar looks when they recur. In 
inferential cases I can often, if I am analytically 
inclined, formulate the principle(s) of inference on 
which I was relying; or at least I can recognize 
relevantly similar inferences when they occur. As 
for third-person cases, if I want to know what 
function was operative in Sam's inference about 
John's coming to the party, I can put him to the 
test in other cases with and without a modus 
ponens structure, and with or without the other 
features mentioned above. In that way I can try to 
find consistent patterns in the way he draws con
clusions; and although success is not guaranteed, I 
might reach some fairly solid results. The percept
ual cases are again more difficult, but there too I 
can vary input-output relationships in such a way 
as to give myself a chance to find consistent, fairly 
stable patterns of relating perceptual-presentation 
features to belief content. These techniques yield 
less than maximally conclusive results for several 
reasons. For one thing, a person might be utilizing 
a given function on one occasion, even though she 
doesn't do so regularly, often, or consistently. 
Habits of belief formation, like other habits, can 
be more or less stable, and they definitely are 
subject to change. For another thing, no matter 
how many competing hypotheses we have elimin
ated as to what the function is on a given occasion, 
there are always more looming on the horizon. 
Nevertheless, by using techniques such as these, 
we are considerably better off than blankly ignor
ant as to what function is operative in a given case 
of belief formation. 

Another point about psychological realism. I 
don't want to overstress the determinacy and pre
cision of belief-forming functions or, for that mat
ter, belief contents. Indeterminacies to which all 
psychological states and operations are heir are to 
be found here as well. Some, or all, of my belief
forming habits may be such that there is some 
leeway as to exactly where certain perceptual fea
tures must be on relevant dimensions (of size, 
color, pitch, etc.) in order to generate a certain 
belief content. Even if the input sensitivity is per
fectly precise, there may be some looseness in the 

way in which input features determine belief con
tent. Exactly the same features might at one time 
yield the belief that a maple tree is present and at 
another time (with the "same mechanism" operat
ive) yield the more specific belief that a sugar 
maple is present. Indistinguishable samples might 
on different occasions yield general beliefs with 
somewhat different statistical parameters or some
what different degrees of confidence. And so on. 
The psychological realism I espouse is committed 
only to a degree of determinacy of belief-forming 
mechanisms that is sufficient to make it worth
while invoking them in thinking about the relia
bility of belief formation as well as many other 
matters. 

Here are two other complexities that would have 
to be recognized in an adequate theory of belief
forming processes and an adequate reliabilist epis
temology. First, more than one habit might be 
involved in a particular belief generation. My 
belief that it is my wife's car that I see parked in 
our driveway might be generated both by a per
ceptual mechanism that takes account of features 
of my current visual experience and by an infer
ential mechanism that takes as input the belief that 
she told me when I left in the morning that she 
would be at home all day. I don't think this kind of 
overdetermination poses any special difficulties for 
cognitive psychology, but it does require the relia
bilist epistemologist to make a decision as to which 
mechanism is such that its reliability is crucial for 
the justificatory status of the belief. As I have said, 
I am not, in this paper, setting out to develop a 
reliabilist epistemology. But I will say, in passing, 
that if each process would have been sufficient by 
itself to produce that belief, it would seem reason
able for the reliabilist to hold that the belief is 
justified provided either of the processes is suffi
ciently reliable. 

The second complication is this. I have been 
talking as if every belief is generated by a single 
momentary input-output mapping. But, as we all 
know, some beliefs are arrived at only after a more 
or less extended period of deliberation, search for 
evidence or reasons, weighing considerations pro 
and con, and so on. How are we to fit that sort of 
thing into the picture I have been developing? 
Here I believe that it is primarily the psychologist, 
rather than the epistemologist, who has additional 
work to do. In developing the psychology of belief 
formation, the cognitive psychologist has to decide 
how to represent the structure of these extended 
deliberative processes. For one thing, more than 



input-belief output mappings are involved. The 
searches for relevant evidence and weighing of 
pro and con considerations are processes of a dif
ferent character. Perhaps the thing to say is that 
the belief-forming process occurs only at the end 
of the deliberation and that when it occurs it is of 
the simple, momentary sort of which I have been 
speaking. Or perhaps some other construal would 
be preferable. In any event, I am happy to leave 
this issue to the cognitive psychologist. So far as I 
can see, a reliabilist epistemology could work with 
whatever account seems best from the standpoint 
of psychological theory. 

Interestingly enough, Goldman, who, as we 
have seen, proposed the input-output function con
ception of belief-forming processes, has failed to 
take advantage of this idea to solve the generality 
problem. Here is what he says about that problem 
in the very essay in which that functional construal 
was advanced. 

A critical problem concerning our analysis is the 
degree of generality of the process-types in 
question. Input-output relations can be speci
fied very broadly or very narrowly, and the 
degree of generality will partly determine the 
degree of reliability ... 

It is clear that our ordinary thought about 
process-types slices them broadly, but I cannot 
at present give a precise explication of our 
intuitive principles. One plausible suggestion, 
though, is that the relevant processes are 
content-neutral. It might be argued, for example, 
that the process of infe"ing p whenever the 
Pope asserts p could pose problems for our 
theory.24 

There is no hint that the identification of the 
function involved in a particular belief acquisition 
itself serves to define the relevant type of process. 
The discussion in Goldman's Epistemology and 
Cognition goes beyond the above remarks, but, 
aside from using the propensity conception of re
liability to dissolve the Single-Case Problem, the 
additional suggestion amounts to the following. 

But how is it determined, in each specific case, 
which process type is critical? ... Let me 
advance a conjecture about the selection of pro
cess types, without full confidence. The conject
ure is: the critical type is the na"owest type that 
is causally operative in producing the belief 
token in question.25 
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But if my remarks in this essay are on target, there 
is only one "type," i.e., only one realized function, 
that is causally operative in a given case, apart from 
cases of overdetermination. The function, and the 
process type it defines, can, of course, be charac
terized in various ways, as we have seen, because it 
has various properties, intrinsic and relational, 
beyond the constitution of the function that 
specifies its epistemically relevant character. But 
when we are interested in knowing what kind of 
process to check for reliability in order to assess 
the belief epistemically, the realized function that 
was actually operative in the belief generation gives 
us a unique answer to that (if we know enough 
about the particular case to take advantage of this 
possibility). 

Why haven't philosophers seen this, even phi
losophers like Goldman who realize that a belief
forming process is, essentially, the operation of a 
realized input-output function? Again, I suspect 
that the reluctance to be this psychologically realist 
plays a major role here. If one simply talks of 
"processes," each of which belongs to indefinitely 
many classes or types of processes, one is not 
making such strong psychological assumptions. 
But, as I said above, if one is not prepared to be 
that realist about the psyche, one should quit try
ing to be a reliabilist in epistemology. 

VII 

This completes my central task in this paper -
exhibiting a psychological, nonepistemic basis for 
identifying a unique type in terms of which a 
particular case of belief formation can be assessed 
for whether the belief was reliably formed. It is not 
the case that all type assignments based on 
properties of the process are on a par. In every 
case there is one that reflects the actual dynamics 
of the belief formation, and, naturally, it is this one 
to which we should look if we are interested in how 
that particular belief formation stacks up with 
respect to reliability. 

I have said more than once that it is no part of 
my intention here to enter into the issues that arise 
when one tries to build on this result to develop a 
reliabilist account of justification and/ or know
ledge. Nevertheless, the above results can be used 
to throw light on some further objections to that 
enterprise. In this section I will say a few words 
along those lines about what Feldman calls the 
"No-Distinction Problem." 



William P. Alston 

You will remember that Feldman presents that 
problem as follows. 

A very broad account of relevant types ofbelief

forming processes leads to what we may call 
"The No-Distinction Problem." This arises 

when beliefs of obviously different epistemic 

status are produced by tokens that are of the 
same (broad) relevant type. For example, if 
the relevant type for every case of inferring 
were the type "inferring," then (RT) would 

have the unacceptable consequence that the con
clusions of all inferences are equally well justi

fied (or unjustified) because they are believed as 
a result of processes of the same relevant type. 26 

Of course the reliabilist will seek to make type 

assignments such that it is not implausible that all 

beliefs produced by tokens of a single type have 

the same epistemic status. The question for me is 

as to whether epistemically relevant types picked 

out in the way I have been suggesting pass the no

distinction test. Are actual belief-forming/unctions 
sufficiently homogeneous epistemically? I am not 

going to try to answer that question in this paper. 
Instead I will point out how the reasons given by 
Feldman and Plantinga for doubting that any types 
satisfy this requirement can be seen to fail if we 

restrict ourselves to psychologically realist types. 
And I will end with a few considerations that 

suggest that the belief-forming functions in the 

human psyche might well be epistemically 

homogeneous. In this discussion I will assume 

that the functions in question are maximally 

specific, in that any difference in input that is 

registered by the function indicates a different 
function. 

One case used by Feldman, following Goldman, 
has to do with visually recognizing a mountain
goat. Feldman has been making the obvious point 

that so broad a type as visual belief formation fails 
the no-distinction test. He then cites Goldman's 
statement that seeing a nearby object is a different 

process from seeing a distant object. Feldman 

supposes that this difference has to be drawn in 

terms of external conditions of observation.27 But 

that is not so. The relevant features of the sensory 

experience will obviously be different in the two 
cases, and so a different function will be activated. 

At a later stage he considers borderline cases such 
as often confront an umpire calling balls and 

strikes. "Some of the objects the person sees may 
clearly have the property in question while others 

do not. As a result, some beliefs to the effect that 
the object has the property may be better justified 

than others. " 28 And so the products of "the pro
cess" are epistemically heterogeneous. But, again, 

it is plausible to suppose that the subject is sensi

tive to differences between cases that are visually 

clear and cases that are not. Hence there will be at 

least two different functions involved. 
I find that all of Feldman's cases can be plau

sibly disposed of in this way, once we think of 

relevant types in terms of the input-output func
tions. Of course, this doesn't show that all belief
forming functions are epistemically homogeneous, 

any more than Feldman has shown that many of 
them are not. 29 As previewed, I will end by pre

senting some considerations that are relevant to 
the consideration of this question. 

First it is clear that there is no possibility of 

epistemic heterogeneity for deductively valid 

inferential functions, like modus ponens, that are 

logically guaranteed to yield a true conclusion 

from true premises whatever the subject matter. 
Outside that realm we don't have the same sort of 

guarantee. But it still seems plausible that the 
kinds of functions we have been discussing don't 
suffer from epistemic heterogeneity. As for non

deductive inference, if we were to try to treat this 
formally on the model of deduction, we would run 

into the No-Distinction Problem. Think of the 
formal inductive function - producing the belief 

that Most F's are G's on the input of one hundred 

Fs that are G's without any Fs that are not G's. 

Obviously this works better with some Fs and G's 

than with others. It gives us a higher reliability if F 

is golden retriever and G is affectionate than it does 
if F is book and G is has a red cover. But it seems 

clear that the nondeductive inference functions 
generally internalized are not of this sort. They 
are, rather, designed to be sensitive to peculiarities 

of the subject matter as well as to the kind of 
inference involved. Again, an "argument-to-the

best-explanation" function will be sensitive to a 
good deal of specific information about the expla

nandum as well as about the competing explana

tions and the factors that affect their comparative 
assessment. And as for perceptual belief functions, 

so long as they restrict inputs to one set of experi
ential features, perhaps together with relevant 

background beliefs, and involve a single way of 

mapping these onto belief output content, there 
would seem to be no way in which some subset of 
their uses would involve a significantly higher 

proportion of true beliefS than others. 



But since, as I have already been at pains to 
point out, our knowledge of the details of human 
belief-forming functions is imperfect at best, we 
cannot be sure that there are no functions that 
founder on the No-Distinction Problem. Perhaps 
some, or even many, people instantiate purely for
mal nondeductive inference functions that are 
defective in this way. Moreover, as the editor of 
this issue pointed out to me, even if no human 
belief-forming functions are epistemically hetero
geneous, there are surely possible subjects that 
instantiate such functions. And doesn't a reliabilist 
epistemology aspire to handle possible as well as 
actual cases? Leaving that last issue aside, I will 
conclude by discussing the possibility of a single 
humanly realized perceptual function that fails the 
no-distinction test by virtue of delivering a belief 
with a certain propositional content on any one of a 
variety of inputs. 

Think of the familiar point that there are var
ious ways which the members of a kind look. 
Consider "dog," "true," "pine tree," or "house." 
There is an enormous diversity in the kinds of 
perceptual presentation that a particular person 
will regularly take as indicating that a perceived 
object is a dog or a tree or a house. Not all dogs or 
all houses look just alike, not by a long shot. And it 
may well be that my identification of something as 
a dog by the use of one of these componenc inputs 
is much more reliable than others. Some doggy 
looks are more similar to wolf looks or fox looks 
than other doggy looks. Some pine trees are harder 
to distinguish from other conifers than other pine 
trees. And if it is correct in cases like this to count 
all my ways of going from the look of X to the 
belief that X is a dog, or a pine tree, as exercises of 
a single habit, then if we determine the reliability 
status of a particular belief by determining the 
reliability of the habit the activation of which 
gave rise to that belief, it looks as if we are stuck 
with a not inconsiderable number of cases in which 
the epistemic assessment of the particular belief 
will be indeterminate because of the heterogeneity 
of the habit that produced that belief. 

But this is a serious worry only if it is a serious 
possibility that there are unitary belief-forming 
habits of this sort. And that is dubious. It is by 
no means obvious, from introspection and other 
ordinary means of access, just what to say about 
such cases. Where there is a single unified func
tional relationship that we can formulate and that 
is plausible to regard as the content of an actual 
belief-forming habit, as with perceptual color attri-
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butions, then we have an obvious reason for 
attributing a belief-forming habit that embodies 
that rather broad function to people. But here we 
have no such reasons available. Why should we 
suppose that anyone possesses a single function 
that includes all her ways of perceptually identify
ing a dog or a pine tree. If we have any basis for 
doing so, it will be a more recherche theoretical 
basis. And theoretical considerations would seem 
to tend in the other direction. After all, the only 
reason for supposing there to be a unified function 
here is the commonality in the content of the belief 
output. Aside from the fact that the inputs include 
features of perceptual presentations, that is the 
only thing that stretches over the whole territory. 
The particular experiential features vary widely, 
and the ways in which these features are mapped 
onto belief content vary correspondingly. Hence 
we have only the slenderest of excuses for suppos
ing there to be a single function. Given that the 
basic notion of a belief-forming function is tied to 
a certain way of mapping input features onto belief 
output content, and given that many ways are 
lumped together here in the alleged single complex 
function, there are strong reasons for positing a 
large number of perceptual dog-recognition func
tions, and, in the absence of more compelling 
reasons on the other side, that is the best choice, 
apart from the exigencies of epistemological 
theory. 

Hence I am not inclined to worry about the 
"No-Distinction Problem" in cases like this. To 
be sure, for any perceptual belief-forming func
tion, no matter how specific, there will be some 
variation in experiential inputs. Even when I am 
looking at the maple tree in my front yard from 
exactly the same distance and angle and at the 
same time of day, there will still be minor varia
tions from the quality of the light, the condition of 
the tree, and so on. But we must remember that 
the effective inputs to a habit, what it "takes 
account of' in forming the belief, are abstract 
features of the presentation, not that presentation 
in all its concreteness. Hence the inputs can be the 
same through considerable variation in the total 
character of the presentation. 

VIII 

To sum up. I have suggested that we think of 
belief formation in a psychologically realistic way, 
as involving an input-output mechanism (habit) 
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that yields belief outputs as a certain function of 
relevant features of inputs. If we do so, we can 
escape from the dilemma of what choice to make, 
for epistemic assessment as to reliability, of the 

type to which a particular belief-forming process 
belongs. That choice is settled for us by the ident

ity of the function involved in the belief formation 
in question, for that function is something that 
possesses a built-in generality. In other words, a 
particular belief formation is the activation of a 
general mechanism (habit) that operates in accord
ance with a certain function. The mechanism 
(habit) is the psychological realization of that func
tion. On this basis we can say what it is for a belief 
to be reliably formed. 

I. A belief is reliably formed if and only if it was 
formed by the activation of a reliable belief
forming habit. 

And: 

II. A belief-forming habit is reliable if and only if 
it would yield a high proportion of true 
beliefs in a sufficiently large and varied run 
of exercises in situations of the sorts we typic
ally encounter. 
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The Generality Problem for 
Reliabilism 

Earl Conee and Richard Feldman 

I Introduction 

A Reliabilssm and 1he generality problem 

Reliahilism is the most widely discussed omtem

porar} epistemological theory. The most widel) 

rl1scusscd version of reliab1hsm is process reliabil

ism, which make~ the processes thal cause and 

.sustain behefa cpisrcmK:all" crucial The cem:ral 

idea of process reliability - theories of epistemic 

justific:ationisthis: 

RJ. A belid is ju~nfied if an<l only 1f II 1s 

produced by a process that reliably leads to 

rruebeliefs.1 

A folly articulated reliab1bst theoI) must identify 

with sufficient clarity the narure of the processes it 

imrokes.111 doing so, the theory confronts what has 

come to be known as "the generalit) prohlem."2 

A ~imple example will show the nature of the 

problem Suppose that Smith ha.~ good vision and 

is familiar with the visible differences among com

mon species of Uees. Smith looks out a houi;e 

window one sunnv afternoon and sees a plainly 

visible nearby maple tree. She fonns the belief 

that there isa maple tree near the house. A~ng 

everything else in the example ts normal, this 

belief is justified and Smith knows that there is a 

maple tree near the house. Process reliabilist the

ones reach rhe righi: verdict about this case onl} if 

it is nue that r:he process that caused Smith's belief 

is reliable. And one might think that the process is 

0(1glnally published in PfllloscphJceJ Studies 89, 1 

(1998), pp. 1-29: repiTlled by kind pem-."sslon of 
Kluwer Academic Publishers. 

obviously reliable. However, before accepting this 

conclusion, we should think carefully about exactly 

what that process is and what lls reliability consists 

in. 
Light reflects from the lree and its surroundings 

in10 Smith's eyes. Optic neural events result, and 

these produce funher neural events within Smith's 

brain. Particular concrete occurrences, invohing 

sensory neural simularion in combination with 

complex s1andmg conditions in Smith's brain, 

result in Smith forming the belief. This sequence 

of concrete events is the process that caused 

1he belief. So, if wc take r:be prou:sii that must be 

reliable to be composed of causaU}' active events 

that bring about the belief, then reliabilism 

requires for justification that a sequence of con

crete events is reliable. 

However, reliability isa kmd of tendency. The 

nohon of reliability applies straightforwardly only 

to enduring mechanisms. such as an eye or a whole 

\'isu.al system, and to repeatable t)pes of processes, 

such as the type: 11isuall} initiated belief formation. 

Reliability does nor apply in any obvious way to 

rhe partiLular sequence of concrete events thac 

caused Smith's belief on this occa«ion Each 

event m r:he sequence happens only once and the 

sequence causes whatever belief~ result just on that 

occasion. Process reliahilists who realize tb"s have 

sought the requisite reliability in r:he types of pro

cess of which particular causal sequences are 

tokens.3 

AB many rehabiliscs have recognized, each token 

process that causes a particular belief is of numer

ous differcnc types of widely \'arying reliabilitv. 

The token event sequence 111 our example ofsee1~g 
the maple rree is an instance ofthe following r:ypcs, 



among others: visually initiated belief-forming 
process, process of a retinal image of such-and
such specific characteristics leading to a belief that 
there is a maple tree nearby, process of relying on a 
leaf shape to form a tree-classifying judgment, 
perceptual process of classifying by species a tree 
located behind a solid obstruction, etc. The num
ber of types is unlimited. They are as numerous as 
the properties had by the belief-forming process. 
Thus, process reliability theories confront the 
question of which type must be reliable for 
the resulting belief to be justified. It is clear that 
the answer to this question will significantly affect 
the implications of the theory. For instance, while 
visually formed beliefs in general seem to be fairly 
reliable, processes that use a characteristically 
maple-leafish visual experience to judge that a 
maple tree is near seem much more highly reliable, 
and perceptual processes leading to a belief that a 
tree, which is behind a solid obstruction, is of a 
particular species seem generally unreliable, in 
spite of the fact that in some of their instances, 
such as the present case, the obstruction is trans
parent. The process token is of endlessly many 
other types as well, types of extremely varied relia
bility. So, which type has to be sufficiently reli
able? 

Process reliabilists must solve this generality 
problem. A solution identifies the type whose 
reliability determines whether a process token 
yields justification. 4 This type is "the relevant 
type" for that token. Thus, it is not the causally 
active process token that has to be sufficiently 
reliable, according to reliabilists. It is the relevant 
type of the process. We need to know what deter
mines this sort of relevance. 

Without a specification of the relevant type, 
process reliabilism is radically incomplete. Only 
when a bearer of reliability has been identified 
does the theory have any implications about the 
justification of beliefs in particular cases. Philoso
phers often overlook this. They purport to deter
mine whether or not a given belief is justified 
according to reliabilism using nothing more than 
one description of the process causing the belief. 
No such inference is acceptable. The theory must 
first be elaborated at least enough to imply exactly 
what process type has to be reliable in the case in 
question. A fully general reliabilist theory of justi
fication has to do this for all cases in which there is 
a fact of the matter. 

A second necessary task for process reliabilists is 
to specify which situations of a process type's 
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operation determine whether or not the type is 
reliable. Strength of reliability might be settled 
by the frequency with which the process actually 
produces true beliefs or rather by its truth
to-falsehood output ratio in certain counterfactual 
circumstances. The generality problem arises no 
matter how this question about reliability is 
answered. William Alston's sensible specification 
of what determines the reliability of a process type 
will do for present purposes: 

R. A process type is reliable if and only if it would 
yield a high proportion of truths over a wide 
range of situations of the sort we typically 
encounter. 5 

B Necessary conditions for a solution to the 
generality problem 

A solution to the generality problem must meet the 
following three conditions. 

First, it must be principled. Given the multi
plicity of belief-forming process types and their 
variations in reliability, it is easy to make ad hoc 
case-by-case selections of types that match our 
intuitions. But case-by-case selections of relevant 
types does not constitute working out a reliabilist 
theory of justification. 

The claim that the reliability of "the relevant 
type" of the belief-forming process is what deter
mines a beliefs justification is analogous to the 
claim that "the suitable type" of a horse is what 
produces victory in a horse race. In the absence of 
further explanation, this use of "suitable" has no 
definite content. On its own, the phrase "the sui
table type of horse" tells us nothing about what 
makes horses win races. If there is no 
further explanation but rather we are offered 
case-by-case choices of "suitability-making prop
erties," choices made on the basis of knowing 
which horses are the winners, then the claim is 
no closer to having any definite content. Clearly, a 
general basis for identifying suitability is required 
for the claim to say more than just that something 
or other makes each winning horse win its race. 
Analogously, we have an informative reliabilist 
theory of knowledge or justification only after we 
are told what determines "the relevant type" in 
general. 

Although a solution must be principled, it need 
not state necessary and sufficient conditions for 
relevance that are either precise or always deter
minate. Claims to the effect that a belief is 
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"epistemically justified" might be vague and they 
might be context-sensitive in various ways. A solu
tion must be universal only in that it must specify 
the relevant type whenever there are definite facts 
about justification. 

The second requirement for solving the general
ity problem is that the rule must make defensible 
epistemic classifications. Stating a general rule of 
relevance that merely assigns some type or other to 
each process token does not constitute an adequate 
solution to the generality problem.6 The types 
identified must have a reliability that is plausibly 
correlated with the justification of the resulting 
beliefs. 

Finally, a solution must remain true to the spirit 
of the reliabilist approach. We are addressing pro
cess reliability theories. 7 So, the rule of relevance 
must somehow implement the basic idea that it is 
the reliability of a process of belief formation, 
specified in nonepistemic terms, that settles the 
epistemic status of the belief. Process reliabilists 
characteristically think that a belief is justified 
because the workings of the process that produced 
it (or sustained it) are sufficiently conducive to 
generating true beliefS. A solution to the generality 
problem would specify those workings so as to bear 
out this idea. A solution thus cannot identify the 
relevant type for a process in a way that merely 
smuggles a non-reliabilist epistemic evaluation 
into the characterization of relevant types. For 
instance, one could develop a form of"reliabilism" 
that just restates an evidentialist theory of justifi
cation in a roundabout way. Pseudo-reliabilism of 
this sort holds that there are only two relevant 
types of belief-forming process. One type is "belief 
based on adequate evidence" and the other type is 
"belief based on inadequate evidence." Assuming 
that the first of these is reliable and the second is 
not, this version of reliabilism will get plausible 
results (or at least results that an evidentialist 
would find plausible).8 But this theory is only 
verbally a version of reliabilism. It mentions the 
processes of belief formation only in order to char
acterize the quality of the evidence for the belief. 
This is obviously incompatible with the spirit of 
process reliabilism. 

C Our thesis 

Our thesis is that the prospects for a solution to the 
generality problem for process reliabilism are 
worse than bleak. We will investigate the merits 

of approaches exemplified by several recent pro
posals. There is no significant progress in any 
of these approaches, singly or in combination. 
The basic process reliabilist idea just does not 
pan out. 

It is reasonable to look for a solution to the 
generality problem in three places: common 
sense, science, and context. Common sense is the 
likeliest source. As we shall soon see, Alvin Gold
man's early account of reliabilism draws much of 
its initial attraction from the prima facie correlation 
between justified beliefs and beliefs produced by 
common sense types of processes that are probably 
reliable. Goldman immediately realized that some 
refinement of these common sense types is needed, 
for reasons that we shall illustrate below. But at 
first glance the thought is appealing that common 
sense process types like "careful perception," 
"vivid memory," and the like are reliable. So, it 
makes sense to pursue the reliabilist idea that these 
types of process produce justified beliefs because 
of their reliability. In contrast, common sense 
belief-forming process types like "guessing" seem 
to be unreliable and seem to yield unjustified 
beliefs. 

If, as we shall argue, common sense types will 
not do, then the next likeliest source of relevance is 
scientific classification. Scientific types of belief
forming processes are types that correspond to the 
predicates that enter into the laws and explanations 
of science. We shall next investigate the possibility 
of solving the generality problem by identifying 
relevant types with these scientific types. 

Another reasonable thought is that different 
types are relevant to justification in different con
texts, just as different comparison classes deter
mine the application of terms like "small" and 
"far" in different contexts and just as different 
reference classes determine the truth value of 
probability judgments in different contexts. 
Thus, we shall consider next the merits of con
textualist solutions to the generality problem. 

We shall argue that none of these approaches 
works out. This might raise the concern that our 
way of posing of the generality problem for relia
bilism is somehow ill-conceived. It might be 
thought that the relevant types are obvious when 
the question is properly understood, or that no 
general solution is actually needed. We shall take 
up this line of thinking as well., 

That exhausts the reasonable philosophical 
approaches to the generality problem. If they all 
fail, then so does process reliabilism. 



II Common Sense Types 

In his pioneering defense of process reliabilism, 
Alvin Goldman appeals to common sense process 
types in an effort to convey the plausibility of the 
theory. He writes, 

... what kinds of cause confer justifiedness? We 
can gain some insight into this problem by 
reviewing some faulty processes of belief-forma
tion, i.e., processes whose belief-outputs would 
be classed as unjustified. Here are some exam
ples: confused reasoning, wishful thinking, reli
ance on emotional attachment, mere hunch or 
guesswork, and hasty generalization. What do 
these faulty processes have in common? They 
share the feature of unreliability: they tend to 

produce effor a large proportion of the time. By 
contrast, which species of belief-forming (or 
belief-sustaining) processes are intuitively 
justification-conferring? They include standard 
perceptual processes, remembering, good 
reasoning, and introspection. What these 
processes seem to have in common is re
liability. 9 

Thinking of reliabilism in terms of these types 
gives the theory its initial appeal. 

However, common sense types have two liabil
ities as the basis for a solution to the generality 
problem. First, there are far too many common 
sense types to provide a unique identification of 
the relevant type for each process token. In our 
initial example, Smith's visually formed maple tree 
belief results from a process instantiating all the 
following common sense types: visual process, per
ceptual process, tree-identifying process, daytime 
process, indoor process, etc., etc. These types dif
fer widely in their reliability. So, we still need to be 
told which one determines the justificatory status 
of the resulting belief. 

The other main problem with the types Gold
man mentions is that not all beliefs resulting from 
any one such type are even approximately equally 
justified. Consider another common sense type 
that Goldman refers to, brief and hasty scanning. 
Sometimes, on the basis of a brief and hasty scan
ning we can get extremely well justified beliefs, as 
when we see in a glance that there is a tree in the 
backyard. Other times brief and hasty scanning 
does not yield a justified belief, as when the belief 
concerns exactly how many leaves are on the tree. 
Simple common sense classifications are thus too 
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broad to make the right epistemic distinctions 
among beliefs. 

In a recent discussion of the generality problem, 
William Alston sometimes calls what he proposes 
as the relevant types "habits" of belief formation. 10 

Likewise, Charles Wallis appeals to "strategies" of 
belief formation. 11 Habit and strategy are common 
sense classifications of some of the ways we form 
beliefs. In classifying trees by species, an expert 
naturalist has identifying routines that differ con
siderably from those of novice and ill-informed 
tree classifiers, even though all of them may 
judge by experiencing the same views of the 
trees. The expert is better justified. So there is 
some initial plausibility in the idea that it is the 
"routine," the "habit of mind," the "strategy," 
employed in forming a given belief that determines 
its level of justification. 12 This suggests: 

H. The relevant type for any belief-forming pro
cess token is the habit of mind, or belief-form
ing strategy, that it instantiates. 

For a large class of cases, it is doubtful that (H) 
serves to identify a single relevant type. This is 
because many process tokens are instances of more 
than one habit. Smith, our maple tree identifier, 
may have a habit of concentrating while making 
careful visual judgments, a habit of calling to mind 
types of trees known to be in the area when making 
species classifications, and a habit of counting 
points on leaves for identifying deciduous trees. 
Some of her belief-forming process tokens result 
from the employment of all three habits. So there 
would be no such thing as "the habit" employed 
on those occasions, and thus no relevant type by 
the present proposal. 

There are, furthermore, cases in which justified 
beliefs are formed in a way that is in no intuitive 
sense "habitual,'' or "routine," or "strategy
employing." For instance, Smith might happen 
to notice a cardinal on a branch of the maple 
tree, and be thereby justified in believing that a 
cardinal is there. She is not employing any strat
egy, or habit, or routine, in forming this belief. 
Thus, a theory that requires a high enough relia
bility for the relevant type here would conclude 
that the belief is not justified, since there is no 
habit or strategy that is either reliable or unreli
able. Yet in many such cases the belief clearly is 
justified. 

Also, the same belief-forming habit can produce 
some justified beliefs and some unjustified ones. 
Jones might make a habit of judging the theme of a 
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philosophy article by reading only its concluding 
paragraph. Sometimes the theme is clearly pre
sented there and Jones will be justified. Other 
times the final paragraph does not make clear the 

point of the paper and Jones will not gain justifica
tion by employing this procedure. 

Another approach using common sense classifi
cations would be to hold that the solution to the 
generality problem is to classify together processes 
that produce equally general beliefs: 

G. Two process tokens are of the same relevant 
type if and only if they generate beliefs at the 
same level of generality. 

(G) has no promise as a solution to the generality 
problem. The problem of finding the relevant type 
does not reduce to that of finding the right level of 
generality for the contents of the resulting beliefs. 
It is often not clear what "level of generality" a 
belief has. But ifthere is any merit in the approach 

that (G) represents, then two judgments will be at 
the same level of generality if their contents consist 
in classifying an individual by species. Thus, the 
following visually based beliefs are all at the same 
level of generality: this is a mountain-goat, this is a 
giraffe, this is a crocodile, this is an alligator. (G) 
implies that all such classificatory beliefs result 
from the same relevant type, and hence all are 
equally justified. But clearly this is not so. For 
instance, some such beliefs are based on more 
justifying perceptible features than others. To 

ordinary observers, nearby giraffes are pretty 
obvious, while nearby crocodiles are easily mista
ken for alligators. Processes generating equally 
general beliefs are not all equally justifying. 

A similar idea would be to distinguish processes 
in terms of the identity of their particular output 
beliefs, so that the different beliefs just mentioned 
would result from different relevant types of pro
cesses. This has numerous unacceptable results 
too, however. Clearly there are both justified and 
unjustified examples of belief in the same proposi
tion. 

There is no reason to think that any appeal to 
simple common sense types will solve the general
ity problem. Their main liability is that they are 
too broad to differentiate properly among the jus
tification levels of our various beliefs. Less simple 
types can be constructed by conjoining together 
the broad common sense classifications that we 
have been discussing. These can be much nar
rower, for instance: visual process causing a belief 
that classifies by species a close, unobstructed, 

opaque object, in bright sunlight. But the mem
bers of such types still vary in their degree of 
justification depending on such things as whether 
the viewer is familiar with the visual appearance of 
the species from the viewing angle, has normal 
vision, is intoxicated, is expecting visual trickery, 
is emotionally distraught, etc. There is no good 
reason to believe that even such narrow kinds will 
include only equally justified beliefs, however ela
borately they are specified, as long as they use only 
common sense nonepistemic categories.13 

Common sense types thus do not stand scrutiny 
as candidates to provide a satisfactory solution to 
the generality problem. 

III Science 

It is in keeping with the "naturalistic" spirit of 
reliabilist theories to look for classifying help from 
natural science. One tempting line of thought is 
that reliabilists can count on cognitive psychology 
to identify the types of belief-forming processes 
that will be useful to their theory. Suggestions of 
such a view can be found in writings by Alston, 
Goldman, and Ralph Baergen. 14 

A Natural kinds 

Alston's mention of habits of mind is not his 
theoretical proposal for coping with the generality 
problem. Rather, he suggests that belief-forming 
process tokens belong to natural kinds and that 
these kinds are the types to which reliabilists 
ought appeal. He writes: 

With a process token, as with any other parti
cular, any of its properties can be said to be 
correlated with a type to which it belongs ... 
Even if it is true that you and I belong to 
indefinitely many classes, such as objects weigh

ing more than ten pounds, objects that exist in the 

twentieth century, objects mentioned in this paper, 

etc. etc., it is still the case that membership in 
the class of human beings is fundamental for 
what we are in a way that those others are not, 
just because it is the natural kind to which we 
belong. I shall suggest that something analogous 
is true of belief-forming processes - that there 
are fundamental considerations that mark out, 
for each such process token, a type that is some
thing like its "natural kind. " 15 



Although this is not Alston's final account of the 
matter, it is important to see that more is needed. 
Merely citing the fact that each belief-forming 
process falls into a natural kind does not provide 
an adequate rule of relevance. To see this, note the 
inadequacy of the following solution to the gener
ality problem. 

NSl. The relevant type for any belief-forming 
process token is the natural kind to which 
it belongs. 

Process tokens may belong to natural kinds. 
Still, there is no good reason to think that each 
token belongs to just a single natural kind, and 
hence no reason to think that (NSl) provides a 
solution to the generality problem. What the nat
ural kinds of belief-forming processes are is up for 
grabs, but every belief-forming process token is 
categorized in multiple ways by laws in each of 
several sciences. These all seem to be natural kinds 
of the process, according to current science. Rea
sonable candidates for natural kinds of a typical 
visual belief-forming process include electroche
mical process, organic process, perceptual process, 
visual process, and facial-recognition process. All 
belief-forming process tokens are thus in a multi
plicity of natural kinds. So (NSl) does not single 
out a relevant type for any such process. These 
natural kinds differ widely in their reliability. So, 
(NSl) does not solve the generality problem. 

B Psychological realism 

Process tokens thus belong to numerous natural 
kinds. Alston contends, however, that for each 
belief-forming process token there is only one 
type that is "psychologically real." His suggestion 
is that this type is the relevant type. 

According to Alston, every process token 
instantiates what he calls a "function." He stipu
lates that this term is to have its mathematical 
sense. In the case of beliefs formed on the basis 
of perceptual experience, these functions take as 
inputs features of experience to which we are 
responsive and yield beliefs as outputs. Alston is 
aware that each particular input/ output pair is in 
the extension of many mathematical functions, 
but he claims that there is only one such function 
that any belief-forming process actually is an "acti
vation" of. Only this one is psychologically real. 16 

The intended solution to the generality problem 
seems to be: 
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NS2. The relevant type for any process token is 
the natural psychological kind correspond
ing to the function that is actually operative 
in the formation of the belief. 

(NS2) does narrow the set of candidates for rele
vant types. Furthermore, psychology does aspire 
to provide psychological explanations of at least all 
normally acquired beliefs.17 If this aspiration is 
met, there will be psychological types of belief
forming process for all such beliefs. 

If (NS2) provides a solution to the generality 
problem, it must be that there is only one actually 
operative "psychologically real" type for each 
belief-forming process. In apparent support of 
this, while discussing the application of (NZ) to 
beliefs resulting from vision, Alston emphasizes 
that there is a fact about which elements of a visual 
scene a person responds to in forming a belief 
about what is present. Thus, in our example 
about Smith and the maple tree, Smith might 
form her belief on the basis of noticing certain 
features of leaf shape. The token process therefore 
goes from these input features to that belief. In 
other examples, when presented with the same 
scene Smith might pick up on features such as 
the tree's overall shape or bark texture, rather 
than leaf shape. These considerations show 
that the relevant type in the original case must be 
one that corresponds to a function having as 
an input/ output pair the leaf-shape features to 
which Smith responds and the belief that she 
forms. 

This may limit somewhat the candidates for 
relevant types, but in Smith's case there still are 
numerous overlapping functional relations, and 
corresponding psychological process types, that 
include the input/output pair we've identified. 
There is a very narrow function that goes from 
just the leaf shape that Smith notices as input to 
just the output of Smith's particular belief that a 
maple tree is nearby. There is another function, 
one that maps a variety of fairly similar inputs, 
including the particular shape that Smith noticed, 
onto some belief or other to the effect that there is 
a maple tree nearby, including the belief Smith 
forms. There is a broader function, one that 
maps a variety of somewhat similar inputs, all 
involving visual shapes, onto either the belief that 
there is a maple tree nearby or the belief that there 
is an oak tree nearby or the belief that there is elm 
tree nearby, etc. There are still broader types that 
include the original pair, and add new inputs 
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involving various other sensory cues. In many 
cases, all these functional causal relations, and 
many others as well, would be actually operative 
in forming Smith's belief. Smith's disposition to 
form the particular belief that she did on the basis 
of the particular shape that she saw is part of these 
broader classifying dispositions. The one event of 
belief-formation manifests them all. Thus, in this 
and other typical cases, there are a multitude of 
actually operative psychological types. 

An example from another domain may help to 
make this point clearer. Suppose that a certain pot 
of water at sea level is brought to a boil. There 
occurred a certain sequence of concrete events 
leading to the boiling of the water. This sequence 
instantiates any number of types, all "physically 
real." We can identify these types in terms of the 
functions that describe their final stage. At any 
given pressure, there is a function that maps 
water onto a certain temperature - its boiling 
point. This corresponds to the process "bringing 
water to a boil at sea-level atmospheric pressure." 
There is a broader type, "bringing water to a boil." 
The function corresponding to this second type 
takes water and varying pressures as inputs, and 
yields a boiling point for water at each tempera
ture. A still broader function takes as inputs triples 
of temperatures, pressures, and types of liquid and 
yields the boiling point for each. This corresponds 
to the type "bringing liquids to a boil." The token 
process in our example is an instance of all these 
types. It is not the case that only one is "physically 
real." All of them accurately characterize what 
occurred in the pot. Similarly, far too many func
tions are "psychologically real." They all corre
spond to natural psychological kinds. So, (NS2) 
fails to identify the relevant type. 

C Maximum specificity and narrow causal 
types 

Alston also suggests that his psychological realism 
implies, or at least is compatible with, a different 
specification of relevant types, one that relies on 
completely causally specific functions. He assumes 
that "the functions in question are maximally spe
cific, in that any difference in input that is regis
tered by the function indicates a different 
function." 18 Making use of this idea of maximal 
specificity is one way of trying to make good on the 
idea that only one function is "operative" in the 
formation of any belief.19 

In any case where a person forms a belief on the 
basis of a perceptual experience, some features of 
the experience contribute to a belief-forming cau
sal sequence that starts with the experience. Other 
features of the experience play no causal role. The 
same goes for subsequent events in the sequence 
leading to the belief. Some features of these events 
help to cause the belief, others do not. The 
maximum specificity proposal is the idea that the 
relevant type includes all and only process tokens 
with the same causal features: they all begin 
with experiences with the same causally active 
features, are followed by subsequent events 
with the same causal features, and have the same 
belief as output. At one time, Alvin Goldman 
suggested a very similar solution to the generality 
problem.20 We can formulate this proposal as 
follows: 

NS3. The relevant type for any belief forming 
process token t is the natural kind that 
includes all and only those tokens sharing 
with t all the same causally contributory 
features from the input experience to the 
resulting belief. 21 

(NS3) does yield a unique type for each process 
token. But the reliabilist theory of justification that 
employs (NS3) is seriously defective. (NS3) clas
sifies into the same relevant type only beliefs that 
share all internal causal predecessors. Thus, on the 
reasonable assumption that the content of any 
normally formed belief is causally determined by 
its antecedent psychological causes, according to 
(NS3) each relevant type can have only one con
tent for its output belief.22 This makes trouble in 
cases in which the proposition believed dictates the 
truth-ratio of all process types leading only to it. In 
such cases the reliability of the relevant type is 
settled by the mere identity of the belief. Thus, 
the relevant type of a process leading to any neces
sary truth must be perfectly reliable. The relevant 
type of any process leading to any necessary false
hood must be perfectly unreliable. Also perfectly 
reliable would be the relevant types of all processes 
leading to any self-confirming belief, such as the 
belief that someone believes something. The rele
vant type of the following beliefs would be per
fectly unreliable: the belief that there are no 
beliefs, and the belief that nothing is caused. 
Since it seems clear that in all of these cases the 
beliefs can have a level of justification that is other 
than the implied extreme, these examples run 
counter to (NS3). 



The problems for reliabilist theories built on 
(NS3) are not confined to beliefs in necessities, 
impossibilities, or the relatively unusual beliefs 
just mentioned. Suppose that Jones looks very 
carefully at a tree and forms the belief that it is a 
beech on the basis of seeing features which are in 
fact distinctive to beech trees. As long as experi
ence of such features happens to help to prompt 
Jones to believe that it is a beech tree, it does not 
matter to (NS3) why they do so. It can be for good 
reasons, for bad reasons, or for no reason at all. 
Recall (R), which tells us that the reliability of a 
type is determined by the long run truth ratio of its 
output when it functions under typical conditions. 
In the normal worlds used to evaluate the reliabil
ity of Jones's tree-identifying process, nothing 
other than a beech tree presents Jones with exactly 
the features that initiate the causal process leading 
to his belief.23 This by itself is enough for the 
theory to imply that Jones's belief is justified, 
regardless of how much information he happens 
to have about the look of beech trees. Since the 
highly specific causal factors that led to his belief 
in fact are indicative of only beech trees, his 
belief must be justified, according to this theory. 
In the worlds that determine the reliability of the 
relevant type, only beeches cause the sort of 
experience that led to his belief that a beech tree 
is nearby. So this maximally specific type is maxi
mally reliable. Reliabilist theories based on (NS3) 
thus are unable to distinguish the epistemic status 
of lucky guesses that happen to be based on dis
tinctive features from expert judgments based on 
well-understood classifications. 

An additional problem is that (NS3) yields a 
version of reliabilism that is not in keeping with 
the spirit of process reliabilism. As we have just 
seen, (NS3) often renders irrelevant the details of 
the process intervening between an input and a 
resulting belief. In particular, suppose that Jones 
and Smith both respond to the same features of a 
visual input with the belief that there is an elm tree 
present. Suppose that this input will occur only 
when there is an elm tree present - it is a distinct
ive look of an elm leaf, say, the visual appearance 
of a particular quantity of tiny notches around its 
edge. Finally, suppose that Smith knows what she 
is seeing, while Jones is applying some ridiculous 
and unjustified sort of numerology to the topic. 
Jones plucks from thin air the idea that the magic 
number for elms is nine. Jones gets a nine for the 
tree whose leaf he beholds by counting the number 
of those distinctive elm notches along the edge of a 
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leaf, and dividing by six, his "tree number." Given 
(NS3), the relevant types for their processes are 
maximally specific. These types are thoroughly 
reliable since nothing other than an elm would 
cause just that input in any significant fraction of 
nearby worlds. The fact that one of the two knows 
what elms look like and the other does not and the 
fact that one process goes through a silly applica
tion of superstitious nonsense do not affect the 
reliability of the maximally specific types (NS3) 
specifies. 24 It is just this sort of difference that 
process reliabilism is supposed to make matter. It 
is supposed to be sensitive to the possibility that 
the process one person uses is not generally reli
able while the one the other uses is generally 
reliable, even if in the case at hand both people 
happen to begin their processes by noticing what is 
in fact an extremely reliable indicator of the right 
answer. In other words, process reliability theories 
are supposed to appeal to much broader relevant 
types. 

D Categories from science 

Ralph Baergen discusses several examples, 
explaining what reliabilists might say about them. 
By generalizing from his remarks it is possible to 

devise another way reliabilists might appeal to 
science to solve the generality problem. It is also 
a second way of attempting to cash out Alston's 
remark that only one process type is "actually 
operative" in belief formation. 

One example, discussed in the literature by 
Richard Feldman, concerns a person who sees 
something on a distant hill.25 She forms the belief 
that what she sees is an animal and the belief that it 
is a mountain-goat. Feldman points out that the 
more general belief may well be better 
justified than the more specific one. So, he con
cludes that reliabilists must find a way to distin
guish between the types of processes that cause the 
beliefs. 

Baergen proposes a way to do this. 26 He appeals 
to David Marr's theory of vision, which holds that 
in classifying objects on the basis of visual percep
tion, we generate a model of the object which "is 
compared to descriptions in a sort of catalogue. 
This catalogue is arranged in levels, so that rough 
categorizations take place at the lower levels, fol
lowed by more fine-grained discriminations at 
higher levels."27 Baergen suggests that we make 
use of this idea in identifying relevant types: 
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Our account of processes might well reflect this 
by saying that rough categorizations are gener
ated by different process[ es] than those yielding 
fine-grained categorizations. Applied to Feld
man's case, the mountain-goat belief is gener
ated by a different process than that which 
generated the animal-belief, for they involve 
different levels of categorization. Also, the pro
cess that generated the animal-belief is likely to 
be more reliable, for there are likely to be fewer 
nearby situations in which this generates a false 
belief than there are for the mountain-goat pro
cess. So, Reliabilism can provide intuitively cor
rect results here. 28 

No doubt reliabilists can state a rule of relevance 
that produces the intuitively correct results 
"here." But reliabilism needs a fully general rule. 
Baergen reports part of a theory of vision that 
implies that perceptual classifications result from 
processes that are organized by levels of generality 
of the resulting beliefs. He suggests that reliabilists 
can identify relevant types in some way that plays 
on this fact. However, Baergen does not make clear 
how to build upon this example to develop a gen
eral account of relevant types. 

One possibility, suggested by Baergen's use of 
psychology, is that the relevant types are the types 
that are invoked by the best psychological theories 
of belief-formation. The idea here is that while any 
token belongs to numerous types that are psycho
logically real, only one of those types will enter in 
the best psychological theory that explains the 
resulting belief. That type is the relevant type. 
Marr's theory may have been used to illustrate 
how this might apply in the case of visual belief 
formation. 

We can formulate this idea as follows: 

NS4. The relevant type for any belief-forming 
process token t is the psychological kind 
that is part of the best psychological expla
nation of the belief that results from t. 

It may be that Alston had something like (NS4) in 
mind when he said that only one type was "actu
ally operative." 

(NS4) rests on the dubious assumption that 
there is a unique "best" psychological explanation 
for each belief. The value of an explanation 
depends upon the use to which it is put. A very 
specific and narrow explanation might have greater 
value for some purposes, while a broader explana
tion might have greater value for other purposes.29 

Even if (NS4) did identify unique types, it 
would not be possible to evaluate its implications 
for process reliabilism without knowing what those 
types are. There is no good reason to think that the 
types that are of greatest value for psychological 
explanation are uniformly helpful to reliabilist the
ories of justification. 

To see why types that are particularly useful for 
psychological explanation might not be of much 
help to reliabilists, consider the types Baergen 
mentions. His proposal ties the relevant types for 
classificatory beliefs based on visual perception to 
the level of generality of the resulting belief, and 
he suggests, plausibly, that a type that produces 
relatively general beliefs is more reliable than types 
that produce more specific beliefs. A version of 
process reliabilism making use of this idea would 
thus make more general classificatory beliefs better 
justified than more specific classifications. That is 
an unacceptable result. Sometimes, a belief apply
ing a broader classification is less well justified 
than is a belief applying a narrower one. For 
instance, Jones might use a visual basis for both 
his belief that the tree he is near is an elm tree 
and his belief that the tree he is near is a deciduous 
tree. He can be less well justified in believing the 
latter, despite its applying a broader classification. 
This might be true because Jones does not realize 
that all elms are deciduous and has just a shaky 
grip on visual cues to deciduous trees, but he has 
good training in recognizing elms. Similarly, a 
person may know at a glance that a thing she sees 
is a whale, but be less well justified in her belief 
that it is a mammal Thus, sometimes the more 
general belief is the more justified, and sometimes 
not. So the generality of a visually based classifi
catory belief does not determine a relevant type 
that yields a satisfactory version of reliabilism. 
There is, then, no reason to think that the parti
cular scientific classifications Baergen mentions 
yield types that are entirely helpful to reliabilism. 

Although science does provide the tools to nar
row the candidates for relevant types, there is no 
good reason to think that scientific classifications 
provide the tools for solving the generality 
problem. 

IV Solutions Without a Necessary and 
Sufficient Condition 

Some philosophers have responded to the general
ity problem by explicitly denying that the problem 
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requires a general resolution. We will examine two 
such responses in this section. 

A Constraints 

Frederick Schmitt proposes five constraints on 
which process types are relevant, and then appeals 
to the constraints in describing problem cases. 30 

According to Schmitt, "relevant processes are cog
nitive processes."31 His constraints require, among 
other things, that relevant types are salient, that 
they are folk psychological process types, and that 
tokens of the same type are intrinsically similar. 

These constraints are not meant to compose 
what Schmitt calls a "criterion of relevance": a 
necessary and sufficient condition for relevant 
types. Schmitt believes that no such criterion is 
needed. Instead, the constraints are supposed to 
identify the sorts of factors that we take to matter 
when we make judgments about justification. 

To explain why no criterion of relevance is 
needed, Schmitt writes: 

[W]e have intuitions about which processes are 
relevant. In judging whether a subject is justi
fied in an inferential belief, we check to see 
which inferential process the subject exercises 
- e.g., whether it is induction from sufficiently 
many instances or affirming the consequent. We 
have the intuition that these are the relevant 
processes to consider. In the case of perceptual 
belief, we check which environmental condi
tions obtain - whether it is sunny or foggy -
and whether the subject is careful and attentive 
in perception or quick and distracted. Here 
again we have intuitions about which processes 
are relevant. Reliabilism may explain why per
ceptual or inferential beliefs are justified or 
unjustified by relying on these intuitions. 32 

The existence of these intuitions does not relieve 
process reliabilists of the responsibility to provide 
an explanation of their invocation of relevance. 
Granting that the intuitions exist, the question 
that we have been asking remains to be answered: 
According to reliabilism, which type must be reli
able for a particular belief to be justified? 

Furthermore, Schmitt is mistaken about exactly 
what intuitions we do have. Schmitt says that "we 
have intuitions about which processes are rele
vant." Since Schmitt is addressing the generality 
problem, this claim seems intended to imply that 
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"relevant" in the reliabilist use of "the relevant 
type of the process" has some intuitive application 
to examples. But that is not so. The reliabilist use 
of "the relevant type" is entirely technical. The 
expression might as well have been "the type that 
determines justification according to the philoso
phical theory known as 'reliabilism'." No one has 
pre-analytic intuitions about this topic. It is up to 
reliability theorists to assign reference to the term 
from scratch. 

Philosophers and others do make intuitive judg
ments about which features in examples are "rele
vant" to the justificatory status of beliefs. Schmitt 
is entirely right to say that in evaluating inferential 
beliefs we are inclined to judge relevant the pattern 
of inference followed, and in evaluating perceptual 
beliefs we judge the environmental conditions and 
attentiveness of the perceiver to be relevant. We 
also judge to be relevant the quality and quantity 
of evidence the believer has. We typically judge to 
be irrelevant the day of the week on which the 
belief is formed and the color of the believer's 
socks. These are not intuitions about which pro
cess types are relevant. They are intuitions directly 
about what determines a beliefs epistemic justifi
cation. 

The existence of intuitions about which factors 
are relevant to justification does not eliminate 
reliabilism's need for a theory of relevant types. 
The constraints Schmitt describes do not do this 
on their own. They provide a variety of conflicting 
criteria. In his discussion of cases, Schmitt gives 
the constraints differing weights so as to achieve 
the desired result. 33 Perhaps one can, by weighing 
one factor heavily in one case, a different factor 
heavily in another, manipulate the constraints in a 
way that seems to give reliabilism acceptable 
results. But this is no victory for reliabilism. One 
could equally well say that the justification of a 
belief is a function of epistemically irrelevant fac
tors such as the duration of the token of the cog
nitive process that caused it, the distance of the 
proximate external cause of the process from the 
center of the earth, and the amount of energy 
the process consumed. By ad hoc weighting of 
these factors, one could get acceptable results. 
The theory, nevertheless, has no merit. 

A set of flexible constraints does not solve the 
generality problem. There are, of course, terms in 
our language whose application is governed by a 
set of flexible and varying factors. For example, 
when we say that someone is a "good athlete," 
there are a variety of factors that enter into our 
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evaluations. They might include speed, strength, 
and endurance, among other things. But there is 
no fixed weight uniformly given to these factors. 
In different contexts these different factors may be 
weighed differently and it would be a mistake to 
ask for some fixed ranking of the importance of 
these various factors in evaluations of athletic abil
ity. Although Schmitt does not say this, it is pos
sible that he intends to propose that evaluations of 
processes as reliable work in somewhat the same 
way.34 We turn in the next section to a proposal 
along these lines. 

B Context 

Mark Heller contends that the demand for "a 
general principle for selecting the correct level of 
generality [for relevant types] ... is unreason
able."35 He thinks that contextual factors deter
mine relevant types and thereby solve the 
generality problem. Heller elaborates his claims 
about the role of context as follows: 

"Reliable" is a perfectly ordinary word that in 
perfectly ordinary situations is applied to tokens 
which are instances of several types, where those 
types have different degrees of reliability. Yet 
we somehow manage to use this word without 
difficulty in ordinary discourse. 36 

Heller says that the primary task of his paper is 
to defend the claim that "reliable" is richly sensi
tive to the evaluator's context. This much is unob
jectionable. The word "reliable" surely is context 
sensitive. That is, whether or not a thing is accu
rately called "reliable" depends in part upon the 
standards set by the context of the ascription. 
These standards vary, depending for instance on 
how important it is to rely on the thing that is said 
to be reliable. This is at most a first step toward 
solving the generality problem. We need to see 
how context sensitivity helps with the identifica
tion of the relevant type. 37 

Heller does not claim just that the standards for 
the application of "reliable" are context depend
ent. He makes the further claim that we readily 
understand applications of "reliable" to process 
tokens that are instances of many types. Thus, 
when a person says "that process is reliable," the 
person can refer to a process token and say some
thing true. The person's statement is true provided 
the contextually determined type for that token is 

truly said to be "reliable" in the context of attribu
tion. If Heller is right, then context determines two 
features of our predications of"reliable" to tokens. 
One has to do with the standard for the strength of 

reliability required for the term to apply in the 
context. That feature is of no help in determining 
the relevant type. The other feature has to do with 
the identification of the type that must meet those 
standards. We will refer to these latter types as 
"contextually determined types." Thus, a phrase 
of the form "the process leading to S's belief that 
p" is supposed to have, relative to a context, a 
contextually determined type. 

A solution to the generality problem can be 
constructed from these thoughts. The proposal 
that we shall formulate combines Heller's conten
tions about the context dependence of the word 
"reliable" with the epistemic contextualist view 
that the standards for assessing the truth value of 
knowledge and justification attributions is depend
ent on the attributor's context. 38 

C. In any context, C, if a person says something of 
the form "S knows p" or "S is justified in 
believing p," the relevant type of the belief
forming process is the contextually determined 
type for the phrase "the process leading to S's 
belief that p" relative to context C. 

(C) embodies the idea that the description "the 
process leading to S's belief that p" has a context
ually determined process type. (C) puts that idea 
to the service of reliabilism by identifying context
ually determined types with the relevant types 
needed to fill out reliabilist theories of knowledge 
and justification. 

A fundamental objection to (C) is that context
ual factors do not typically yield one determinate 
process type for the phrase "the process leading to 
S's belief that p." As a result, reliabilist theories 
built upon principle (C) will not yield the correct 
truth value for many clearly determinate attribu
tions of knowledge or justification. 

There are some situations in which phrases 
referring to process tokens apparently work in 
the way Heller describes. For example, suppose 
Jones says, "I have three ways to start my old 
jalopy: first, shifting into gear while rolling it 
down a hill; second, jump-starting it; and third, 
praying and then turning the key. Only the first 
two usually work." Suppose that Jones then starts 
his car by jump-starting it. He remarks: 

P. "The process by which I just started my car 
is reliable." 



Here, Jones's explicit mention of the three types 
serves to limit drastically the types under consid
eration. The token mentioned in (P) is of one of 
those types only. So, this is a case in which 
"reliable" is explicitly predicated of a process 
token and we have no problem in understanding 
what type must be reliable for the predication to be 
true. 

In typical knowledge attributions, however, no 
contextual narrowing of candidate process types 
occurs. If it did, then when a person said that 
someone knows something, there would typically 
be a range of contextually salient process types 
such that the token process leading to the person's 
belief instantiated only one. But this is plainly not 
the case for most knowledge attributions. Ordinar
ily, no class of types of belief-forming processes 
will have been made contextually salient. And 
nothing else about typical contexts isolates any 
one type. So, it is just not true that in the context 
of knowledge attributions there are contextually 
determined types for the phrase "the process that 
caused this belief." 

To see that this is so, consider our initial exam
ple in which Smith comes to know that there is a 
maple tree nearby by seeing it there. Suppose that 
Jones, who is sitting in the room with Smith, says: 

K. "Smith knows that there is a maple tree 
nearby." 

If Heller's version of reliabilism is to work, there 
must be, relative to the context of Jones's remark, 
some contextually determined type for the phrase 
"the process that caused Smith's belief." What 
would that type be? Nothing beyond the speaker's 
intentions seems to narrow the candidate pool in 
this sort of example. Perhaps Jones would be 
thinking of something like perception of familiar 
objects at a reasonable distance, or perhaps to 
something narrower, such as visual perception of 
familiar well-lit trees from a reasonable distance. 
Perhaps Jones would not have any type of belief
forming process in mind. After all, he did not say 
anything about belief-forming processes and there 
is no reason to think that he was having any 
thoughts about them. So, there is no reason to 
think that in this sort of mundane example, there 
is such a thing as the contextually determined type 
for the phrase "the process that caused Smith's 
belief." Moreover, there is no reason to think that 
the truth value ofJones's attribution of knowledge 
to Smith depends in any way on which, if any, of 
these types Jones has in mind. 

The Generality Problem for Reliabilism 

Furthermore, even if an attributor of knowledge 
does have some belief-forming process types in 
mind, the attributor's thoughts do not identify 
relevant types in a way that is uniformly helpful 
to reliabilists. An attributor of knowledge may be 
mistaken about the reasons for a person's belief, 
and thus may be thinking about process types that 
the subject's token process doesn't even exemplify. 
For example, suppose that Jones witnesses Smith 
identify a bird as being of a certain species after 
Smith has had only the briefest glimpse ofit under 
poor lighting conditions. Jones says that Smith's 
belief is unjustified and so Smith lacks knowledge. 
Jones does have in mind some process type for 
Smith's belief, something like forming a bird-clas
sifying belief on the basis of a brief glimpse in poor 
lighting conditions. Suppose, however, that Smith 
has formed her belief on the basis of hearing the 
bird's song, an identification method that Jones 
has not even thought of. Moreover, Smith does 
have knowledge as a result. If process reliabilism is 
anywhere close to the truth about knowledge and 
justification, it is the reliability of some process 
type that Smith actually underwent that matters 
here. So, the generality problem must be solved by 
appeal to facts about the processes actually 
involved in the formation of the belief, not by 
appeal to the possibly mistaken thoughts about 
those processes in the minds of knowledge attri
butors. 

(C) is incorrect. There simply are no context
ually determined types in many, perhaps most, 
typical contexts in which knowledge and justifica
tion claims have a clear truth value. It is true that 
context helps to determine the standards a process 
type must meet to be correctly described as "reli
able." But the attributor's context comes nowhere 
near to picking out a relevant type of each belief
forming process, and the process types that are 
salient to the attributor can be entirely irrelevant 
to the truth of knowledge claims. 

This section has focused on common sense 
types of belief-forming processes. There are also 
the many scientific types that classify each belief
forming process. It is clear that nothing about 
typical contexts of belief, or typical contexts of 
attribution of knowledge or justification, uni
formly singles out one of them. Since our minds 
are rarely scientifically orientated, speakers' inten
tions are even less likely to narrow down the 
scientific types. Nothing else about a context of 
utterance does so either. Thus, context does not 
solve the generality problem. 
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VI Conclusion 

That is the full variety of existing approaches to 
disposing of the generality problem. In the absence 

Notes 

Some authors discuss process reliability accounts of 
knowledge rather than accounts of epistemic justifi
cation. No point will be made below that turns on the 
differences between knowledge and justification. 

2 Alvin Goldman in "What is Justified Belief?" this 
vol., ch. 27, and Epistemology and Cognition (Cam
bridge, MA, Harvard University Press, 1986) defends 
process reliabilist accounts of epistemic justification. 
In those works he recognizes the existence of the 
generality problem. See especially "What is Justified 
Belief?" pp. 612-13 and Epistemology and Cognition, 
pp. 49-51. The problem is emphasized in Richard 
Feldman's "Reliability and Justification," The Monist 
68 (1985), pp. 159-74. It is also discussed by John 
Pollock in "Reliability and Justified Belief," Cana
dian Journal of Philosophy 14 (1984), pp. 103-14. For 
responses to the problem, see the works of William 
Alston, Ralph Baergen, Mark Heller, Frederick 
Schmitt, Ernest Sosa, and Charles Wallis cited and 
discussed below. 

3 It is possible to construct a version of process relia
bilism which is only about process tokens and does 
not confront the generality problem. It faces a con
siderable problem in making sense of the claim that a 
token sequence of events has some tendency toward 
producing beliefs whose truth-ratio would constiture 
its "reliability." Furthermore, the problems that 
affect (NS3) below, in virtue of types having just 
one belief content in their outputs, also affect relia
bility theories that locate a sort of reliability in pro
cess tokens. 

4 There may not always be a fact of the matter. In the 
examples used here the belief is either definitely 
justified or definitely unjustified. The reliability of 
relevant types for process tokens that lead to beliefs 
whose epistemic status is unclear will be of less value 
to present concerns, since such cases are less useful in 
assessing epistemological theories. 

5 "How to Think About Reliability," this vol., ch. 28. 
The proposal mentioned here appears on p. 633. If a 
satisfactory solution to the generality problem 
existed, it would be worth addressing difficulties 
with details of this proposal. For one thing, it is not 
clear who "we" are supposed to be: all of humanity, 
or all sentient life on earth, or sentient life everywhere 
in the universe, or etc. And for another thing, it is 
unclear which belief-forming situations are "typical." 
Presumably, bizarre psychology lab situations are 
atypical. But is perception during space travel atypi-

of a brand new idea about relevant types, the 
problem looks insoluble. Consequently, process 
reliability theories of justification and knowledge 
look hopeless. 

cal, no matter how common it becomes? Are situa
tions of fatigue, intoxication, and excitement atypical? 
Another difficulty is that we may be specially percep
tive during rare emergency conditions. If these are 
atypical situations, then the justified beliefi; from 
these perceptions might turn out not to be of gener
ally reliable types. In any event, if the present work is 
correct in its main thesis, then these difficulties are 
not worth pursuing because the generality problem is 
insoluble. 

6 In some passages in "How to Think about Reliabil
ity" Alston seems to construe the generality problem 
somewhat differently. For his purposes, a solution 
need only show that there are "objective, psycholo
gical facts of the matter that pick out a unique type as 
the one of which a particular process is a token" (p. 
628). Thus, he is content to identify relevant types, 
leaving as a different matter the question of the 
acceptability of the resulting reliabilist theory. The 
problem discussed here is that of getting the theory 
stated and getting it right. Any rule of relevance that 
selects one type for each token will generate some 
reliabilist theory or other, most of them preposterous. 

7 Reliabilist theories that make use of the reliability of 
indicators or mechanisms of belief-formation are thus 
not our topic. But the problems for the theory of 
relevance (NS3) below carry over straightforwardly 
to many reliable indicator theories. Also, there is a 
problem similar to the generality problem concerning 
"the mechanism" that produces a given belief. For 
instance, when a visual judgment relies on only black
and-white discrimination, is the person's whole visual 
apparatus the relevant mechanism, or is it the black
and-white sensitive portion of that apparatus, or is it 
only the active part of that portion? Does "the 
mechanism" for remembered beliefs include parts of 
the brain active in forming the belief, or just parts 
active in storing it and recovering it? These questions 
may have answers that are attractive to reliabilists, 
but as with the generality problem, the challenge is to 
identify a principle that implies all and only the 
correct answers to such questions. 

8 The results of this theory may be implausible in 
"demon worlds" in which a demon sees to it that 
believing in accord with one's evidence does not 
reliably lead to truths. Whether this is a decisive 
objection to our evidentialist pseudo-reliabilism 
depends in part on how reliability is measured. The 
objection as it is often described makes the cha)-
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lengeable assumption that a process is reliable in a 
world only if it regularly leads to truths in that world. 
In contrast, see for instance William Alston's propo
sal, stated as (R) above. It does not imply that unrelia
bility in a demon world entails a lack of justification. 
What (R) makes decisive is roughly the truth-ratio of 
belief-production in more typical situations. 

9 "What is Justified Belief?" p. 610. 
10 "How to Think about Reliability," p. 636ff. 
11 Charles Wallis, "Truth-Ratios, Process, Task, and 

Knowledge," Synthese 98 (1994), pp. 243--69. See 
especially p. 266. Wallis relies on belief-forming 
strategies as part of his response to problems that 
he discusses for reliability theories of knowledge. It 
is not clear that he is attempting to solve the general
ity problem that is the topic of this essay. One reason 
for this unclarity is that Wallis is working on a 
concept of knowledge that is relativized to the spe
cification of a task, unlike the traditional concept 
which is our topic. In any case, we do not intend 
to attribute to him a simple reliance on strategies as a 
full solution. 

12 What follows is a possible solution to the generality 
problem, suggested by some of Alston's language, 
that merits a brief look. It is not what Alston pro
poses. His proposals will be taken up shortly. 

13 In "What is Justified Belief?" Goldman introduced 
a distinction between belief-dependent belief-form
ing processes and belief-independent belief-forming 
processes. The former processes take beliefs, as well 
as other factors, as inputs and yield new beliefs as 
outputs. The latter processes do not take prior 
beliefs as inputs. Belief-dependent processes are 
reliable when, over a suitable range of cases, they 
yield true beliefs if their input beliefs are true. 
Furthermore, a belief resulting from a belief
dependent process is justified only if the input 
beliefs are themselves justified. One might hope to 

appeal to this distinction to help deal with some of 
the examples discussed in this section and elsewhere 
in this paper. For example, if one's background 
beliefs are part of the cause of one's animal-classify
ing beliefs, then the differences in the degree of 
justification for the beliefs mentioned here might 
be attributable to differences in the degree of justi
fication of the beliefs upon which they depend. One 
might therefore be able to maintain the claim that 
one relevant type is responsible for all the species
classifying beliefs. 

Defenders of reliabilism have not made significant 
use of the belief-dependent/belief-independent dis
tinction in their efforts to solve the generality prob
lem. There are good reasons for this. First, it is 
likely that virtually all beliefs that adult humans 
form are partially caused by other beliefs. Hence, 
virtually all our beliefs result from belief-dependent 
processes. It is therefore doubtful that there is any 
acceptable way for reliabilists to account for the 

The Generality Problem for Reliabilism 

differing epistemic status of the background beliefs 
in the examples under discussion. Furthermore, 
some account of the reliable types for belief-depend
ent processes is needed. If they are identified in 
terms of, say, patterns of inference, then process 
reliabilism turns out to be equivalent to the view 
tl1at a belief is justified if it results from an inference 
that is likely to be truth preserving from justified 
beliefs. This familiar view violates the spirit of pro
cess reliabilism since it uses processes only as an 
indirect way to refer to inferential relations. Finally, 
it is difficult to see just how to make use of the 
belief-dependent/belief-independent distinction in 
conjunction with the specific proposals discussed 
here. Consider, for example, (G). According to 
(G), the relevant type is determined by the level of 
generality of the resulting belief. Thus, according to 

(G), if two people end up believing that there is a 
giraffe nearby, they have used processes of the same 
relevant type. None of the details of the routes by 
which they got to tl1at belief play any role in deter
mining which type they used. One could be making 
an invalid inference from justified premises while 
the other is making an accurate classification based 
on background knowledge. A theory employing (G) 
incorrectly evaluates the two beliefs the same way. 

As the solutions proposed in the existing litera
ture are discussed below, the reader is invited to 
note that, like (G), they do not give any role the 
difference between belief-dependent and belief
independent processes. 

14 Alston's and Baergen's implementations of this idea 
are discussed below. Goldman mentions this sort of 
approach in Epistemology and Cognition, p. 50. 

15 "How to Think about Reliability," pp. 633--4. 
16 Ibid., section VI. 
17 Philosophers often invoke examples in which beliefs 

result from blows to the head or tumors. It may be 
that such beliefs do not result from any psychological 
belief-forming process type. Perhaps the explana
tions of such beliefs must come from a different 
science or perhaps psychology must be inclusive 
enough to account for them too, simply because 
they are mental effects. [f some beliefs lack any 
psychological cause, that would present a problem 
for (NS2), since even these beliefs can be assessed 
for justification, and hence they must have a relevant 
type. 

18 "How to Think about Reliability," p. 647. 
19 Throughout this section, when we speak of 

maximally specific functions or types, we mean the 
maximally specific psychological functions or types. 

20 Epistemology and Cognition, p. 50. 
21 Theories can differ over exactly what counts as the 

input. The process type could begin at the surface of 
the skin, or farther in at some point where conscious 
experience begins, or farther out in an external cause 
of the experience. Alston favors perceptual experi-
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ences as the initial step (pp. 633ff.). He does not 
defend this selection. No point made here depends 
on any particular beginning for the causal sequence 
that constitutes the process. 

22 Strictly speaking, the assumption may imply only 
that the "narrow" content of the beliefs resulting 
from a given relevant type will be the same. No 
point made here depends on the difference between 
narrow and broad content. Also, see note 17 above 
concerning the completeness of psychological expla
nation. 

23 It is safe to assume that many of our clear vivid 
experiences of complex ordinary things like trees 
are produced only by these same ordinary things in 
all situations of the sort we typically encounter. 
Holograms, hallucinations, and perfect pictures 
are, at most, highly atypical. 

24 One might think that the fact thar Jones relies on 
unjustified background beliefs has some bearing on 
this example. That thought seems right. But (NS3) 
ignores this fact and suggests nothing about how to 
make use of it in defending a process reliabilist 
theory. See note 13. 

25 Feldman, "Reliability and Justification." The exam
ple is discussed on pp. 164f. 

26 Ralph Baergen, Contemporary Epistemology, (Har
court Brace, Fort Worth, 1995), p. 99. Contrary to 
what Baergen says, Feldman does not assert that the 
processes are of the same type. He merely points out 
the undesirable consequence of the proposition that 
they are of the same type. It is notable that this sort 
of example shows that common sense process types, 
like the visual belief forming process, do not pro
duce beliefs of equal justification even when relati
vized to a fully detailed specification of the external 
circumstances. 

27 Ibid., p. 100. 
28 Ibid. 
29 Compare the water-boiling example above. There 

seems to be no reason to think that the explanation 

at one level of generality is necessarily better than an 
explanation at any other level. 

30 Knowledge and Belief, (Routledge, Chapman, and 
Hall, New York, 1992), ch. VI. 

31 Ibid., p. 169. 
32 Ibid., pp. 141-2. 
33 For example, Schmitt says about an example that 

one constraint, which favors a broad relevant type, 
outweighs two others that favor a narrower type 
(ibid., p. 171). In another case, the existence of two 
constraints favoring a narrower type is said to out
weigh one pointing in a different direction (ibid., p. 
157). 

34 Schmitt does say that relevance is a "messy, more 
contextual affair" than some might think (ibid., p. 
159). 

35 "The Simple Solution to the Problem of General
ity," Nous 29 (1995), pp. 501-15. The quotation is 
from p. 502. 

36 Ibid. 
37 Ernest Sosa suggests a contextualist response to the 

generality problem in Knowledge in Perspective: 
Selected Essays in Epistemology, (Cambridge, Cam
bridge University Press, 1991). Sosa suggests in a 
programmatic way that relevant types are ones that 
can "be usefully generalized upon by us as the 
epistemic community of the" believer (p. 284). 
Sosa does not elaborate upon this idea, which is a 
small part of a complex theory. What he does say 
does not seem to identify a unique type, since multi
ple types may be "usefully generalized upon." 

38 Although the following thesis is suggested by much 
of what Heller writes, it goes beyond the explicit 
proposals in Heller's paper. Also, it makes no use of 
passages suggesting that a relevant alternatives 
approach to a theory of knowledge solves the gen
erality problem. We see no plausihility in this latter 
suggestion on its own, and no way incorporate into it 
the central theme of Heller's paper concerning the 
importance for solving the generality problem of the 
context-sensitivity of "reliable." 



Externalism and Epistemology 
Naturalized 

Keith Lehrer 

Our analysis of complete and ~ru'lefeated justifica
tion in terms of coherenc.c and trurh within an 
~system brings us into conflict with an 
important competing theory or knowledge called 
t:rltnl(llum. The fundamental doctrine of extem
alism is that what must be added to true belid to 

obum knowledge is the appropriate connection 

between belief and nuth. An earlier account pre
sented by Goldman affirmed that the appropriate 
connectton is causal.1 This i~ a Yery plausible sort 
of account or per~ptual knowledge. The facr lhat 
I see something, the hand I hokl before me, for 
example, causes me to believe lhat I see a hand 
The facl that my seeing a hand causei; me to 
believe I see a hand results, it is claimed, in mv 
knowing that I see a hand. According [O such a~ 
amlysis. it is the history of my belief, a mauer of 
external causation, rather than coherence with 
some internal system, that yiekls knowledge. The 
central renet of externalism 1s that some rela11on
ship to the external world accounting for the truth 
of our belief suffices to convert true belief to 

knowledge without our having any idea of thal 
relationship. It is not our cum.:eplion of how we 
are related to a fact rha1 yields knovoledge but 
simply our being so related lo it. 

The earlv analysis, though providing a plausible 
account of per~ptual knowledge, was a less plau
sible account of our knowledge of generalities, that 
men do not become pregnant, for example, or rhat 
neutrinos have a zero rest mas:s, or that there is no 
largest prime numher. For here the nature of the 

Originally published in ~elth Lehrer, Tlleory of Know
ledge {Boulojer, CO: WesNew Press, 1990), pp. 153-
7 4: reprinted by permission of the publisher, 8 member 
ofPerseusBooks,llC. 

required causal relationship between what is 
believed and the belief of it evades e:i:plicanon 
That obje<:tion is, however, one of derail Later 
analyses of others, and of Goldman himself, aim 
at preserving the thesis of c:xtemali!ilTI that some 
relationship of the belief to what makes it true 

yield~ knowledge, whether we have any idea of 
that relationship or not.1 Armstrong and Dretske 
have argued that the rela1ionship should be con
strued as nomological, one resulting from some 
law of nature connecting the belief with what 
makes.it true 1 This lll"&."OUllt 1s closely connectell 
with the proposal of Nozick lhat belief track trurh 
in a sense explicated, in part, by the counterfactual 
claim that the person would not ha11e believed 
what she did if ir were not for the trurh of the 
belief." Goldman now claims that justified belief 
musr be the result of a bdief-formmg process lhar 
reliably yickls truth. s Beliefs resulting from such a 
process are jusufied, he contends, while other 
extemal1sts deny that justification is nccessarJ for 
knowledge. They all agree, however, that a belief 
resulting from a certain kind of process ur relatiun
llhip connecting bdief with truth can yield know
ledge without the su'iO:flallCC or support of any 
other belief~ or system of beliefs 

Naturnlism 

Assuming tha1 the required relanonship is some
rhing like causation, extemalist theories :arc riatur

alutJc. What is a naruralistic theory? It is one in 
which all the terms used in the analysis :are ones 
that describe phenomena of nature, such as causa
uon, for example, or that can be reduced to such 
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terms. Hume's theory of belief was naturalistic in 
this sense. He restricted his account of human 
knowledge to relations of causation, contiguity, 
and resemblance.6 It was, however, Quine who 
introduced the term epistemology naturalized and 
suggested that inquiry into the nature of human 
knowledge be restricted to accounts of how belief 
arises and is altered. 7 Other philosophers have 
adopted the term to refer simply to all those 
accounts of knowledge couched in naturalistic 
vocabulary or reducible to such a vocabulary. 
The early account of Goldman considered above 
according to which S knows that p if and only if S's 
believing that p is caused in the appropriate way by 
the fact that p is, in this extended sense, an exam
ple of epistemology naturalized. Other early nat
uralistic accounts offered by Armstrong and 
Dretske rested on the assumption that the conver
sion relation was based on nomological rather than 
causal relations, that is, relations articulated in 
laws of nature. 8 Dretske's basic idea was that the 
reasons we have for believing what we do should 
be nomologically connected with the truth of what 
is believed, that is, that it should be a law of nature 
that a person having such reasons for believing 
what she does will have a true belief. Assuming a 
naturalistic account of having a reason which 
Dretske supplies, such an account is also natural
istic. 

One interesting aspect of some externalistic the
ories which naturalize epistemology is the way in 
which they attempt to avoid the problems of foun
dationalism. According to Dretske or Nozick, for 
example, there is no need either to justify beliefs or 
posit self-justified beliefs blindly because, contrary 
to the traditional analysis, the justification of 
beliefs is not required to convert true beliefs into 
knowledge. Beliefs or true beliefs having the 
appropriate sort of naturalistic external relation
ships to the facts are, as a result of such 
relationship, converted into knowledge without 
being justified. It is the way true beliefs are con
nected to the world that makes them knowledge 
rather than the way in which we might attempt to 
justify them. Notice how plausible this seems for 
perceptual beliefs. It is the way my belief that I see 
a bird is related to the facts, for example, when my 
seeing a bird causes the belief that I do, which 
accounts for my knowing that I see a bird, rather 
than some justification I have for that belie( What 
matters for knowledge is how the belief arises, not 
how I might reason on behalf of it. The traditional 
analysis says that knowledge is true belief coupled 

with the right sort of justification. One sort of 
externalist analysis says that knowledge is true 
belief coupled with the right sort of naturalistic 
relation. It is plausible to assume that the natur
alistic relationship will be one concerning how the 
belief arises, in short, the natural history of the 
belief. Looked at in this way, the justification 
requirement can be eliminated altogether in favor 
of the right sort of historical account. 

The Advantages of Externalisrn 

Before turning to details and objections, it is useful 
to notice the advantages of externalism. First of all, 
according to some externalists, the need for justi
fication and a theory of justification is eliminated 
as a component of an analysis of knowledge. On 
such an account, it is admitted that inference may 
play some role in the natural history of a true 
belief, but it is also possible to hold that some 
beliefs are noninferential. They are beliefs arising 
from experience without the intervention of infer
ence. This may be offered as an account of what 
the foundationalist was searching for, but in the 
wrong place. True beliefs that arise in the appro
priate way from experience are knowledge because 
of the way they arise. There is no need to affirm 
that such beliefs are self-justified to maintain that 
they convert to knowledge. We might think of 
such beliefs as naturalized basic beliefs. Such 
basic beliefs might, of course, serve as the premises 
for inferring other beliefs and such inference 
might convert those beliefs to knowledge as well. 
It is the history of the belief rather than some sort 
of justification of the belief that converts it to 
knowledge. 

A reply to skepticism 

It is helpful, as well, to notice how neatly this sort 
of theory deals with traditional and modern forms 
of skepticism. The skeptic, confronted with a com
monsense perceptual claim, that I see a tree, for 
example, has traditionally raised some skeptical 
doubt, the Cartesian one, for example, that we 
might be deceived by an evil demon who supplies 
us with deceptive sensations which lead us to 
believe we see external objects when we do not 
see them at all. Or consider the case of a small 
object, a "braino," implanted in our brain which, 
when operated by a computer, provides us with 



sensory states which are all produced by the com

puter influencing the brain rather than by the 

external objects we believe to exist. 9 In neither 

case, affirms the skeptic, do I know I see a tree. 

The reply is simple. If my beliefs are, indeed, 

produced by the demon or by the braino, then 

they are false and I am ignorant. On the other 

hand, if the beliefs are true and produced in the 

appropriate way, then I do know. 

To this the skeptic is wont to reply that I only 

know that I see a tree if I know that it is not the 

demon or the braino that produces my belief and, 

furthermore, to insist that I do not know this. Why 

do I not know that there is no demon or braino? I 

do not know so because my experience would be 

exactly the same if there were; that is what the 

demon and braino do, produce exactly the same 

experiences as I would have ifl were to see a tree. I 

have no evidence whatever against these skeptical 

hypotheses and, therefore, the skeptic concludes, I 

do not know them to be false. The reply of the 

externalist is simple. I do not need to know that the 

skeptical hypotheses are false to know that I see a 

tree, though, of course, the skeptical hypotheses 

must be false. Otherwise, my belief that I see a tree 

will be false. All that is necessary is that my belief 

be true and that it arise in the appropriate way, 

that it have a suitable history, for knowledge to 

arise. If my belief is true and has arisen in the 

appropriate way, then I know that I see a tree, 

even if I do not know that the conflicting 

skeptical hypotheses are false. I might never have 

considered such skeptical machinations. Con

fronted with them, I might be astounded by 

them and find them so bizarre as not to be worthy 

of consideration. 
The skeptic might retort that I cannot so easily 

escape the dutches of skepticism. For example, 

she might suggest that when I claim to know that 

I am seeing a car, a Mazda RX7, for example, I 

must have the information required to tell a Mazda 

RX7 from cars of another sort, and lacking such 

information, I do not know that I see a Mazda 

RX7. Hence, I must know that the car is not a 

Toyota MR2 or a Porsche 944, which bear some 

resemblance to a Mazda RX7. Going on, the skep

tic might argue that to know that I see a Mazda 

RX7, I must have the information required to tell 

seeing a Mazda RX7 from experiences of another 

sort, those supplied by the demon or braino, and 

lacking such information, I do not know that I am 

seeing a Mazda RX7, or even that I am seeing a 

car. So, the skeptic concludes, just as I must know 
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that the car I am seeing is not of another manu

facture, so I must know that my experiences are 

not of skeptical manufacture. That, she insists, is 

precisely what I do not know. Skepticism wins. 

Relevant alternatives: a reply to the skeptic 

The reply of the externalist is a combination of 

counterassertion and explanation. The counteras

sertion is that my true belief that I see a tree arising 

in the way it does is knowledge, even if I do not 

know that it has arisen in that way rather than in 

the way the skeptic suggests. If the skeptical 

hypothesis is true and the belief has not arisen in 

the way I suppose, then I lack knowledge, but if it 

has arisen in the way I suppose, then I have know

ledge, even ifl do not know competing hypotheses 

about the origin of the belief to be false. It does not 

matter whether I know that the belief originated in 

the appropriate manner. All that matters is that it 

has originated in that way. Then I know. The 

explanation about the Mazda, for example, is that 

there will be some cases, but not all, in which some 

information excluding other alternatives will be 

necessary for knowledge. The alternative that I 

am seeing a Porsche 944 and not a Mazda RX7 is 

a relevant alternative. The alternative that I am 

being deceived by an evil demon or a braino is 

not. 10 What is the difference? My information 

about what a Mazda RX7 looks like must be suffi

cient to enable me to distinguish it from other cars, 

and that information plays a role in the formation 

of my belief that I am seeing a Mazda RX7. In 

other cases, particularly those suggested by the 

skeptic in which there is no such distinguishing 

information, no such information enters into the 

appropriate origination of the belie( Where the 

distinguishing information is a necessary compon

ent in the suitable generation of the belief, the 

alternatives to be distinguished from the truth are 

relevant, but where it is not a necessary compon

ent, the alternatives are not relevant ones. To be 

sure, a skeptic might find the distinction between 

relevant and irrelevant alternatives capricious and 

question-begging as a counterargument. Never

theless, the initial reply to the skeptic to the effect 

that true belief originating in the appropriate man

ner is knowledge, even if we do not know the 

skeptical hypotheses to be false, is a straightfor

ward consequence of epistemology naturalized 

whether or not it satisfies the demands of the 

skeptic. 
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Knowing That One Knows: Rejection of 
Deductive Closure 

There remains, of course, the question whether I 
know that I know that I see a tree when I do 
not know that the skeptical hypotheses are false. 
If I know that I see a tree, then it follows that the 
skeptical hypotheses concerning the demon and 
braino are false. It follows, first of all, from the 
fact that ifl know that I see a tree, then I do see a 
tree, and, therefore, my experiences are not a 
result of demonic bewitchment or computer wizar
dry. It follows, further, from my knowing that I 
see a tree that my belief originates in the appro
priate natural way and not from the demon or 
braino. In short, it follows both from the fact 
known and from the knowing of the fact that the 
skeptical hypotheses are false. 

Some naturalists in epistemology would deny 
that I know that the skeptical hypotheses are false 
or that I need to know this in order to know that I 
know that I see a tree. They do this by denying 
what they call a deductive closure condition, namely, 
the condition that if I know that p and that q is a 
logical consequence of knowing that p, then I, 
therefore, know that q. Thus, I might know 
that p, and know that q is a consequence of 
knowing that p, even though I do not know that 

II q. 
The denial of closure is directly relevant to 

replying to the skeptic. I might know that I see a 
tree, know that the falsity of the demon hypothesis 
is a consequence of my seeing a tree, even though I 
do not know that the demon hypothesis is false. If, 
however, I might know that I see a tree without 
knowing that the demon hypothesis is false, then 
might I also know that I know that I see a tree 
without knowing that the demon hypothesis is 
false? On the naturalist account, it appears that 
we may answer in the affirmative. If I can know 
something without knowing what I know to be the 
consequences of it, then I can know that I know 
something without knowing what I know to be the 
consequences of my knowing it. 

The falsity of the demon hypothesis is some
thing I know to be a consequence of my knowing 
that I see a tree, but I may, nevertheless, know that 
I see a tree without knowing what I know to be a 
consequence of my knowing it, to wit, the falsity of 
the demonic hypothesis. Once we deny the closure 
condition, we may agree with the skeptic that the 
falsity of the skeptical hypotheses is a necessary 
condition of what we know, while cheerfully 

admitting that we do not know that the skeptical 
hypotheses are false. Such are the joys of natural
ism and rejection of the closure condition. Given 
that the appropriate origination of a true belief 
converts it to knowledge, it becomes obvious that 
the closure condition must be rejected. My true 
belief that I see a tree may originate in the appro
priate way without a belief in the logical conse
quences of that true belief originating in the 
appropriate way. Indeed, I might fail to believe 
in the truth of the logical consequences. It may 
strike one as odd that a person should know 
that she sees a tree, know that the falsity of 
the skeptical hypothesis is a consequence, and yet 
fail to know the skeptical hypothesis to be false. 
The oddity is in the eye of the epistemologist, 
however, for there is no logical contradiction in 
this position. 

The Naturalistic Relation 

The advantages of naturalism are robust, but the 
theory must be true, not merely advantageous, to 
solve the problems with which we began. To ascer
tain whether the theory is true, we must have some 
accoum of the naturaliscic relationship thac is sup
posed to convert true belief into knowledge. Before 
proceeding to consideration of such accounts, 
however, let us consider the rejection of the justi
fication condition. At least one defender of episte
mology naturalized, Goldman in his later work, is 
inclined to argue that the notion of justification is a 
naturalistic notion. One might be a naturalist abouc 
justification and maintain that justification is redu
cible to some naturalistic relationship. In fact, a 
philosopher eager to connect the naturalistic ana
lysis with the traditional one might argue that a 
person has the requisite sort of justification for 
knowledge if and only if true belief arises in the 
appropriate naturalistic manner. This would pro
vide us with a naturalistic reduction of justifica
tion. Thus, the externalist theory can be construed 
as a naturalistic account of justification or as a 
repudiation of a nonnaturalistic account of justifi
cation. As we shall see later, however, there are 
objections to externalist accounts of justification 
that might lead an externalist to prefer the repu
diation strategy. 

What exactly is the external relationship that 
converts true belief into knowledge? It is typical 
of epistemological theories to take some sort of 
example as a paradigm of knowledge, to fine-tool 
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the theory to fit that sort of example and, at least at 
the outset, to ignore less felicitous examples whose 
subsequent consideration necessitates rather sub
stantial modification of the theory. That is the 
history of externalism. The paradigm example is 
perception. In the case of perception, it is indeed 
very plausible to contend that what converts per
ceptual belief into knowledge is the way that the 
belief arises in perceptual experience. My belief 
that I see a tree is converted into knowledge by 
being caused by my actually seeing a tree. Another 
kind of example is communication. You tell me 
that Holly Smith is Department Head and that 
causes me to believe that Holly Smith is Depart
ment Head. Do I know that Holly Smith is 
Department Head as a result of this causation? It 
might be contended, and has been, that if my 
informant knows that what he tells me is true, 
then I know because he knows and his communi
cation caused me to believe this. Of course, his 
knowing remains to be explicated. The assumption 
is that there is a causal chain beginning with the 
fact that Holly Smith is Department Head and 
ending with my believing it which accounts for 
my knowing it. 

Thus, following Goldman's early proposal, we 
might consider the following as characteristic of 
externalistic theories which eliminate the justifica
tion condition. 

(CK) S knows that p if and only if S believes that 
p and this belief is caused in the appropriate 
way by the fact that p. 12 

This account leaves us with the need to explain the 
difference between being caused in an appropriate 
way and being caused in a way that is not appro
priate. Typical cases of perception provide a model 
of the appropriate kind of causation. 

Dretske has suggested that when x is something 
S perceives, then 

(DK) S knows that x is F if and only if S's belief 
that x is F is caused or causally sustained by 
the information that x is F received from 
the source x by S.13 

Dretske's analysis, though restricted to perceptual 
knowledge, highlights two needed qualifications 
recognized by other authors as well. The first is 
that the belief need not be caused but only causally 
sustained by the information that p. This is neces
sary because the originating causation of a belief 
might involve an error which is corrected by sub
sequent information one receives. 
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Ifl see two men in the distance, I might take the 
one on the left to be Buchanan and believe that I 
see Buchanan when, in fact, it is not Buchanan, as 
I note when I move closer, but Harnish instead. At 
the same time, I note that the other man, the one 
on the right, is Buchanan and that Buchanan and 
Harnish are dressed in such a way that each 
appears to be the other in preparation for Tolli
ver's hallowe'en party. My beliefthat I see Bucha
nan was caused by my seeing Harnish dressed as 
Buchanan, and I continue to hold that belief sub
sequently when [ receive the further information 
which corrects my mistake about the man on the 
right but sustains my belief that I see Buchanan 
and, indeed, that I saw him earlier, though I did 
not recognize him. Moreover, on this sort of 
account the appropriate kind of causal relation is 
explicated in terms of receiving information from a 
source. 

The foregoing analyses are, however, too 
restricted in scope to provide us with a general 
analysis of knowledge. There is more to knowledge 
than perceptual knowledge, and not all knowledge 
that p can be supposed to be caused by the fact that 
p. The most obvious example is general know
ledge, my knowledge that all human beings 
die, for example. That fact includes the fact of 
death of as yet unborn humans which cannot 
now cause me to believe that all humans die or 
causally sustain that belief Our knowledge that all 
neutrinos have zero rest mass is yet more difficult 
to account for on such a model, since no one has 
ever perceived a neutrino at rest. Assuming there 
to be mathematical knowledge, for example, that 
integers are infinite, the causal theory seems inap
propriate. The integers appear to lie outside the 
temporal order and to be incapable of causing any
thing. 

Accounts of knowledge in terms of causation or 
the receipt of information fail to provide an 
account of our knowledge of general and theoreti
cal truths. Moreover, it is easy to see that extern
alism in no way requires such a restrictive 
conception of the external relationship. Causal or 
information-receiving analyses of knowledge have 
the virtue of explicating knowledge in a way that 
explains the connection between truth and belief, 
between reality and thought, and provides an 
answer to skepticism. We may, however, maintain 
the connection between truth and belief without 
committing ourselves to a restrictive causal con
nection. Instead, we may require that the history of 
the belief connect the belief with truth. 
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There are two popular accounts of how the 
history of a belief might connect the belief with 
truth. The first and perhaps best known is the later 
account of Goldman according to which true belief 
is converted to knowledge via justification when 
the belief is the result of a reliable belief-forming 
process. Goldman's basic idea, which he has mod
ified and refined, is as follows: 

If S's believing that p at t results from a reliable 
cognitive belief-forming process (or set of pro
cesses), then S's belief in pat t is justified. 14 

The refinements include an account of reliable 
rules, methods, and processes. The other account, 
offered by Nozick, requires that a belief must track 
truth in order to convert to knowledge in the sense 
that the person would believe that p if p were true 
and would not believe that p if p were not true. 15 

The two theories share some advantages. Both 
retain the reply to the skeptic considered above. 
They both accomplish this without assuming that 
we have any guarantee that our beliefs are true, 
moreover. That my belief is the outcome of a 
reliable belief-forming process does not presup
pose that I have any guarantee of the truth of the 
belief. Similarly, I might believe that something is 
true when I would not have believed it, had it not 
been true even though I have no guarantee that this 
is so. Thus, given either account of knowledge, the 
skeptic may be answered while allowing, what 
seems obvious, that we are fallible in the way in 
which we form our beliefs, even those converting 
to knowledge. The result is a fallibilistic epistemol
ogy without the postulation of self-justified beliefs. 

Objections to Externalism: Information 
Without Knowledge 

There is, however, a general objection to all 
externalist theories which is as simple to state as 
it is fundamental. It is that a person who has no 
idea that her beliefs are caused or causally sus
tained by a reliable belief-forming process might 
fail to know because of her ignorance of this. 
Alternatively, the person who has no idea that 
she would not have believed what she did had it 
not been true might fail to know because of her 
ignorance of that. Any purely externalist account 
faces the fundamental objection that a person 
totally ignorant of the external factors connecting 
her belief with truth, might be ignorant of the 

truth of her belief as a result. All externalist the
ories share a common defect, to wit, that they 
provide accounts of the possession of information 
rather than of the attainment of knowledge. The 
appeal of such theories is their naturalistic char
acter. They assimilate knowledge to other natural 
causal relationships between objects. Our attain
ment of knowledge is just one natural relationship 
between facts among all the rest. It is a relationship 
of causality, or nomological correlation, or fre
quency correlation, or counterfactual dependence. 
But this very attractive feature of such theories is 
their downfall. The relationship in question may 
suffice for the recording of information, but if we 
are ignorant of the relationship, we lack knowl
edge. As in our refutation of foundationalism, 
what is missing from the accounts of externalists 
is the needed supplementation of background 
information. To convert the specified relationships 
into knowledge, we need the additional informa
tion of the existence of those relationships. Such 
additional information is, however, precisely the 
sort of information required for coherence and 
complete justification. 

The general problem with externalism can be 
seen most graphically by considering the analogy 
proposed by Armstrong. He suggested that the 
right model of knowledge is a thermometer. 16 

The relationship between the reading on a thermo
meter and the temperature of the object illustrates 
the theories mentioned above. Suppose that the 
thermometer is an accurate one and that it records 
a temperature of 104 degrees for some oil it is used 
to measure. We can say, with Armstrong, that 
there is a nomological connection between the 
temperature and the thermometer reading, with 
Dretske that the thermometer receives the infor
mation, with Nozick that the thermometer would 
not record a temperature of 104 degrees if it were 
not true that the oil was at 104 degrees, and with 
Goldman that the reading is the outcome of a 
reliable temperature-recording process. The prob
lem with the analogy is that the thermometer is 
obviously ignorant of the temperature it records. 
The question is - why? 

One might be inclined to suggest that the ther
mometer is ignorant of temperature only because it 
lacks the capacity of thought. If, contrary to fact, 
the thermometer could entertain the thought that 
the oil is 104 degrees, would that suffice? Would 
the thermometer know that the temperature is 104 
degrees? What are we to say of this fanciful 
thought experiment? One might protest, of course, 



that it is too far-fetched to turn the philosophical 
lathe. The thermometer does record information 
accurately, however, and, given the capacity for 
thought, it may be said that the thermometer not 
only contains the information but possesses that 
information as well. But our thoughtful thermo
meter does not know that the temperature of the oil 
is 104 degrees as a result of thinking that this is so. 
The reason is that it might have no idea that it is an 
accurate temperature-recording device. If it has no 
idea that this is so, then, even if it thinks the 
temperature of the oil is 104 degrees when it 
records that temperature, it has no idea that the 
recorded temperature is correct. To obtain the 
benefits of these reflections, however, it is neces
sary to move to the human case. 

Suppose a person, whom we shall name Mr 
Truetemp, undergoes brain surgery by an experi
mental surgeon who invents a small device which 
is both a very accurate thermometer and a compu
tational device capable of generating thoughts. 
The device, call it a tempucomp, is implanted in 
Truetemp's head so that the very tip of the device, 
no larger than the head of pin, sits unnoticed on 
his scalp and acts as a sensor to transmit informa
tion about the temperature to the computational 
system in his brain. This device, in turn, sends a 
message to his brain causing him to think of the 
temperature recorded by the external sensor. 
Assume that the tempucomp is very reliable, and 
so his thoughts are correct temperature thoughts. 
All told, this is a reliable belief-forming process. 
Now imagine, finally, that he has no idea that the 
tempucomp has been inserted in his brain, is only 
slightly puzzled about why he thinks so obsessively 
about the temperature, but never checks a thermo
meter to determine whether these thoughts about 
the temperature are correct. He accepts them 
unreflectively, another effect of the tempucomp. 
Thus, he thinks and accepts that the temperature 
is 104 degrees. It is. Does he know that it is? 
Surely not. He has no idea whether he or his 
thoughts about the temperature are reliable. 
What he accepts, that the temperature is l 04 
degrees, is correct, but he does not know that his 
thought is correct. His thought that the temperat
ure is 104 degrees is correct information, but he 
does not know this. Though he records the 
information because of the operations of the tem
pucomp, he is ignorant of the facts about the 
tempucomp and about his temperature-telling 
reliability. Yet, the sort of causal, nomological, 
statistica~ or counterfactual relationships required 
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by externalism may all be present. Does he know 
that the temperature is 104 degrees when the 
thought occurs to him while strolling in Pima 
Canyon? He has no idea why the thought occurred 
to him or that such thoughts are almost always 
correct. He does not, consequently, know that 
the temperature is 104 degrees when that thought 
occurs to him. 

The preceding example is not presented as a 
decisive objection against externalism and should 
not be taken as such. It is possible to place some 
constraint on relationships or processes converting 
belief to knowledge to exclude production by the 
tempucomp. The fundamental difficulty remains, 
however. It is that more than the possession of 
correct information is required for knowledge. 
One must have some way of knowing that the 
information is correct. Consider another example. 
Someone informs me that Professor Haller is in 
my office. Suppose I have no idea whether the 
person telling me this is trustworthy. Even if the 
information I receive is correct and I believe what I 
am told, I do not know that Haller is in my office, 
because I have no idea of whether the source of my 
information is trustworthy. The nomological, sta
tistical, or counterfactual relationships or processes 
may be trustworthy, but I lack this information. 

In considering the distinction between belief 
and acceptance, we might note the argument to 
the effect that a person who receives the informa
tion that p and believes that p as a result may fail to 
know that p. The reason is that the person may not 
know that the information she thus receives and 
believes is correct information. If a person does not 
know that the information, that p, which she 
receives is correct information, then she does not 
know that p. All forms of externalism fail to deal 
with this problem adequately. To know that the 
information one possesses is correct, one requires 
background information about that information. 
One requires information about whether the 
received information is trustworthy or not, and 
lacking such information, one falls short of know
ledge. A necessary condition of knowledge is 
coherence with background information, with an 
acceptance system, informing us of the trust
worthiness of the information we possess. 

Externalism and Justification 

Some forms of extemalism repudiate justification 
as a condition of knowledge, according to Nozick 
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and Dretske, for example.17 Such accounts may 
provide an interesting account of what it is like 
for belief to constitute correct information or to 
track truth, but they provide no account of know
ledge. The reason is that no one knows that what 
she accepts is true when it would have been just as 
reasonable for her to have accepted the opposite on 
the basis of her information. A necessary normat
ive condition of a person knowing that p is that it 
be more reasonable for her to accept that p than to 
accept the denial of p on the basis of her informa
tion. This condition implies the need for a justifi
cation condition of the sort we have proposed. 

One may, as Goldman illustrates, combine 
externalism with the affirmation of a justification 
condition, but such an account, if it takes account 
of background information in an acceptable man
ner, will introduce a coherence factor. Goldman 
insists, for example, that a justified belief resulting 
from a reliable belief-forming process must not be 
undermined by other evidence the subject pos
sesses. 18 The condition requiring that the belief 
not be undermined by other evidence is a kind of 
negative coherence condition to the effect that the 
belief not be incoherent with background informa
tion. Nevertheless, the source of justification on 
this account is the reliability of the belief-forming 
process, that is, the fact that the belief has the sort 
of history frequently producing true beliefs. As a 
result of providing a justification condition, a nor
mative constraint is supplied. 

The objection raised against externalism in gen
eral still applies to such a theory, however. A 
person totally ignorant of the reliability of the 
process producing his belief would not know that 
what he believes is true, even ifhe had no informa
tion that would undermine his belief. The example 
of Mr Truetemp illustrates this perfectly. He has 
no evidence that his thoughts about the tempera
ture are incorrect. Had he taken time to consider 
evidence, he would have discovered that his 
thoughts about the temperature are correct, but 
he did not consider any evidence concerning the 
matter, and that is why he does not know that his 
thoughts about the temperature are correct. 

Take a more commonplace example. If I read a 
thermometer at the local gas station, and it says 
that the temperature is 104 degrees, I do not know 
simply from reading the thermometer that the 
temperature is 104 degrees. I may not have any 
evidence that it is untrustworthy, but the compet
itor to the effect that gas station thermometers are 
often inaccurate is not one I can beat or neutralize, 

at least not without inquiring about the thermo
meter. Whether or not the belief-forming process 
is reliable, which perhaps it is, I do not know 
whether the information about the temperature is 
trustworthy or not. Indeed, I may have no view on 
the matter. I may believe what I see out of habit, 
but this is not knowledge. This is a central prob
lem for externalism, to wit, that ignorance of our 
reliability or of other external relationships leaves 
us ignorant of whether our information is trust
worthy. Trust sharpens the epistemic blade. 

The invincibility objection 

There is another objection to historical reliabilism 
that leads to an important lesson. The objection 
raised by Cohen is that if we are deceived in such a 
way that we are invincibly ignorant of the decep
tion, we are justified in what we believe, none
theless.19 Cohen's example wa~ the Cartesian 
demon who deceives us in all our perceptual 
beliefs. The details of the deception may vary, 
but let us suppose that the demon clouds our 
senses and supplies us with deceptive sensory 
data leading us to believe that we perceive the 
world though we actually perceive nothing at all. 
Since our perceptual beliefs are virtually all erro
neous, the process that produces them is not reli
able. Yet, Cohen suggests, we are certainly 
justified in our beliefs. We may have done the 
best we could to ensure that we were not deceived, 
attended to what we observe with the greatest 
circumspection, and noticed no error. Having 
done the best we could, indeed, the best anyone 
could do, we are certainly justified in believing 
what we do. 

The intuition is reinforced by noting the differ
ence between two people, one who examines his 
sensory data with the sort of care that would keep 
him virtually free from error in normal circum
stances, and one who forms perceptual beliefs so 
casually that he would frequently err under the 
best of circumstances. The former puts together 
all his information and concludes that he is seeing 
the path of an alpha particle in a cloud chamber. 
The other believes this because some person, 
whom he knows to be scientifically ignorant, has 
told him that this is what he is seeing. We would 
wish to say that the former but not the latter was 
justified in believing that he sees the path of an 
alpha particle in a cloud chamber, even 
though both beliefs are produced by processes 



that are unreliable, given the interventions of the 
demon. 

Externalism might be modified to meet the 
objection, and Goldman has suggested more than 
one way.20 The example shows that it is internal 
factors, not external ones, that make us justified 
and explain the difference between the circum
spect and casual observers above. The sort of 
justification appealed to in the example is personal 
justification as explicated in the last chapter. The 
circumspect observer wins the justification round 
arising when the skeptic claims that casual obser
vations are often in error by replying that his 
observation is circumspect and not casual. The 
casual observer loses that round to the skeptic. 

The absentminded demon 

There is, however, an important lesson to be 
learned from reliabilism. It is that the sort of 
justification required for knowledge is not entirely 
an internal matter, either. On the contrary, the 
needed form of justification depends on the appro
priate match between what one accepts about how 
one is related to the world and what is actually the 
case. To see this, consider a minor amendment in 
the preceding example in which the demon, in a 
moment of cosmic absentmindedness, forgets for a 
moment to cloud our senses with the result that we 
really perceive what we think we do. If this 
moment is one that occurs very briefly as we 
suddenly awake and is immediately followed by 
further slumber to conceal the demonic error, we 
might believe we perceive what, in this instance, 
we actually do perceive. I might perceive my hand 
for the first time and believe I see a hand, only to 
lose consciousness after this formidable event. Do 
I know that I see a hand in that brief moment? I 
believe I do, but, since such beliefs are almost all 
false, I am almost totally untrustworthy in such 
matters as is everybody else, though accepting 
myself to be worthy of trust. 

I am as much deceived about my trustworthi
ness in this case as I would be when confronted 
with a convincing liar who tells me almost all 
falsehoods about some party he attended except 
for one fact which, in a moment of absentminded
ness, he accurately conveyed, namely, that he 
arrived before the host. If I accept all that he tells 
me and also that he is a trustworthy source of 
information about the event, I may be personally 
justified in accepting all that he says, but I do not 
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know that the one truth he has conveyed is a truth. 
I do not know that he arrived before the host. The 
reason is that my assumption that my informant is 
trustworthy is in error, even if he has told me the 
truth in this one instance, and this error is suffi
cient to deprive me of the sort of justification I 
require for knowledge. This is the truth about 
justification contained in reliabilism. 

Complete Justification and Reliabilisrn 

The account that we have offered of complete 
justification in the last chapter is sufficient to 
deal with the sort of problem we have just consid
ered. To be personally justified in accepting what 
another says, one must accept that the person is 
trustworthy, for, otherwise, the skeptic can win the 
justification game by claiming that informants are 
sometimes untrustworthy, or more directly, that 
the informant from whom I received the informa
tion is an untrustworthy informant. Thus, to be 
personally justified, I must accept that the infor
mant is trustworthy. Since that is false, however, I 
wilhiot be justified in accepting that my informant 
arrived before the host on the basis of my verific 
system, what is left of my acceptance system when 
all errors are deleted. I will not be verifically jus
tified, and so I will not be completely justified 
either. Hence, the account offered above incorpor
ates the reliabilist insight and explains how we fail 
to obtain knowledge when the source of informa
tion is unreliable. 

The appeal of reliabilism and the other forms of 
externalism may, moreover, be easily understood 
in terms of the coherence theory and the account 
of complete justification contained therein. To 
oversimplify a bit, personal justification depends 
on our background information about the relation
ship of acceptance to the truth of what is accepted, 
about nomological or statistical correlations, about 
counterfactual dependence, or about reliable pro
cesses. This information is contained in my 
acceptance system. I know that I see my cat sitting 
on papers on the desk. I accept that I would not 
believe that I see a cat if it were not true that I see 
him. I accept that my believing I see a cat is 
correlated with my seeing a cat, though I would 
not put it that way. -I accept that always, or almost 
always, I see a cat when I think I see one because 
my accepting that I see a cat results from a reliable 
process. It is my acceptance of these things that 
converts merely accepting that I see a cat into 
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personal justification, into victory in the justifica
tion game. For that victory to be converted into 
complete justification, however, what I accept 
about these things must also be true. The conver
sion of mere acceptance into personal justification 
depends on my accepting the things about myself 
whose bare existence the externalist mistakenly 

assumes to be sufficient to convert true belief 
into knowledge. The conversion also depends, as 
the extemalist says it does, on these things I accept 
about myself being true. The error of externalism 
is to fail to notice that the subject of knowledge 
must accept that the externalist conditions hold 
true. The insight of externalism is the claim that 
the conditions must, indeed, hold true. 

Causation and Justification: The Basing 
Relation 

The truth contained in reliabilism is, however, 
concealed by an error. What a person originally 
believes as a result of prejudice may later be 
accepted on the basis of scientific evidence. There
fore, the reliabilist must be in error when he claims 
that it is what originates a belief that converts it 
into a justified belief and knowledge. This is, in 
effect, to confuse the reason a person has for believ
ing something with the cause of his believing it. 
The confusion is such a common one that we 
might name it the causal fallacy. 

It is easy to see how the fallacy arises. When a 
person's justification for her belief is based on 

evidence, then she believes what she does because 
of the evidence. This suggests a causal account of 
what is involved when the justification of a belief is 
based on evidence. It suggests that the notion of a 
justification being based on evidence should be 
explicated in causal terms. Following this propo
sal, a person's justification for her belief is based 
on certain evidence if and only if her belief is 
causally related in some specified way to the evi
dence. How to specify the exact way in which the 
belief must be causally related to the evidence 
would remain a problem on this approach, but it 
would be a problem of detail rather than of 
principle. All such theories must be rejected, how
ever. 

Often the evidence on which a justification is 

based does causally explain the existence of the 
belief, and it may even be admitted that sometimes 
the belief is justified because of the way in which it 
is causally explained by the evidence. Neverthe-

less, it is also possible for a justified belief to be 
causally independent of the evidence that justifies 
it. Indeed, it may well be that the evidence in no 
way explains why the person holds the belief, even 
though her justification for the belief is based on 
the evidence. The evidence that justifies a person's 
belief may be evidence she acquired because she 
already held the belief, rather than the other way 
round. This is to be expected, since it is common
sense to distinguish between the reasons that jus
tify a belief and the causes that produce it. The 
causes of belief are various, and, though the rea
sons we have for a belief sometimes cause the belief 
to arise, the belief may also arise from some other 
cause than having the reasons that justify it. Hav
ing the reasons we do may justify the belief, how
ever, even though they have no causal influence 
upon the belief at all. 

An example will illustrate. It is easy to imagine 
the case of someone who comes to believe some
thing for the wrong reason and, consequently, 

cannot be said to be justified in his belief, but 
who, as a result of his belief, uncovers some evid
ence which completely justifies his belief. Suppose 
that a man, Mr Raco, is racially prejudiced and, as 
a result, beiieves that the members of some race are 
susceptible to some disease to which members of 
his race are not susceptible. This belief, we may 
imagine, is an unshakable conviction. It is so 
strong a conviction that no evidence to the con
trary would weaken his prejudiced conviction, and 
no evidence in favor would strengthen it. Now 
imagine that Mr Raco becomes a doctor and begins 

to study the disease in question. Imagine that he 
reads all that is known about the disease and dis
covers that the evidence, which is quite conclusive, 
confirms his conviction. The scientific evidence 
shows that only members of the race in question 
are susceptible to the disease. We may imagine as 
well that Mr Raco has become a medical expert 
perfectly capable of understanding the canons of 
scientific evidence, though, unfortunately, he 
becomes no less prejudiced as a result of this. 
Nevertheless, he understands and appreciates the 
evidence as well as any medical expert and, as a 
result, has reason for his belief that justifies it. He 
has discovered that his conviction is confirmed by 
the scientific evidence. He knows that only mem
bers of the other race are susceptible to the disease 
in question. Yet, the reasons that justify him in 
this belief do not causally explain the belief. The 
belief is the result of prejudice, not reason, but it is 
confirmed by reason which provides the justifica-
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tion for the belief. Prejudice gives Mr Raco con
viction, but reason gives him justification. 

Harman and others, most notably Marshall 
Swain and Alvin Goldman, have suggested that a 
belief is based on evidence only if the evidence 
conditionally or partially explains the belief.21 

The idea is that, even if the belief is not originated 
by the evidence on which it is based, it must be 
causally sustained by the evidence. Again, in the 
typical case, this will be true. Usually, the reasons 
a person has for a belief can be expected to have 
some causal influence on the belief, even if they do 
not originate that belief. It is, unfortunately, diffi
cult to evaluate the claim that the reasons that 
justify a belief must always partially explain or 
causally sustain the belief because a sufficiently 
precise account of partial explanation and causal 
sustenance is lacking. There appears to be no 
better reason for supposing that the evidence that 
justifies a belief must partially explain or causally 
sustain the belief than for supposing that it must 
originate it. The explanation for this is that we 
may suppose that the evidence justifying Mr. 
Raco's beliefs does not in any way explain or 
causally sustain his belief. What explains and sus
tains his belief is his prejudice. His belief is neither 
strengthened nor explained by his discovering the 
evidence for it. His prejudice gives him the strong
est level of conviction, and the evidence adds 
nothing to the strength of it. 

One might, however, suggest that his conviction 
is conditionally or counterfactually explained or 
sustained by the evidence, nonetheless. It might 
be proposed that if Mr Raco were not to believe 
what he does out of prejudice, he would believe it 
as a result of the evidence. This is again likely, but 
it need not be so. Imagine that Mr Raco is so 
dependent on his prejudice that if he were to 
cease to believe what he does out of prejudice, he 
would become quite mad and become unin
fluenced by reason. To avoid such an objection 
one might propose, as Swain did, that to say the 
belief is sustained by the evidence is only to say 
that if Mr Raco were not to believe what he does 
out of prejudice but were to continue to believe it 
nonetheless, then he would believe it as a result of 
the evidence. Perhaps this is to be expected, but 
must it be so? Again suppose that were Mr Raco to 
cease to believe what he does out of prejudice, he 
would become quite mad and uninfluenced by 
reason; then were he to believe the same thing 
though not out of prejudice, he would believe it 
as a result of madness. 

Externalism and Epistemology Naturalized 

The point is the one with which we began. 
Though evidence ordinarily has some influence 
over belief or would have if other factors were to 
lose their influence, this is really incidental to 
justification. The analogy between justification 
and validity explains why. If a person validly 
deduces a conclusion from something he knows, 
this may cause him to believe the conclusion or 
influence his belief in the conclusion. But the 
validity of the inference does not depend on this 
causal influence. If valid deduction had no influ
ence whatever on whether a person believed the 
conclusion, that would not undermine the validity 
of the inference. Similarly, if someone justifies 
some conclusion on the basis of something he 
knows, this may cause him to believe the conclu
sion or influence his belief in the conclusion. The 
justification of his conclusion, however, does not 
depend on the causal influence. Thus, a person 
may justify a second belief in terms of a first belief 
and the justification of the second belief may be 
based on the first without the second belief being 
causally influenced thereby. 

The preceding discussion rests on a distinction 
between explaining why a person believes some
thing, on the one hand, and explaining how he 
knows it, on the other. When a person knows 
that his belief is true, the explanation of why he 
believes what he does may have something to do 
with his having the evidence he does, but it need 
not. The explanation may rest on political, erotic, 
or other extraneous influences, but the explanation 
of how a person knows that his belief is true, when 
the justification of the belief is based on evidence, 
must be in terms of the evidence. It is how a 
person knows that is explained by evidence. Why 
he believes what he does may be explained by 
anything whatever. Therefore, a justification of a 
belief that is known to be true is based on certain 
evidence if and only if his having that evidence 
explains how he knows that the belief is true. The 
evidence explains how the person knows, more
over, if and only if the evidence justifies the per
son's belief. Evidence that justifies a belief consists 
of that part of the acceptance system of a person 
which yields complete justification. 

The idea of evidence explaining how a person 
knows may be further clarified by recalling once 
again that our primary concern is to provide a 
theory to explain how people know that the 
information that they possess is correct. If the 
evidence that a person has justifies her belief that 
p, then the evidence explains how she knows that 
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the infonnation that p is correct. She knows this 
from the evidence. Similarly, if a person is asked 
how she knows that p, her reply will be to justify 
the claim that p in terms of her evidence. It is 
appeal to her evidence that shows that she knows 
and how she knows. Thus, a justification based on 
evidence explains how a person knows that p if that 

justification would be a correct answer to the ques
tion "How do you know that p?" 

Reliability and the Justification Game 

The example of Mr Raco, a person originally 
believing out of racial prejudice that the members 
of some race suffer a disease which members of 
other races do not suffer and later accepting this on 
the basis of scientific evidence, shows that a belief 

need not be produced or, as the example further 
indicated, even sustained by the evidence that 
justifies accepting it. Reliability enters into justifi
cation not by originating belief but by backing 
acceptance in the justification game. Consider the 
justification game played by the prejudiced man 
before obtaining the scientific information. 

Claimant: The members of that race suffer a 
disease to which members of other races are 
not susceptible. 

Skeptic: You believe what you do as the result of 
prejudice. 

Claimant: It is more reasonable for me to accept 
that I do not believe what I do as a result of 

prejudice than to accept that I believe what I 
do as a result of prejudice. (I am quite unpre
judiced concerning members of the race in 
question, it is just that they are inferior.) 

This personal justification would fail to convert 
into verific and complete justification. The claim

ant,s error concerning his pre}udice would 
disqualify this move in the verific justification 

game. 
After acquiring the scientific information, the 

claimant is in a position to neutralize the claim of 
the skeptic in the justification game by making the 
following reply to the claim of the skeptic above: 

Claimant: It is as reasonable for me to accept 
that I believe what I do out of prejudice and 
that the best scientific evidence shows that 
what I thus believe is, in tact, true than to 
accept merely that I believe what I do out of 

prejudice. (In the standard medical reference 
work concerning this disease, it is stated that 
only members of the race in question are 
susceptible to the disease. This has been con
finned by recent studies cited in ... ) 

This move succeeds in the verific justification 
game. The claimant wins the round, and his move 
cannot be disqualified. Whatever his moral fail
ings, as a result of obtaining scientific understand
ing, he is victorious in the justification game. He 
is, therefore, personally and verifically justified in 
accepting what he does. 

The preceding reflections illustrate the point 
that the evidence which justifies a person in 
accepting something must explain how the person 
knows that p rather than why he believes it. The 
scientific evidence explains how the person knows 
by explaining how he is victorious in the justifica
tion game. Usually, what makes a person victor

ious in the justification game is closely connected 
to what makes him believe what he does. But the 
connection is not essential to justification. As a 
result, the reliability essential to justification is 

not the reliability of the process which produces 
or causally sustains belief. What is essential is the 
reliability or trustworthiness of the evidence for 
what we accept to guide us to acceptance of what is 
true rather than false. The trustworthiness of the 
evidence makes us trustworthy in the matter, 
whatever our general defects. In epistemology as 
in life generally, you do not have to be perfect in 

order to be justified. 

Extemalism, Foundationalism, and 
Coherence: An Ecumenical 
Reconsideration 

The foregoing articulation of the coherence theory 

of \ustiflcation suggests that there is some merit in 
the foundation theory and in externalism which we 
have preserved in our theory. It is, therefore, time 
to turn from criticism to ecumenicalism. The 
foundation theory held some introspective, per
ceptual, and memory beliefs to be self-justified. 
We argued that the justification of all such beliefs 
depends on background information concerning 
our trustworthiness in such matters. Thus, it is 
coherence with such information in our acceptance 
system that produces the justification. Neverthe
less, we concede that some beliefs are justified 
without inference because we accept ourselves to 
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be trustworthy in such matters, and that a princi
ple of our trustworthiness is needed to convert 
mere acceptance into justified acceptance. 
Moreover, though the principle of our trust
worthiness must cohere with what we accept 
about our successes and failures in past epistemic 
employments, the principle of our own trust
worthiness provides its own personal justification. 
We are, at least in part, personally justified in 
accepting that we are trustworthy precisely 
because we accept that we are. If we did not accept 
that we were trustworthy, there would be an 
unbeatable skeptical challenge to any claim we 
made in the justification game, to wit, that we are 
untrustworthy in what we accept. To beat that 
move, we must accept that we are trustworthy. 
So, there appears to be at least one thing that we 
accept, one important and fundamental thing, that 
is self-justified as the foundationalist contended, 
even if it is not those introspective, perceptual, and 
memory beliefs that he most favors. To be 
personally justified one must accept some princi
ple of trustworthiness which is, in part, self-justi
fied. 

To be verifically and completely justified as 
well, some principle of trustworthiness we accept 
must be true. Otherwise, the skeptical challenge 
that we are not trustworthy in what we accept 
would not be beaten in the verific justification 
game. The insight of externalism is the contention 
that there must be some truth connection between 
our accepting something and the truth of what we 
accept. It is our acceptance of our trustworthiness 
and the correctness of what we thus accept that 
yields the truth connection. 
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Externalism and Skepticism 

Richard Fumerton 

After examining a number of different contro

versies associated with the internalism/extemal

ism debates in epistemology, I argued thal rwo of 

the mu~1: fundamental issues separating intemal1sts 

and exterm1.lists are 1he question of whether funda

mental epistemic concepts can be "mu:ural1zcd" 

and the [jUCstion of whether one takes access 10 

inferential connections to be a necessary coru'lmon 

for inferential justifl(:ation. We inttoduced the 
labels "inferential intemalism" and "inferential 

externalism" to refer to the two positions one 

might take on this last (jUestion. 

In tlus chapter I am primarily interested in 
Cll:ploring the ways in which an extemalisl might 

respond to the dassic skeptical arguments 

sketched previously. For convenience I focllli pri

marily on reliab1lism, but ahnost all of whar I Sll.J 

will apPly mutaus mUlandis tu other paradigmatic: 

externahsts. My first aim is simply to be dear 

about the framework withm which a foundational

isl \'ersmn of extem.1lism will face the iikeptical 

challenge. I want tu understand where extemalii.m 

lenes the philosopher when it comes tu approach

ing normatil'e epistemological is~ues in general, 

and these issues as they relai:e to skepticism in 

panacular. But, as I implied earlier, I think the 

"er} examina1ion of the way in whi1.h 1he ph1loso

phkal externalist should approach skepticism may 

rC\'eal the fundamental weakness of exb:rnalism 

as a metaepistemological account of concepts 

furidamental tu phtlosophual corn.:em with 

cpisn.mology. 

Orlg1nelly published In R. Fumerton. MelBepislemo qgr 
Bild Skeplicfsm (Lanham. MA: Rowman end Littlefield, 
1995). pp. 159-81. 

Externalism, Foundatmnalism, and the 
Traditional Skeptical Argument 

Previously, I ha\'e tried to characterize what I take 

to be the func'lamental structure or skeptical argu

ments. The skepllasm I am most interested 1n is 

skepticism with respect to justified or rarional 

belief. Furthermore, we are concerned. m the 

first place, with "local" rather than "glohal" i;kep

liasm. The skept11.'S we consido"ed put furth argu

ments designed to establish that we hal'e no 

justified beliefs with respeu to ceruin clasm of 

propositions. They offered skepncal arguments 

thal concluded thal we ha"e no reason to beltC\'e 

propositions about the physical world, the past, 

other minds, the future, and so on. The traditional 

skeptic l'irtually always presupPoscd some \'ersiun 

of foundationalism, presupposed that we du ha11e 

noninfercntially juslifu:d belief m at least some 

prupus11ions. The presupposition was seldom sta

led explicitly, but one cannot read any of the 

important historical figures cuncemt:d with eil:her 

ad\'ancing or refuting skepticism without reaching 

the t:onclusion that they took some proposirions to 

be cp1sremically unproblematic, where their 

unproblematic character BCCmt:d tu stem from the 

fact that one did not need to 1nftr their ITUth from 

any ol:her propositions beliel'ed. In both the 

rationalist and the empiricist tradition. at least 

some propositions about the content of one's cur

rent menial states were taken to ha\'e this unprob-

lematic,noninferent1al character. 
The first istep, then, in ad\'ancing an argument 

for iskepticism with respect to some kmd of pro

position is to establish that our access to the rele

\'anl truth is at best 1nd1rul. In the terminology we 
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have developed, the skeptic begins by denying that 
we have noninferential knowledge, or noninferen
tially justified belief in the relevant sort of propo
sition. Thus, for example, skeptics with respect to 
the physical world deny that we have noninferen
tial "direct" access to physical objects. The stan
dard claim is that if we have justification for 
believing anything about the physical world, that 
justification reduces to what we can legitimately 
infer about the physical world from what we know 
about the character of our past and present 
sensations. The skeptic about the past claims that 
we have no direct - that is, noninferential -
knowledge of the past. What we know or 
reasonably believe about the past is restricted to 
what we can legitimately infer about past events 
from what we know about the present state of our 
minds. 

One of the primary advantages that paradig
matic extemalist accounts have in the battle 
against skepticism is the ease with which they can 
deny the crucial first premise of skeptical argu
ments. The class of noninferentially justified 
beliefs is likely to be much larger given an extem
alist epistemology. Notice that I say "likely" to be 
much larger. As far as I can see, virtually all 
extemalist epistemologies entail that it is a purely 
contingent question as to which beliefs are justified 
noninferentially and which are not. On the relia
bilist's view, for example, the question of whether 
or not one is noninferentially justified in believing 
at least some propositions about the physical world 
is a question about the nature of the processes that 
yield beliefs about the physical world and the 
nature of their "input." If we have been pro
grammed through evolution to react to sensory 
stimuli with certain representations of the world, 
and we have been lucky enough to have "effective" 
programming, then we will have noninferentially 
justified beliefs about t!te physical world. If Nozick 
is right and our beliefs track facts about the phy
sical world around us, and this tracking does not 
involve inference from other propositions, we will 
again have noninferentially justified beliefs about 
the physical world. If our beliefs about the physical 
world are acting like that reliable thermometer that 
Armstrong uses as his model for direct knowledge, 
if we are accurately registering the physical world 
around us with the appropriate representations, 
then again we have noninferential, direct know
ledge of that world. Whether or not we have such 
noninferential justification for believing proposi
tions describing the physical world, on any of these 

extemalist ways of understanding noninferential 
justification, is a purely contingent matter. 

That it is a contingent fact is not in itself sur
prising, nor is it a consequence peculiar to extem
alist epistemologies. It is certainly a contingent fact 
on the acquaintance theory that I am acquainted 
with the fact that I am in pain. It is a contingent 
fact that I am in pain and so obviously contingent 
that I am acquainted with it. It is less obvious on 
traditional foundationalisms that it is a contingent 
fact that we are not acquainted with certain facts. It 
might seem, for example, that one could not be 
acquainted with facts about the distant past, the 
future, or even the physical world if it is under
stood as a construct out of actual or possible 
experience or as the cause of certain actual and 
possible experience. 1 But even here it is difficult to 
claim that it is necessarily the case that conscious 
minds are not acquainted with such facts. There 
may be no God, but it is not obvious that the 
concept of a consciousness far greater than ours 
is unintelligible. If the concept of a specious pre
sent makes sense, such a consciousness may have 
the capacity to directly apprehend a much greater 
expanse of time than can finite minds. In any 
event, it is not clear that the class of facts with 
which we can be acquainted exhausts the facts with 
which all possible consciousness can be 
acquainted. 

But even ifthe scope ofnoninferentially justified 
belief is contingent on both internalist and extem
alist versions of foundationalism, there are crucial 
differences. On traditional (internalist) versions of 
foundationalism, philosophers are at least in a posi
tion to address reasonably the question of the con
tent of noninferentially justified belief. The 
philosopher is competent, at least as competent as 
anyone else, to address the questions of whether or 
not we have noninferentially justified beliefs in 
propositions about the physical world, for example. 
There are two sources of knowledge as to what we 
are noninferentially justified in believing. One is 
dialectical argument. The other is acquaintance 
itself. One can be directly acquainted with the fact 
that one is directly acquainted with certain facts. 

On the classic extemalist views, the facts that 
determine whether one is noninferentially justified 
in believing a proposition are complex nomological 
facts. Given paradigm extemalism, it is not clear 
that a philosopher qua philosopher is even in a 
position to speculate intelligently on the question 
of whether or not we have noninferentially justi
fied belief in any of the propositions under skep-



tical attack.2 Because the externalist has reduced 
the question of what is noninferentially justified to 
questions about the nature of the causal interaction 
between stimuli and response, and particularly to 
the processes of the brain that operate on the 
stimuli so as to produce the response, the search 
for noninferential justification would seem to be as 
much in the purview of the neurophysiologist as 
the pl:iilosopher.3 In the last two hundred years, 
the vast majority of philosophers simply have not 
had the training to do a decent job of investigating 
the hardware and software of the brain. But with
out this training, it hardly seems reasonable for 
philosophers to be speculating as to what is or is 
not a reliable belief-independent process. To be 
sure, some contemporary epistemologists are try
ing to "catch up" on developments in cognitive 
science and even neurophysiology, but I cannot 
help worrying that the experts in such fields will 
quite correctly regard these philosophers as simply 
dilettantes who, having tired of their a priori dis
cipline, now want to get their hands dirty in the 
real-life work of science. 

Given this possibility, it is ironic that so many 
philosophers find externalist analyses of epistemic 
concepts attractive precisely because they seem to 
capture the prephilosophical intuition that there is 
something direct about our knowledge of the phy
sical world through sensations. Through sheer 
repetition of the arguments, many philosophers 
got used to talking about inferring the existence of 
a table from propositions about the character of 
sensation, or inferring propositions about the past 
from propositions describing present conscious
ness. But critics have correctly pointed out that if 
such claims are intended to be phenomenologically 
accurate descriptions of our epistemic relation to 
the world, they are hardly credible. Anyone who 
has tried to draw knows that it is very difficult to 
distinguish the world as it appears from the world 
as it is. That there is a conceptual distinction 
between phenomenological appearance and reality 
seems obvious. If the difficulty of artistic repre
sentation shows that we rarely reflect on appear
ances (as opposed to reality), it also shows that 
there is such a thing as appearance. A number of 
p!J.ilosophers have argued that the most frequent 
use of "appears" terminology is not that of 
describing the phenomenological character of sen
sation, but rather that of expressing tentative 
belief.4 When I say that he appears to be a doctor 
I am probably only indicating my tentative con
clusion that he is a doctor. 
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But even if we recognize what Chisholm called 
the "epistemic" use of "appears," there is surely 
another use of the term that is designed to capture 
the intrinsic character of sensation. When I say 
that the people on the street below look like ants, 
I am not expressing the tentative conclusion that 
they are ants. Again, as Sellars pointed out, we 
cannot directly conclude from such examples that 
the descriptive use of "appears" gives us a "pure" 
description of experience uncontaminated by 
reference to the physical world. "Appears" some
times has what Chisholm called a "comparative"
use. 5 To say that X appears Fin this sense is to say 
that X appears the way F things appear under 
some set of conditions. The people down below 
look like ants in the sense that they look something 
like the way ants look when you are relatively close 
to them under standard conditions. Such complex 
facts include reference to physical objects and their 
tendency to appear in certain ways under certain 
conditions, and consequently are implausible can
didates for objects of direct acquaintance. But Sell
ars aside, it is difficult to avoid the conclusion that 
the comparative use of "appears" virtually presup
poses some other way of understanding the phe
nomenological character of appearance. There is 
some way that things appear and it is that way of 
appearing that the artist must think about in trying 
to represent realistically some aspect of the world. 
But whether or not this "noncomparative"6 use of 
appears exists and is intelligible, it does not alter 
the phenomenological fact that we do seldom, if 
ever, consciously infer propositions about the phy
sical world from propositions describing the char
acter of sensation. 

We also seldom consciously infer propositions 
about the past from anything we might call a 
memory "experience." The very existence of 
memory "experience" is far from obvious. And it 
is relatively seldom that our commonplace 
expectations about the future are formed as a result 
of careful consideration of premises describing 
past correlations of properties or states of affairs. 
When I expect my next drink of water to quench 
my thirst instead of killing me, I do not first con
sider past instances of water quenching thirst. It is 
useful to reflect carefully on this fact, for even 
most externalists will view this kind of knowledge 
as involving inductive inference. We must, there
fore, be cautious in reaching conclusions about the 
role of phenomenology in determining whether a 
justification is inferential or not. We must distin
guish questions about the causal origin of a belief 
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from questions about the justification available for 
·a belief. 

We must also distinguish between occurrent 
and dispositional belief. It may be that I have all 
sorts of dispositional beliefs that are causally sus
taining my beliefs when I am completely unaware 
of the causal role these dispositional beliefs play. In 
introducing this discussion I suggested that it was 
ironic that externalists would find attractive the 
fact that their externalism can accommodate the 
apparent phenomenological fact that far fewer 
commonsense beliefs involve inference than are 
postulated by traditional foundationalism. The 
irony is that phenomenology should have no par
ticular role to play for the externalist in reaching 
conclusions about what is or is not inferentially 
justified. According to the externalist, the episte
mic status of a belief is a function of the nomolo
gical relations that belief has to various features of 
the world. These nomological facts are complex 
and are typically not the kinds of facts that have 
traditionally been thought to be under the purview 
of phenomenology. I suppose an externalist can 
define some belief-producing process as "phenom
enological." But again, even if one can describe 
such a process, it will be a contingent question as 
to what beliefs such a process might justify, a 
contingent question that goes far beyond the com
petency of most philosophers (and certainly most 
phenomenologists) to answer. 

But perhaps I am being unfair in suggesting that 
the philosopher who is an externalist in epistemol
ogy has no particular credentials qualifying him to 
assess the question of whether the skeptic is right 
or wrong in denying the availability of noninfer
ential justification for beliefs under skeptical 
attack. The skeptics, after all, had arguments in 
support of their conclusion that we have no non
inferentially justified beliefs in propositions about 
the physical world, the past, the future, other 
minds, and so on. The externalists can at least 
refute those arguments based on their a priori 
reasonings about the correct metaepistemological 
position. The most common way of supporting the 
conclusion that we do not have noninferentially 
justified beliefs about the physical world is to 
point out that we can imagine someone having 
the very best justification possible for believing 
that there is a table, say, before him, when the 
table is not in fact there. A person who is vividly 
hallucinating a table can have just as good reason 
to think that the table exists as you do. But we can 
easily suppose that there is no table present before 

the v1ct1m of hallucination. If direct epistemic 
access to the table is anything like a real relation, 
then it cannot be present when the table is not 
present. But if the victim of hallucination does not 
have direct access to the table, and the victim of 
hallucination has the same kind of justification you 
have for thinking that the table exists (when you 
take yourself to be standing before a table in bro:id 
daylight), then you do not have direct access to the 
table either. 

The reliabilist will deny the association between 
noninferential justification and direct access to the 
table. To have a noninferentially justified belief 
about the table's existence is to have a belief 
about the table produced by an unconditionally 
reliable belief-independent process. The victim of 
hallucination has (or at least might have) a belief in 
the table's existence produced by an uncondition
ally reliable belief-independent process. It depends 
in part on how we define the relevant process. But 
if we think of the stimuli as something like sensa
tions (which the hallucinator has), and the process 
as what goes on in the brain when sensation is 
assimilated and turned into representation, there 
is no reason why someone who is hallucinating 
cannot satisfy the conditions for having a nonin
ferentially justified belief, assuming of course that 
the process in question really is unconditionally 
reliable. The reliabilist's metaepistemology allows 
at least a conditional response to the skeptic's 
attack. More precisely, the reliabilist can point 
out that a reliabilist metaepistemology entails that 
the skeptic's conclusion about the noninferential 
character of belief about the physical world does 
not follow. And, of course, everything the reliabil
ist says about the physical world applies to the 
past, other minds, and even the future. The relia
bilist probably will not claim that beliefs about the 
future are noninferentially justified, but he should 
claim that there is no reason in principle why they 
could not be, and should continue to assert that the 
skeptic has no argument for the conclusion that we 
have no direct, that is, noninferentially justified, 
beliefs about the future. 

Interestingly, not all externalists will reject the 
skeptic's claim about noninferential justification in 
the same way. Consider again the reliabilist's 
response to the argument from hallucination as a 
way of establishing that we have no noninferent
ially justified beliefs about the physical world. 
The crucial move for the reliabilist was to deny 
that we are forced to regard the hallucinatory 
situation as one in which the subject lacked a 



noninferentially justified belief. A causal theorist 
about direct knowledge, like Armstrong, might 
admit that in hallucinatory experience we lack 
noninferential knowledge, but continue to assert 
that in veridical experience we have such know
ledge. This externalist is more likely to deny the 
skeptic's presupposition that we should say the 
same thing about the nature of the justification 
available to the victim of vivid hallucination and 
the person wh~ has qualitatively indistinguishable 
veridical experiences. You will recall that there is 
one sense of "internalism" according to which the 
internalist holds that the conditions sufficient for 
justification are always states internal to the sub
ject. If sensations are not themselves relations (a 
controversial claim, to be sure), and the sensory 
evidence of S and R is indistinguishable, and there 
is nothing else "inside their minds" to distinguish 
their epistemic state, then this internalist will 
insist that if the one has a certain kind of justifica
tion for believing something, then so does the 
other. 

But a causal theorist thinks that the relevant 
question that determines the nature of the justifi
cation available for a belief involves the origin of 
the belief. The internal, that is, nonrelational, 
states of S and R can be qm1litatively indistin
guishable, but S's internal states can result in S'r. 
having a noninferentially justified belief by virtue 
of their being produced in the appropriate way. R's 
internal states might bring about the very same 
belief, but because they were not caused by the 
appropriate facts they will not result in the having 
of a noninferentially justified belief. In short, the 
hallucinator's belief cannot be traced via sensation 
back to the fact about the world that would make 
the belief true. The person lucky enough to have 
veridical experience typically has a belief that can 
be traced back to the fact that makes the belief 
true. This is a perfectly clear distinction, and there 
is nothing to prevent an epistemologist from 
arguing that this just is the distinction that deter
mines whether or not someone has a justified or 
rational belief. Furthermore, the question of 
whether the justification is inferential has only to 
do with the kinds of links in the causal chain 
lea~ng to the relevant belief. If the causal connec
tion goes directly from some fact about the physi
cal world, to the occurrence of sensory states, to 
representations about the physical world, then 
there are no other beliefi that crucially enter the 
story. The justification that results will be justifi
cation that does not logically depend on the having 
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of other justified beliefs.7 It will be noninferential 
justification. So again, we can see how an extern
alist metaepistemology can put one in a position to 
claim that the skeptic has not established the cru
cial premise concerning the inferential character of 
our belief in the propositions under skeptical 
attack. 

Even if externalism allows one to point out that 
the skeptic has not established the crucial first 
premise of the argument, it does not follow, of 
course, that the externalist has given any positive 
reason to suppose chat the skeptic is wrong in 
claiming that the propositions under skeptical 
attack are not the objects of noninferentially justi
fied belief. Both skeptics and nonskeptics play on a 
level playing field. There is no "burden of proof' 
when it comes to fundamental issues in epistemol
ogy. If the philosopher wants to claim that we have 
noninferentially justified belief in certain proposi
tions, then the philosopher can give us good rea
sons to think that such justification exists. The 
skeptic who wishes to deny that we have such 
justification can give us good reasons to think 
that it does not exist. The skeptic, however, also 
has a fall-back position. Without arguing that we 
have no noninferentially justified beliefs in propo
sitions about the physical world, the past, other 
minds, and the future, the skeptic can move "up" 
a level and deny that we have any good reason to 
believe that we have noninferential justification for 
these beliefs. A strong access internalist can move 
from the proposition that we have no justification 
for believing that we have a noninferentially justi
fied belief that P to the conclusion that we do not 
have a noninferentially justified belief that P. But 
the externalist rejects just such an inference. Even 
if we abandon strong access internalism, however, 
we might find skepticism that maintains that we 
have no justification for believing that we have a 
justified belief that P just as threatening as 
skepticism that concludes that we are unjustified 
in believing P. Before we consider the question of 
whether skepticism will arise at the next level up 
within an externalist epistemology, let us briefly 
discuss the externalist approach to normative 
issues involving inferential justification. 

Skepticism, Extemalism, and Inferential 
Justification 

Most of the general observations made about the 
externalist's reslionse to skeptical challenges con-
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cerning the class of noninferentially justified 
beliefs will apply as well to inferential justification. 
If the skeptic were to succeed in convincing the 
externalist that we are not noninferentially justi
fied in believing propositions about the physical 
world, for example, the externalist presumably 
would argue that such beliefs are inferentially jus
tified. The reliabilist, for example, would argue 
that if our beliefs about the external world result 
from input that includes beliefs about the internal 
and external conditions of perceiving, or even 
beliefs about the qualitative character of sensation, 
the relevant belief-dependent processes are condi
tionally reliable and therefore produce (inferen
tially) justified beliefs, provided that the input 

beliefs are themselves justified. The proviso is cru
cial, of course, and reminds us that to establish that 
first-level skepticism is false, the externalist who 
concedes that the justification is inferential in 
character must establish the existence of at least 
one unconditionally reliable process and at least 
one conditionally reliable process. 

We noted in discussing the externalist's views 
about noninferentially justified belief that extern
alism has a potentially significant advantage in 
dealing with skepticism precisely because there 
are no restrictions on how large the class of non
inferentially justified beliefs might be. As I indi
cated, there is no a priori reason for the externalist 
to deny even that we have noninferentially justi
fied beliefs about the past and the future. Evolu
tion might have taken care of us rather well when it 
comes to reaching true conclusions about the 
world, and evolution might have accomplished 
this end without burdening our brains with too 
many conditionally reliable belief-forming pro
cesses. Nozick's tracking relations can in principle 
hold between any fact and any belief, and the 
tracking relations need not involve any intermedi
ate beliefs. 

Just as the externalist's class of noninferentially 
justified beliefs can be very large in comparison to 
those recognized by traditional foundationalists, so 
the class of inferences recognized as legitimate 
by the externalist can be equally large. Consider 
again the reliabilist's position. There are no a 
priori restrictions on how many different kinds of 
conditionally reliable belief-dependent processes 
there might be. Valid deductive inference is pre
sumably the paradigm of a conditionally reliable 
belief-dependent process. Classical enumerative 
induction may satisfy the requirements as well, 
provided that we find some suitably restricted 

characterization of the inductive "process" that 
succeeds in denoting and that takes care of gruel 
green riddles of induction. 8 I suspect most extern
alists will be reluctant to include perceptual beliefs 
among the beliefs produced by belief-dependent 
processes, but there is no reason why a reliabilist 
could not be a sense-datum theorist or an appear
ing theorist who holds that we do have at least 
dispositional beliefs about the qualitative character 
of sensation and who further holds that such 
beliefs are processed by conditionally reliable 
belief-dependent processes that churn out com
monsense beliefs about the physical world. In 
short, take any kind of inference that people actu
ally make and the reliabilist could hold that it 
involves a conditionally reliable belief-dependent 
process. All one needs to do is to formulate a 
description of the process that takes the beliefs 
one relies on as premises (the input), and produces 
the beliefs that constitute the copclusion (the out
put). The description will have to be such that we 
succeed in picking out a kind of process that does 
play the causal role described, but it will not need 
to involve any reference to the "hardware" of the 
brain. Indeed, we can try to denote the relevant 
process by directly referring only to the kind of 
premises and conclusion with which it is asso
ciated. Roughly, the idea is that we can try to 
denote a belief-dependent process X, for example, 
using the description "the process (whatever it is) 
that takes premises like these and churns out con
clusions like this." Of course, such a description is 
probably too vague to do the trick. The locution 
"like these" can hardly be said to characterize 
precisely enough a class of premises. One would 
need to characterize the relevant points of 
similarity to have a well-defined class of premises 
which could then enter into the definite 
description denoting the process that takes them 
as input. 

If we consider any argument someone actually 
makes, there will be indefinitely many classes of 
propositions to which the premises and the con
clusion belong, and that will enable us to formulate 
any number of different descriptions of belief
forming processes. This is not a difficulty for the 
reliabilist, for as long as we have a locution that 
succeeds in denoting a process playing a causal 
role, we can use conditionals- to define the con
ditions under which it is or is not conditionally 
reliable. The fact that a single inference might be 
subsumed under a number of different reliable 
belief-dependent processes is hardly a problem. If 
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the inference can be subsumed under the descrip
tion of both a reliable and an unreliable process, 
the crucial question will be which process is cau
sally determining the production of a belief. Thus, 
if someone trustworthy tells me today that it 
rained in New York, I can describe this as a case 
of processing testimony to reach a conclusion 
about the truth of what is testified to, or I can 
describe it as a case of taking a statement I hear 
involving the name "New York" and believing all 
of the noun clauses containing that name. The 
former, let us suppose, is a reliable belief-depen
dent process, whereas the latter is not. But you 
recall that in formulating descriptions of processes 
appealing to kinds of premises and conclusions, we 
are merely hoping to denote some process (presum
ably a complex brain process) that does take input 
and causally produce output beliefs. It does not 
follow, of course, that every definite description 
we formulate will succeed in denoting. In the 
hypothetical situation we are discussing, it may 
be that there is no programming in the brain that 
takes the "New York" input and processes it in the 
way described. If there is nothing denoted by the 
description playing the relevant causal role, then 
we do not need to worry about the fact that such a 
process, if used, would be unreliable. 

To emphasize the point made earlier, according 
to extemalism there are indefinitely many can
didates for legitimate inferential processes. There 
are no a priori restrictions on how many condi
tionally reliable belief-dependent processes might 
be operating in normal human beings. There are 
no a priori restrictions on how many belief-depend
ent tracking relations might exist between beliefs 
and the facts that they track. Furthermore, just as 
in the case of noninferential justification, the ques
tion of which inferential processes generate justi
fied beliefs for the extemalist will be a purely 
contingent fact of a sort inaccessible to most phi
losophers qua philosophers. The existence of con
ditionally reliable processes, tracking relations, and 
the like is something that could be discovered only 
as a result of empirical investigation into causal 
relations. Philosophers are not trained to engage 
in this sort of empirical investigation. 

Extemalism, Normative Epistemology, 
and the Limits of Philosophy 

Based on the observations above, I argue that if 
extemalist metaepistemologies are correct, then 
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normative epistemology is an inappropriate subject 
matter for philosophy. Philosophers as they are 
presently trained have no special philosophical 
expertise enabling them to reach conclusions 
about which beliefs are or are not justified. Since 
the classic issues of skepticism fall under normat
ive epistemology, it follows that if externalism 
were correct, philosophers should simply stop 
addressing the questions raised by the skeptic. 
The complex causal conditions that determine 
the presence or absence of justification for a belief 
are the subject matter of empirical investigations 
that would take the philosopher out of the easy 
chair and into the laboratory. 

The realization that a good part of the history of 
epistemology becomes irrelevant to contemporary 
philosophy if we become metaepistemological 
extemalists might cause a good many philosophers 
to reconsider extemalism. I have always found the 
skeptical challenge to be fascinating and it has 
always seemed to me that I can address the rele
vant issues from my armchair (or my bed, depend
ing on how lazy I happen to feel on a given day). If 
I had wanted to go mucking around in the brain 
trying to figure out the causal mechanisms that 
hook up various stimuli with belief, I would have 
gone into neurophysiology. 

To rely on the philosopher's interest in skepti
cism and penchant for armchair philosophy as a 
rhetorical device to convert potential extemalists, 
however, might be viewed as a new low in the art 
of philosophical persuasion. The mere fact that 
philosophers have been preoccupied with a certain 
sort of question does not mean that they were 
qualified to answer it. There are all kinds of per
fectly respectable candidates for misguided philo
sophical investigations. Many philosophers, for 
example, have taken the question of whether 
every event has a cause to be a deep metaphysical 
issue in philosophy. As a good Humean, I would 
be the first to argue that it is a purely contingent 
question and if one wants to know the answer to it, 
one should not ask a philosopher. 

Analogously, the fact that philosophers have been 
preoccupied with the skeptical challenge for literally 
thousands of years should not stop contemporary 
epistemologists from entertaining the thesis that the 
appropriate subject matter of epistemology ends 
with metaepistemology. After the metaepistemolo
gical analysis is complete, the extemalist might 
argue, the only way to answer normative 
questions in epistemology is to engage in the kind 
of empirical investigation that contemporary 
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philosophers have not been trained by philosophy 
to do. 

In reaching this conclusion I should be careful 
to admit that the philosophical externalist can, of 
course, embed normative epistemological conclu
sions in the consequents of conditional assertions. 
One can talk about what one would be justified in 
believing were certain conditions to obtain. But 
these conditionals are still part of metaepistemol
ogy. Indeed, such conditionals are merely a way of 
illustrating the consequences of metaepistemologi
cal positions as they apply to particular hypothe
tical situations. A Nozick, for example, can discuss 
what one would or would not know about the 
external world if a tracking analysis of knowledge 
were correct and if our beliefs about the physical 
world track the facts that would make them true. 
Nozick's analysis of knowledge also has the inter
esting feature that we can apparently determine a 
priori that we do not know certain things, for 
example, that we do not know that there is no 
evil demon deceiving us. But there will be no 
positive normative claim with respect to empirical 
knowledge that Nozick is particularly competent 
to make qua philosopher. As we shall see in a 
moment, externalism does not prevent a philoso
pher from reaching rational conclusions about 
what one is justified in believing. My conclusion 
is only that a philosopher's philosophical expertise 
is nothing that helps in reaching such conclusions. 
To illustrate this claim more clearly, let us turn to 
the question of whether externalist metaepistemol
ogies suggest that one should be a skeptic about 
whether or not one has justified belief. 

Second-Level Skepticism and the 
Fundamental Problem with Extemalism 

It is tempting to think that externalist analyses of 
justified or rational belief and knowledge simply 
remove one level the traditional problems of skep
ticism. When one reads the well-known external
ists, one is surely inclined to wonder why they are 
so sanguine about their supposition that our com
mensense beliefs are, for the most part, justified, if 
not knowledge. When Nozick, for example, stres
ses that interesting feature of his account allowing 
us to conclude consistently that we know that we 
see the table even though we do not know that 
there is no demon deceiving us, we must surely 
wonder why he is so confident that the subjunct
ives that on his view are sufficient for knowledge 

are true. Perception, memory, and induction may 

be reliable processes in Goldman's sense, and thus 
given his metaepistemological position we may be 
justified in having the beliefs they produce, but, 
the skeptic can argue, we have no reason to 
believe that these processes are reliable, and thus, 
even if we accept reliabilism, we have no reason to 
conclude that the beliefs they produce are justi
fied. 

In the previous section I emphasized that if 
externalism is true then philosophers qua philoso

phers may not be particularly competent to answer 
normative questions in epistemology. I did not 

assert that if externalism is true we have no reason 
to believe that we have justified belief in common
sense truths about the world around us. According 
to externalist epistemologies, it is a purely contin
gent question as to what kinds of beliefs are justi
fied. The existence of justified beliefs dep~nds on 
nomological features of the world - facts about the 
reliability of belief-producing processes, the exist
ence of tracking relations, causal connections 
between facts and beliefs, and the like. There are 
no a priori restrictions on what one might be 
justified in believing. But it follows from this that 
there are also no a priori restrictions on second
level knowledge or justified belief. It will also be a 
purely contingent question as to whether we have 
knowledge of knowledge or justified beliefs about 
justified beliefs. If we accept the externalist's 
metaepistemological views, it may be true that 
not only do we know what we think we know, 
but we also know that we know these things. 
Similarly, we may not only have all the justified 
beliefs we think we have, but we might also be 
justified in believing that we have these justified 
beliefs. The processes that yield beliefs about reli
able processes may themselves be reliable. The 
beliefs about the truth of the subjunctives that 
Nozick uses to define first-level knowledge might 
themselves be embedded in true subjunctive con
ditionals that, given the metaepistemological view, 

are sufficient for second-level knowledge. My 
belief that my belief that P tracks the fact that P 
might track the fact that my belief that P tracks the 
fact that P. And there is no greater problem in 
principle when we move up levels. A reliable pro
cess might produce a belief that a reliable process 
produced the belief that my belief that P was 
produced by a reliable process. There might be a 
tracking relation tracking the tracking relation that 
tracks the fact that my belief that P tracks the fact 
that P. To be sure, the sentences describing the 

I 



conditions for higher levels of metajustification 
might look more like tongue-twisters than meta
epistemological analyses but, as ugly as they are, 
they are perfectly intelligible, and there is no a 
priori reason why the conditions required for 
higher-level justified belief and knowledge might 
not be satisfied. 

It is also important to note that according to the 
extemalist, in order to be justified in believing that 
I have a justified belief that P, I need not know 
anything about the details of the nomological con
nections sufficient for knowledge. Consider again 
reliabilism. In order to be justified in believing that 
my belief that P is produced by a reliable process, I 
do not need to know the physiological details of the 
brain states linking stimuli and belief. I would 
need to believe that there is some process produ
cing the belief and I would need to believe that the 
process is reliable, but I would not need to know 
very much about what that process is. As I indi
cated earlier, one can denote the processes that 
produce beliefs using definite descriptions that 
refer directly only to the kinds of premises and 
conclusions that are linked by the process. Of 
course, the definite descriptions might fail to 

denote, and the beliefs in propositions expressed 
using such definite descriptions will either be false 
or meaningless (depending on what one does with 
the truth value of statements containing definite 
descriptions that fail to denote). But the descrip
tions might be successful, and in any event the 
belief that there is a reliable process taking stimuli 
Sand resulting in belief P might itself be produced 
by a reliable process. 

All this talk about what would in principle be 
possible given an extemalist metaepistemology is 
fine, the skeptic might argue. But how exactly 
would one justify one's belief that, say, perception 
'and memory are reliable processes? The rather 
startling and, I think, disconcerting answer is that 
if reliabilism is true, and if perception happens to 
be reliable, we could perceive various facts about 
our sense organs and the way in which they 
respond to the external world. Again, if reliabilism 
is true, and if memory is reliable, we could use 
memory, in part, to justify our belief that memory 
is reliable. You want a solution to the problem of 
induction? There is potentially no difficulty for the 
extemalist. If reliabilism is true, and if inductive 
inference is a conditionally reliable belief-depend
ent process, then we can inductively justify the 
reliability of inductive inference. Our inductive 
justification for the reliability of inductive infer-
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ence might itself be reliable, and if it is, that will 
give us second-level justification that our inductive 
conclusions are justified. A solution to the problem 
of induction will be important because with induc
tion giving us inferentially justified conclusions, 
we can use inductive inference with the deliver
ances of perception and memory to justify our 
belief that those processes are reliable. I can 
remember, for example, that I remembered put
ting my keys on the desk and I can remember the 
keys being on the desk. If memory is an uncondi
tionally reliable belief-independent process, 
then both my belief that I remembered putting 
the keys on the desk and my belief that I put 
the keys on the desk will be justified. I now 
have a premise that can be used as part of an 
inductive justification for memory being reliable. 
The more occasions on which I can remember 
memory being reliable, the stronger my inductive 
argument will be for the general reliability of 
memory. 

The skeptic could not figure out how to get 
from sensations to the physical world. Assume 
that perception is itself a belief-independent, 
unconditionally reliable process. Assume also that 
whatever perception involves, its specification 
involves reference to sensation, and assume further 
that we have "introspective" access to sensation. 
Introspective access might itself be another belief
independent, unconditionally reliable process. 
Given these suppositions, if reliabilism is true, 
then introspection can give us justified beliefs 
that we are perceiving, and perception can give 
us justified beliefs that physical objects are pre
sent. The two reliable processes together can fur
nish a premise that, when combined with others 
generated in a similar fashion, gives us inductive 
justification for believing that perception is reli
able. So if both introspection and perception hap
pen to be reliable, there seems to be no great 
obstacle to obtaining justified belief that they are 
reliable. Second-level justified belief is not much 
more difficult to get than first-level justified belief. 

How successful inductive reasoning will be in 
answering second-level skeptical questions 
depends very much on how the extemalist resolves 
some of the controversies discussed elsewhere, 
specifically on how narrowly the relevant belief
forming processes are characterized. I have 
pointed out that as long as reliability is not defined 
in terms of actual frequencies, there is no concept
ual difficulty in a reliabilist positing the existence 
of very narrowly defined, reliable belief-forming 
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processes that have only a few, or even no, 
instances. Although there is no conceptual diffi
culty in supposing that there are such processes, it 
obviously creates problems for any inductive justi
fication for believing that they exist and are reli
able. As should be clear by now, however, the 
unavailability of inductive justification in no way 
implies that there is not some other reliable belief
forming process that will still yield second-level 
knowledge or justified belief. 

This reminds us, of course, of Q!iine's injunc
tion to naturalize epistemology.9 Q!iine suggested 
that we give ourselves full access to the deliver
ances of science when it comes to understanding 
how we have knowledge of the world around us. 
Contemporary externalists have simply given us 
more detailed metaepistemological views which 
allow us to rationalize following the injunction to 
naturalize epistemology. If the mere reliability of a 
process, for example, is sufficient to give us justi
fied belief, then if that process is reliable we can 
use it to get justified belief wherever and whenever 
we like. 

All of this will, of course, drive the skeptic 
crazy. You cannot use perception to justify the 
reliability of perception! You cannot use memory 
to justify the reliability of memory! You cannot use 
induction to justify the reliability of induction! 
Such attempts to respond to the skeptic's concerns 
involve blatant, indeed pathetic, circularity. 
Frankly, this does seem right to me and I hope it 
seems right to you, but if it does, then I suggest 
that you have a powerful reason to conclude that 
externalism is false. I suggest that, ironically, the 
very ease with which externalists can deal with 
the skeptical challenge at the next level betrays 
the ultimate implausibility of externalism as an 
attempt to explicate concepts that are of philoso
phical interesc. If a philosopher starts wondering 
about the reliability of astrological inference, the 
philosopher will not allow the astrologer to read in 
the stars the reliability of astrology. Even if astro
logical inferences happen to be reliable, the astro
loger is missing the point of a philosophical inquiry 
into the justifiability of astrological inference if the 
inquiry is answered using the techniques of 
astrology. The problem is perhaps most acute if 
one thinks about first-person philosophical reflec
tion about justification. If I really am interested in 
knowing whether astrological inference is legit
imate, if I have the kind of philosophical curiosity 
that leads me to raise this question in the first 
place, I will not for a moment suppose that further 

use of astrology might help me find the answer to 
my question. Similarly, if as a philosopher I start 
wondering whether perceptual beliefs are accurate 
reflections of the way the world really is, I would 
not dream of using perception to resolve my 
doubt. Even if there is some sense in which the 
reliable process of perception might yield justified 
beliefs about the reliability of perception, the us~
of perception could never satisfy a philosophical 
curiosity about the legitimacy of perceptual beliefs. 
When the philosopher wants an answer to the 
question of whether memory gives us justified 
beliefs about the past, that answer cannot possibly 
be provided by memory. 

Again, if one raises skeptical concerns under
standing fundamental epistemic concepts as the 
externalist does, then there should be no objection 
to perceptual justifications of perception, induct
ive justifications of induction, and reliance on 
memory to justify the use of memory. If one is 
understanding epistemic concepts as the reliabilist 
suggests, for example, then one can have no objec
tion in principle to the use of a process to justify its 
use. After all, the whole point of inferential extern
alism is to deny the necessity of having access to 
the probabilistic relationship between premises 
and conclusion in order to have an inferentially 
justified belief. The mere reliability of the process 
is sufficient to generate justified belief in the con
clusion of an argument. There is no conceptual 
basis for the reliabilist to get cold feet when 
epistemological questions are raised the next level 
up. Either reliability alone is sufficient or it is not. 
If it is, then it is sufficient whether one is 
talking about justification for believing P or justi
fication for believing that one has a justified belief 
that P. 

It is both interesting and illuminating that even 
many access externalists seem to worry about the 
possibility of second-level justification in ways that 
they do not worry about the possibility of first
level justification. Alston explicitly rejects the idea 
that one needs access to the adequacy of one's 
grounds for believing P in order to be justified in 
believing P. But in The Reliability of Sense Percep
tion, he also seems to reject the idea that one can 
use a "track record" argument (an inductive argu
ment of the sort I sketched above) to justifjl one's 
belief that perception and memory are reliable. 
Such arguments will inevitably presuppose the 
adequacy of the very grounds whose adequacy is 
at issue. In doing so the argument will be viciously 
circular. 



But what exactly is Alston's complaint? To jus
tify my belief that perception or memory is reli
able, I need only find a good argument whose 
premises I justifiably accept and whose premises 
support the conclusion that these ways of forming 
beliefs are reliable. But if perception and memory 
are reliable and there is no requirement of access to 

adequacy of grounds in order for a belief to be 
justified, what is the problem? Why is it harder 
to justify my belief that my perceptual beliefs are 
justified than it is to have justified beliefs based on 
perception? 

Much of the time Alston seems to admit every
thing I have just said, but the circular nature of the 
available arguments still clearly bothers him: 

if sense perception is reliable [Alston's emphasis], 
a track record argument will suffice to show that 
it is. Epistemic circularity does not in and of 
itself disqualify the argument. But even grant
ing that point, the argument will not do its job 
unless we are justified in accepting its premises; 
and this is the case only if sense perception is in 
fact reliable. 
... But when we ask whether one or another 
source of belief is reliable, we are interested in 
discriminating those that can reasonably be 
trusted from those that cannot. Hence merely 
showing that if a given source is reliable it can 
be shown by its record to be reliable, does 
nothing to indicate that the source belongs 
with the sheep rather than with the goats. (p. 17) 

But again, as an externalist, what does Alston 
want? He obviously thinks that in some sense all 
we could ever really conclude is that we might have 
justification for thinking that we have justified 
beliefs based on perception. And the contextual 
implication of this claim is that we also might not. 

But what "might" is this? Clearly, it is intended to 

refer to epistemic possibility. Let us say that Pis 

epistemically possible for S when P is consistent 
with everything that S knows. Is it epistemically 
possible for us that perception is unreliable? Not if 
perception is reliable, because we will have induct
ive knowledge that it is not unreliable. But you are 
still just asserting a conditional, Alston will com
plain. For all we know, it is possible that percep
tion is unreliable. But this claim about epistemic 
possibility is precisely the claim that Alston, as an 
externalist, has no business making. Can we dis

criminate (his word) between reliable and unreli
able fundamental sources of belief? As an 
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externalist he has no reason to deny that we can 
and do discriminate between reliable and unreli
able processes (using, of course, reliable pro
cesses). Alston clearly wants to assert (and assert 
justifiably) a conclusion about epistemic possibil
ity. But the concept of epistemic possibility he 
wants to apply at the second level is not one that 
can be understood within the framework of the 
externalism he embraces. 

I agree, of course, with Alston's conclusion that 
one cannot use perception to justify one's belief 
that perception is reliable and memory to justify 
one's belief that memory is reliable. But that is 
only because the externalist is wrong in character
izing the concept of justification that even extern
alists are often interested in when they move up 
levels and start worrying about whether they can 
justify their belief that their beliefs are justified. 
The epistemic concept of discrimination that 
Alston invokes in the passage I quoted is precisely 

the concept that is at odds with his own attempt to 
defend an externalist understanding of epistemic 

concepts. 
The fundamental objection to externalism can 

be easily summarized. If we understand epistemic 
concepts as the externalists suggest we do, then 
there would be no objection in principle to using 
perception to justify reliance on perception, men1...:. 
ory to justify reliance on memory, and induction to 
justify reliance on induction. But there is no phi
losophically interesting concept of justification or 
knowledge that would allow us to use a kind of 
reasoning to justify the legitimacy of using that 
reasoning. Therefore, the externalist has failed to 
analyze a philosophically interesting concept of 
justification or knowledge. 

The objection is by no means decisive. 
Obviously, many externalists will bite the bullet 
and happily embrace Q!iine's recommendation to 
naturalize epistemology. If the argument convinces 
anyone, it will be those who were initially inclined 
to suppose that externalism will inevitably encoun
ter skepticism at the next level up. Maybe we have 
knowledge or justified belief as the externalist 
understands these concepts, some would argue, 
but we would never be in a position to know that 
we have knowledge or justified belief if the extern
alist is right. The only reason I can see for granting 
the first possibility but denying the second is that 
one is implicitly abandoning an externalist analysis 

of epistemic concepts as one moves to questions 
about knowledge or justification at the next level. 
But if when one gets philosophically "serious" one 
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abandons the externalist's understanding of epis
temic concepts, then, for philosophical purposes, 
one should not concede the externalist's under
standing of epistemic concepts at the first level. 
Once you concede that according to the externalist 
we might have knowledge or justified belief about 
the past and the external world, you have also 
implicitly conceded that we might have knowledge 
that we have such knowledge, justified belief that 
we have such justified belief. And we might also 
have knowledge that we have knowledge that we 
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Knowledge and the Internal 

John McDowell 

I. I am going to work with an idea from Sellars, 
th.at knowledge at least as enjoyed by ntional 
animals - is a certiin sort Df standing in the space 
Df n:asons. 1 My concern is a fumiliar philosophical 
dialectic, which I shall approach in terms of what 
happens to the Scllarsian idea when the image of 
standings in the space of reasons undergoes a cer
tain defonnation. That it is a defonmtion is some
rhing we can learn from how unsatisfactory the • 
fanuliardialecticis. ' 

2. The deformation is an interiori1..ation of the 
=space of reasons, a withdrawal of it from the exter
nal world. This happens when we !iiuppose that we 
ought to be able to ahieve flawless standings in 
the space ofreuons by our own unaided resources, 

wil:hout needmg the world to do us any favors. 
Consider the Argument from Illusion. Seeing, 

or perhaps having seen, that things are thus and so 
would be an epistemically satisfaaory standing in 
the space Df reasons. Bu[ when I see [hat [hings are 
t:hus and so, I uke j[ lha[ t:hings arc t:hus and so 
(Jn t:he basis Df having it look to me as if t:hings are 
t:hus and so. And i[ can loolr. to me as if t:hing:. 
are [hus and so when t:hey are no[: appearances do 
not give me t:he resources [o ensure that I take 
things [O be t:hus and so Dn t:he basts Df appearances 
only when things arc indeed t:hus and so. Irt:hings 
are indeed thus and so when they seem to be, t:he 
world is doing me a favor. So ifl want to restrict 
myself to standings in t:he space Df reasons whose 
flawlessness I can ensure wit:hout external belp, I 
must go no further than taking it [hat it looks [O 

measift:hingsaret:husandso. 

Ongina '1 published in Philosophy Bf1d Phenomenologi
cal Resmm:h 55 (1995). pp. 877-93. 

One might hope lha1 lh!S mward retreat is only 
temporary. Take a particular case in which it looks 
to me as if t:hings are a certain way. Ir t:hmgs are 
indeed that wa\', that is-so far- a favor t:he world 
is doing me. The hope is that I might start from 
t:he fact that things look that wa)' to me; add in 
anything else that the ground rules allow me to 
avail myself Df, ifi[ helps, and move from there, by 
my own unaided resources, lltthou1 needing lhe 
\vorld to do me any favors, to a 63tisfactory stand
ing in the =space of reasons with respeL't [O the fact 
thal t:he world is arranged t:he way it looks. Arni 
now that would no IDngir be a favor t:he world is 
domg me, a kindness I must simply hope for. Now 
I would hnc a deriva1ivcl)· satisfactory sraruling in 

t:he space Df reasons, with respect 10 t:he fiu::t that 
t:hings are as t:hey look, which I achieved by myself 
wit:hout needing to be indebted 10 t:he world. 

Anyone who knows t:he dreary history Df epis
temology knows that this hope is rat:her faint. Thar 
will mart er in due course, hut it does not matter for 
what I am dDing now, which is simpl)· reminding 
you, in perhaps slightl}' unfamiliar tenns, Df a 
fanuliar epistcmologists' syndrome. 

Perception could not yield us standings in t:he 
spac.e Dfreasonsatall withoutsomei11deb[ed11ess 
to t:he world. The posi1ion I am describing does 
not involve t:he fantas}' that pure unaided reason 
cuuld give us knowledge of t:he ex[emal world, 
llithout our needing tbe world to oblige us by 
affording appearances. The thougt. is [hat we 

need no outside help in avoiding being led astny 
lly whatever appearances the world iii kind enough 
to afford us. 

The Argument from Illusion is Df course famil
iar in t:he epistemology Df perception. Bui an 
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argument with the same structure is tempting 
whenever it can seem right to say that a favor 
from the world is needed if there is to be applica
tion for a locution of the relevant kind: a locution 
that belongs with "see that ... " in that it is epis
temic and thereby factive. This will be so when
ever appearances can be misleading, in such a way 
that the potential deception cannot be blamed on 
defects in how one has conducted oneself in the 
space of reasons. What is at fault must then be the 
unkindness of the world. And when an appearance 
is not misleading, that is, correspondingly, a favor 
from the world. Whenever we have that structure, 
it will seem that the epistemic position signalled by 
the original locution can be at best derivative; the 
true starting-point in the space of reasons must be 
something common to the favorable and the 
potentially misleading cases (like having it look to 
one as if things are thus and so).2 

Factive locutions that are vulnerable to this 
treatment include "remember that ... " (with 
"seem to remember that ... " as the upshot of the 
retreat), and "learn from so-and-so that ... " (with 
"hear so-and-so say that ... " as the upshot of the 
retreat).3 A negative instance may help to make the 
point clear: consider "prove that ... " Suppose one 
is subject to a misleading appearance that one has a 
proof of something. In that case, surely, one must 
have misconducted oneself in the space of reasons; 
it cannot be that the world is the only thing one 
can blame for what has gone wrong. 4 

3. I spoke of hoping that the inward retreat is only 
temporary, and I suggested that the hope is faint. I 
think this is true in all the applications, but I shall 
stick to perception to bring out what this implies. 

One need not restrict oneself to the particular 
perceptual appearance whose credentials are in 
question. I allowed that one could add in anything 
else that might help, if it is available according to 
the ground rules. Here we might think of sur
rounding appearances and background knowledge. 
(It will emerge that it is open to doubt whether the 
ground rules make any background knowledge 
available, but we can let that pass at this stage.) 

Clearly one is not stuck with simply believing, 
come what may, that things are as they appear. 
One can refine one's policies or habits of basing 
beliefs on appearance, taking more and more cir
cumstances into account, with a view to improving 
the proportion of truths to falsehoods in their out
put. And it is not just that one can engage in this 
refining procedure. Surely reason positively 

requires one to do so. If it turns out to be an effect 
of interiorizing the space of reasons that we 
become unable to make sense of this critical func
tion of reason, we ought to conclude that the very 
idea of the space of reasons has become unrecog
nizable. I think that is what turns out: I want to 

bring that out by giving the idea of something that 
is both interiorized and still recognizably the space 
of reasons a run for its money. 

So we are to try to reconstruct the epistemic 
satisfactoriness implicit in the idea of seeing that 
things are thus and so, using the following materi
als: first, the fact that it looks to a subject as if 
things are that way; second, whatever further cir
cumstances are relevant (this depends on the third 
item); third, the fact that the policy or habit of 
accepting appearances in such circumstances is 
endorsed by reason, in its critical function, as reli
able. And now the trouble is this: unless reason can 
come up with policies or habits that will never lead 
us astray, there is not enough here to add up to 

what we were trying to reconstruct. Seeing that 
things are thus and so is a position that one cannot 
be in if things are not thus and so. Given that one 
is in that position, it ~llows,Jhat things are thus 
and so. And if reason cannot find policies or habits 
that are utterly risk-free, t:Pe reconstructing mater
ials cannot duplicate that. However careful one is 
in basing belief on appearances, if one's method 
falls short of total freedom from risk of error, the 
appearance plus the appropriate circumstances for 
activating the method cannot ensure that things 
are as one takes them to be. 

There are various possible responses to this 
point. The one I recommend is that we should 
jettison the whole approach to knowledge that 
structures epistemology around the Argument 
from Illusion. I shall mention three others. 

Obviously one response is skepticism. In my 
Sellarsian framework, I can put the skeptical 
response like this. An epistemically satisfactory 
position would have to be a standing in the space 
of reasons - Sellars is right about that. But the 
argument I have just sketched shows that we can
not reconstruct a standing in the space of reasons, 
suitable to amount to knowledge, with respect to 
the fact that things are as they perceptually appear. 
So it must be a mistake to think we can achieve 
knowledge through perception. This thought 
clearly generalizes, in a way that matches the gen
eralization of the Argument from Illusion. 

A second response would be to claim that there 
must be policies or habits of basing belief on 

.! 



appearance that are utterly risk-free. It is obvious 
how this response might be attractive, in the con
text of the threat of skepticism; but I do not think 
it has any plausibility in its own right. It would 
express a rather touching a priori faith in the power 
of human reason to devise fully effective protec
tions against the deceptive capacities of appear
ance. No doubt it would suit our vanity, or at 
least help us feel safe, if we could suppose our 
reason had such power, but obviously that is no 

ground to believe it is so; in fact it is a ground to be 
suspicious of the idea. (I shall return to a point of 
this sort later. )5 

A third response is to keep the Sellarsian idea I 
began with, in its interiorized form, but only as 
one element in a composite conception of knowl
edge; we are to add an external element in order to 
cope with the problem I am considering. The 
upshot is a position that looks like this. At least 
for rational animals, a satisfactory standing in the 
space of reasons is a necessary condition for know

ledge. But since the positions that one can reach by 
blameless moves in the space of reasons are not 
factive, in the way that epistemically satisfactory 
positions are, a satisfactory standing in the space of 
reasons cannot be what knowledge is.6 Rather, 
knowledge is a status that one possesses by virtue 
of an appropriate standing in the space of reasons 
when - this is an extra condition, not ensured by 
one's standing in the space of reasons - the world 
does one the favor of being so arranged that what 
one takes to be so is so. 

It calls for comment that the external addition I 

am envisaging is the familiar truth requirement for 
knowledge, that what one takes to be so is indeed 
so. This figures, in the position I am considering, 
as a necessary extra condition for knowledge, over 
and above the best one can have in the way of 
reliability in a policy or habit of basing belief on 
appearance. Such reliability figures in the hybrid 
position I am considering as part of its internal 
apparatus: as something to be taken into account 
when one determines, within the space of reasons 
conceived in the interiorized way, whether a stand
ing in that space is acceptable. 

This internal placement of reliability may seem 
surprising, in view of the fact that reliability is part 
of the stock in trade of full-blown externalist 

approaches to knowledge. But the point of full
blown externalist approaches is to reject the Sell
arsian idea that I began with, not to incorporate it 
as part of an account of knowledge, as in the 
hybrid approach I am considering. According to 
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a full-blown externalist approach, knowledge has 
nothing to do with positions in the space of rea
sons: knowledge is a state of the knower linked to 
the state of affairs known in such a way that the 
knower's being in that state is a reliable indicator 
that the state of affairs obtains. In the purest form 
of this approach, it is at most a matter of super
ficial idiom that we do not attribute knowledge to 
properly functioning thermometers. 7 Now from 
the fact that the concept of reliability plays this 
external role in an approach that simply rejects 
questions about the knower's position in the 
space of reasons, it clearly does not follow that 
when we move to an approach that does not reject 
such questions (although, being hybrid, it insists 
that they do not exhaust the issues that need to be 
addressed), the concept must still be conceived as 
operating outside the space of reasons. And the 
point I made earlier stands: if a purported picture 
of the space of reasons makes no room for the 
critical function of reason in raising questions 
about the reliability of this or that policy or habit 
of belief-formation, the picture cannot be what it 
purports to be. So it would be a mistake to suppose 
that reliability must be external in a hybrid 
approach, just because it figures in full-blown 
externalist approaches. Reliability must operate in 
the internal reaches of a hybrid approach, on pain 
of the internal element's becoming unrecognizable 
as what it was supposed to be.8 The problem with 
the resources that are available in an interiorized 
conception of the space of reasons is that, even 
including the best that can be had in the way of 
reliability, they cannot duplicate the factiveness of 
epistemically satisfactory positions; so it is pre
cisely the truth requirement that these considera
tions motivate conceiving as an external condition 
that needs to be added to internal requirements for 
knowledge.9 

4. This hybrid conception of knowledge has an 
evident instability, in the way it separates truth, 
which figures as an external element, from relia
bility in policies or habits of belief-formation, 
which figures as an internal element. The truth 
requirement has to be an added external element, 
because the interiorization of the space of reasons 
means that there cannot be standings in that space 
that simply consist in a cognitive purchase on an 
objective fact, for instance something that one 
perceives to be so, or remembers to have been so. 
But if there cannot be such standings in the space 
of reasons, how can reason have the resources it 
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would need in order to evaluate the reliability of 
belief-forming policies or habits? If we press this 
question, the idea that something can be both 
interiorized in the way I am considering and recog
nizably a conception of the space of reasons starts 
to unravel, as I have already hinted that it would. 

I shall return to that point; meanwhile I want to 
urge another problem about the hybrid conception 
of knowledge. In the hybrid conception, a satisfact
ory standing in the space of reasons is only part of 
what knowledge is; truth is an extra requirement. 
So two subjects can be alike in respect of the 
satisfactoriness of their standing in the space of 
reasons, although only one of them is a knower, 
because only in her case is what she takes to be so 
actually so. But if its being so is external to her 
operations in the space of reasons, how can it not 
be outside the reach of her rational powers? And if 
it is outside the reach of her rational powers, how 
can its being so be the crucial element in an intel
ligible conception of her knowing that it is so -
what makes the relevant difference between her 
and the other subject? Its being so is conceived as 
external to the only thing that is supposed to be 
epistemologically significant about the knower 
herself, her satisfactory standing in the space of 
reasons. That standing is not itself a cognitive 
purchase on its being so; it cannot be that if the 
space of reasons is interiorized. But then how can 
the unconnected obtaining of the fact have any 
intelligible bearing on an epistemic position that 
the person's standing in the space of reasons is 
supposed to help constitute? How can it coalesce 
with that standing to yield a composite story that 
somehow adds up to the person's being a knower? 

One way to appreciate what I am driving at here 
is to consider the familiar point that true belief 
need not amount to knowledge. Why not? A good 
simple answer is that mere truth in a beliefleaves it 
open that the believer has hold of the truth by 
accident, and knowledge excludes that. Now in 
the hybrid conception of knowledge, it is admit
tedly not a complete accident, relative to some
one's standing in the space of reasons, if things are 
as she takes them to be: the position of her belief in 
the space of reasons makes it likely to be true. But 
the reason why the extra stipulation that the belief 
is true - what is distinctive of the hybrid approach 
- is needed is that likelihood of truth is the best 
that the space of reasons yields, on the interiorized 
conception of it: the closest we can come to fact
iveness. The extra that we need for knowledge -
the fact that the case in question is not one of those 

in which a largely reliable habit or policy of belief
formation leads the subject astray - is, relative to 
the knower's moves in the space of reasons, a 
stroke of good fortune, a favor that the world 
does her. So if we try to picture epistemic status 
as constituted in the way the hybrid conception 
has it, we are vulnerable to a version of the familiar 
point that distinguishes knowledge from mere true 
belief. 

I think the moral of this is that if we cannot see 
our way to accepting the Sellarsian idea in full, we 
should reject it, as in full-blown externalist 
accounts. It is not a good idea to suppose that a 
satisfactory standing in the space of reasons might 
be part but not the whole of what knowledge is. 

5. A hybrid conception of knowledge is often taken 
to be obvious.10 But in the light of what I have just 
argued, I think this depends on not thinking 
directly about the conception's epistemological 
credentials. What makes the hybrid conception 
seem obvious is that, leaving aside the full-blown 
extemalism according to which standings in the 
space of reasons are irrelevant to knowledge, this 
view of knowledge seems to be the only alternative 
to skepticism. But this is one of those set-ups that 
are familiar in philosophy, in which a supposedly 
exhaustive choice confers a spurious plausibility on 
a philosophical position. The apparent plausibility 
is not intrinsic to the position, but reflects an 
assumed framework; when one looks at the posi
tion on its own, the plausibility crumbles away, or 
so I have tried to suggest. In such a situation, the 
thing to do is to query the assumption that seems 
to force the choice. And in this case, the culprit is 
the interiorized conception of the space of reasons. 

I have described that conception in a way that 
equips it with an intelligible motivation. The aim 
is to picture reason as having a proper province in 
which it can be immune to the effects of luck; not 
in the sense of sheer chance, but in the sense of 
factors that reason cannot control, or control for. 
The idea is that reason can ensure that we have 
only acceptable standings in the space of reasons, 
without being indebted to the world for favors 
received; if we exercise reason properly, we cannot 
arrive at defective standings in the space of rea
sons, in a way that could only be explained in 
terms of the world's unkindness. 11 The upshot of 
this interiorization is that knowledge of the exter
nal world cannot be completely constituted by 
standings in the space of reasons. The hybrid 
view concedes that such knowledge is partly a 
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matter of luck in the relevant sense, something 

outside the control of reason; the hope is that this 
admission of luck is tolerable, because it comes 

only after we have credited reason with full control 

over whether one's standings in the space of rea

sons are satisfactory. 12 

It seems clear where our suspicions should 

attach themselves. Although the motivation I 

have suggested for interiorizing the space of rea

sons is intelligible, it is surely something we ought 

to find suspect. The hybrid view's concession to 

luck, tagged on to a picture of reason as self

sufficient within its own proper province, comes 

too late; the very idea of reason as having a sphere 

of operation within which it is capable of ensuring, 

without being beholden to the world, that one's 

postures are all right - like the obvious analogues 

of this idea in thought about practical reason - has 

the look of a fantasy, something we spin to 

console ourselves for the palpable limits on our 
13 powers. 

To avoid fantasy, we would need to see our way 

to accepting that we cannot eliminate what the 

interiorized conception of reason conceives as a 

quite alien factor, the kindness of the world, as a 

contributor to our coming to occupy epistemically 

satisfactory positions in the space of reasons. This 

points to a different conception of factive positions 
like seeing that things are a certain way. When 

someone enjoys such a position, that i~volves, if 

you like, a stroke of good fortune, a kindness from 

the world; even so, the position is, in its own right, 

a satisfactory standing in the space of reasons, not a 

composite in which such a standing is combined 

with a condition external to the space of reasons. 14 

Whether we like it or not, we have to rely on favors 

from the world: not just that it presents us with 

appearances, which the fantasy view can already 

accept as a favor that the world does us, but that on 

occasion it actually is the way it appears to be. But 

that the world does someone the necessary favor, 

on a given occasion, of being the way it appears to 

be is not extra to the person's standing in the space 

of reasons. Her coming to have an epistemically 

satisfactory standing in the space of reasons is not 

what the interiorized conception would require for 

it to count as her own unaided achievement; but 

then once she has achieved such a standing, she 

needs no extra help from the world to count as 

knowing. 15 If we rescue the idea of the space of 

reasons from the distortions of fantasy, we can say 

that the particular facts that the world does us the 

favor of vouchsafing to us, in the various relevant 
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modes of cognition, actually shape the space of 

reasons as we find it. The effect is a sort of coales

cence between the idea of the space of reasons as 

we find it and the idea of the world as we encoun

ter it. 16 

Of course we are fallible in our judgments as to 

the shape of the space of reasons as we find it, or -

what comes to the same thing - as to the shape of 

the world as we find it. That is to say that we are 

vulnerable to the world's playing us false; and 

when the world does not play us false we are 

indebted to it. 17 But that is something we must 

simply learn to live with, rather than recoiling into 

the fantasy of a sphere in which our control is 

total.18 

6. The space of reasons is the space within which 

thought moves, and its topography is that of the 

rational interconnections between conceptual con

tents; we might equally speak of the space of con

cepts.19 So we can see the interiorization of the 

space of reasons as a form of a familiar tendency in 

philosophy: the tendency to picture the objective 

world as set over against a "conceptual scheme" 

that has withdrawn into a kind of self-sufficiency. 

The fantasy of a sphere within which reason is in 

full autonomous control is one element in the 

complex aetiology of this dualism.20 The dualism 

yields a picture in which the realm of matter, 

which is, in so far as it impinges on us, the 

Given, confronts the realm of forms, which is the 

realm of thought, the realm in which subjectivity 

has its being. It is of course a second Sellarsian idea 

that this picture is hopeless; it is the source of the 

basic misconception of modern philosophy, that 

the task of philosophy is to bridge an ontological 

and epistemological gulf across which the subject

ive and the objective are supposed to face one 

another.21 

This full-fledged dualism of subjective and 

objective - or inner and outer - is a good context 

in which to think about something I promised to 

come back to: the instability of an epistemology in 

which truth is external and reliability is internal. 

When the dualism becomes full-fledged, it 

defeats itself. If we conceive what we want to 

think of as the space of concepts, the realm of 

thought, in a way that alienates it so radically 

from the merely material that we seem to be 

faced with those familiar modern problems of 

reconciling the subjective with the objective, we 

undermine our right to think of it as the realm of 

thought at all. When we set it off so radically from 
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the objective world, we lose our right to think of 
moves within the space we are picturing as con
tent-involving. So we stop being able to picture it 
as the space of concepts. Everything goes dark in 
the interior as we picture it. 22 

Now in the epistemological syndrome that I 
have been discussing, the aim is to set off the 
inner from the outer, but in a way that stops 
short of that disastrous extinguishing of content. 
The idea is that the outer injects content into the 
inner: the world affords us appearances, and we 
thereby have dealings with content (it seems to us 
that things are, or were, thus and so). Appearances 
are starting-points from which we can move about 
in the interior space, the space of reasons, drawing 
inferences from them in ways that reason can 
endorse, for instance on the ground that a parti
cular inference exemplifies a mode of arriving at 
beliefs that is reliable. But the instability that I 
pointed to, the separation of truth as external 
from reliability as internal, reveals that this 
attempt to stop short of disaster is hopeless. If 
moves in the space of reasons are not allowed to 
start from facts, riskily accepted as such on the 
basis of such direct modes of cognitive contact 
with them as perception and memory, then it 
becomes unintelligible how our picture can be a 
picture of a space whose positions are connected 
by relations that reason can exploit, such as that 
one of them is a reliable ground for moving by 
inference to another. If the space of reasons as we 
find it is withdrawn from the objective world as it 
makes itself manifest to us, then it becomes unin
telligible how it can contain appearances, content
involving as they must be, either. We are here in 
the vicinity of a third Sellarsian idea, that reality is 
prior, in the order of understanding, to appear
ance; I am drawing the moral that it makes no 
sense to suppose that a space sufficiently interior
ized to be insulated from specific manifest fact 
might nevertheless contain appearances. 23 

7. The considerations I have offered suggest a 
way to respond to skepticism about, for instance, 
perceptual knowledge; the thing to do is not to 
answer the skeptic's challenges, but to diagnose 
their seeming urgency as deriving from a mis
guided interiorization of reason. But at least one 
familiar form of skepticism is not obviously within 
reach of this move. At first appearance, at any rate, 
skepticism about induction does not turn on an 
interiorization of the space of reasons. In connec
tion with inductive knowledge, we seem not to 

need an Argument from Illusion to achieve the 
effect that the Argument from Illusion achieves 
in the cases where skeptics do appeal to it: the 
effect of focusing our attention on a basis - a 
starting-point in the space of reasons - that falls 
short of the facts supposedly known. 

Without trying a full treatment, I shall mention 
a fourth Sellarsian idea whose effect is to bring 
inductive skepticism into the same framework. 
Consider a characteristic Humean formulation of 
the predicament that is supposed to invite induct
ive skepticism: 

It may, therefore, be a subject worthy of curi
osity, to enquire what is the nature of that 
evidence, which assures us of any ... matter of 
fact, beyond the present testimony of our 
senses.24 

Taking it seriously that what is in question is 
testimony of our senses, we must think in terms 
of something content-involving - something in 
which, say, colors figure as apparent properties of 
objects. A mere wash of chromatic sensation, not 
referred to a supposedly perceived environment, 
could not count as testimony of our senses. Now 
my fourth Sellarsian idea can be put like this: there 
cannot be a predicament in which one is receiving 
testimony from one's senses but has not yet taken 
any inductive steps. To stay with the experience of 
color, whose simplicity presumably makes it max
imally favorable to the contrary view: color experi
ence's being testimony of the senses depends on 
the subject's already knowing a great deal about, 
for instance, the effect of different sorts of illumi
nation on color appearances; and a subject could 
not know that without knowing a great deal, out
side the immediate deliverances of the senses, 
about the objective world and our cognitive access 
to it. 

This makes for an easy extension to inductive 
skepticism of the epistemological move I have been 
recommending. The key thought so far has been 
that if we refuse to make sense of the idea of direct 
openness to the manifest world, we undermine the 
idea of being in the space of reasons at all, and 
hence the idea of being in a position to have things 
appear to one a certain way. There is no making 
sense of perceptual appearances - the testimony of 
one's senses - without making sense of the poss
ibility that the objective world can be immediately 
present to the senses. Now Sellars's point about 
color experience is a specific case of this point: 



there is no making sense of that possibility unless 
one's conceptual space already embraces a world 
with more to it than is immediately present to the 
senses. Nothing could be immediately present to 

one's senses unless one already had knowledge that 

goes beyond what is immediately present to the 
senses. So the supposed predicament or' the 

inductive skeptic is a fiction. And the mistake is 

really the same as the one I have already discussed: 

that we can make the inward withdrawal that 

the Argument from Illusion is supposed to 

compe~ but stop short of extinguishing content. 
It is superficial to object that an Argument 
from Illusion does not typically figure in recom
mendations of inductive skepticism; Hume's 

formulation can seem to describe a predicament 
only if one does not think through the idea that its 

subject already has the testimony of the senses, and 
this means that skepticism about induction 
can seem gripping only in combination with a 

straightforwardly interiorizing epistemology for 

perception. 

8. There may be a temptation to object that the 
interiorization I have been discussing cannot be a 

fantasy, as I have been suggesting it is; it is simply 
a version of a perfectly intuitive thought, a piece of 

common sense, to the effect that the mental is 
internal. If this intuitive thought is taken anything 
like literally, it can seem to compel the conclusion 

that minds make contact with the external world at 
an interface, and then cognitive states, with their 
factive nature, surely cannot but be composites of 

interior and exterior circumstances.25 And a literal 

construal can be very tempting; after all, it is 

unquestionable that human beings do literally 

have insides, and that they are partly occupied by 

complex mechanisms about whose operations we 
can in principle, and to some extent in practice, do 

natural science, in such a way as to account in 
some sense for behavior - the very thing that 
appealing to the mental was supposed to do. 

I cannot deal with this properly now; but I shall 

end by mentioning two reasons for doubt about 
this line of objection. 

First, there is a familiar and impressive tradition 

of reflection about common-sense psychology, 

according to which the point of its concepts lies 

in their providing a kind of understanding of per-
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sons and their doings that is radically unlike the 
understanding that the natural sciences can yield. 
This tradition's insights are never taken suffi

ciently seriously by proponents of the idea that 
"folk psychology" is a proto-theory of the opera

tions of those internal mechanisms, to be refined 
and perhaps wholly superseded as we learn more 

about what goes on inside our heads. For instance, 

natural-scientific investigation of how what is lit

erally internal controls behavior would seek the

ories whose power to explain would be 

proportional to their power to predict. But folk
psychological concepts can express a kind of 
understanding of a person that seems to have little 

or no relation to predictive power. And we do not 
find it any the worse for that, at least until meth
odologically inclined people try to put us on the 
defensive. If the understanding that common

sense psychology yields is sui generis, there is no 

reason to regard it as a primitive version of the 

understanding promised by a theory of inner 

mechanisms. The two sorts of understanding 

need not compete for room to occupy. 
Second, about the intuitive idea that the mental 

is internal. I suppose this idea makes it natural, 
when we learn about advances in the scientific 
understanding of how our behavior is controlled 

by literally internal mechanisms, to suppose that 
that is what we must have had some dim concep
tion of all along. But I think this is a confusion. At 

its most abstract, the content of the pre-theoretical 
notion of the mental as inner lies in such facts as 
that at least some mental states and occurrences, 

unlike perceptible states of affairs, are "internal 

accusatives" to the consciousness of their sub
jects. 26 But the character of the notion comes out 

more concretely in the idea that one can sometimes 

see what someone's mental state is by (as we say) 
looking into her eyes. And this idea carries its 

nature on its face: it is a picture, a piece of ima
gery. 27 (This is not something to be embarrassed 

about.) It has nothing to do with the idiotic 

thought that one can look through the eyes into 
the interior of a person's skull. There is no comfort 
to be derived here, by way of a literal construal of a 

piece of common sense, for the withdrawal of the 

mental from direct engagement with the world 

that is expressed by the differently figurative inter

iorization that has been my main target. 
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Notes 

"In characterizing an episode or a state as that [better: 
one] of knowing, we are not giving an empirical 
description of that episode or state; we are placing it 
in the logical space of reasons, of justifying and being 
able to justify what one says" (Wilfrid Sellars, 
Science, Perception and Reality (Routledge and 
Kegan Paul, London, 1963), p. 169). I put in the 
parenthetical qualification so as to allow that a con
cept of knowledge might be applied to non-rational 
animals too; but nothing in this paper will depend on 
that. 

2 I am deliberately leaving the idea of blameworthiness, 
in one's moves in the space of reasons, unspecific. If 
someone arrives at a false belief from which she 
would have been deterred by some investigation she 
chose not to engage in because of its high cost and low 
probability of overturning the other evidence, is she 
blameworthy? Different answers are possible. But no 
reasonable interpretation of the idea of doxastic obli
gations could make falsehood in an empirical belief 
show, all by itself, that an obligation has not been 
met. That is the central insight (a genuine insight, 
even though it is typically mishandled) of the familiar 
genre of philosophy according to which empirical 
knowledge is problematic. I want to focus on this 
gap, nearly universally acknowledged, between dox
astic blamelessness in a sense that connects with 
doxastic obligation, on the one hand, and empirical 
knowledge, on the other, without being distracted by 
details about how doxastic blamelessness should be 
understood. (The epistemological outlook I shall 
recommend should make such questions seem less 
urgent.) 

3 In the case of testimony, one is literally done a favor 
by an informant. But there will have to be, figura
tively, a favor from the world at some point in the 
epistemic ancestry of a piece of knowledge by testi
mony. (At least outside the area of, for instance, being 
told of something that has been proved; see the text 
below.) 

4 This is essentially the feature of proof (or computa
tion) that Crispin Wright aims to generalize, in his 
account of what it is to have verified a statement 
("Strict Finitism," Synthese LI (1982), pp. 203-82, 
at pp. 21~18). Wright strangely combines an under
standing of this feature of proof (or computation) 
with applying the Argument from Illusion even 
here. He writes (p. 210): "If arithmetical computation 
is to be a paradigm of verification, then to be entitled 
to claim to have verified a statement cannot be to be 
entitled to claim a conclusive, indefeasible warrant for 
its assertion; for the most painstaking and careful 
execution of a computation confers no guarantee 
that it is correct." This is in effect a form of the 
familiar retreat (in respect of what warrants one's 
assertion), from "I have proved that it is so" 

(which, if true, surely equips one with a conclusive, 
indefeasible warrant) to "I have before me what, on 
painstaking and careful inspection, appears to be a 
proof that it is so." To suppose that this retreat is 
required is to miss the significance of the fact that ifl 
am misled in such a case, the fault is in my moves in 
the space of reasons, not in the world. I suppose it is 
because Wright thinks mathematical proof and 
empirical verification are on a par in respect of vul
nerability to the Argument from Illusion (and so in 
respect of the defeasibility of available warrants) that 
he thinks he can model empirical verification on 
mathematical verification without risking an undue 
concession to scepticism. (In effect Wright is com
mitted to withholding, in respect of empirical verifi
cation, the acknowledgement that in n. 2 above I 
described as nearly universal.) I think the epistemol
ogy of empirical knowledge that results is disastrous; 
I try to bring this out in my "Mathematical Platonism 
and Dummettian Anti-Realism," Dialectica XLIII 
( 1989), pp. 173-92. 

5 It is important not to assume that, in rejecting this 
response, I am making unavailable the common-sense 
thought that we sometimes know how things are by 
seeing how they are. That would be so only if the 
epistemic status of such knowledge had to consist in 
the excellence of a policy or habit of basing belief on 
appearance, focused as it were on the particular case 
at hand. But that assumption is simply a form of what 
is under attack. (The status consists, rather, in the 
fact that one sees that things are so.) 

6 On "blameless', see n. 2 above. However precisely it 
is spelled out, the idea of blameworthiness that we 
need must belong with an idea of obligations as 
within one's power to discharge, on pain of losing 
contact with the point of interiorizing the space of 
reasons. So it is not to the point here to suggest that 
one can be blamed for a false belief based on appear
ance just because of its falsehood, on the analogy of 
the idea that one can be blamed for unintended con
sequences of one's intentional acts. 

7 If a full-blown externalist approach preserves episte
mological relevance for a concept of justification, it is 
certainly not one that functions as in the quotation 
from Sellars in n. 1 above. 

8 For an example of the kind of hybrid account of 
knowledge that I am rejecting here, see Christopher 
Peacocke, Thoughts: an Essay on Content (Basil Black
well, Oxford, 1986), chs 9 and IO, especially pp. 
153-5. Peacocke has reliability as an external ingre
dient in a hybrid account of knowledge, one which 
also imposes an internal condition involving 
rationality. There is something similar in Simon 
Blackburn, "Knowledge, Truth, and Reliability," 
Proceedings of the British Academy LXX (1984), pp. 
167-87), at pp. 178-9 (although on pp. 179-80 



Blackbum comes close to acknowledging the 

internal imponance of considerations of reli

ability). 
9 Blackburn, "Knowledge, Truth, and Reliability," 

supposes that there is some deep error in insisting 

that a knower must be in an informational state 

which excludes all possibility that things are not as 

he takes them to be (a "guaranteeing" informational 

state). In reaction to that, he claims that titles to 

knowledge must be defensible "in the face of an 

open, acknowledged, possibility that the world 

might not be as we have come to take it to be" (p. 

179). This may account for the fact that he seems not 

even to consider the truth requirement as an 

external condition on knowledge. But rejecting the 

idea that a knower's informational state is "guaran

teeing" looks to me like rejecting a piece of plain 

common sense, that our locutions marking episte

mically satisfactory pos1t1ons ("see that ... ," 

"remember that ... ," and the like) are factive. That 

this is disastrous shows up in Blackburn's positive 

proposal, that one knows when no real possibility 

("chance") that things are not as one takes them to 

be is left open by one's informational state, con

ceived as the upshot of the retreat supposedly forced 

by the Argument from Illusion - an "indicative" 

state, as opposed to a "guaranteeing" state. Black

burn applies this account of knowledge to the gen

eral hypotheses on which skeptical arguments trade 

(such as that one is a brain in a vat); the result is that 

whether one counts as knowing that such hypotheses 

do not obtain depends on who has the onus of proof 

in a dispute with a skeptic. But given how things 

look to someone on any panicular occasion (and any 

other circumstances that might be relevant to rea

son's decision as to whether believing that things 

are that way is exercising a reliable policy or habit), 

there is surely a real possibility that things are not 

that way. That is just the point that (to put it in my 

terms) blamelessness in the space of reasons does not 

ensure factiveness in the position that results. In 
Blackburn's terms, misleading perceptual appear

ances, without surrounding clues to their mislead

ingness, are among "the kinds of things that 

happen" (p. 185). This point generalizes to other 

"indicative" states. So even if Blackburn achieves an 

onus-swapping standoff with the kind of skeptic 

who attempts to wield general skeptical hypotheses 

to undermine whole regions of knowledge all at 

once, his picture will deprive us of pretty much the 

same knowledge, only piece by piece. If we 

deny ourselves a "guaranteeing" conception of a 

putative knower's informational state, there will 

always be perfectly real possibilities (not the skep

tic's arguably unreal possibilities) that he is wrong, 

given the lesser informational state we are com

mitted to limiting him to. Blackbum simply misses 

this point; he concentrates on the general skeptical 
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hypotheses, as if there could be no threat to ordinary 

knowledge claims except from them. 

10 When double-aspect views of content-involving 

mental states were a novelty, it used to be routine 

to cite the supposedly obvious compositeness of 

knowledge as an already familiar parallel. See, e.g., 

Daniel C. Dennett, "Beyond Belief," in Andrew 

Woodfield, ed., Thought and Object (Clarendon 

Press, Oxford, 1982), pp. 1-95, at pp. 11-12; and 

Colin McGinn, "The Structure of Content," ibid., 

pp. 207-58, at p. 215. In querying the credentials of 

a hybrid conception of knowledge, I mean to do 

more than remove an expository prop from under 

those double-aspect views; I believe that direct 

extensions of the considerations in this lecture 

show that those views miss the point of the concept

ual apparatus they aim to explain. I shall not be able 

to elaborate this here, though it will be close to the 

surface in §6. 
11 As I noted in §2, we owe the world thanks for 

presenting us with appearances at all But that 

point is accommodated by the formulation in the 

text. (If the world withheld appearances from us, 

reason would achieve its goal by deterring us from 

unsupported guesses as to how things are.) 

12 Of course one can make mistakes; but the idea is 

that proper exercise of reason would eliminate 

them. 
13 On the parallels in the sphere of practical reason, see 

Bernard Williams, "Moral Luck," in his Moral Luck 

(Cambridge University Press, Cambridge, 1981), 
pp. 20--39. 

14 This formulation should make it clear how wildly 

off-target Blackburn is ("Knowledge, Truth, and 

Reliability," p. 176) in supposing that my appeal to 

"guaranteeing" informational states belongs within 

the general framework of the attempt "to ensure that 

there is no element of luck, or even contingency, 

in the true believer's title to knowledge." The tradi

tional effect of this attempt to transcend luck is that 

the area of known fact is shrunk "potentially down to 

an entirely subjective realm." Blackburn takes me to 

offer a different option, within the same general 

framework, according to which, instead of a shrink

age in what can be known, the mind (the seat of 

these supposed luck-free "guaranteeing" states) 

expands to "embrace" all sorts of worldly states of 

affairs. This idea, which Blackbum rightly finds 

bizarre, has nothing to do with what I am proposing 

here, and was proposing in the work that Blackburn 

is discussing ("Criteria, Defeasibility, and Know

ledge,"). Blackbum is so locked in to the framework 

of thought that epistemology must centre on a luck

free zone (a role played in his favored epistemology 

by the "indicative" states to which we are pushed 

back by the generalized Argument from Illusion) 

that he cannot comprehend how I can have been 

questioning the framework; so he has saddled me 
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with the insane position that is the only interpretation 
my words will bear within the framework. 

15 Exorcizing the fantasy should weaken the inclination 
to say that such a standing is not one's own achieve
ment. Compare one of the practical analogues. The 
concept of what one does, understood as applying 
to one's interventions in the objective world, 
cannot mark out a sphere within which one has 
total control, immune to luck; only if we recoil 
from this into a fantasy of a sphere within 
which one's control is total does it seem to follow 
that what one genuinely achieves is less than one's 
interventions in the objective world. (This is one of 
many places at which much more discussion is 
needed.) 

16 Seeing (or more generally perceiving) that things are 
a certain way is just one of the "factive" (or, in 
Blackburn's term, "guaranteeing") states that are 
restored to their proper status when the generalized 
Argument from Illusion is undermined; others 
include remembering how things were and learning 
from someone else how things are (see §2 above). In 
resisting the damaging effect of letting the Argu
ment from Illusion structure epistemology (as in my 
"Criteria, Defeasibility, and Knowledge,"), I do not 
commit myself to assimilating all these "factive" 
positions to perception. Compare Crispin Wright, 
"Facts and Certainty," Proceedings of the British 
Academy LXXI (1985), 429-72. Commenting on 
that lecture of mine, he writes, at pp. 443-4: "Just 
as 'lifting' the veil of perception is to put us, on 
occasion anyway, in direct perceptual touch with 
material states of affairs, so a story has to be told 
explaining how we are similarly, on occasion, in 
direct perceptual touch with others' mental states 
and with past states of affairs - or at least, in direct 
perceptual touch with states of affairs which do 
better than provide inconclusive basis for claims 
about other minds and the past." I do think we are 
sometimes in direct perceptual touch with others' 
mental states, and certainly with states of affairs that 
do better than provide inconclusive basis for claims 
about them; but why should I accept the crazy idea 
that we are in direct perceptual touch with past states 
of affairs, when remembering them will plainly do 
instead? Similarly, when one learns something from 
someone else, the cognitive transaction is of course 
not a sort of perception of the state of affairs one is 
told about; resistance to letting the Argument from 
Illusion structure the epistemology of testimony 
need not involve denying that obvious fact (cf. Eli
zabeth Fricker, "The Epistemology of Testimony," 
Aristotelian Society Supplementary Volume LXI 
(1987), pp. 57-83, at pp. 7~5). I discuss the epis
temology of testimony in "Knowledge by Hearsay," 
in B. K. Matilal and Arindam Chakrabarti, eds, 
Knowing from Words (Kluwer, Dordrecht, 1994), 
pp. 195-224. 

17 When it turns out that the world has played us false, 
we conclude that it has presented us with a mere 
appearance rather than a manifest fact. Moreover, 
when the world does present us with a manifest fact, 
it does so by presenting us with an appearance. It is 
essential not to confuse these two pieces of common 
sense with the conclusion of the Argument from 
Illusion. Of course the content of the appearances 
that the world presents us with ("appearances" is 
here neutral as between "mere appearance" and 
"manifest fact") is not irrelevant to our possession 
of factive standings in the space of reasons. Our 
being able to count as, say, seeing that things are 
thus and so depends on our being properly sensitive 
(where "properly" expresses a rational assessment) 
to how things look to us. But it is a mistake to think 
this dependence is a matter of the appearance's 
functioning as a starting-point in the space of rea
sons, with the status of seeing how things are sup
posedly reconstructed in terms of a sufficiently 
cogent argument with the appearance as a premise. 
If the additional premises we can appeal to are 
restricted to what is available to reason on the inter
iorized conception of it, no such argument will be 
sufficiently cogent; that is a way of putting the 
reason why, once epistemology has started along 
the path marked out by the Argument from Illusion, 
the external supplementation is needed (§3 above). 
This is how we get into the position in which we 
have to choose between skepticism and the hybrid 
view. But the common-sense point that appearance 
bears on the rational status of belief is detachable 
from a commitment to that choice. (There is more 
discussion of this in my "Knowledge by Hearsay.") 

18 Wright mentions two further reservations (besides 
the one I dealt with inn. 16 above) about my way 
with skepticism ("Facts and Certainty," p. 444). 

The first is this: "McDowell's proposal has ... to 
be worked up into a demonstration that the sceptic 
actually has the epistemology of the various kinds of 
propositions wrong. The mere depiction of more 
comforting alternatives is not enough." I hope the 
present formulation of what I was trying to get at 
makes it clearer that this criticism misses the mark. 
My idea is that skepticism looks urgent only in the 
context of a visibly dubious assumption, which 
imposes a certain shape on the space of epistemolo
gical possibilities; so that the skeptic does indeed 
have the epistemology of the various kinds of pro
positions wrong. (But let me remark that my move is 
not well cast as an answer to skeptical challenges; it is 
more like a justification of a refusal to bother with 
them.) Wright's other reservation is that "'lifting' 
the veil of perception" has no obvious bearing on a 
style of skeptical argument exemplified by the 
attempt to undermine perceptual knowledge, or 
even perceptually grounded reasonable belief, on 
the basis that at any time at which one takes oneself 
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to have it, one lacks sufficient reason to believe that 

one is not dreaming. But I should have thought the 

bearing was quite obvious. Only if the veil is sup

posed to be in place can it seem that one would need 

to establish, or equip oneself with good reason to 

suppose, that one is not dreaming before one can be 

entitled to take one's apparent perceptions at face 

value. Once the veil is lifted, things can be the other 

way round; one's good reason to believe that one is 

not dreaming, on the relevant occasions, can reside 

in all the knowledge of the environment that one's 

senses are yielding one - something that does not 

happen when one is dreaming. (See my "Singular 

Thought and the Extent of Inner Space," in Philip 

Pettit and John McDowell (eds), Subject, Thought, 

and Context (Clarendon Press, Oxford, 1986), pp. 

137--68, at pp. 147-8.) 
19 I am quite unapologetic about the imagery here. 
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Blackburn's de haut en bas remarks about my spatial 

imagery for the mental ("Knowledge, Truth, and 

Reliability," pp. 177-8) depend on a gross missing 

of its point; see n. 14 above. 
Another element is the temptation to push all facts 

worthy of the name into an objective mould: the 

dualism results if we try to conceive subjectivity in 

an objectivistic way. I say more about this in "Sin

gular Thought and the Extent oflnner Space," and 

in "Functionalism and Anomalous Monism," in 

Ernest LePore and Brian McLaughlin (eds), Actions 

and Events: Perspectives on the Philosophy of Donald 

Davidson (Basil Blackwell, Oxford, 1986), pp. 

387-98. A third element will emerge at the end of 

this lecture. (§8). 
21 For an elaboration of this Sellarsian theme, see 

Richard Rorty, Philosophy and the Mirror of Nature 

(Basil Blackwell, Oxford, 1980). 

22 I talk about this in "Singular Thought and the 

Extent of Inner Space." 
23 Having invoked Sellarsian ideas (knowledge as a 

standing in the space of reasons; the rejection of 

the Given, or, what comes to the same thing, the 

rejection of a view of our conceptual scheme as what 

is set over against the Given; and the priority of 

reality over appearance), I ought to confess that I 
do not find in Sellars himself the direct figuring of 

manifest fact in the space of reasons that I am 

recommending. "Empiricism and the Philosophy 

of Mind" (in Science, Perception and Reality), 

Knowledge and the Internal 

which is my source for all three of the ideas I have 

invoked, contains (in §35 and ff.) an account of the 
authority of observational reports which expresses a 

good thought - that the capacity to make observa

tional reports requires general knowledge of the 

world, even in cases as conceptually undemanding 

as saying what color something is - in what seems to 

me a suspect way, in terms of the subject's ability to 

infer a judgment about the world from her own 

tokening (or propensity towards a tokening) of an 

observational form of words. 1 am suspicious of this 

avoidance of the straightforward idea that the 

authority of the report consists in the fact that things 

are manifestly so. (That idea is perfectly consistent 
with the good thought, not a relapse into a form of 

the Myth of rhe Given.) Sellars's accounr reflects 

some such idea as this: the content an expression has 

by virtue of its role in language-enrry proprieries is 

non-conceptual content; conceptual content comes 

into play exclusively on the basis of inferential pro

prieties. I think this view of language-entry propri

eries is a vesrige of a bad way of thinking, which the 

main themes of Sellarsian philosophy show us how 

to undermine. But this paper is not meant as com

mentary on Sellars, and I shall not take these issues 

further here. 
24 David Hume, An Enquiry into the Human Under

standing, §4. 
25 This is the basis of the denial, common in philoso

phy, that knowledge is a mental state: see, e.g., A. J. 
Ayer, The Problem of Knowledge (Penguin, Har

mondsworth, 1956), pp. 14-26. (Cf. also n. IO 

above.) 
26 This is how it is with the mental states and occur

rences that are most congenial to the norion of the 

mental as inner. The idea of the mental is complex, 

and can easily spread co cover states and occurrences 

of which this claim is not true. Bur these outliers do 

not trigger the philosophical moves that focus on the 

idea of interioriry. 
27 Ar §423 of Philosophical Investigations (Basil Black

well, Oxford, 1953), the idea of things chat go on in 

someone figures as a picrure, one chat Wittgenstein 

does nor rejecr, though he suggests chat there are 

difficulries in understanding its applicarion. See also 

§427, on wanring to know what is going on in some

one's head: "The picture should be taken seriously." 

(By "seriously" he does nor mean "literally.") 



Knowledge and the Social 
Articulation of the Space of 
Reasons 

Robert Brandom 

In "Knowledge and the Internal" (this volume, 
chapter 32} John McDowell presents a deep and 
interesting argument. I think everything he says IS 

true and importanl. (Actually, I wouldn't want 
that ljWlntificr to be restricted to the claims he 
makes there; I'm prepared to make this endorse
ment quite generally - but I won't try to defend 
tlial attitude here ) Still, there arc a number of 
points that bear expanding on in order to be prop
erly understood. So I want to say something aboul 
his point or departure: the idea of standings in tbe 
!ipace of reasons. And I want to fill in further the 
picture at which he finally arrives. by sa}'lng ho"' I 
think we ought to understand knowledge as a 
standing in the i.pace of reasons, once we have 
freed ourseh1es from a prevalent deformed concep

tion ofchat space. McDowell's strategy is to shov. 
that that conception of the space of reasons is 

inadequate - that it de'ien-ei; m be called a "defor
mation .. - by showing that it leaves no room for 
anything recognizable as knowledge I'll try to 
reconstruct that argument by showing what it 
looks hke in the context of a crucial dimensmn uf 
the space uf reasons that McDowell never men
tions: its essent1all}' s1Jc1ul articulation. The effect 
of this supplementation, I tlunk, is not to turn a 
bad argument into a good one, but to tum what is 
already a good argument intu one that further 
illuminates the phenomena with which it deals_ 

The result may be 1ust another confirmation of 
the maxim advising us that we ought to be more 
suspicious of philosophers who think they agree 

Orlg1nally published In Phl/osDphy end PhmomerlcJlojJI 
cal Research 55 {1995), pp_ 895-908. 

with us than we arc of philosophers who think that 
they don't_ But depending on how successful I am!' 
I hope at 1l!Ors/ to clarify some of the key concepts 
and wnnecrions that McDowell appeals to, and at 
hm to twisc his words inro a pcrvcrn:d caricature of 
their intended meaning The game is worth lhe 
candle; for if I read him aright. when all the back
ground he presupposes is made explicit, whac be 
ha.~ offered us 1s nothing less than a generali;:ed 
argument against all possible forms of epistanolo
gical e'i:temal15m_ 

We can start with the Sellarsian idea that concepts 
are places in the space of reasons_ According to rhis 
thought, to talk about the contents of bdiefs and 
claims (the kinds of thing that are candk'lares for 
being or nprcssing knowledge) is to talk about 
things that can in principle be gi11en as reasons, 
and for which reasons can in principle be asked.1 

One might rhinl. that 1n gnring pmk of place in 
this way to 1ustifical1on - by following Sellars in 
focussing to begin with on issues of what is a good 
reason for what - McDowell is begging important 
ciuestions in rhe conteJ:t of an investigation of what 
kno1l'ltdgt consists in. After all, iris the hallmark uf 
the school ofrcliabili-.1 ntemalism in contempor
ary epistemology preascly ro deny that considera
tions of justification or what is a reason for what 
tJi'td have anything to do with assessments of 
knowledge. What distinguishes true beliefs thac 
deserve to be called "knowledge" from those that 



do not is just that they have not been arrived at 
haphazardly or accidentally (for instance, by coin
flipping). What matters is that they be the out
come of a reliable belief-forming mechanism - one 
whose output is likely to be true. Under the right 
circumstances, making appropriate inferential 
moves in the space of reasons can qualify as such 
a mechanism. But it has no privileged status: 
knowledge can be diagnosed quite apart from any 
consideration of the space of reasons. 

Epistemological externalism of this extreme 
sort, which regards the space of reasons as an 
optional superstructure, is one of the four posi
tions on the nature of knowledge that McDowell 
considers. Even though his main interest lies else
where (in the more moderate externalism that sees 
considerations lying outside the space of reasons as 
only one element in a hybrid view), it might be 
thought that his dismissal of extreme externalism 
with the scornful remark that according to such an 
approach there is no principled reason not to count 
thermometers as knowers is a bit cavalier. In fact 
this is just the right thing to say, and no important 
questions about knowledge are being begged here. 
Seeing why this is so will help us to see better the 
role that is being played by the Sellarsian notion of 
a space of reasons. 

For the important point has nothing to do with 
what one thinks of the propriety of the traditional 
construal of knowledge as justified true belief. It 
has to do with how one distinguishes concept use 
from nonconceptual activity. What is the differ
ence between a parrot who is disposed reliably to 

respond differentially to the presence of red things 
by saying "Raawk, that's red," and a human repor
ter who makes the same noise under the same 
circumstances?2 Or between a thermometer that 
responds to the temperature's dropping below 70 
degrees by reporting that fact by moving the nee
dle on its output dial and a human reporter who 
makes a suitable noise under the same conditions? 
By hypothesis both reliably respond to the same 
stimuli, but we want to say that humans do, and 
the parrots and thermometers do not, respond by 
applying the concepts red or 70 degrees. The parrot 
and the thermometer do not grasp those concepts, 
and so do not understand what they are "saying." 
That is why we ought not to consider their 
responses as expressing heliefi: the belief condition 
on knowledge implicitly contains an understanding 
condition. 

The Sellarsian idea with which McDowell 
begins is that this difference ought to be under-
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stood in terms of the space of reasons. The differ
ence that makes a difference in these cases is that 
for the human reporters, the claims "That's red," 
or "It's 70 degrees out," occupy positions in the 
space of reasons - the genuine reporters can tell 
what follows from them and what would be evid
ence for them. This practical know-how - being 
able to tell what they would be reasons for and 
what would be reasons for them - is as much a part 
of their understanding of "red" and "70 degrees" 
as are their reliable differential responsive disposi
tions. And it is this inferential articulation of those 
responses, the role they play in reasoning, that 
makes those responsive dispositions dispositions 
to apply concepts. If this idea is right, then nothing 
that can't move in the space of reasons - nothing 
that can't distinguish some claims or beliefs as 
justifying or being reasons for others ~ can even 
count as a concept user or believer, never mind a 
knower: it would be in another line of work alto
gether. And this point is not touched at all by the 
important observation that something that is in 
this line of work - something that can use concepts 
and have beliefs, something, that is, that can find 
its way around the space of reasons - can count as 
having knowledge in particular cases in which it 
has a true belief that it is not in a position to give 
reasons for. Extreme, or as I will henceforth feel 
entitled to call them, gonzo externalists mistakenly 
infer from the fact that issues of justification and 
reason-giving can be treated as localfy irrelevant to 
attributions of knowledge in such cases, that they 
can safely be treated as globalfy irrelevant. The 
problem with this form of externalism is not with 
its construal of the justification condition on know
ledge, but with its construal of the belief condition 
on knowledge. 

These same terms give us some clues as to how 
we might think about the notion of standings in the 
space of reasons. A typical twenty-month-old child 
who toddles into the livingroom and in bell-like 
tones utters the sentence "The house is on fire," is 
doing something quite different from what his 
seven-year-old sister would be doing by making 
the same noises. The young child is not claiming 
that the house is on fire, for the simple reason that 
he does not know what he would be committing 
himself to by that claim, what he would be making 
himself responsible for. He does not know what 
follows from it, what would be evidence for it, 
what would be incompatible with it, and so on. 
He does not know his way around the space of 
reasons well enough yet for anything he does to 



Robert Brandom 

count as adopting a standing in that space. His 
older sister knows that it follows from her claim 
that the family is in danger and should flee, and 
that the kitchen's being full of smoke and flame is 
evidence for it. She can commit herself, and knows 
what she would be committing herself to and what 
might entitle her to that commitment. She has 
begun to master the inferential articulation of 
such potential positions, statuses, or standings 
that make up the space of reasons - the things 
that can stand in the relation is a reason for to 
each other. 

In order to clarify McDowell's argument and its 
conclusion, I'm going to recast them in an idiom 
he does not use: I'll talk about standings or statuses 
in the space of reasons in terms of two fundamen
tal categories: commitments of a certain kind, and 
entitlements to those commitments. The idea is that 
occupying the basic sort of standing in the space of 
reasons is staking a claim, that is, undertaking a 
commitment of the sort that might be expressed by 
making a claim or assertion. Presystematically we 
might think of these as commitments to the truth 
of various propositions, that is, as beliefs. But I 
think it will be helpful if we keep talk of truth, 
propositions, and beliefs off-stage for a while. To 
uphold the fundamental Sellarsian idea about what 
would be required for these standings to have 
conceptual content, we must think about them as 
having two properties. First, it must be part of the 
conception of these commitments that the issue of 
one's entitlement to such a commitment can arise. 
Second, it must be possible for one such commit
ment to inherit or derive its entitlement from 
another. Together these mean that commitments 
can both serve as and stand in need of reasons. 
That is the sense in which they are being taken to 
be standings in the space of reasons. 

The final point I want to make about McDow
ell's Sellarsian starting-point is that the "space of 
reasons" that he discusses ought to be understood 
as an abstraction from concrete practices of giving 
and asking for reasons. The space of reasons is a 
normative space. It is articulated by proprieties that 
govern practices of citing one standing as commit
ting or entitling one to another - that is, as a reason 
for another. What people actually do is adopt, 
assess, and attribute such standings - and if they 
did not, there would be no such standings. For in 
the absence of such normative attitudes of taking or 
treating people as committed or entitled, there are 
no commitments or entitlements. They are not part 
of the furniture of the prehuman world. 

When we turn to consider McDowell's diagno
sis of deformations in our conception of the space 
of reasons that threaten to make knowledge unin
telligible, it will be useful to keep our eyes on the 
actual practices of giving and asking for reasons, 
the practices that give a point to the abstract notion 
of a space of reasons. 

II 

McDowell's argument is structured by a botaniza
tion that classifies approaches to knowledge as 
coming in four flavors: skeptical, dogmatic, 
hybrid, and extreme externalist. We can group 
these further according to whether they conceive 
justification and truth as internally or externally 
related- or as I will say, according to whether they 
aggregate or segregate these conditions. The skeptic 
and the dogmatist take it as a criterion of adequacy 
on a notion of justification that any claim or belief 
that is sufficiently justified is true. They are right 
that if a claim or belief has the status of knowledge, 
it is guaranteed to be true. But they also take it that 
justification of a certain sort is what distinguishes 
knowledge from other belief. If that is right, then 
justification must be truth-guaranteeing. While 
agreeing on this basic principle, the skeptic and 
the dogmatist disagree about whether a notion of 
justification meeting this condition is to be had. 
The skeptic arrives at the false conclusion that 
knowledge is not possible by combining the false 
claim that justification must be incompatible with 
falsehood with the true claim that justification that 
rules out the possibility of falsehood is not to be 
had. The dogmatist arrives at the true conclusion 
that knowledge is possible by combining the false 
claim that justification must be incompatible with 
falsehood with the further false claim that justifi
cation that rules out the possibility of falsehood can 
be had. McDowell rightly does not rehearse at 
length the difficulties of these views; their unsat
isfactoriness is widely acknowledged. 

Where skepticism and dogmatism run the justi
fication and truth conditions on knowledge too 
closely together, the hybrid and extreme versions 
of externalism drive them too far apart. Gonzo 
externalism throws justification and the giving of 
reasons out entirely, and I've already indicated 
why this won't do.3 It is by no means obvious, 
though, why the more moderate externalism of a 
two-factor or hybrid view can't be made to work. 
McDowell's core argument is accordingly devoted 
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to showing what is wrong with them. The danger 
he sees is that if a satisfactory standing with 
respect to justification or reason-giving is seen as 
an internal matter, something one can secure all on 
one's own, while assessments of truth or reliability 
answer to external standards, then the justification 
and truth conditions on knowledge are treated as 
independent of one another. But being justified in 
holding a belief just is being justified in taking it to 
be true. Such segregationist views, he argues, are 
inherently unstable and untenable. 

Although his four-part classification lumps 
them together, McDowell implicitly acknowledges 
two different forms hybrid views can take. They 
deserve to be considered together because each 
extrudes from the space of reasons some sort of 
assessment that is crucial to the attribution of 
knowledge, segregating it as external to standings 
in that space. The first version extrudes both con
siderations of truth and of reliability as statuses 
distinguished from that of being justified. That is, 
assessments of what is true, and of the reliability of 
various policies for endorsing some claim as true 
(believing it), are taken to be independent in prin
ciple from questions of what is a reason for what. 
McDowell rightly gives this sort of segregationism 
short shrift: nothing recognizable as our notion of 
justification survives if our justificatory practices 
are forbidden in principle from being criticized 
and shaped on the basis of assessments of their 
reliability, that is, the likelihood that reasoning in 
the ways they sanction will lead to truths. This 
recognition of the intimate connection between 
justification and reliability motivates the second 
version of hybrid segregationism, which seeks to 
incorporate assessments of reliability into stand
ings in the space of reasons, while still extruding 
truth. But since the reliability of a belief-endorsing 
policy just is the likelihood that it will lead to the 
endorsement of truths, this version of the hybrid 
approach is no more stable a position than the 
other. 

The underlying fact is that the notions of belief, 
justification, reliability, and truth are inextricably 
intertwined in ways that preclude the segregation
ist approach. I started by talking about how the 
notion of belief, as a conceptually contentful state, 
is unintelligible apart from considerations of what 
is a reason for what - that is, apart from liability to 
assessments of justification. But it is equally essent
ial to our notion of beliefs that they are something 
for which the question of truth can arise: believing 
is taking or treating as true. Any adequate account 
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of the contentfulness of beliefs and claims must 
show why and how these two crucial dimensions of 
assessment are so intimately linked. As McDow
ell's argument indicates, a useful way to unpack 
that linkage is by looking at the concept of relia

bility. For, on the one hand, assessment of cognitive 
reliability makes sense only against a background 
that includes assessments of truth: a belief-endor
sing policy is reliable just insofar as it is likely to 
lead to truths. And on the other hand, assessments 
of justification must answer to assessments of 
reliability. Arguing that a proposed method of 
justification is not likely to lead to truths is not 
just one way of criticizing such methods - any 
more than stopping the heart is just one way of 
killing a vertebrate; it is the form all those ways 
share, the common conclusion they must lead to if 
they are to be successful. That is why McDowell 
can put such pressure on segregationist accounts 
of knowledge by focusing attention on the notion 
of reliability: the hybrid approaches are 
unstable because they can neither adequately con
strue the space of reasons independently of con
siderations of reliability, nor adequately construe 
reliability assessments apart from truth assess
ments. 

We can think of McDowell's argument as com
ing in three nested parts. The core argument is the 
one I've just rehearsed, which uses the notion of 
reliability to underscore that considerations of 
truth cannot be extruded from the space of rea
sons. This argument contributes the crucial pre
mise in a wider argument, to the effect that none of 
the four currently available approaches to know
ledge is satisfactory: neither skepticism, nor dog
matism, nor hybrid theories, nor extreme 
extemalism. The segregationist approaches drive 
the justification and truth conditions on know
ledge too far apart - in the case of gonzo external
ism, at the cost of losing sight of what 
distinguishes beliefs and claims as conceptually 
articulated, by ignoring the space of reasons alto
gether. But the two aggregationist approaches are 
equally unsatisfactory, running justification and 
truth together so that their distinctive contribu
tions to knowledge assessments are confounded. 
The third part of McDowell's argument is the 
claim that these four approaches share a 
presupposition concerning the shape of the space 
of reasons, and that given that presupposition, 
they exhaust the alternatives. If that is right, then 
the unsatisfactoriness of these ways of construing 
knowledge shows that that presupposition must be 
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rejected, and the space of reasons otherwise under
stood. 

III 

I said at the outset that I think this is a good 
argument. I've now indicated how I think the 
first two steps work: the argument for the instabil
ity of hybrid views and, based on it, the argument 
for the unsatisfactoriness of any of the four kinds 
of epistemological segregationism and aggregation
ism he distinguishes. Two large issues remain: the 
diagnosis of these approaches as generated by a 
shared erroneous conception of the space of rea
sons, and the recommendation of an alternative. It 
is at this point that I would like to offer what I 
regard (though McDowell may not) as a friendly 
amendment to or clarification of his account. 

Early on in his paper, McDowell gives us the 
following characterization of the conceptual 
pathology he takes to have generated the shuttling 
back and forth between unsatisfactory positions 
(whether aggregationist or segregationist) charac
teristic of contemporary and classical epi
stemology: 

The deformation is an interiorization of the 
space of reasons, a withdrawal of it from the 
external world. This happens when we suppose 
that we ought to be able to achieve flawless 
standings in the space of reasons by our own 
unaided resources, without needing the world to 
do us any favors. 

Now I don't want to disagree with this, but I do 
want to insist that this diagnosis should come at 
the end of a story, not at the beginning. You may 
have noticed that although here and there I helped 
myself to McDowell's imagery of what is con
ceived as internal or external to the space of rea
sons, in my exposition of his core arguments I did 
not find it necessary to say anything at all about 
interiorizing the space of reasons in this sense - did 
not need to talk at all about what candidate 
knowers are supposed to be able to do all on their 
own as opposed to what they can only do by grace 
of favors from the world. The deformed and defect
ive conception of the space of reasons that I see as 
underlying the various forms of epistemological 
aggregationism and segregationism in play so far 
is prior to, and, I want to argue, explanatory of, the 
one McDowell focuses on. 

For I want to claim that the mistake is to begin 
with to individualize the space of reasons. The 
complaint I want to make about McDowell's dis
cussion is that he makes nothing of the essential 
social articulation of that space. The passage above 
is typical: he says the thought is that we ought to be 
able to achieve flawless standings in the space of 
reasons by our own resources, without needing the 
world to do us any favors; but for all he says here or 
elsewhere, this us could be each of us, individually 
or by ourselves, rather than all of us collectively. 
But this difference makes all the difference. 

The best way I know to make this clear is to try 
to indicate in more detail than McDowell does just 
what an account looks like that does construe fact
ive statuses such as knowledge as standings in the 
space of reasons, while respecting the lessons of 
externalism. I said above that it is important to 
remember that our abstract talk about reasons and 
the space of reasons has to be grounded in an 
appreciation of the concrete practices of giving 
and asking for reasons, namely in what people 
actually do. I also suggested that what McDowell 
calls standings in the space of reasons should be 
thought of in terms of commitments and entitlements 
that are practically acknowledged by those enga
ging in such practices. What I want to claim now is 
that if we recognize that giving and asking for 
reasons is a constellation of essentially social prac
tices, and that the commitments and entitlements 
those practices involve are accordingly essentially 
social statuses, we will be in a position to under
stand factive locutions such as knowledge and war
rantive locutions such as reliable as attributing 
standings in the space of reasons. Furthermore, 
we will be able to make appropriate sense of the 
different roles of assessments of truth and of jus
tification in attributions of knowledge, as the 
aggregationist approaches of the skeptic and the 
dogmatist could not, without disjoining those roles 
so severely as to engender the probletns we saw 
with the various segregationist approaches, in par
ticular the embarrassment that hybrid theories 
have concerning the notion of reliability. 

The key to understanding knowledge as a stand
ing in the space of reasons is to focus on the 
practical attitude adopted by one who is assessing 
a candidate for such a standing: What is someone 
who attributes knowledge doing? For these pur
poses we can continue to be guided, as we have 
throughout, by the traditional conception of 
knowledge as justified true belief. Construed as a 
standing or status, belief will correspond to some 



sort of commitment, while justification (being jus
tified) will correspond to some sort of entitlement 
to that commitment. So taking someone to have a 
justified belief will be understood as attributing 
two sorts of standings: a commitment and an enti
tlement. 

What about the truth condition? To take some
one to have the status of a knower one must take it 
that the justified belief in question is also true. 
What is it to do that? Taking the belief in question 
to be true is not a matter of attributing a commit
ment, but of undertaking one - endorsing the claim 
oneself. For taking-true is just believing, that is, 
committing oneself, adopting a standing or status. 4 

What sort of case leads us to distinguish justified 
beliefs that are true from those that are not? If you 
are standing in a darkened room and seem to see a 
candle ten feet in front of you, I may take you to 
have good reason for believing that there is a 
candle ten feet in front of you, and so to take you 
to be entitled to your commitment. But that may 
be my attitude even if I know, as you do not, that 
there is a mirror five feet in front of you, and no 
candle behind it, so that I am not in a position to 
endorse or commit myself to what you are com
mitted to. 

Thinking of things this way, assessing someone 
as having successfully achieved the status or stand
ing of a knower involves adopting three different 
attitudes: attributing a commitment, attributing an 
entitlement, and undertaking a commitment. There 
is nothing in principle mysterious about such 
assessments, nor, therefore, about the standing 
being assessed. Knowledge is intelligible as a 
standing in the space of reasons, because and inso
far as it is intelligible as a status one can be taken to 
achieve in the game of giving and asking for rea
sons. But it is essentially a social status, because it 
incorporates and depends on the social difference 
of perspective between attributing a commitment 
(to another) and undertaking a commitment (one
self). If one individualizes the space of reasons, 
forgetting that it is a shared space within which 
we adopt attitudes towards each other- and so does 
not think about standings in the space of reasons as 
socially articulated, as potentially including the 
social difference of perspective between attributing 
and undertaking commitments, that is, between 
your standing and mine - then one will not be 
able to understand knowledge as a standing in 
the space of reasons. One will then have either to 
try to get some individualized standing to do the 
work of the socially articulated factive, as the 

Social Articulation of the Space of Reasons 

aggregationists do, or to extrude some components 
of it from the space of reasons entirely, as the 
segregationists do. One will then be doomed either 
to lose the crucial distinction between the belief 
and justification conditions, on the one hand, and 
the truth condition on knowledge, on the other, as 
the aggregationists do, or to lose the crucial con
nections between them, as the segregationists do. 

The distinction of social perspective between 
attributing a standing and adopting it keeps the 
truth condition from being run together with the 
others, and so makes it possible to understand 
assessments of something as having the standing 
of a justified belief that is not true. But McDow
ell's core argument indicates that the danger of 
distinguishing these elements too firmly - losing 
the crucial connections - manifests itself in diffi
culties with notion of reliability. What can we say 
about this test case? 

A fundamental point on which broadly extern
alist approaches to epistemology are clearly right is 
that one can be justified without being able to 

justify. That is, one can have the standing of 
being entitled to a commitment without having to 

inherit that entitlement from other commitments 
inferentially related to it as reasons. A paradigm 
case is that of noninferential reports. If you are a 
generally reliable noninferential reponer oflighted 
candles in darkened rooms, then you can be 
entitled to your claim that there is a candle in 
front of you in cases where that claim or commit
ment arose by your exercise of that reliable differ
ential disposition to respond to such candles by 
making such reports (undertaking such commit
ments, adopting such standings). And this can be 
the case even if you are not able yourself to cite 
your reliability in such matters as a reason for the 
belief you acquired. 5 

Now it would be wrong to conclude from the 
fact that a piece of knowledge can be acquired 
noninferentially even where the knower is unable 
to justify it that reasons need not be in play at all. 
For to begin with, you must be capable of making 
the claim or acquiring the belief in order to be a 
candidate for knowing it. And that requires that 
you understand it: that you have at least a rough 
practical mastery of its inferential role, the know
how to discriminate some things that follow from 
it from others that don't, and some things that 
would be evidence for it from others that would 
not. In "Empiricism and the Philosophy of Mind" 
Sellars unfortunately takes it that in order to 
secure this claim, he must insist that one is not 
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justified unless one knows one is justified - in 
particular, that noninferential reports should be 
accorded the status of knowledge only in cases 
where the knower can cite her own reliability as a 
reason, from which the correctness of the nonin
ferential report could be inferred. This response is 
excessive; there is no reason to deny the externalist 
insight that, once one is capable of achieving 
standings in the space of reasons - for instance 
capable of committing oneself to the claim that 
there is a candle in the room - one can become 
entitled to such standings without being able to 

give reasons for them. But Sellars's overreaction 
also contains an important insight: reliability mat
ters to assessments of knowledge precisely because 
of the inferences it can support. 

The key point to understanding reliability as a 
warrantive standing in the space of reasons is that 
the notion of reliability itself is essentially an infer
ential notion: a matter precisely of what is a reason 
for what. What must be kept in mind if one is to 
talk (a variant of) the traditional language of justi
fication as internal entitling and reliability as exter
nal entitling is that what they are internal or 
external to is not the practice of giving and asking 
for reasons, and so not the space of reasons, but 
rather the individual whose standings in that space 
are being assessed. For reliability is precisely a 
matter of a socially articulated inference. For me 
to take you to be a reliable reporter of lighted 
candles in darkened rooms is just for me to endorse 
a particular pattern of reasoning; in particular it is 
for me to endorse the inference that could be made 
explicit by saying: 

If in a darkened room S noninferentially 
acquires the belief that there is a lighted candle, 
then (probably) there is a lighted candle there. 

Translated into the language I have suggested for 
discussing standings in the space of reasons (that 
is, statuses one can acquire in the game of giving 
and asking for reasons) this is an inferential 
connection between a suitably noninferentially 
acquired commitment attributed to you and a cor
responding commitment that I undertake. It is 
treating your commitment as a (defeasible) reason 
for my own. 

The externalist epistemologist who takes relia
bility to warrant the attribution of noninferential 
knowledge in the absence of justification relies 
precisely on this essentially interpersonal pattern 
of inference. If we like, we can say that Sellars's 

point is reinstated at one remove of social 
perspective: although it is enough that the subject 
of knowledge be reliable to be entitled to a belief 
(without having to be able to cite that reliability as 
a reason for it), the attributor of knowledge must be 
able to cite that reliability as such a reason. 6 

My conclusion is that if we keep firmly in mind 
that the space of reasons is founded on practices of 
giving and asking for reasons - practices in which 
standings or statuses can not only be adopted but 
attributed - then we can understand truth and 
reliability, no less than justification, and hence in 
the end even knowledge, as socially articulated 
standings in that space. According to such a pic
ture, the insights of externalism are accommodated 
as pointing to features of the essentially social 
practices of giving and asking for reasons, under
taking and attributing inferentially articulated 
commitments and entitlements. So issues of justi
fication, on the one hand, and of truth and relia
bility, on the other, are not severed from one 
another, and the instability that McDowell diag
noses in what he calls "hybrid" views is avoided. 
Knowledge and reliability, involving as they do 
essential reference to truth, are in a certain sense 
hybrid statuses on this account. For they are made 
intelligible by appeal to two different social per
spectives, that of the one to whom a status is 
attributed and that of the one attributing it. 7 But 
the crucial difference is that this is a distinction of 
perspectives within the space of reasons, not a 
distinction between what is within it and what is 
without it. That is why the instability McDowell 
points to does not arise. 

IV 

My response to McDowell's paper has come in 
two parts, one constructive, and one critical. Con
structively, I have indicated how knowledge can be 
construed as a standing in the space of reasons. 
The key question is what I must be doing in order 
to take you to have that standing. And the answer 
is, in line with the JTB account of knowledge, that 
corresponding to the belief condition (which 
includes an understanding condition) I must attri
bute a propositionally contentful commitment, that 
corresponding to the justification ~ondition I must 
attribute also entitlement to that commitment 
(whether inferentially or noninferentially 
grounded), and that corresponding to the truth 
condition I must also myself endorse or undertake 



the same propositionally contentful commitment. 
The possibility of such truth assessments is already 
implicit in the attribution of a commitment corre
sponding to belief - for propositionally contentful 
commitments are essentially, and not merely acci
dentally, things for which the question of truth can 
arise. Likewise, and for that reason, the possibility 
of reliability assessments is already implicit in the 
attribution of an entitlement corresponding to the 
justification condition on knowledge. But assessing 
your reliability is a matter of whether to endorse a 
certain pattern of interpersonal inference: the 
inference from a commitment I attribute to you to 
one I undertake myself. In this way what is 
expressed by the use of factive locutions such as 
"believes truly," warrantive locutions, such 
as "believes reliably," and cognitive locutions 
such as "knows," which include both factive and 
warrantive dimensions, can all be understood as 
standings in a socially articulated space of reasons: 
standings that incorporate what are with respect to 
individual knowers internal and external epistemic 
considerations in the form of the distinct social 
perspectives of attributing and undertaking com
mitments. 

It is the different perspectives provided by dif
ferent sets of commitments that make it possible to 
triangulate on objective states of affairs. Our prac
tices of comparing, assessing, and correcting dif
ferent repenoires of commitments one with 
respect to another - those we attribute to others 
and those we undertake ourselves - are what make 
them intelligible as perspectives, views of some
thing, ways in which a perspective-independent 
reality can appear.8 To individualize the space of 
reasons is to interiorize it. To ignore the social 
articulation of standings in the space of reasons is 

Notes 

As I use the terms, what can serve as premises and 
conclusions of inferences are propositional contents, 
which is the fundamental and defining species of 
conceptual contents. Conceptual contents that are 
not propositional correspond to what is expressed 
by subsentential expressions, and are to be under
stood by abstraction from the propositional contents 
of sentences containing them - which is to say that 
the contribution a subsentential expression makes to 
the propositional contents expressed by sentences in 
which it occurs is to be identified by observing the 
effects on those contents of substituting other expres
sions for it. 

Social Articulation of the Space of Reasons 

to leave out what makes it possible to understand 
such standings as answerable for their correctness 
to how things actually are. And such an interior
ized rendering must in the end fail, as McDowell 
insists, even to be recognizable as belief For what 
an individualized construal leaves out is what 
makes statuses such as knowledge and reliability 
intelligible as standings in the space of reasons. 
Factives, like believes truly (because of their rela
tion to truth-assessment) warrantives, like believes 
justifiedly (because of their relation to reliability), 
and so cognitives, like knows, testify at once to the 
way in which objective facts (concerning how 
things really are, not just how they are taken to 

be) are incorporated in the space of reasons, and 
equally how the social articulation of that space 
makes such incorporation so much as intelligible. 

My only complaints against McDowell have 
been accusations of sins of omission - a matter of 
what he has not said. Such complaints are often 
unfair: one can't say everything. But I have not 
reproached him for saying nothing about the 
effects of the discovery of silver in the New 
World on the spread of the Hussite heresy in 
Central Europe, even though he has indeed been 
silent regarding this important topic. I have 
reproached him for saying nothing about the social 
articulation of the space of reasons in the context 
of a discussion of a deformed conception of the 
space of reasons that makes it impossible for us to 
understand how knowledge and reliability are 
related to such standings. For that disastrous 
interiorizing of the space of reasons results pre
cisely from individualizing it. 

So let me end as I began: everything McDowell 
says is true and important - but sometimes he 
leaves stuff out. 

2 Perhaps minus the parrot expletive. 
3 I said above that McDowell offers us a generalized 

argument against any possible form of epistemologi
cal extemalism. (It might better be thought of as a 
recipe that, given any such externalist view, shows us 
how to construct a knock-down argument against it.) 
In conversation, McDowell points to one case that 
might be thought to be an exception. Non- or pre
linguistic animals do not have status or standing in 
the space of reasons. So according to the idiom being 
recommended here, they neither deploy concepts, 
acquire beliefs, nor count as having knowledge. 
Nonetheless, it is common to talk about them loosely 
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as though they were capable of some version (usually 
admitted to be degenerate cases) of these accomplish
ments. The infurmational states most closely resem
bling genuine beliefs that they do have (call them 
belieft*), when they both correctly represent how 
things are and are acquired by a suitable reliable 
process may be called knowledge•. An externalist 

account of this sort of state is all that is to be had. 
This status has in common with the genuine article 
what the parrot has in common with the reporter of 
red things: reliable differential responsive disposi

tions. 
4 The root notion of truth is just what the tradition 

always took it to be: saying of what is that it is. The 
cases in which I take it that p, that is where I believe 
or am committed to the claim that p, are just the cases 
in which I take your belief that p to be true. The 
mistake of metaphysical conceptions of truth, includ
ing any substantive correspondence theory, is to 
assimilate what I am doing when I take your belief 
to be true to what I am doing when I take you to 
believe it, or to be justified in doing so. For in those 
cases I attribute a commitment and an entitlement, 
respectively. Metaphysical theories of truth are the
ories of the property I am attributing to your com
mitment when I take it .to be true. But in taking it to 
be true I am not attributing any property to that 
commitment, I am endorsing it myself. 

5 Where reliabilist counterexamples undermine the 
necessity of the )TB account of knowledge, Gettier
style counterexamples undermine its sufficiency. )us-

tifications that depend essentially on false premises 
(even ones the candidate knower is entitled to believe) 
may be assessed as inadequate support fur attribu
tions of knowledge. Although the point cannot be 
pursued here, this phenomenon can be accommo
dated in the social-perspectival framewod presented 
here, by looking at the relation between what would 
be reasons fur the one to whom a candidate piece of 
knowledge is attributed, on the one hand, and what 
would be reasons fur the one who attributes them 
(from whose point of view the truth of those premises 
is assessed). 

6 Assuming sufficient expressive resources are available 
to furmulate the reliability inference explicitly in a 
conditional (which makes it available in a furm sui
table to serve as a premise in further inferences). 

7 When I talk about "the social articulation of the space 
of reasons" I mean that standings in that space must 
be understood in terms of these two kinds of socially 
related perspective. I do not mean that the commun
ity is privileged in some way relative to individuals. 
So it would be a mistake to think of my remarks as 
suggesting a super-individual sort of interiorization, 
in which the community as a whole plays the role 
furmerly played by particular individuals. 

8 I develop this view, and the other constructive sug
gestions offered in the second half of this paper, in 
greater detail in Making It Explicit: Reasoning, Repre

senting, and Discursive Commitment (Harvard Univer
sity Press, 1994). 
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Virtue Epistemology and Proper 
Cognitive Functioning 



Introduction 

Virtue qm.temoaogv and proper lunct1onahsm may 

be fairly regarded as descendanlS of reliabihsm. 

Both views require, for knowledge, that one's 
belief be produced by a reliabk ~ but both 

deny this is sufficient. Thus, virtue theory 
requires, at least, that the belief-producing process 

also be an ab1l11y, a stable disposition ro acquire OT 

mamtain beliefs, and proper functionalism 
reqmres that it be a faculty functioning the way it 

wai; designed to function. These restrictive mod
ifications ofreliabihsm are aimed in part at soh1ing 

some of the well-known problems facmg reliabil

ism, including what john Greco c:alls the problem 

of epistemic responsibility, "·iz., the problem posed 
by reliably produced beliefs thal: fsll shon of 
knowledge (justification) owing to the epistemic 

irresponsibility of the believer, and the new evil 

demon problem, viz., the problem of accounting 
for the jusuficaticm possessed by victims or the evil 

demon, suhjectli whose faculties are unreliable. 
In his contribution, AJvin Goldman outlineii; 

tasks and methods for epistemology Epistemology 
has a descnpm1e and a nonnati\e task. The 

descripti11e is tu characterize our commonsense 

epistemic concepts and norms, vur "folkwa}s," 
that 1s, how we gn about evaluating beliefs episre

mically. The nonnati11e lask, which depends on 

the descriptive, is to formulate a set of norms 

that improves upon the fotkwa)' norms In the 

selection in thi~ section, Goldman focuses on the 

descriptive task. His resulting view is that ordinary 

folk epistemically evaluate m the following way. 

Working with a devised, or socially inherited, list 

of epi~1:emic virtues and \'ices, one considers actual 
and hypothetical cases of beliefs. Any such belief is 

counted a~ justified if its corresponding process ts 

sinular to a process on the list of virtues, as unius

tified if its process 1s s1m1lar to a process on the list 

of vices, and as non-Justified othernise. The spirit 

of reliabil1sm 1s not lost m thl!i account, for the 

processes on the list of virtues are there becaw;e we 

have deemed them reliable 

Applied to the problem of eptsn:mic re:sponsi
bil1ty and the nev. evil demon problem, the 

method defo1ers the following results, accordmg 
tu Goldman The beliefs of hypothet1C.1l reliable 

clairvoyanrs, for ex.ample, are nun-justifieU, if 

clairvoyance is dissimilar Crom both our recognized 
\'irtues and vices, or unjustified, if da1rmy;mce is 

similar to one of our recognized 11ic.-es. Since the 

VJCtims of the e~il demon use our most trusted 

pmces-.es, the beliefs fonned usmg these processes 
are counted as justified. 

To the QUC'illOll "Why wouldn't we simply add 

clairvo}'ancc to vur list of virtues if we found it 

reliable)," the reply is that we are categunally 

conservari11e. Our presumption is always against 
revising our list of virtues and vices. Goldman 

finds confirmation for this claim in the work of 

empirical psy'-hologists. 
In his selectron, Al,·in Plannnga outlines proper 

functionalism. Proper functionalism is a theory or 

warrant, viz., of that fearure that turns rrue belief 
into knowledge. The account Plantinga pnwides, 

notablv, wor\s with the nonnative notion of a 

fsculr;•s functioningproptr/y, and thus is a depart

ure Crom standard externalist accounts. To fum:

tion properly a faculty must function as it ought to 

function, that is, as it is designed to function Our 

cognitive design plan, importantly, has a segment 

devoted ro the production of true beliefs. A belief 
is warranted, then, only if tl1c facult} that 
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produced it was aiming at truth. But this is not 
enough. The faculty must be reliable, perhaps not 
tout court, but in the kinds of environment for 
which the subject's faculties were designed. A 
human clairvoyant in an imagined situation in 
which clairvoyance is reliable employs a belief
forming process that hasn't been given a role in 
the design plan, and so his clairvoyant beliefs, 
however reliable, lack warrant. Although victims 
of an evil demon lack full-blown warrant on Plan
tinga's account, one can see that there is room for 
assigning their beliefs some degree of positive 
epistemic status, since their faculties are function
ing properly and would reliably produce true 
beliefs in the kinds of environments for which 
they were designed. 

Linda Zagzebski and John Greco ask the ques
tion of how best to conceive of epistemic virtue. 
Zagzebski claims that a virtue, whether moral or 
intellectual, is an excellence, acquired through 
time and work, that contains both a motivational 
element and a success element. Correlated with 
every virtue is a motivation directed on some 
goal, and no ability can be a virtue unless its 
possessor succeeds in achieving that goal. The 
goal unifying the intellectual virtues is the under
standing of reality. Reliable success at achieving 
this goal, moreover, isn't limited to the overall 
production of more truths than falsehoods. A vir
tue, such as originality or intellectual courage, may 
be reliable in the further sense of being an ability 
the possession of which helps to make possible the 
advancement of understanding in a domain of 
inquiry. As long as such traits, working together 
with other virtues, operate to correct errors pro
duced along the way, they serve the ultimate epis
temic goal of understanding the world. 

John Greco argues that in order to solve the 
problems facing virtue theories, intemalist ele-
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ments must be introduced. It is not enough to 
say, with Sosa and Goldman, that the victims of 
the evil demon are justified because their faculties 
would be reliable in our environment. Even sup
posing our faculties are unreliable, their beliefs are 
justified. Facts about the success of our faculties 
are simply irrelevant to the matter of their justifi
cation. Nor can the problem of epistemic respon
sibility be solved by adding the requirement of a 
perspective on one's ways of believing. To achieve 
the right results, perspectives must be specified in 
a complicated way that the ordinary knower cannot 
be expected to understand. 

The problems can be solved, however, if we 
introduce the internalist notion of a subject's con
formance to a norm she countenances. To 
countenance a norm is to be guided by it in con
scientious reasoning. To be in conformance with 
norms one countenances is not merely to believe in 
accordance with them, but to believe because one 
countenances them. Epistemically irresponsible 
believers either flout norms they countenance or 
fail to be in conformance with them. Greco gives 
the example of a person, Mary, who unwittingly 
possesses a special non-experiential device for 
detecting tigers. Mary's belief formed using this 
device cannot count as knowledge, since in form
ing the belief, she has flouted norms she counten
ances, for among the norms she countenances are 
norms that forbid forming beliefs about the pre
sence of tigers in the absence of any evidence to 
that effect. In connection with the victims of the 
evil demon, Greco argues that, although they lack 
warrant, they have justification, for their beliefs 
are in conformance with norms they countenance. 
This, moreover, is a feature they possess 
independently of facts about the reliability of our 
faculties. 
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Epistemic Folkways and Scientific 
Epistemology 

Alvin I. Goldman 

What is the mission of epi~temology, and what is 

its proper methodology? Such mera-qrisrcmologi

cal questions han: been prominent in recent years, 
especially with the emergence of various brands of 

"namral1stic" epistemology. In this paper, I shall 

rcfonnulate :and expand upon my own meta-epis

temologiL11.I conception (most fully arncularcd in 

Goldman 1986), retaming many of its fonner 
ingredients while reconfiguring others. The dis

cussion is by no means confined. though, to the 
mcta-qiistemological level. New substantive pro

posals will also be adnnced and defended. 
Let us begin, however, at the meta-epistcmolo

giCll level, by asking what role should be played in 

epistemology b}' our ordinary epistemic concepts 

and principles. By some philosophers' bghls, the 
sole mission of epistemology is to elucidate rom

monsense epistemic concepts and principles: con

cepls like knowledge, just1ficat1on. anc:l rationality, 
and principles associated with these concepts. By 
other philosophers' lights, this is not even part of 

epistemology's aim. Ordinary concepts and prin
ciples, the latter would argue, are fundamentally 

naive, unsystemati1., and unmformed by important 

bodies of logic and/ or mathemancs. Ordinar} 

principles and pr.icticcs, for example, ignore or 
vio!ate the probability calculus, which ought to 

be the OOJ"lll:rSl:om: of epistemic rationality Thus, 

on the second l-"iew, proper epistemology must 
neither end with nail-·e principles of justification 

or rationality, nor 11:ven btgm there 

Orlglnally P<Jblished in A. Goldman. LIBsons {Cam
bridge, MA: MIT Press, 1992), pp. 155-63. 

My own stance on thii; issue lies somewhcre 

between th:se extremes. To facilitate discussion, 

let us give a label to our commonsense 11:pistemic 

concepts and norms; let us call them our tpmtmlC 
fo/krpays. In partial agreement with the first view 

sketched above, I would hold that one proper task 
of epi..remology is to eluodate our epii;temic folk

ways. Whatever else epistemology might proceed 

to do, it should at lea~t have its roots in the con

cepts and practices of the folk If these roots are 
utterly rejected and abandoned; by what rights 

would the new discipline call itself"ep1stemology" 
at all? It may well he desirable to reform or trans

cend our epistemic folkways, as the SCl.Olld of the 

views sketched above recommends. But 1t 1s 

essential tu preo.erv11: continuity; and conunuity 

can only be recognized if we have a satisfauoty 

characterization of our epistemic folkways. 

Actually, even if one rejects the plea for contmmty, 

a description of our 11:pistemic folkways is in order 

How v.ould one know what lo criticize, or what 
needs to be ttMl"CCildcrl, in the absence of such a 

description? So a first mio;siun uf 11:pibttrnvlogy is to 

describe ur characterize uur folkways 
Now a suitable dcscnption of these folk o.on

cepts. I bel1n·e, is likely to depend on insights 

from cogniti\·e s1.'ience. Indeed, identification of 
the semantic contours of man)' (if nor all) concepts 

can profit from theoretical and empirical y,ork in 

ps)·chology and linguistics. For this reason, the 

rask of describing or elucidating folk 11:pistemolugy 
is a scuntific rask, P.t least a rask that should be 

informed by relevant scientific research. 
The second mission of 11:pistemology, as sug

gested by the set:und view above, is the formula

tion of a mure adequate, sound, or systemalic set of 



epistemic norms, in some way(s) transcending our 
naive epistemic repertoire. How and why these 
folkways might be transcended, or improved 
upon, remains to be specified. This will partly 
depend on the contours of the commonsense stan
dards that emerge from the first mission. On my 
view, epistemic concepts like knowledge and jus
tification crucially invoke psychological faculties or 
processes. Our folk understanding, however, has a 
limited and tenuous grasp of the processes avail
able to the cognitive agent. Thus, one important 
respect in which epistemic folkways should be 
transcended is by incorporating a more detailed 
and empirically based depiction of psychological 
mechanisms. Here too epistemology would seek 
assistance from cognitive science. 

Since both missions of epistemology just deli
neated lean in important respects on the deliver
ances of science, specifically cognitive science, let 
us call our conception of epistemology scientific 
epistemology. Scientific epistemology, we have 
seen, has two branches: descriptive and normative. 
While descriptive scientific epistemology aims to 
describe our ordinary epistemic assessments, nor
mative scientific epistemology continues the 
practice of making epistemic judgments, or 
formulating systematic principles for such judg
ments. 1 It is prepared to depart from our ordinary 
epistemic judgments, however, if and when that 
proves advisable. 

II 

Mainstream epistemology has concentrated much 
of its attention on two concepts (or terms): know
ledge and justified belief. This essay focuses on the 
latter. We need not mark this concept exclusively 
by the phrase "justified belief." A family of 
phrases pick out roughly the same concept: 
"well-founded belief," "reasonable belief," "belief 
based on good grounds," and so forth. I shall 
propose an account of this concept that is in the 
reliabilist tradition, but departs at a crucial junc
ture from other versions of reliabilism. My 
account has the same core idea as Ernest Sosa's 
intellectual virtues approach, but incorporates some 
distinctive features that improve its prospects.2 

The basic approach is, roughly, to identify the 
concept of justified belief with the concept of 
belief obtained through the exercise of intellectual 
virtues (excellences). Beliefs acquired (or retained) 
through a chain of "virtuous" psychological pro-
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cesses qualify as justified; those acquired partly by 
cognitive "vices" are derogated as unjustified. 
This, as I say, is a rough account. To explain it 
more fully, I need to say things about the psychol
ogy of the epistemic evaluator, the possessor and 
deployer of the concept in question. At this stage 
in the development of semantical theory (which, in 
the future, may well be viewed as part of the "dark 
ages" of the subject), it is difficult to say just what 
the relationship is between the meaning or "con
tent" of concepts and the form or structure of their 
mental representation. In the present case, how
ever, I believe that an account of the form of 
representation can contribute to our understand
ing of the content, although I am unable to for
mulate these matters in a theoretically satisfying 
fashion. 

The hypothesis I wish to advance is that the 
epistemic evaluator has a mentally stored set, or 
list, of cognitive virtues and vices. When asked to 
evaluate an actual or hypothetical case of belief, the 
evaluator considers the processes by which the 
belief was produced, and matches these against 
his list of virtues and vices. If the processes 
match virtues only, the belief is classified as justi
fied. If the processes are matched partly with vices, 
the belief is categorized as unjustified. If a belief
forming scenario is described that features a pro
cess not on the evaluator's list of either virtues or 
vices, the belief may be categorized as neither 
justified nor unjustified, but simply nonjustified. 
Alternatively (and this alternative plays an import
ant role in my story), the evaluator's judgment 
may depend on the (judged) similarity of the 
novel process to the stored virtues and vices. In 
other words, the "matches" in question need not 
be perfect. 

This proposal makes two important points of 
contact with going theories in the psychology of 
concepts. First, it has some affinity to the exemplar 
approach to concept representation (cf. Medin and 
Schaffer 1978; Smith and Medin 1981; Hintzman 
1986). According to that approach, a concept is 
mentally represented by means of representations 
of its positive instances, or perhaps types of 
instances. For example, the representation of the 
concept pants might include a representation of a 
particular pair of faded blue jeans and/ or a repre
sentation of the type blue jeans. Our approach to 
the concept of justification shares the spirit of this 
approach insofar as it posits a set of examples of 
virtues and vices, as opposed to a mere 
abstract characterization - e.g., a definition - of 
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(intellectual) virtue or vice. A second affinity to the 
exemplar approach is in the appeal to a similarity, 
or matching, operation in the classification of new 
target cases. According to the exemplar approach, 
targets are categorized as a function of their sim
ilarity to the positive exemplars (and dissimilarity 
to the foils). Of course, similarity is invoked in 
many other approaches to concept deployment as 
well (see E. E. Smith 1990). This makes our 
account of justification consonant with the psycho
logical literature generally, whether or not it 
meshes specifically with the exemplar approach. 

Let us now see what this hypothesis predicts for 
a variety of cases. To apply it, we need to make 
some assumptions about the lists of virtues and 
vices that typical evaluators mentally store. I shall 
assume that the virtues include belief formation 
based on sight, hearing, memory, reasoning in 
certain "approved" ways, and so forth. The vices 
include intellectual processes like forming beliefs 
by guesswork, wishful thinking, and ignoring con
trary evidence. Why these items are placed in their 
respective categories remains to be explained. As 
indicated, I plan to explain them by reference to 
reliability. Since the account will therefore be, at 
bottom, a reliabilist type of account, it is instruct
ive to see how it fares when applied to well-known 
problem cases for standard versions of reliabilism. 

Consider first the demon-world case. In a cer
tain possible world, a Cartesian demon gives 
people deceptive visual experiences, which 
systematically lead to false beliefs. Are these 
vision-based beliefs justified? Intuitively, they 
are. The demon's victims are presented with the 
same sorts of visual experiences that we are, and 
they use the same processes to produce corre
sponding beliefs. For most epistemic evaluators, 
this seems sufficient to induce the judgment that 
the victims' beliefs are justified. Does our account 
predict this result? Certainly it does. The account 
predicts that an epistemic evaluator will match the 
victims' vision-based processes to one (or more) of 
the items on his list of intellectual virtues, and 
therefore judge the victims' beliefs to be justified. 

Tum next to Laurence BonJour's (1985) cases 
in which hypothetical agents are assumed to pos
sess a perfectly reliable clairvoyant faculty. 
Although these agents form their beliefs by this 
reliable faculty, Bonjour contends that the beliefs 
are not justified; and apparently most (philosophi
cal) evaluators agree with that judgment. This 
result is not predicted by simple forms of reliabil
ism. 3 What does our present theory predict? Let 

us consider the four cases in two groups. In the 
first three cases (Samantha, Casper, and Maud), 
the agent has contrary evidence that he or she 
ignores. Samantha has a massive amount of appar
ently cogent evidence that the president is in 
Washington, but she nonetheless believes (through 
clairvoyance) that the president is in New York 
City. Casper and Maud each has large amounts of 
ostensibly cogent evidence that he/she has no reli
able clairvoyant power, but they rely on such a 
power nonetheless. Here our theory predicts that 
the evaluator will match these agent's belief-form
ing processes to the vice of ignoring contrary evid
ence. Since the processes include a vice, the beliefs 
will be judged to be unjustified. 

BonJour's fourth case involves Norman, who 
has a reliable clairvoyant power but no reasons 
for or against the thesis that he possesses it. 
When he believes, through clairvoyance, that the 
president is in New York City, while possessing no 
(other) relevant evidence, how should this beliefbe 
judged? My own assessment is less clear in this 
case than the other three cases. I am tempted to say 
that Norman's belief is nonjustified, not that it is 
thoroughly unjustified. (I construe unjustified as 
"having negative justificational status," and non
justified as "lacking positive justificational staus. ") 
This result is also readily predicted by our theory. 
On the assumption that I (and other evaluators) do 
not have clairvoyance on my list of virtues, the 
theory allows the prediction that the belief would 
be judged neither justified nor unjustified, merely 
nonjustified. For those evaluators who would 
judge Norman's belief to be unjustified, there is 
another possible explanation in terms of the the
ory. There is a class of putative faculties, including 
mental telepathy, ESP, telekinesis, and so forth 
that are scientifically disreputable. It is plausible 
that evaluators view any process of basing beliefs 
on the supposed deliverances of such faculties as 
vices. It is also plausible that these evaluators judge 
the process of basing one's belief on clairvoyance 
to be similar to such vices. Thus, the theory would 
predict that they would view a belief acquired in 
this way as unjustified. 4 

Finally, consider Alvin Plantinga's (1988) exam
ples that feature disease-triggered or mind-mal
functioning processes. These include processes 
engendered by a brain tumor, radiation-caused 
processes, and the like. In each case Plantinga 
imagines that the process is reliable, but reports 
that we would not judge it to be justification-con
ferring. My diagnosis follows the track outlined in 



the Norman case. At a minimum, the processes 
imagined by Plantinga fail to match any virtue on a 
typical evaluator's list. So the beliefs are at least 
nonjustified. Furthermore, evaluators may have a 
prior representation of pathological processes as 
examples of cognitive vices. Plantinga's cases 
might be judged (relevantly) similar to these 
vices, so that the beliefs they produce would be 
declared unjustified. 

In some of Plantinga's cases, it is further sup
posed that the hypothetical agent possesses coun
tervailing evidence against his belief, which he 
steadfastly ignores. As noted earlier, this added 
element would strengthen a judgment of unjus
tifiedness according to our theory, because ignor
ing contrary evidence is an intellectual vice. Once 
again, then, our theory's predictions conform with 
reported judgments. 

Let us now tum to the question of how episte
mic evaluators acquire their lists of virtues and 
vices. What is the basis for their classification? As 
already indicated, my answer invokes the notion of 
reliability. Belief-forming processes based on 
vision, hearing, memory, and ("good") reasoning 
are deemed virtuous because they (are deemed to) 
produce a high ratio of true beliefs. Processes like 
guessing, wishful thinking, and ignoring contrary 
evidence are deemed vicious because they (are 
deemed to) produce a low ratio of true beliefs. 

We need not assume that each epistemic evalua
tor chooses his/her catalogue of virtues and vices 
by direct application of the reliability test. Episte
mic evaluators may partly inherit their lists of 
virtues and vices from other speakers in the lin
guistic community. Nonetheless, the hypothesis is 
that the selection of virtues and vices rests, ulti
mately, on assessments of reliability. 

It is not assumed, of course, that all speakers 
have the same lists of intellectual virtues and vices. 
They may have different opinions about the relia
bility of processes, and therefore differ in their 
respective lists. 5 Or they may belong to different 
subcultures in the linguistic community, which 
may differentially influence their lists. Philoso
phers sometimes seem to assume great uniformity 
in epistemic judgments. This assumption may 
stem from the fact that it is mostly the judgments 
of philosophers themselves that have been 
reported, and they are members of a fairly homo
geneous subculture. A wider pool of "subjects" 
might reveal a much lower degree of uniformity. 
That would conform to the present theory, how
ever, which permits individual differences in cata-
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logues of virtues and vices, and hence in 
judgments of justifiedness. 

If virtues and vices are selected on the basis of 
reliability and unreliability, respectively, why 
doesn't a hypothetical case introducing a novel 
reliable process induce an evaluator to add that 
process to his list of virtues, and declare the result
ing belief justified? Why, for example, doesn't he 
add clairvoyance to his list of virtues, and rule 
Norman's beliefs to be justified? 
· I venture the following explanation. First, peo
ple seem to have a trait of categorial conservatism. 
They display a preference for "entrenched" cate
gories, in Nelson Goodman's (1955) phraseology, 
and do not lightly supplement or revise their cate
gorial schemes. An isolated single case is not 
enough. More specifically, merely imaginary 
cases do not exert much influence on categorial 
structures. People's cognitive systems are respon
sive to live cases, not purely fictional ones. Philo
sophers encounter this when their students or 
nonphilosophers are unimpressed with science fic
tion-style counterexamples. Philosophers become 
impatient with this response because they presume 
that possible cases are on a par (for counterexam
ple purposes) with actual ones. This phenomenon 
testifies, however, to a psychological propensity to 
take an invidious attitude toward purely imaginary 
cases. 

To the philosopher, it seems both natural and 
inevitable to take hypothetical cases seriously, and 
if necessary to restrict one's conclusions about 
them to specified "possible worlds." Thus, the 
philosopher might be inclined to hold, "If relia
bility is the standard of intellectual virtue, 
shouldn't we say that clairvoyance is a virtue in 
the possible worlds of BonJour's examples, if not a 
virtue in general?" This is a natural thing for 
philosophers to say, given their schooling, but 
there is no evidence that this is how people natu
rally think about the matter. There is no evidence 
that "the folk" are inclined to relativize virtues and 
vices to this or that possible world. 

I suspect that concerted investigation (not 
undertaken here) would uncover ample evidence 
of conservatism, specifically in the normative 
realm. In many traditional cultures, for example, 
loyalty to family and friends is treated as a cardinal 
virtue. 6 This view of loyalty tends to persist even 
through changes in social and organizational cli
mate, which undermine the value of unqualified 
loyalty. Members of such cultures, I suspect, 
would continue to view personal loyalty as a virtue 
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even in hypothetical cases where the trait has sti
pulated unfortunate consequences. 

In a slightly different vein, it is common for 
both critics and advocates of reliabilism to call 
attention to the relativity of reliability to the 
domain or circumstances in which the process is 
used. The question is therefore raised, what is the 
relevant domain for judging the reliability of a 
process? A critic like John Pollock (1986, pp. 
118-19), for example, observes that color vision 
is reliable on earth but unreliable in the universe 
at large. In determining the reliability of color 
vision, he asks, which domain should be invoked? 
Finding no satisfactory reply to this question, Pol
lock takes this as a serious difficulty for reliabilism. 
Similarly, Sosa (1988 and 1991) notes that an 
intellectual structure or disposition can be reliable 
with respect to one field of propositions but unre
liable with respect to another, and reliable in one 
environment but unreliable in another. He does 
not view this as a difficulty for reliabilism, but 
concludes that any talk of intellectual virtue must 
be relativized to field and environment. 

Neither of these conclusions seems apt, how
ever, for purposes of description of our epistemic 
folkways. It would be a mistake to suppose that 
ordinary epistemic evaluators are sensitive to these 
issues. It is likely - or at least plausible - that our 
ordinary apprehension of the intellectual virtues is 
rough, unsystematic, and insensitive to any theo
retical desirability of relativization to domain or 
environment. Thus, as long as we are engaged in 
the description of our epistemic folkways, it is no 
criticism of the account that it fails to explain what 
domain or environment is to be used. Nor is it 
appropriate for the account to introduce relativiza
tion where there is no evidence of relativization on 
the part of the folk. 

Of course, we do need an explanatory story of 
how the folk arrive at their selected virtues and 
vices. And this presumably requires some refer
ence to the domain in which reliability is judged. 
However, there may not be much more to the story 
than the fact that people determine reliability 
scores from the cases they personally "observe." 
Alternatively, they may regard the observed cases 
as a sample from which they infer a truth ratio in 
some wider class of cases. It is doubtful, however, 
that they have any precise conception of the wider 
class. They probably don't address this theoretical 
issue, and don't do (or think) anything that com
mits them to any particular resolution of it. It 
would therefore be wrong to expect descriptive 

epistemology to be fully specific on this dimen
sion. 

A similar point holds for the question of process 
individuation. It is quite possible that the folk do 
not have highly principled methods for individu
ating cognitive processes, for "slicing up" virtues 
and vices. If that is right, it is a mistake to insist 
that descriptive epistemology uncover such meth
ods. It is no flaw in reliabilism, considered as 
descriptive epistemology, that it fails to unearth 
them. It may well be desirable to develop sharper 
individuation principles for purposes of normative 
epistemology. But the missions and requirements 
of descriptive and normative epistemology must be 
kept distinct. 

This discussion has assumed throughout that 
the folk have lists of intellectual virtues and vices. 
What is the evidence for this? In the moral sphere 
ordinary language is rich in virtues terminology. 
By contrast, there are few common labels for intel
lectual virtues, and those that do exist - "percept
iveness," "thoroughness,'' "insightfulness," and 
so forth - are of limited value in the present con
text. I propose to identify the relevant intellectual 
virtues (at least those relevant to justification) with 
the belief-forming capacities, faculties, or pro
cesses that would be accepted as answers to the 
question "How does X know?" In answer to this 
form of question, it is common to reply, "He saw 
it," "He heard it," "He remembers it,'' "He infers 
it from such-and-such evidence,'' and so forth. 
Thus, basing belief on seeing, hearing, memory, 
and (good) inference are in the collection of what 
the folk regard as intellectual virtues. Consider, for 
contrast, how anomalous it is to answer the ques
tion "How does X know?" with "By guesswork," 
"By wishful thinking,'' or "By ignoring contrary 
evidence." This indicates that these modes of belief 
formation - guessing, wishful thinking, ignoring 
contrary evidence - are standardly regarded as 
intellectual vices. They are not ways of 
obtaining knowledge, nor ways of obtaining justi
fied belief. 

Why appeal to "knowledge"-talk rather than 
"justification"-talk to identify the virtues? Because 
"know" has a greater frequency of occurrence than 
"justified," yet the two are closely related. 
Roughly, justified belief is belief acquired by 
means of the same sorts of capacities, faculties, or 
processes that yield knowledge in favorable cir
cumstances (i.e., when the resulting belief is true 
and there are no Gettier complications, or no 
relevant alternatives). 



To sum up the present theory, let me emphasize 

that it depicts justificational evaluation as invol

ving two stages. The first stage features the acqui

sition by an evaluator of some set of intellectual 

virtues and vices. This is where reliability enters 

the picture. In the second stage, the evaluator 

applies his list of virtues and vices to decide the 

epistemic status of targeted beliefs. At this stage, 

there is no direct consideration of reliability. 

There is an obvious analogy here to rule utili

tarianism in the moral sphere. Another analogy 

worth mentioning is Saul Kripke's (1980) theory 

of reference-fixing. According to Kripke, we can 

use one property to fix a reference to a certain 

entity, or type of entity; but once this reference 

has been fixed, that property may cease to play a 

role in identifying the entity across various possi

ble worlds. For example, we can fix a reference to 

heat as the phenomenon that causes certain sensa

tions in people. Once heat has been so picked out, 

this property is no longer needed, or relied upon, 

in identifying heat. A phenomenon can count as 

Notes 

Normative scientific epistemology corresponds to 
what I elsewhere call epistemics (see Goldman 1986). 

Although epistemics is not restricted to the assess
ment of psychological processes, that is the topic of the 
present paper. So we are here dealing with what I call 
primary epistemics. 

2 Sosa's approach is spelled out most fully in Sosa 
1985, 1988, and 1991. 

3 My own previous formulations of reliabilism have not 
been so simple. Both "What Is Justified Belief?" 
(Goldman 1979) and Epistemology and Cognition 
(Goldman 1986) had provisions - e.g., the non
undermining provision of Epistemology and Cognition 
- that could help accommodate BonJour's examples. 
It is not entirely clear, however, how well these 
qualifications succeeded with the Norman case, 
described below. 

4 Tom Senor presented the following example to his 
philosophy class at the University of Arkansas. Nor
man is working at his desk when out of the blue he is 
hit (via clairvoyance) with a very distinct and vivid 
impression of the president at the Empire State 
Building. The image is phenomenally distinct from 
a regular visual impression but is in some respects 
similar and of roughly equal force. The experience is 
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heat in another possible world where it doesn't 

cause those sensations in people. Similarly, I am 

proposing, we initially use reliability as a test for 

intellectual quality (virtue or vice status). Once the 

quality of a faculty or process has been deter

mined, however, it tends to retain that status in 

our thinking. At any rate, it isn't reassessed each 

time we consider a fresh case, especially a purely 

imaginary and bizarre case like the demon world. 

Nor is quality relativized to each possible world or 

environment. 
The present version of the virtues theory 

appears to be a successful variant of reliabilism, 

capable of accounting for most, if not all, of the 

most prominent counterexamples to earlier var

iants of reliabilism. 7 The present approach also 

makes an innovation in naturalistic epistemology. 

Whereas earlier naturalistic epistemologists have 

focused exclusively on the psychology of the epis

temic agent, the present paper also highlights the 

psychology of the epistemic evaluator. 

so overwhelming that Norman just can't help but 
form the belief that the president is in New York. 
About half of Senor's class judged that in this case 
Norman justifiably believes that the president is in 
New York. Senor points out, in commenting on this 
paper, that their judgments are readily explained by 
the present account, because the description of the 
clairvoyance process makes it sufficiently similar to 
vision to be easily "matched" to that virtue. 

5 Since some of these opinions may be true and others 
false, people's lists of virtues and vices may have 
varying degrees of accuracy. The "real" status of a 
trait as a virtue or vice is independent of people's 
opinions about that trait. However, since the enter
prise of descriptive epistemology is to describe and 
explain evaluators' judgments, we need to advert to 
the traits they believe to be virtues or vices, i.e., the 
ones on their mental lists. 

6 Thanks to Holly Smith for this example. She cites 
Riding 1989 (ch. 6) for relevant discussion. 

7 It should be noted that this theory of justification is 
intended to capture the strong conception of justifica
tion. The complementary conception of weak justifi
cation will receive attention elsewhere. 
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Warrant: A First Approximation 

Alvin Plantinga 

One thought emerging from our canvas of con
temporary accounts of warrant in Warrant: Tlit 
Cu,.,enr Debatt is tha1 rhere are many different 
valuable epistemic states of affairs - epistenll1;: 
valius, we might call rhem, giving thar oft-:ihused 
word a decent sense; and different conceptions of 
warrant appeal to different epistemic values. For 
example, there is doing one's subjective epistemic 
dury, doing one's objective epistemic duty, and 
doing both; rhese figure prominl.!ntly in classical 
intemalism. There is having a set of beliefs that is 
coherent to one or another degree; there 1s also the 

happiness, or living the good life, or living rhc 
moral life. There is having rhe r«lit goals; there 
is a1m1ng to have the right goals; and rhere is 
holl'Jng that you have the right goats There is 
believing wh:d: is trm; and rhcn: is h:nring true 

beliefs on important topics; there is accepting a 
given be1ief to the right degree. There is knowing 
thal you know; there is being able to prove to the 
skeptic that you know. And lhcre are a thousand 
olher epistemic 11inues. 

dupoSllion 10 have coherent beliefs; these things are I Proper Function 
what lhe ooherenrist is quite naturally enthusiastic 
about There is having adeq,uare evidence or good 
reasons for your beliefs, this goes wilh lhe evidcn
tialism that has been :.11 dominant feature of the 
epistemological tradition and is presently repre
sented in different ways b}· Feldman and Conee, 1 
and William Alston.1 There is having a reliable :set 

of facultie:s or belief-producing mechanisms, 
which of course goes wilh relisbilism of various 
sons There is :1lso knowing that you have :.11 reli
:1ble set of epistemic faculties. There is also Foley 
rationality; and there a.re tbe several varieties of 
Foley rationality, suc:h as believing whal you lhrnl! 
would contribute to your attaining your epistemic 
goal, believing what on reflec1ion you would think 
would oontnbute to your attaining that goal, 
believing whal r~alfy would conmbute lO your 
doing so, and so on. There is having a set of beliefs 
that contribu1cs to your nonepistemic goals such as 

Ortginally published m A. Plantlnga, Wsrrsnt and Proper 
Function (Oxford end New Vol1!.: Oxford Unlvefsity Pre111. 
1993). pp. 3-20. 

Now 1he notion of warrant 1s clearly connected 
wilh all of these epistemic values and more 
besides. (The problem here is 10 come up ~ith a 
conception of warranl 1ha1 gives lo each its due 
and describes how each is connected w11h the 
others and wi1h warrant.} As a first step toward 
developing a satisfying account of warrant, I 
should like to call :1nention to stiU another epilile
mic value: having epislemic faculties tha1fon'6ron 
properly. The first 1hing to see, I think, is that this 
notmn of proper function is the rock on which lhe 
cam,assed al:counts of warrant founder. Cognitive 
malfunction has been a sort of recurring theme. 
Chisholm's dunful epistemic :1gent who, whenever 
he is :1ppean:d to redly, always believes that 
nothmg is appearing redly to him, Pollock's cog
ni1.er who by virtue of malfunction has lhe wrong 
epistemic nonns, the Coherent but Inflexible 
Climber, Dretske's epll.temic agent whose belief 
tha1 Spot emits ultraviolet radisrion has been 
caused by the fact thal Spot does indeed emit 
such radiation, Goldman's victim of the 
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epistemically serendipitous lesion: all are such that 
their beliefs lack warrant for them. In each case the 
reason, I suggest, is cognitive malfunction, failure of 
the relevant cognitive faculties to function prop
erly, to function as they ought to. Chisholm's 
agent meets Chisholm's conditions for warrant; 
his beliefs lack warrant, however, because they 
result from cognitive dysfunction due to a dama
ging brain lesion, or the machinations of an Alpha 
Centaurian scientist, or perhaps the mischievous 
schemes of a Cartesian evil demon. Something 
similar must be said for each of the others. In 
each case the unfortunate in question meets the 
conditions laid down for warrant by the account in 
question; in each case her beliefs fail to have war
rant because of cognitive malfunction. Hence each 
of these accounts misfires, at least in part by virtue 
of its failure to take appropriate account of the 
notion of proper function. 

I therefore suggest initially that a necessary con
dition of a beliefs having warrant for me is that my 
cognitive equipment, my belief-forming and 
belief-maintaining apparatus or powers, be free of 
such malfunction. A belief has warrant for you 
only if your cognitive apparatus is functioning 
properly, working the way it ought to work, in 
producing and sustaining it. (Of course this isn't 
nearly sufficient, and I shall try to supply some of 
what is necessary to achieve sufficiency.) 

The notion of proper function is one member of 
a connected group of interdefinable notions; some 
of the other members of the group are dysfunction, 

design, function (simpliciter), normality (in the nor
mative nonstatistical sense), damage, and purpose. 

There is initial reason to doubt, I think, that this 
circle of concepts can be broken into from the 
outside - that is, reason to doubt that any of 
them can be defined without reference to the 
others. Here we have a situation like that with 
modality: possibility, contingency, necessity, 
entailment, and their colleagues form a circle of 
properties or concepts that can be defined or 
explained in terms of each other but cannot be 
defined in terms of properties outside the circle. 
(Of course that is nothing against these modal 
concepts.) The same goes here, I think. 

You may nonetheless think there is a serious 
problem with this notion right from the start. 
Isn't the idea of proper function an extremely 
unlikely idea to appeal to in explaining the notion 
of warrant? Isn't it every bit as puzzling, every bit 
as much in need of explanation and clarification, as 
the notion of warrant itself? Perhaps so; but even if 

so, at least we can reduce our total puzzlement by 
explaining the one in terms of the other; and we 
can see more clearly the source and location of 
some of our perplexities about warrant. Further, 
the idea of proper function is one we all have; we 
all grasp it in at least a preliminary rough-and
ready way; we all constantly employ it. You go to 
the doctor; he tells you that your thyroid isn't 
functioning quite as it ought (its thyroxin output 
is low); he prescribes a synthetic thyroxin. If you 
develop cataracts, the lenses of your eyes become 
less transparent; they can't function properly and 
you can't see well. A loss in elasticity of the heart 
muscle can lead to left ventricular malfunction. If a 
bird's wing is broken, it typically won't function 
properly; the bird won't be able to fly until the 
wing is healed, and then only if it heals in such a 
way as not to inhibit proper function. Alcohol and 
drugs can interfere with the proper function of 
various cognitive capacities, so that you can't 
drive properly, can't do simple addition problems, 
display poor social judgment, get into a fist fight, 
and wind up in jail. 

And it isn't just in rough-and-ready everyday 
commonsense contexts that the notion of proper 
function is important; it is deeply embedded in 
science. 

We are accustomed to hearing about biological 
functions for various bodily organs. The heart, 
the kidneys, and the pituitary gland, we are told, 
have functions - things they are, in this sense 
supposed to do. The fact that these organs are 
supposed to do these things, the fact that they 
have their functions, is quite independent of 
what we think they are supposed to do. Biolo
gists discovered these functions; they didn't 
invent or assign them. We cannot, by agreeing 
among ourselves, change the functions of these 
organs . . . . The same seems true for sensory 
systems, those organs by means of which highly 
sensitive and continuous dependencies are 
maintained between external, public events and 
internal, neural processes. Can there be a serious 
question about whether, in the same sense in 
which it is the heart's function to pump the 
blood, it is, say, the task or function of the 
noctuid moth's auditory system to detect the 
whereabouts and movements of its archenemy, 
the bat?3 

According to David Baltimore, "many instances of 
blood disorders, mental problems, and a host of 



other disabilities are traceable to a malfunctioning 

gene."4 According to the great Swiss child psy

chologist Jean Piaget, a seven-year-<>ld child whose 

cognitive faculties are functioning properly will 

believe that everything in the universe has a pur

pose in some grand overarching plan or design; 

later on a properly functioning person, he said, will 

learn to "think scientifically" and realize that 

everything has either a natural cause or happens 

by chance.5 

Biological and social scientists, furthermore -

psychologists, medical researchers, neuroscien

tists, economists, sociologists, and many others -

continually give accounts of how human beings or 

other organisms or their parts and organs function: 

how they work, what their purposes are, and how 

they react under various circumstances. Call these 

descriptions (following John Pollock)6 functional 

generalizations. For example, whenever a person 

is appeared to redly under such and such condi

tions, she will form the belief that there is some

thing red present; whenever a person considers an 

obvious a priori truth such as 2 + 1 = 3, she will 

find herself firmly believing it; whenever a person 

desires something and believes so and so, he will 

do such and such. To strike a more sophisticated if 

no more enlightening note: whenever an organism 

of kind K is in state S; and receives sensory input 

P;, then there is a probability of r that it will go 

into state Sj and produce output q. Pollock makes 

the important point that if these functional gener

alizations are taken straightforwardly and at face 

value, as universal generalizations about people 

and other organisms and their parts, they are 

nearly always false. They don't hold of someone 

who is in a coma, having a stroke, crazed by strong 

drink, or has just hit the ground after a fall off a 

cliff. Clearly these functional generalizations 

contain something like an implicit restriction to 

organisms and organs that are functioning properly, 
functioning as they ought to, subject to no 

malfunction or dysfunction. The notion of proper 

function, therefore, is presupposed by the idea 

of functional generalizations. 
So the notion of proper function is a notion we 

have and regularly employ; I may therefore appeal 

to it in explaining warrant. Still, it needs explora

tion, clarification, and explication if it is to serve as 

the key notion in an account of warrant. Let us 

provisionally entertain the idea that a belief has 

warrant for me only if the relevant parts of my 

noetic equipment - the parts involved in its for

mation and sustenance - are functioning properly. 

Warrant: A First Approximation 

It is easy to see, however, that proper function 

cannot be the whole story about warrant. You 

have just had your annual cognitive checkup at 

MIT; you pass with flying colors and are in splen

did epistemic condition. Suddenly and without 

your knowledge you are transported to an envir

onment wholly different from earth; you awake on 

a planet revolving around Alpha Centauri. There 

conditions are quite different; elephants, we may 

suppose, are invisible to human beings, but emit a 

sort of radiation unknown on earth, a sort of radia

tion that causes human beings to form the belief 

that a trumpet is sounding nearby. An Alpha Cen

taurian elephant wanders by; you are subjected to 

the radiation, and form the belief that a trumpet is 

sounding nearby. There is nothing wrong with 

your cognitive faculties; they are working quite 

properly; still, this belief has little by way of war

rant for you. Nor is the problem merely that the 

belief is false; even if we add that a trumpet really 

is sounding nearby (in a soundproof telephone 

booth, perhaps), your belief will still have little 

by way of warrant for you. 
To vary the example, imagine that the radiation 

emitted causes human beings to form the belief not 

that a trumpet is sounding, but that there is a large 

gray object in the neighborhood. Again, an elephant 

wanders by; while seeing nothing of any particular 

interest, you suddenly find yourself with the belief 

that there is a large gray object nearby. A bit 

perplexed at this discovery, you examine your 

surroundings more closely: you still see no large 

gray object. Your faculties are displaying no mal

function (you have your certificate from MIT); you 

are not being epistemically careless or slovenly 

(you are doing your epistemic best); nevertheless 

you don't know that there is a large gray object 

nearby. That belief has little or no warrant for 

you. Of course you may be justified, within your 

epistemic rights in holding this belief; you may be 

flouting no epistemic duty. Further, the belief may 

also be rational for you in every sensible sense of 

"rational. "7 But it has little warrant for you. 
What this example is designed to show,- of 

course, is that the proper function of your episte

mic equipment is not (logically) sufficient for war

rant: it is possible that your cognitive equipment 

be functioning perfectly properly but your beliefs 

still lack warrant for you. And the reason is not far 

to seek: it is that your cognitive faculties and the 

environment in which you find yourself are not 

properly attuned. The problem is not with your 

cognitive faculties; they are in good working order. 
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The problem is with the environment - with your 
cognitive environment. In approximately the same 
way, your automobile might be in perfect working 
order, despite the fact that it will not run well at 
the top of Pike's Peak, or under water, or on the 
moon. We must therefore add another component 
to warrant; your faculties must be in good working 
order, and the environment must be appropriate 
for your particular repertoire of epistemic powers. 
It must be the sort of environment for which your 
faculties are designed - by God or evolution (or 
both). Perhaps there are creatures native to the 
planet in question who are much like human 
beings but whose cognitive powers fit that episte
mic environment and differ from ours in such a 
way that Alpha Centaurian elephants are not invi
sible to them. Then their beliefs would have war
rant where yours do not. 

It is tempting to suggest that warrant just is (or 
supervenes upon) proper functioning in an appro
priate environment, so that a given belief has war
rant for you to the degree that your faculties are 
functioning properly (in producing and sustaining 
that belief) in an environment appropriate for your 
cognitive equipment: the better your faculties 
function, the more warrant. But this cannot be 
correct. Couldn't it happen that my cognitive 
faculties are working properly (in an appropriate 
environment) in producing and sustaining a cer
tain belief in me, while nonetheless that belief 
enjoys less by way of warrant for me than some 
other belief? Say that a pair of beliefs are (for want 
of a better term) productively equivalent if they are 
produced by faculties functioning properly to the 
same degree and in environments of equal appro
priateness. Then couldn't it be that a pair of my 
beliefs should be productively equivalent while 
nonetheless one of them has more by way of war
rant - even a great deal more - than the other? Of 
course that could be; as a matter of fact it happens 
all the time. The belief that 7 + 5 = 12, or the 
belief that I have a name, or the belief that I am 
more than seven years old - any of these has more 
by way of warrant for me than does the memory 
belief, now rather dim and indistinct, that forty 
years ago I owned a secondhand sixteen-gauge 
shotgun and a red bicycle with balloon tires; but 
all, I take it, are produced by cognitive faculties 
functioning properly in a congenial environment. 
Although both epistemic warrant and being prop
erly produced come in degrees, there seems to be no 
discernible functional relationship between them: 
but then we can't see warrant as simply a matter of 

a beliefs being produced by faculties working 
properly in an appropriate environment. We still 
have no real answer to the question What is war
rant? That particular frog (with apologies to John 
Austin) is still grinning residually up from the 
bottom of the mug. 

Fortunately there is an easy response. Not only 
does the first belief, the belief that 7 + 5 = 12, 
have more by way of warrant for me than the 
second; it is also one I accept much more firmly. 
It seems obviously true, in a way in which the belief 
about the bicycle and shotgun do not. Among the 
things we believe, we believe some much more 
firmly than others. I believe that I live in Indiana, 
that 2 + 1 = 3, that the sun is larger than the 
earth, that China has a larger population than 
India, and that Friesland used to be much larger 
than it is now; and I believe some of these 
things more firmly than others. Here I speak of 
full belief, not the partial beliefs of which Baye
sians speak.8 Following Ramsey, Bayesians some
times suggest that my degrees of belief can be at 
least roughly determined by examining my betting 
behavior; the least odds at which I will bet on a 
proposition A measures the degree to which I 
believe A. If I am willing to bet at odds of 2:1 
that the die will come up either 5 or 6 then I must 
believe to degree .667 that it will come up that 
way. This seems to me wrong. The truth is I 
believe it probable to degree .667 that the die will 
come up that way. And no doubt I fully believe 
that; that is, in this case I don't believe anything to 
degree .667 (strictly speaking, there is no such 
thing as believing something to degree .667), but 
I do believe (fully believe) that there is a .667 
probability that the die will come up either 5 or 
6. Suppose I buy a ticket in a thousand-ticket 
lottery I believe to be fair. Here it is false, I 
think, that I believe I will not win, or believe that 
to degree .999. What I do believe is that it is very 
probable (probable to degree .999) that I won't 

. 9 wm. 
Return to the case in question, then: although I 

believe both 7 + 5 = 12 and 40 years ago I owned a 
secondhand 16-gauge shotgun and a red bicycle with 
balloon tires, I believe the former more strongly 
than the latter; this is correlated with the fact 
that the former has more by way of warrant for 
me than the latter. I therefore conjecture that 
when my cognitive establishment is working prop
erly, then in the typical case, the degree to which I 
believe a given proposition will be proportional to 
the degree it has of warrant - or if the relationship 



isn't one of straightforward proportionality, some 

appropriate functional relationship will hold 

between warrant and this impulse. When my 

faculties are functioning properly, a belief has 

warrant to the degree that I find myself inclined 

to accept it; and this (again, if my faculties are 

functioning properly and nothing interferes) will 

be the degree to which I do accept it. 

Initially, and to (at most) a zeroeth approxima

tion, therefore, we may put it like this: in the 

paradigm cases of warrant, a belief B has warrant 

for S if and only if that belief is produced in S by 

his epistemic faculties working properly in an 

appropriate environment; and if both B and B* 
have warrant for S, B has more warrant than B* 
for S iff S believes B more firmly than B*. And 

knowledge requires both true belief, and a certain 

degree of warrant (a degree that may vary from 

context to context, so that knowledge may display 

a certain indexical character).10 

Putting the matter thus imports what is at this 

stage at best a wholly spurious pretense of preci

sion and completeness; and the rest of this chapter 

will be given over to some of the necessary quali

fications, amplifications, and the like, including 

attention to the absolutely crucial notion of the 

design plan. To begin with some of the essential 

and obvious qualifications then: it is of first 

importance to see that this condition - that of 

one's cognitive equipment functioning properly -

is not the same thing as one's cognitive equipment 

functioning normally, not, at any rate, if we take 

the term "normally" in a broadly statistical sense. 

Even if one of my systems functions in a way far 

from the statistical norm, it might still be function

iitg properly. (Alternatively, what we must see is 

that there is a distinction between a normative and 

statistical sense of "normal.") Carl Lewis is not 

defective with respect to jumping by virtue of the 

fact that he can jump much further than the aver

age person. Perhaps most adult tomcats get into 

lots of fights and ordinarily move into late middle 

age with patches of fur tom out; it does not follow 

that an old tomcat with all of his fur suffers from 

some sort of tonsorial disorder. Perhaps most male 

cats get neutered; it does not follow that those that 

don't are incapable of proper function. If, by virtue 

of some nuclear disaster, we were nearly all left 

blind, it would not follow that the few sighted 

among us would have improperly functioning 

eyes. So your beliefs being produced by your 

faculties working normally or in normal conditions 

- that is, the sorts of conditions that most fre-

Warrant: A First Approximation 

quently obtain - must be distinguished from 

their working properly. 
Further, a belief has warrant for me only if my 

epistemic faculties are working properly in produ

cing and sustaining it; but of course it isn't true 

that all of my cognitive faculties have to be func

tioning properly in order for a given belief to have 

warrant for me. Suppose my memory plays me 

tricks; obviously that does not mean that I can't 

have warrant for such introspective propositions as 

that I am appeared to redly. What must be working 

properly are the faculties (or subfaculties, or mod

ules) involved in the production of the particular 

belief in question. And even they need not be 

working properly over the entire range of their 

operation. Suppose I cannot properly hear high 

notes: I may still learn much by way of the hearing 

ability I do have. Furthermore, a faculty that does 

not function properly without outside aid can none

theless furnish warrant; I can have warrant for 

visual propositions even if I need glasses and can 

see next to nothing without them. Still further, 

even if my corrected vision is very poor, I can 

still have warrant for visual propositions; even if 

I can't perceive colors at all, I can still have warrant 

for the proposition that I perceive something 

round. Again, even if I can't perceive colors at 

all, I can still have visual warrant for the proposi

tion that something is red; even if for me nothing 

appears redly (everything is merely black and 

white) I might still be able to see that something 

is red, in the way in which one can see, on a black 

and white television, which boxer is wearing the 

red trunks. And of course there will be many more 

qualifications of this sort necessary: 11 suppose my 

belief is based upon two different mechanisms and 

one but not the other is functioning properly; 

suppose the same process works properly over 

one part of its range of operation but not over 

another, and my belief is produced by its working 

over both of these parts of its range of operation; or 

suppose a process is not working properly over 

part of its range but produces in me in given 

circumstances the very same belief it would have 

if it were working properly; in these cases does my 

belief have warrant? These are good questions, but 

there isn't time to work out all the answers here. 

Still further, proper functioning, of course, 

comes in degrees; or if it does not, then approxima

tion to proper functioning does. Clearly the facul

ties relevant with respect to a given belief need not 

be functioning petjectly for me to have warrant for 

my belief; many of my visual beliefs may constitute 



Alvin Plantinga 

knowledge even if my vision is not 20/20. Sim
ilarly, my faculties can function properly even if 
they do not function ideally, even if they do not 
function as well as those of some other actual or 
possible species (a point I discuss in chapter 6 of 
Warrant: The Current Debate). My locomotory 
equipment may be functioning properly even if I 
can't run as fast as a cheetah; my arithmetic powers 
may be in good working order even if I can't any
where nearly keep up with a computer, or an angel, 
or an Alpha Centaurian. But how well, then, must 
such powers be functioning? Part of the answer 
here, of course, is that there is no answer; the ideas 
of knowledge and warrant are to some degree 
vague; hence there needs to be no precise answer 
to the question in question. What I hope is that the 
vaguenesses involved in my account of warrant 
vary with the vaguenesses we independently 
recognize in the notion of warrant. If warrant and 
proper function are properly tied together, then we 
may expect that they will waver together. 

Similar comments and qualifications, of course, 
must be made about the environmental condition. 
For my beliefs to have warrant, the environment 
must be similar to that for which my epistemic 
powers have been designed; but just how similar 
must it be? Here, of course, we encounter vague
ness; there is no precise answer. Further, suppose I 
know that the environment is misleading; and sup
pose I know in just which ways it is misleading. 
(I'm on a planet where things that look square are 
really round.) Then, clearly enough, the fact that 
my environment is misleading need not deprive 
my beliefs of warrant. And of course the same 
must be said for the requirement that my faculties 
be in good working order. Suppose (as in Casta
neda's fantasy) 12 I suffer from a quirk of memory: 
whenever I read a history book, I always misre
member the dates, somehow adding ten years to 
the date as stated: beliefS formed by way of reading 
history books - even beliefs about dates - can still 
have warrant for me; I can compensate for my 
erroneous tendency. What counts, of course, are 
uncorrected and uncompensated malfunctionings. 
Clearly there is need here for a good deal of 
Chisholtning; let me postpone it, however, m 
order to tum to other more pressing matters. 

II The Design Plan 

But aren't there cases in which our faculties 
function perfectly properly in the right sort of 

environment but the resulting beliefs still lack 
warrant? Surely there are. Someone may remem
ber a painful experience as less painful than it was, 
as is sometimes said to be the case with child
birth. 13 You may continue to believe in your 
friend's honesty long after evidence and cool, 
objective judgment would have dictated a reluctant 
change of mind. I may believe that I will recover 
from a dread disease much more strongly than is 
justified by the statistics of which I am aware. 
William James's climber in the Alps, faced with a 
life or death situation, believed more strongly than 
the evidence warrants that he could leap the cre
vasse. In all of these cases, there is no cognitive 
dysfunction or failure to function properly; it 
would be a mistake, however, to say that the beliefs 
in question had warrant for the person in question. 

I cannot forbear quoting a couple of Locke's 
examples: 

Would it not be an insufferable thing for a 
learned professor, and that which his scarlet 
would blush at, to have his authority of forty 
years standing wrought out of hard rock Greek 
and Latin, with no small expence of time and 
candle, and confirmed by general tradition, and 
a reverent beard, in an instant overturned by an 
upstart novelist? Can any one expect that he 
should be made to confess, that what he taught 
his scholars thirty years ago, was all errour and 
mistake; and that he sold them hard words and 
ignorance at a very dear rate?14 

The professor's faculties may be functioning pro
perly (there may be a properly functioning defense 
mechanism at work); but his belief that the young 
upstart is dead wrong would have little by way of 
warrant. Another of Locke's examples: 

Tell a man, passiounately in love, that he is 
jilted; bring a score of witnesses of the falsehood 
of his mistress, 'tis ten to one but three kind 
words of hers, shall invalidate all their testimon
ies. . . . What suits our wishes, is forwardly 
believed is, I suppose, what every one hath 
more than once experiemented; and though 
men cannot always openly gain-say, or resist 
the force of manifest probabilities, that make 
against them; yet yield they not to the argument. 
(Essay, IV, xx, 12) 

Now it was widely believed in the eighteenth cen
tury that love was or induced a sort of madness, so 



that the lover's epistemic faculties are not func

tioning properly. Even if that isn't so, however, 

even if we are designed to act and believe in 

extravagant fashion when in love, the lover's belief 

that his mistress is true to him has little by way of 

warrant. 
Still another case: according to Freud, religious 

belief is "the universal obsessional neurosis of 

mankind"; religious belief consists in "illusions, 

fulfillments of the oldest, strongest, and most 

insistent wishes of mankind."15 Rather similar 

sentiments are expressed by Marx, who holds 

that religious belief is produced by an unhealthy, 

perverted social order: "This State, this society, 

produce religion, produce a perverted world con

sciousness, because they are a perverted world .... 

Religion is the sigh of the oppressed creature, the 

feelings of a heartless world, just as it is the spirit 

of unspiritual conditions."16 Now neither Freud 

nor Marx would be mollified if we pointed out that 

religion is very widespread among human beings, 

that is, "normal" in the statistical sense; what is 

statistically normal may still be a disease, a matter 

of malfunction, in this case a cognitive dysfunc

tion. But there is a further subtlety here; Freud 

and Marx differ in a significant way. Marx seems 

to think that religion is a sort of perversion, some

thing unhealthy; it is as ifhe says, "Let's call it an 

aberration and be done with it." Freud, on the 

other hand, is ambivalent. First, he says that 

religious belief is or stems from neurosis: that 

sounds like he thinks religious belief arises from a 

cognitive malfunction of some sort. But then he 

also says it is a matter of illusion, and arises from 

the "oldest and strongest and most insistent wishes 

of mankind." That suggests not that religious 

belief arises from malfunction or failure of some 

cognitive module to function properly, but instead 

by way of wish fulfillment. What one believes in 

that way isn't necessarily a product of malfunction; 

illusion and wish fulfillment also have their 

functions. According to Freud, they enable us to 

mask the grim, threatening, frightening visage of 

the world - a visage that would otherwise cause us 

to cower in terror or sink into utter and 

apathetic despair. On the second way of thinking, 

then, religious belief need not be a result of mal

function; it might be produced by faculties func

tioning just as they should. Even so, however -

even if the wish fulfillment that produces religious 

belief does not result from cognitive malfunction -

religious belief won't enjoy much by way of war

rant. 

Warrant: A First Approximation 

So the proposed condition for warrant - proper 

function in an appropriate environment - isn't 

anywhere nearly sufficient for warrant. Why not? 

Well, consider the elements of our cognitive facul

ties responsible for beliefs of the above sorts -

those produced by wishful thinking, or by the 

optimism that enables one to survive a deadly ill

ness - one thinks that the purpose of these modules 

of our cognitive capacities is not to produce true 

beliefs. They are instead aimed at something else: 

survival, or the possibility of friendship, or (Freud 

thinks) the capacity to carry on in this bleak and 

nasty world of ours. 
To get a better understanding of this matter, we 

must consider a notion of crucial importance: that 

of specifications, or blueprint, or design plan. 

Human beings are constructed according to acer

tain design plan. This terminology does not com

mit us to supposing that human beings have been 

literally designed - by God, for example. Here I 

use "design" the way Daniel Dennett (not ordinar

ily thought unsound on theism) does in speaking of 

a given organism as possessing a certain design, 

and of evolution as producing optimal design: "In 

the end, we want to be able to explain the intelli

gence of man, or beast, in terms of his design; and 

this in turn in terms of the natural selection of this 

design."17 We take it that when the organs (or 

organic systems) of a human being (or other organ

ism) function properly, they function in a particu

lar way. Such organs have a function or purpose; 

more exactly, they have several functions or pur

poses, including both proximate and more remote 

purposes. The ultimate purpose of the heart is to 

contribute to the health and proper function of the 

entire organism (some might say instead that it is 

to contribute to the survival of the individual, or 

the species, or even to the perpetuation of the 

genetic material itself). 18 But of course the heart 

also has a much more circumscribed and specific 

function: to pump blood. Such an organ, further

more, normally functions in such a way as to fulfill 

its purpose; but it also functions to fulfill that 

purpose in just one of an indefinitely large number 

of possible ways. Here a comparison with artifacts 

is useful. A house is designed to produce shelter -

but not in just any old way. There will be plans 

specifying the length and pitch of the rafters, what 

kind of shingles are to be applied, the kind and 

quantity of insulation to be used, and the like. 

Something similar holds in the case of us and our 

faculties; we seem to be constructed in accordance 

with a specific set of plans. Better (since this 
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analogy is insufficiently dynamic) we seem to have 
been constructed in accordance with a set of spe
cifications, in the way in which there are specifica
tions for, for example, the 1992 Buick. According 
to these specifications (I'm just guessing), after a 
cold start the engine runs at 1,500 RPM until the 
engine temperature reaches I 90°F; it then throttles 
back to 750 RPM. 

Similarly, there is something like a set of speci
fications for a well-formed, properly functioning 
human being - an extraordinarily complicated and 
highly articulated set of specifications, as any first
year medical student could tell you. Something like 
such a set: a copy of these specifications does not 
come with every newborn child, and we can't write 
to the manufacturer for a new copy to replace the 
one we have carelessly lost. Suppose we call these 
specifications a "design plan." It is natural to 
speak of organisms and their parts as exhibiting 
design, and such talk is exceedingly common: 
"According to Dr Sam Ridgway, physiologist 
with the US Naval Ocean Systems Center in San 
Diego, seals avoid the bends by not absorbing 
nitrogen in the first place. 'The lungs of marine 
mammals,' Dr Ridgway explains, 'are designed to 
collapse under pressure exerted on deep dives. Air 
from the collapsed lungs is forced back into the 
windpipe, where the nitrogen simply can't be 
absorbed by the blood.' " 19 Of course the design 
plan for human beings will include specifications 
for our cognitive system or faculties. Like the rest 
of our organs and systems, our cognitive faculties 
can work well or badly; they can malfunction or 
function properly. They too work in a certain way 
when they are functioning properly - and work in 
a certain way to accomplish their purpose. The 
purpose of the heart is to pump blood; that of 
our cognitive faculties (overall) is to supply us 
with reliable information: about our environment, 
about the past, about the thoughts and feeling of 
others, and so on. But not just any old way of 
accomplishing this purpose in the case of a specific 
cognitive process is in accordance with our design 
plan. It is for this reason that it is possible for a 
belief to be produced by a cognitive process or 
belief-producing mechanism that is accidentally 
reliable (as in the case of the processes I have 
cited as counterexamples to Goldman's version of 
reliabilism).20 Although such belief-producing 
processes are in fact reliable, the beliefs they 
yield have little by way of warrant; and the reason 
is that these processes are pathologically out of 
accord with the design plan for human beings. 

Our design plan, of course, is such that our 
faculties are highly responsive to circumstances. 
Upon considering an instance of modus ponens, I 
find myself believing its corresponding condi
tional; upon being appeared to in the familiar 
way, I find myself with the belief that there is a 
large tree before me; upon being asked what I had 
for breakfast, I reflect for a moment, and the belief 
that what I had was eggs on toast is formed within 
me. In these and other cases I do not deliberate; I 
do not total up the evidence (I am being appeared 
to redly; on most occasions when thus appeared to 
I am in the presence of something red; so most 
probably in this case I am) and thus come to a view 
as to what seems best supported; I simply find 
myself with the appropriate belief. Of course in 
some cases I may go through such a weighing of the 
evidence; for example, I may be trying to evaluate 
the alleged evidence in favor of the theory that 
human life evolved by means of such mechanisms 
as random genetic mutation and natural selection 
from unicellular life (which itself arose by 
substantially similar mechanical processes from 
nonliving material); but in the typical case of belief 
formation nothing like this is involved. 

Here I wish to note just a couple of its salient 
features. According to our design plan, obviously 
enough, experience plays a crucial role in belief 
formation. A priori beliefs, for example, are not, 
as this denomination mistakenly suggests, formed 
prior to or in the absence of experience. Thinking 
of the corresponding conditional of modus ponens 
somehow feels different from thinking of, say, the 
corresponding conditional of affirming the 
consequent; and this difference in experience is 
connected with our accepting the one and rejecting 
the other. Of course experience plays a 
different role here from the role it plays in the 
formation of perceptual beliefs; it plays a still 
different role in the formation of memory 
beliefs, moral beliefs, beliefs about the mental 
lives of other persons, beliefs we form on the 
basis of inductive evidence, and the like. In later 
chapters we shall look into these matters in more 
detail. 

Further, our design plan is such that under 
certain conditions we form one belief on the evid
ential basis of others. I may form the belief that 
Sam was at the party on the evidential basis of 
other beliefs - perhaps I learn from you that Sam 
wasn't at the bar and from his wife that he was 
either at the bar or at the party. Of course (if our 
faculties are functioning properly) we don't form 



just aey belief on the evidential basis of just any 
other. I won't form the belief that Feike is a 

Catholic on the evidential basis of the propositions 
that nine out of ten Frisians are Protestants and 

Feike is a Frisian - not, at any rate, unless I am 
suffering from some sort of cognitive malfunction. 

And here too experience plays an important role. 

The belief about Sam feels like the right one; that 

belief about Feike (in those circumstances) feels 
strange, inappropriate, worthy of rejection, not to 

be credited. Still further, the design plan dictates 
the appropriate degree or firmness of a given belief 
in given circumstances. You read in a relatively 
unreliable newspaper an account of a 53-car acci

dent on a Los Angeles freeway; perhaps you then 
form the belief that there was a 53-car accident on 
the freeway. But if you hold that belief as firmly as, 

for example, that 2 + l =3, then your faculties are 
not functioning as they ought to and the belief has 

little warrant for you. Again, experience obviously 

plays an important role. What we need is a full and 

appropriately subtle and sensitive description of 

the role of experience in the formation and main

tenance of all these various types of beliefs. For the 

moment, we may rest satisfied simply to note the 
importance of experience in the economy of our 
cognitive establishment. 

Now return to the examples that precipitated 
this excursus about the design plan - the cases of 

beliefs produced by wish fulfillment, or the optim
ism necessary to surviving a serious illness, or 

willingness to have more children, or the like. In 
these cases, the relevant faculties may be function

ing properly, functioning just as they ought to, but 

nevertheless not in a way that leads to truth, to the 
formation of true beliefs. But then proper function 

in a right environment is not sufficient for warrant. 

Different parts or aspects of our cognitive appara
tus have different purposes; different parts or 
aspects of our design plan are aimed at different 

ends or goals. Not all aspects of the design of our 
cognitive faculties need be aimed at the production 
of true belief; some might be such as to conduce to 

survival, or relief from suffering, or the possibility 
of loyalty, or inclination to have more children, 

and so on. What confers warrant is one's cognitive 

faculties working properly, or working according 

to the design plan insofar as that segment of the 

design plan is aimed at producing true beliefs. But 

someone whose holding a certain belief is a result 
of an aspect of our cognitive design that is aimed 

not at truth but at something else won't be such 
that the belief has warrant for him; he won't prop-

Warrant: A First Approximation 

erly be said to know the proposition in question, 
even if it turns out to be true. 

So there are cases where belief-producing facul

ties are functioning properly but warrant is absent: 
cases where the design plan is not aimed at the 

production of true (or verisimilitudinous) beliefs 

but at the production of beliefs with some other 

virtue. But then there will also be cases where 

cognitive faculties are not functioning properly, 

but warrant is present; these will be inverses, so 

to speak, of the cases of the preceding paragraph. 
Suppose our design demands that under certain 
special circumstances our ordinary belief-produ
cing mechanisms are overridden by a mechanism 

designed to deal with that specific case: perhaps 
there is a sort of optimistic mechanism that cuts in 
when I am seriously ill, causing me to believe more 

strongly than the evidence indicates that I will 
survive the illness, thereby enhancing my chances 

to survive it. Suppose I am taken seriously ill, and 

suppose through some malfunction (induced, per

haps, by the illness itself) the operation of the 
optimistic mechanism is inhibited, so that, believ

ing just in accord with the evidence, I form the 

belief that I probably will not survive. Then the 
relevant segment of my cognitive faculties is not 
functioning properly; that is, it is not functioning 

in accordance with the design plan; but doesn't my 
belief have warrant anyway?21 Might I not have the 

degree of warrant that goes with the degree to 
which I believe that I probably won't survive, 

despite the fact that if my faculties were function

ing properly, I would believe (to one or another 

degree of firmness) that I will survive? The 

answer, of course, is as before: those segments of 
my cognitive faculties (those modules, we might 

say) that are aimed at truth are functioning prop

erly; my cognitive faculties are functioning in 
accord with the design plan insofar as the design 
plan is aimed at the production of true beliefs. 

There is malfunction only with respect to those 
cognitive modules aimed at something other than 
truth; so in this case the belief that I will not 

survive has the degree of warrant normally going 
with the degree ofbeliefl display. 

Many questions remain, 22 but I must leave them 

to the reader. 

III Reliability 

According to the zeroeth approximation, a belief 
has warrant for me, speaking roughly, if it is pro-
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duced by my cognitive faculties functioning prop
erly in a congenial environment. We have just seen 
that these two together are insufficient: the seg
ment of the design plan governing the production 
of the belief in question must also be aimed at 
truth. But this is still insufficient. For suppose a 
well-meaning but incompetent angel - one of 
Hume's infant deities, 23 say - sets out to design a 
variety of rational persons, persons capable of 
thought, belief, and knowledge. As it turns out, 
the design is a real failure; the resulting beings 
hold beliefs, all right, but most of them are 
absurdly false.24 Here all three of our conditions 
are met: the beliefs of these beings are formed by 
their cognitive faculties functioning properly in 
the cognitive environment for which they were 
designed, and furthermore the relevant modules 
of the design plan are aimed at truth (the relevant 
modules of their cognitive equipment have the 
production of true beliefs as their purpose). But 
the beliefs of these pitifully deceived beings do not 
have warrant.25 What must we add? That the 
design plan is a good one - more exactly, that 
the design governing the production of the belief 
in question is a good one; still more exactly, that 
the objective probability of a beliefs being true, 
given that it is produced by cognitive faculties 
functioning in accord with the relevant module of 
the design plan, is high. Even more exactly, the 
module of the design plan governing its produc
tion must be such that it is objectively highly 
probable that a belief produced by cognitive facult
ies functioning properly according to that module 
(in a congenial environment) will be true or 
verisimilitudinous. This is the reliabilist constraint 
on warrant, and the important truth contained in 
reliabilist accounts of warrant. 

It is easy to overlook this condition. The reason 
is that we ordinarily take it for granted that when 
our cognitive faculties - at any rate, those whose 
function it is to produce true beliefS - function 
properly in an appropriate environment, rhen for 
the most part the beliefs they produce are true. 
When our faculties function in accord with our 
design plan (in an appropriate environment), the 
beliefs they produce are for the most part true. 
Certainly we think so with respect to memory, 
perception, logical and arithmetical beliefs, induct
ively based beliefs, and so on. Further, we take it 
for granted that these faculties are reliable; they not 
only do produce true beliefs, but would produce 
true beliefs even if things were moderately differ
ent. (They produce true beliefS in most of the 

appropriately nearby possible worlds; that is, 
most of the appropriately nearby possible worlds 
W meet the following condition: necessarily, if W 
had been actual, then our cognitive faculties would 
have produced mostly true beliefs.) Still another 
way to put it: we take it for granted that the 
statistical or objective probability of a beliefs 
being true, given that it has been produced by 
our faculties functioning properly in the cognitive 
environment for which they were designed, is 
high. Perhaps more specifically our presupposition 
is that in general (for a person S with properly 
functioning faculties in an appropriate environ
ment, and given the cited qualifications) the more 
firmly S believes p, the more likely it is that p is 
true. Of course, we think some faculties more 
reliable than others, and think a given faculty is 
more reliable under some conditions than others. 
This assumption on our part is a sort of presump
tion of reliability. Of course, it is a presumption or 
an assumption; it isn't or isn't obviously26 entailed 
by the notion of proper function itself. So the 
account of proper function must include it as 
another condition: if one of my beliefs has warrant, 
then the module of the design plan governing the 
production of that belief must be such that the 
statistical or objective probability of a beliefs 
being true, given that it has been produced in 
accord with that module in a congenial cognitive 
environment, is high. 

How high, precisely? Here we encounter vague
ness again; there is no precise answer. It is part of 
the presumption, however, that the degree of relia
bility varies as a function of degree of belief. The 
things we are most sure of - simple logical and 
arithmetical truths, such beliefs as that I now have 
a mild ache in my knee (that indeed I have knees), 
obvious perceptual truths - these are the sorts of 
beliefS we hold most firmly, perhaps with the 
maximum degree of firmness, and the ones such 
that we associate a very high degree of reliability 
with the modules of the design plan governing 
their production. Even here, however, we are not 
immune from error: even what seems to be self
evident can be mistaken, as Frege learned to his 
sorrow.27 It may be worth noting, however, that 
Frege did not believe the offending "axiom" to the 
maximal degree; if he had, then he would have 
been no more likely to give up that "axiom" than 
to conclude that there really is a set that is and is 
not a member of itself. 

I say the presupposition of reliability is a feature 
of our usual way of thinking about warrant; but of 
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course this presupposition is not inevitable for us. 
The skeptic, for example, can often best be seen as 
questioning this presupposition. She may agree 
that there is indeed a perfectly proper distinction 
between cognitive proper function and malfunc
tion, but be agnostic about the question whether 
there is any correlation at all between proper func
tion and truth. Or she may think there is indeed 
such a correlation, but think it far too weak to 
support our ordinary claims to knowledge. Or 
she may think that since the long-run purpose of 
our beliefs, as she sees it, is to enable us to move 
about in the environment in such a way that we do 
not come to grief (or do not come to grief until we 
have had a chance to reproduce), there is no inter
esting correlation between a beliefs being pro
duced by faculties functioning properly and its 
being true. 28 Of course one can be a skeptic 
about one particular area as opposed to others: a 
rationalist may think sense perception less reliable 
than reason and may thus maintain that it is only 
reason, not perception, that gives us knowledge; an 
empiricist may see things the other way around. 
Philosophy itself is a good candidate for a certain 
measured skepticism: in view of the enormous 
diversity of competing philosophical views, one 
can hardly claim with a straight face that what we 
have in philosophy is knowledge; the diversity of 
views makes it unlikely that the relevant segments 
of the design plan are sufficiently reliable. (In a 
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properly run intellectual establishment, therefore, 
most philosophical views will not enjoy anywhere 
nearly the maximal degree of belief.) 

To return to warrant then: to a first approxima
tion, we may say that a belief B has warrant for S if 
and only if the relevant segments (the segments 
involved in the production of B) are functioning 
properly in a cognitive environment sufficiently 
similar to that for which S's faculties are designed; 
and the modules of the design plan governing the 
production of B are (I) aimed at truth, and (2) 
such that there is a high objective probability that a 
belief formed in accordance with those modules (in 
that sort of cognitive environment) is true; and the 
more firmly S believes B the more warrant B has 
for S. This is at best a first approximation; it is still 
at most programmatic, a suggestion, an idea, a 
hint. Furthermore, it might be suggested (in fact, 
it has been suggested) that while it may be difficult 
to find counterexamples to the view, that is only 
because it is vague and imprecise. I have sympa
thies with both complaints, although I would 
implore those who make the second to heed Aris
totle's dictum and seek no more precision than the 
subject admits. Maybe there isn't any neat for
mula, any short and snappy list of conditions (at 
once informative and precise) that are severally 
necessary and jointly sufficient for warrant; if so, 
we won't make much progress by grimly pursuing 
them. 

9 It is sometimes suggested that whenever I believe A 
no more firmly than not-A and not-A no more firmly 
than A, then I can be thought of as believing A (and 
not-A) to degree .5. This seems clearly mistaken. 
Consider a case where I have no idea at all whether 
the proposition in question is true. You ask me (a 
touch pedantically) "consider the proposition that the 
highest mountain on Mars is between ten and eleven 
thousand feet high and call it 'A'; do you think A is 
true?" I have no idea about A and do not believe it 
more likely than its denial; I also do not believe its 
denial more likely than it. Then on the Bayesian view, 
I must believe A to degree .5. You then ask me the 
same question about B: the proposition that the high
est mountain on Mars is between eleven and twelve 
thousand feet high. Again, I have no idea; so on the 
Bayesian view I am considering, I must also believe B 
to degree .5. Now A and B are mutually exclusive; 
according to the probability calculus, therefore, I 
should believe their disjunction to degree l. But of 
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course I do not; for I also have no idea whether the 
highest mountain on Mars is between ten and twelve 
thousand feet high. And the problem is not that I am 
desperately incoherent. The problem is that we can't 
properly represent ignorance of this sort as believing 
the proposition in question to degree .5. There is a 
vast difference between the situation in which I 
think A probable to degree .5 (perhaps A is the 

proposition that the die will come up side 1, 2, or 

3) and the situation in which I have no idea what the 
probability of A's being true might be. 
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Virtues of the Mind 

Linda Zagzebski 

General Accounl of a Vinue 

A serious problc:m in any attempt to give a general 

account of the nature of virtue is that our language 

does not contain a sufficient number of names that 
convey the full unified reality of each virtue Some 

names pick out reactive feelings (empathy), some 
pick out desires {curiosity), some pick out motiva

tions to act (benevolence), whereas others pick oul 

panems of acting that appear to be independent of 
feeling and motive (fairness). For this reason 1t 1s 

easy to confuse a vinue wirh a feeling m some~ 
(empathy, compassion), and with a slull in others 

(fairness). The result is that it is very difficult lO 

give a unitary account of virtues using rommon 
virtue language. Macintyre (1984) blames the 
problem on a defect in our culture, 1 but this c:an
not be an adequate explanation since • .\ristotle's bsl 
was no better in this respect than ours. When we 
examine Aristotle's virtues and vices we see that he 
had diffn:ulty in finding names for some or them, 
and a few of his names seem forced, such as his 
term "anaistliesia," which be coins for the trait of 
insensibility to pleasure. Gregory Trnmosky's 
response to this situation is to sav that virtues are 
not all traits of the same gene;al type.l Robert 
Roberts also concludes that there are several dlS
rinct kinds of l'irtue 1 This response is understand
able and it IS possible that we will eventually be 
forced into it, but I believe it should ooly be ral.en 
as a last resort, and I see no reason tu take it yet. It 
is more plsusible that the problem derives from a 

Or1glnally publls1'1ed In L. Zagzebskl, Virtues oftfle Mind 
(Cambndge: Cambndge University Press, 1996), pp. 
134--7.166-84. 

defect in our virtue language rather than a di,.·ision 
mthenatureofvirtueitself_ 

Let us bcgm by reviewing the features of" virtue 
we have already identified. First. a virtue is an 
acquired excellence of the soul, or to use more 
modem temllnology, it is an acquired e-<l.ellence 
of the person in a deep and lasting sense. A vice is 
the contrary quality; it is an acquired defect of the 
soul. One wa)' [O express the depth required for a 
tta1t 10 be a virtue or a vice 1s to think of it as a 
quality we would ascribe to a person ir asked to 
describe her after her death. Perhaps no quality is 
really permanent, or, ar least, no interesting qual
ity, hut virtues and vices are in the category of the 
more enduring of a person ·s qualmes, and they 

come closer to defining who the person 1s than 
any other category of qualities. 

Second, a virtue is acquired by a process that 
involves a a:rtain amuunl of rime and work on the 
part of the agent Thi~ is not to suggest that a 

person t:ontrols tbe acquisirion of a l'irtue entirely; 
that 1s plainly false. Ncvcrtheless, the time and 
effort required partly account for a VlrtUe's deep 
and lasting f.jUal1ty, one that in part defines a 
person's identity and that lcadi; us lo think of her 
as responsible for it. This means that typically a 
virtue is acquired through a process of habituation, 
although the virtues of creativity may be an excep-
11on. 

Third, a virtue is not simply a skill. Skills have 
many of the same features as virtues in their man
ner of acquisition and in their area of appli
cation, and vinuous persons are expected to have 
the C01Te1ative skills in order to be effective in 
action, but slalls do not have the intrinsic value 
of virtues. 
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Fourth, a virtue has a component of motivation. 
A motivation is a disposition to have a certain 
motive, and a motive is an emotion that initiates 
and directs action to produce an end with certain 
desired features. Motivations can become deep 
parts of a person's character and provide her with 
a set of orientations toward the world that emerge 
into action given the appropriate circumstances. A 
motivation is best defined, not as a way of acting in 
circumstances specifiable in advance, but in terms 
of the end at which it aims and the emotion that 
underlies it. The easiest way to identify a motiva
tion is by reference to the end at which it aims, but 
it also involves an emotion disposition, and that is 
harder to identify by name. 

This brings us to another important feature of 
virtue: "Virtue" is a success term. The motiva
tional component of a virtue means that it has an 
end, whether internal or external. A person does 
not have a virtue unless she is reliable at bringing 
about the end that is the aim of the motivational 
component of the virtue. For example, a fair per
son acts in a way that successfully produces a state 
of affairs that has the features fair persons desire. 
A kind, compassionate, generous, courageous, or 
just person aims at making the world a certain way, 
and reliable success in making it that way is a 
condition for having the virtue in question. For 
this reason virtue requires knowledge, or at least 
awareness, of certain nonmoral facts about the 
world. The nature of morality involves, not only 
wanting certain things, but being reliable agents 
for bringing those things about. The understand
ing that a virtue involves is necessary for success in 
bringing about the aim of its motivational compon
ent. This means that virtue involves a component 
of understanding that is implied by the success 
component. 

A virtue therefore has two main elements: a 
motivational element, and an element of reliable 
success in bringing about the end (internal or 
external) of the motivational element. These ele
ments express the two distinct aims of the moral 
project that we find in commonsense moral think
ing. On the one hand, ordinary ways of thinking 
about morality tell us that morality is largely a 
matter of the heart, and we evaluate persons for 
the quality of their motivations. But morality is 
also in part a project of making the world a 
certain kind of place - a better place, we might 
say, or the kind of place good people want it to be. 
Because of the latter interest, we are impressed 
with moral success, not to the exclusion of an 

interest in people's cares and efforts, but in addi
tion to it. 

A virtue, then, can be defined as a deep and 
enduring acquired excellence of a person, invol
ving a characteristic motivation to produce a cer
tain desired end and reliable success in bringing 
about that end. What I mean by a motivation is a 
disposition to have a motive; a motive is an action
guiding emotion with a certain end, either internal 
or external. 

This definition is broad enough to include the 
intellectual as well as the traditional moral virtues. 
It may also be broad enough to include virtues 
other than the moral or intellectual, such as aes
thetic, religious, or perhaps even physical virtues, 
but I will not consider virtues in these other cate
gories in this work. The definition may not apply 
to higher-order virtues such as integrity and prac
tical wisdom, however. 

The Motivation for Knowledge and 
Reliable Success 

In this section I will argue that the individual 
intellectual virtues can be defined in terms of 
motivations arising from the general motivation 
for knowledge and reliability in attaining the aims 
of these motives. Since all of the intellectual vir
tues have the same foundational motivation and 
since all of the other moral virtues have different 
foundational motivations, this means that a dis
tinction between an intellectual and a moral virtue 
can be made on the basis of the motivational com
ponent of the virtue. I maintain that this is the only 
theoretically relevant difference between intellect
ual virtues and the other moral virtues, and so 
there are good grounds for continuing to call 
these virtues "intellectual," even though I have 
argued that they are best treated as a subset of the 
moral virtues. It may be that at the deepest level 
the moral and intellectual virtues arise from the 
same motivation, perhaps a love of being in gen
eral. 4 If so, such a motivation would serve to unify 
all the virtues, but I will not analyze the relations 
among the virtuous motivations in this work. 

The simplest way to describe the motivational 
basis of the intellectual virtues is to say that they 
are all based in the motivation for knowledge. 
They are all forms of the motivation to have cog
nitive contact with reality, where this includes 
more than what is usually expressed by saying 
that people desire truth. Understanding is also a 



form of cognitive contact with reality, one that has 
been considered a component of the knowing state 
in some periods of philosophical history. I will not 
give an account of understanding in this work, but 
I have already indicated that it is a state that 
includes the comprehension of abstract structures 
of reality apart from the propositional. I will 
assume that it either is a form of knowledge or 
enhances the quality of knowledge. Although all 
intellectual virtues have a motivational component 
that aims at cognitive contact with reality, some of 
them may aim more at understanding, or perhaps 
at other epistemic states that enhance the quality of 
the knowing state, such as certainty, than at the 
possession of truth per se. A few stellar virtues 
such as intellectual originality or inventiveness are 
related, not simply to the motivation for the agent 
to possess knowledge, but to the motivation to 
advance knowledge for the human race. We will 
also look at how the motivation to know leads to 
following rules and belief-forming procedures 
known by the epistemic community to be truth 
conducive, and we will see how the individual 
intellectual virtues are knowledge conducive. 

The task of defining virtues immediately raises 
the question of how virtues are individuated and 
whether they are unified at some deeper level. I 
will not go very far into this matter, although it is 
an interesting one and ought to be pursued in a full 
theory of virtue. I have no position on the question 
of whether intellectual virtues that share a name 
with certain moral virtues are two different virtues 
or one. Even within the class of intellectual virtues 
it is difficult to demarcate the boundaries of the 
individual virtues if I am right that they all arise 
out of the motivation for knowledge since that 
implies that all intellectual virtues are unified by 
one general motivation. But, of course, the same 
thing can be said about all the other moral virtues 
since they also can be unified by one general 
motivation for good, and knowledge is a form of 
good. 

Let me address one more point before begin
ning. The definition of intellectual virtue in terms 
of the motivation for knowledge is circular if we 
then go on to define knowledge in terms of intel
lectual virtue. The thesis here must be formulated 
less succinctly but without circularity as the thesis 
that the individual intellectual virtues can be 
defined in terms of derivatives of the motivations 
for truth or cognitive contact with reality, where 
the motivation for understanding is assumed to be 
a form of the motivation for cognitive contact with 
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reality. I am formulating the position in terms of 
the motivation for knowledge because I think that 
that is closer to the way people actually think of 
their own motives and the way those motives are 
described by others, but I am not wedded to this 
view. The formulation in terms of knowledge 
motivation is simpler, and, of course, it is only 
circular when the theory of virtue is combined 
with the theory of knowledge. 

The motivation for knowledge 

Intellectual virtues have been neglected in the 
history of philosophy, but there were discussions 
of them in the early modern period as part of the 
general critical examination of human perceptual 
and cognitive faculties that dominated that era. 
Both Hobbes and Spinoza connected the intellect
ual as well as the moral virtues with the passions, 
and both traced the source of these virtues to a 
single human motivation, the motivation for self
preservation or power. In the early part of this 
century John Dewey stressed the place of the 
intellectual virtues in what he called "reflective 
thinking," arising from the desire to attain the 
goals of effective interaction with the world. We 
will look first at some remarks by Hobbes and 
Dewey, and then I will turn to the contemporary 
treatment of the intellectual virtues by James 
Montmarquet in the course of giving my own 
argument for the derivation of the motivational 
components of intellectual virtues from the moti
vation to know. 

Let us begin with the lively discussion of the 
causes of intellectual virtue and vice in Hobbes's 
Leviathan: 

The causes of this difference of wits are in the 
passions, and the difference of passions pro
ceeded partly from the different constitution of 
the body and partly from different education. 
For if the difference proceeds from the temper 
of the brain and the organs of sense, either 
exterior or interior, there would be no less dif
ference of men in their sight, hearing, or other 
sense than in their fancies and discretions.5 It 
proceeds, therefore, from the passions, which 
are different not only from the difference of 
men's complexions, but also from their differ
ence of customs and education. 

The passions that most of all cause the dif
ference of wit are principally the more or less 
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desire of power, of riches, of knowledge, and of 
honor. All which may be reduced to the first -
that is, desire of power. For riches, knowledge 
and honor are but several sorts of power. 

And therefore a man who has no great passion 
for any of these rhings but is, as men term it, 
indifferent, though he may be so far a good man 
as to be free from giving offense, yet he cannot 
possibly have either a great fancy or much judg
ment. For the thoughts are to the desires as 
scouts and spies, to range abroad and find the 
way to the things desired, all steadiness of the 
mind's motion, and all quickness of the same, 
proceeding from thence; for as to have no desire 
is to be dead, so to have weak passions is dull
ness; and to have passions indifferently for 
everything, GIDDINESS and distraction; and to 
have stronger and more vehement passions for 
anything than is ordinarily seen in others is that 
which men call MADNESS.

6 

A couple of points in this passage are of interest 
to our present concern. First, the motivation for 
knowledge is not a basic motive but is a form of the 
motivation for power, according to Hobbes. Sec
ond, Hobbes's cognitively ideal person is not pas
sionless, but cognitive defects can be traced to an 
excessively strong, excessively weak, or misplaced 
desire for power. I will not question the first point. 
I think Hobbes is probably wrong in his reduction 
of the desire for knowledge to the desire for power, 
but I will not dispute it here since even if he is 
right, the effect is simply to add another motiva
tional layer beneath the one I am proposing, and so 
it is no threat to the structure of the theory I am 
proposing. But I want to call attention to Hobbes's 
second point, which I find insightful. Hobbes says 
that cognitive virtues and vices arise from differ
ences in a motivation, and that motivation is a 
passion that admits of excess, deficiency, and dis
tortion of various sorts, and this seems to me to be 
generally right. I differ with Hobbes mainly in that 
I identify this motivation with the motivation for 
knowledge, whereas Hobbes includes several other 
forms of the motivation for power along with the 
motivation for knowledge. 

If the human drive for knowledge naturally and 
inexorably led to success, there would be no need 
for intellectual virtues. But this motivation can be 
deficient or distorted in many ways, leading to 
intellectual vices. Deficiency is presumably one 
of the most common problems, and Ralph Waldo 
Emerson expresses a pessimistic view of the 

human drive for knowledge that illustrates how a 
natural human motivation can be affected by 
lethargy: 

God offers to every mind its choice between 
truth and repose. Take which you please, -
you can never have both. Between these, as a 
pendulum, man oscillates. He in whom the love 
of repose predominates will accept the first 
creed, the first philosophy, the first political 
party he meets, - most likely his father's. He 
gets rest, commodity, and reputation; but he 
shuts the door to truth. He in whom the love 
of truth predominates will keep himself aloof 
from all moorings, and afloat. He will abstain 
from dogmatism, and recognize all the opposite 
negations between which, as walls, his being is 
swung. He submits to the inconvenience of sus
pense and imperfect opinion, but he is a candi
date for truth, as the other is not, and respects 
the highest law of his being. ("Intellect," 
Essay 11) 

In this passage Emerson describes how a defi
ciency in the desire for truth leads to such cogni
tive vices as lack of autonomy, closed-mindedness, 
and dogmatism. This may lead us to wonder 
whether an excess of the motivation for knowledge 
can also lead to intellectual vices, as Hobbes 
implies in the passage quoted above. This is par
allel to the quesrion of whether a person can be a 
moral fanatic: excessively motivated by a desire to 
do or to produce good. Since it is problematic 
whether this is possible, we will not examine it 
here. 

Few philosophers have given positive directions 
on how to think that are intended to circumvent 
the pitfalls in forming beliefs. The stress has gen
erally been on the mistakes. A well-known excep
tion is Descartes in Rules for the Direction of the 
Mind, and another is John Dewey in How We 
Think. I will not discuss the former since it has 
been exhaustively examined many times, but I find 
Dewey intriguing if rather nonspecific. Although 
he does not discuss the motivation for know
ledge directly, he does discuss the motivations to 
reach our goals in action and to make systematic 
preparations for the future and the desire to be 
free from the control of nature, all of which 
are closely connected with knowledge.7 These 
values require the practice of what Dewey calls 
"reflective thinking," which he outlines in some 
detail: 



No one can tell another person in any definite 
way how he should think, any more than how he 
ought to breathe or to have his blood circulate. 
But the various ways in which we do think can 
be told and can be described in their 
general features. Some of these ways are better 
than others; the reasons why they are better can 
be set forth. The person who understands 
what the better ways of thinking are and why 
they are better can, if he will, change his own 
personal ways until they become more 
effective; until, that is to say, they do better 
the work that thinking can do and that 
other mental operations cannot do so well. 
The better way of thinking that is to be con
sidered in this book is called reflective thinking. 
(p. 3) 

The disclaimer in the first sentence of the above 
passage is surely too strong, but the rest of the 
paragraph is reasonable. Dewey goes on to say that 
reflective thinking requires not only certain skills, 
but also certain "attitudes": 

Because of the importance of attitudes, ability to 
train thought is not achieved merely by know
ledge of the best forms of thought. Possession of 
this information is no guarantee for ability to 
think well. Moreover, there are no set exercises 
in correct thinking whose repeated performance 
will catJse one to be a good thinker. The infor
mation and the exercises are both of value. But 
no individual realizes their value except as he is 
personally animated by certain dominant atti
tudes in his own character [emphasis added]. It 
was once almost universally believed that the 
mind had faculties, like memory and attention, 
that could be developed by repeated exercise, as 
gymnastic exercises are supposed to develop 
the muscles. This belief is now generally dis
credited in the large sense in which it was once 
held .... 

What can be done, however, is to cultivate 
those attitudes that are favorable to the use of the 
best methods of inquiry and testing. Knowledge 
of the methods alone will not suffice; there must 
be the desire, the will, to employ them. This 
desire is an affair of personal disposition. But on 
the other hand the disposition alone will not 
suffice. There must also be understanding of 
the forms and techniques that are the channels 
through which these attitudes operate to the 
best advantage. (pp. 29-30) 
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In this passage Dewey places special importance 
on the desire to employ better ways of thinking, 
claiming that knowledge of methods is not suffi
cient. He thus traces a path from our motivation to 
believe truly and to act effectively to the formation 
of "attitudes" or intellectual virtues that lead us to 
employ certain methods of thinking and forming 
beliefs. For my purposes, the salient point is that 
the foundation of these virtues is a motivation: the 
motivation to think more effectively. 

The "attitudes" Dewey says one needs to culti
vate are the following: 

Open-mindedness. "This attitude may be 
defined as freedom from prejudice, part
isanship, and such other habits as close 
the mind and make it unwilling to consider 
new problems and entertain new ideas" 
(p. 30). 

Wholeheartedness. "When a person is absorbed, 
the subject carries him on. Questions occur to 
him spontaneously; a flood of suggestions 
pour in on him; further inquiries and 
readings are indicated and followed; instead 
of having to use his energy to hold his mind 
to the subject .... the material holds and 
buoys his mind up and gives an onward 
impetus to thinking. A genuine enthusiasm 
is an attitude that operates as an intellectual 
force. A teacher who arouses such an 
enthusiasm in his pupils has done something 
that no amount of formalized method, no 
matter how correct, can accomplish" (pp. 
3I-2). 

Responsibility. "Like sincerity or wholehearted
ness, responsibility is usually conceived as a 
moral trait rather than as an intellectual 
resource. But it is an attitude that is necessary 
to win the adequate support of desire for new 
points of view and new ideas and of enthu
siasm for and capacity for absorption in sub
ject matter. These gifts may run wild, or at 
least they may lead the mind to spread out too 
far. They do not of themselves insure that 
centralization, that unity, which is essential 
to good thinking. To be intellectually respon
sible is to consider the consequences of a 
projected step; it means to be willing to 
adopt these consequences when they follow 
reasonably from any position already taken. 
Intellectual responsibility secures integrity; 
that is to say, consistency and harmony in 
belief' (p. 32). 
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In the contemporary literature Laurence 
Bonjour and Hilary Kornblith8 introduced a 
motivational element into the discussion of episte
mic normativity in the notion of epistemic 
responsibility, defined by Kornblith as follows: 
"An epistemically responsible agent desires to have 
true beliefs, and thus desires to have his beliefs 
produced by processes which lead to true beliefs; 
his actions are guided by these desires" (p. 34). 
Although Kornblith does not specifically discuss 
intellectual virtues, he implies that a motivation or 
desire is at the root of the evaluation of epistemic 
agents, and that seems to me to be right. A more 
extensive treatment of epistemic virtue and its 
connection with motivation has been given by 
James Montmarquet9 who connects a large set of 
intellectual virtues with the desire for truth, claim
ing that these virtues are qualities a person who 
wants the truth would want to acquire. However, 
it is not Montmarquet's intention to define intel
lectual virtues the way I am proposing here or to 
derive them all from the motivation for truth or 
from the motivation for knowledge. Still, Mont
marquet's work has an obvious affinity with the 
theory I am proposing. I want to give it close 
attention. 

Recall Montmarquet's classification of the epis
temic virtues. Briefly, they are the virtues of 
impartiality, or openness to the ideas of others; 
the virtues of intellectual sobriety, or the virtues 
of the careful inquirer who accepts only what is 
warranted by the evidence, and the virtues of 
intellectual courage, which include perseverance 
and determination. Notice that there is quite a 
bit of overlap between these sets of virtues and 
Dewey's. The major differences are in Dewey's 
virtue of wholeheartedness and Montmarquet's 
virtues of courage. 

Montmarquet calls the desire for truth "episte
mic conscientiousness" and argues that some intel
lectual virtues arise out of this desire. 

The first point to be made ... is that such qua
lities as open-mindedness are widely regarded as 
truth-conducive. In contrast to the highly con
troversial claims of various theories, the truth
conduciveness of qualities such as openness and 
intellectual sobriety is widely acknowledged to 
be a fact, not only by the expert (if there are 
"experts" on any such matter as this), but also 
by the average nonexpert individual (at least if 
he or she is suitably queried). Take openness. 
Unless one starts from the unlikely presumption 

that one has found the truth already and that the 
contrary advice and indications of others is 
liable, therefore, only to lead one astray, one 
can hardly possess a sincere love of truth, but 
no concern about one's own openness. Or take 
intellectual sobriety. Here, too, unless one starts 
from the unlikely presumption that one's 
immediate reactions and unchecked inferences 
are so highly reliable as not to be improved by 
any tendency to withhold full assent until they 
are further investigated, the virtue of sobriety 
will have to be acknowledged. Or, finally, take 
intellectual courage. Again, unless one makes an 
initially unappealing assumption that one's own 
ideas - true as they may seem to oneself - are so 
liable to be mistaken as to require not only 
deference to the opinions of others, but also a 
deep sense that these are opinions more liable to 
be correct than one's own (even when one can
not see how or why)[, unless] one makes such 
an initial assumption, one will have to acknow
ledge intellectual courage as a virtue. 10 

The reader should not be misled into thinking that 
this is an argument that these virtues are truth 
conducive; in fact, Montmarquet questions the 
truth conduciveness of openness and courage, as 
we will see. It is, instead, an argument that they are 
traits persons who desire the truth would want to 
have. I take this to mean that such persons would 
be motivated to act the way open-minded, intellect
ually sober, cautious, courageous, and persevering 
people act in their belief-forming processes. So if a 
person is motivated to get the truth, she would be 
motivated to consider the ideas of others openly 
and fairly, to consider the evidence with care, not 
to back down too quickly when criticized, and all 
the rest. This seems to me to be correct. It means 
that the motivation for knowledge gives rise to the 
motivation to act in ways that are distinctive of the 
various intellectual virtues Montmarquet men
tions. Undoubtedly it also leads to the motivation 
to acquire Dewey's trait of intellectual responsibil
ity; in fact, the motivation to be able to accurately 
predict consequences is a form of the motivation to 
know. The trait that Dewey calls "wholehearted
ness," the attitude of enthusiasm, which moves us 
onward in thinking, is also a form of the motivation 
to know, in fact, an intensification ofit. It is reason
able to conclude, then, that a wide range of intel
lectual virtues arise out of the same general 
motivation, the motivation for knowledge, and 
have the same general aim, knowledge. 
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The success component of the intellectual virtues 

Intellectually virtuous motivations lead the agent 
to guide her belief-forming processes in certain 
ways. They make her receptive to processes 
known to her epistemic community to be truth 
conducive and motivate her to use them, even if 
it means overcoming contrary inclinations. As 
Dewey tells us, it is not enough to be aware that 
a process is reliable; a person will not reliably use 
such a process without certain virtues. At least 
this is the case with reliable processes that are 
not unconscious or automatic. Contemporary 
research in epistemology has focused extensively 
on the concept of a truth-conducive belief
forming process, as well as on many specific 
examples of these processes. I have no intention 
of duplicating or replacing this work here. My 
purpose is to point out that the motivation for 
knowledge leads a person to follow rules and 
belief-forming processes that are truth conducive 
and whose truth conduciveness she is able to 
discover and use by the possession of intellectual 
virtue. 

Intellectually virtuous motivations not only lead 
to following reliable procedures but also lead to the 
development of particular skills suited to the 
acquisition of knowledge in a certain area. Skills 
are more closely connected to effectiveness in a 
particular area of life or knowledge than are vir
tues, which are psychically prior and provide the 
motivations to develop skills. Intellectual skills are 
sets of truth-conducive procedures that are 
acquired through habitual practice and have appli
cation to a certain area of truth acquisition. Since 
the path to knowledge varies with the context, the 
subject matter, and the way a community makes a 
division of intellectual labor, people with the same 
intellectual virtues will not all need to have the 
same skills, at least not to the same degree. Clearly 
the importance of fact-finding skills, skills of spa
tial reasoning, and skills in the subtler branches of 
logic are not equally important for all areas of the 
pursuit of knowledge. But all of these skills could 
arise in different people from the same intellectual 
virtues - for example, carefulness, thoroughness, 
and autonomy. 

We have already seen that virtue is more than a 
motivation. Of course, we would expect many 
virtuous motivations to lead to success in carrying 
out the aims of the motive. So, for example, the 
motive to be careful or persevering probably leads 
somewhat reliably to success in being careful or 
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persevering, but the correlation with success is 
probably much less in the case of such virtuous 
motives as the motive to be autonomous, the 
motive to be courageous, and perhaps even the 
motive to be open-minded. The weak connection 
between motive and success is also noticeable in 
Dewey's virtue of wholeheartedness (if it is a vir
tue), since it is surely naive to think that the 
motivation to be enthusiastic reliably leads to 
being enthusiastic. But even when the motivational 
component of a virtue is generally related to suc
cess, we do not call a person virtuous who is not 
reliably successful herself, whether or not most 
people who have the trait are successful in carrying 
out the aims of the virtue in question. So if she is 
truly open-minded, she must actually be receptive 
to new ideas, examining them in an evenhanded 
way and not ruling them out because they are not 
her own; merely being motivated to act in these 
ways is not sufficient. Similarly, if she is intellect
ually courageous, she must, in actual fact, refrain 
from operating from an assumption that the views 
of others are more likely to be true than her own 
and must be willing to withstand attack when she 
has good reason to think she is right, but not 
otherwise. Parallel remarks apply to the other 
intellectual virtues. It follows that each of these 
intellectual virtues has a motivational component 
arising out of the motivation to know and a com
ponent of reliable success in achieving the aim of 
the motivational component. 

Most virtues are acquired by habituation and we 
only consider them virtues when they are 
entrenched in the agent's character. Entrenchment 
is a necessary feature of virtues because they are 
often needed the most when they encounter resist
ance. For example, the tendency to be motivated 
by compassion does not signify the existence of the 
virtue of compassion in a person who loses this 
motivation in the presence of physically unattrac
tive persons in need, even if these circumstances 
do not arise very often. Similarly, the tendency to 
be motivated to fairly evaluate the arguments of 
others does not signify the existence of the virtue 
of intellectual fairness in a person who loses this 
motivation when confronted with arguments for 
unappealing conclusions, even if she is lucky 
enough not to encounter such arguments very 
often. So the motivational component of a virtue 
must be inculcated sufficiently to reliably with
stand the influence of contrary motivations when 
those motivations do not themselves arise from 
virtues. The more that virtuous motivations and 
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the resulting behavior become fixed habits, the 
more they are able to reliably achieve the ends of 
the virtue in those cases in which there are con
trary tendencies to be overcome. 

One way to distinguish among the truth-con
ducive qualities those that are virtues and those 
that are not is by the difference in the value we 
place on the entrenchment of these traits. Mont
marquet mentions that we would not want the 
desire to uphold behaviorist psychology to be an 
entrenched trait even if it is truth conducive, 11 

unlike the desire for the truth itself or, I would 
add, the desire to be open-minded, careful in eval
uating evidence, autonomous, etc. The latter traits, 
when entrenched, lead to the truth partly because 
of their entrenchment, whereas the desire to 
uphold behaviorism is less likely to lead to the 
truth if it is entrenched than if it is not. The 
intellectual virtues are a subset of truth-conducive 
traits that are entrenched and whose entrench
ment aids their truth conduciveness. 12 The value 
of the entrenchment of a trait would, of course, 
depend partly on the environment in which it is 
entrenched. 13 Most of the qualities I have been 
calling intellectual virtues - traits such as open
mindedness, carefulness, and perseverance - are to 
a great extent environment neutral, but this does 
not mean that there are not other intellectual vir
tues that are more context sensitive. 

Many intellectual virtues, including those men
tioned by Dewey, not only arise from and serve the 
motivation to know the truth, but are also crucial 
in such activities as the arts, crafts, and games. 
The ultimate aim of these activities is not know
ledge but something practical: creating an artisti
cally superior sonnet, making a fine violin, 
winning a chess game. 14 These ends cannot be 
successfully achieved without knowledge in one 
of its senses, but probably not the kind of know
ledge whose object is true propositions. At least, 
that sort of knowledge is not the one most funda
mentally connected to success in these activities, 
which is more a matter of knowing-how rather 
than knowing-that. Still, some of the same virtues 
that arise out of the desire for knowledge and aid 
its successful achievement can also aid the achieve
ment of these practical ends and, in some people, 
may arise more out of a desire for the practical end 
than out of a desire for knowledge. I do not claim, 
then, that intellectual virtues arise only from the 
motivation to know, much less do I claim they 
arise only from the motivation to have proposi
tional knowledge, and I certainly do not claim that 

their exercise is properly directed only at know
ledge. The value of intellectual virtues extends 
beyond their epistemic use. So not only is the 
distinction between intellectual and moral virtues 
highly artificial, but the distinction between intel
lectual virtues and the practical virtues needed for 
doing such things as creating sonnets, making vio
lins, or winning chess games is artificial as well. 
Again, I will not discuss the problem of virtue 
individuation. There may be some difference 
between, say, the kind of openness displayed in 
writing a Shakespeare sonnet and the kind of 
openness displayed in pure scientific investigation. 
This difference may amount to a distinction in the 
virtues themselves if virtue identity is determined 
by the ultimate end of the virtue. The point is that 
even if this is the case, there are practical and 
intellectual virtues so similar to each other that 
they are very difficult to distinguish, and this 
means that it is highly implausible to maintain 
that intellectual virtues are fundamentally differ
ent in kind from the virtues needed for the kinds of 
practical activities just named. 

Amelie Rorty points out that while the utility 
and success of intellectual virtues depend on their 
becoming habits that lead to action without prior 
deliberation, habits can become pathological or 
idiotic. 15 They become pathological, she says, 
when they become so habitual that their exercise 
extends to situations that no longer concern their 
internal aims. So generosity is pathological when it 
debilitates its recipients. The capacity to generate 
what Rorty calls "bravura virtuoso thought experi
ments" becomes pathological when it applies only 
to a very rare, narrow range of circumstances (p. 
13). A virtuous habit becomes idiotic when its 
exercise resists a reasonable redirection of its 
aims, a redirection that is appropriate to changing 
circumstances. Rorty gives the example of courage 
when one is unable to make the transition from its 
military use to its use in political negotiation. In 
the intellectual sphere, the virtue of properly 
arguing from authority becomes idiotic when it is 
used to block the investigation of the legitimacy of 
the authority itself(p. 14). Some of these problems 
can be addressed by the function of the virtue of 
phronesis, but we do need to be reminded of the 
potential negative effects of habit. Nevertheless, 
these considerations do not falsify the claim that 
there is an element of habit in virtue. So far, then, 
our analysis of the components of intellectual vir
tue has identified a component of habitual motiva
tion arising from the motive to know and a 



component of reliable success in achieving the 
aims of the virtue in question. 

I have said that the primary motivation under
lying the intellectual virtues is the motivation for 
knowledge. Such a motivation clearly includes the 
desire to have true beliefs and to avoid false ones, 
and we have looked at how such a motivation leads 
a person to follow rules or procedures of belief 
formation that are known to her epistemic com
munity to be truth conducive. The motivation for 
knowledge also leads its possessor to acquire the 
motivational components distinctive of the indi
vidual intellectual virtues: open-mindedness, fair
mindedness, intellectual flexibility, and so on. And 
the motivation to be, say, open-minded, will lead 
to acquiring patterns of behavior characteristic of 
the open-minded; the motivation to be fair
minded will lead to acquiring patterns of behavior 
characteristic of the intellectually fair; and so on. It 
is doubtful that such patterns of behavior are fully 
describable in terms of following rules or proced
ures. It is dear, then, that the following of truth
conducive procedures is not all that a knowledge
motivated person does, both because the motiva
tion for truth leads to behavior that is not fully 
describable as the following of procedures, and 
because the motivation for knowledge includes 
more than the motivation for truth. The motiva
tion for knowledge leads us to be aware of the 
reliability of certain belief-forming processes and 
the unreliability of others, but it also leads us to be 
aware that there are reliable belief-forming 
mechanisms whose reliability is not yet known. 
And similarly, there are unreliable belief-forming 
mechanisms whose unreliability is not yet known. 
This is something we cannot ignore; otherwise, 
knowledge about knowledge would not progress. 
This means that intellectual virtues such as flex
ibility, open-mindedness, and even boldness are 
highly important. It also suggests that there is 
more than one sense in which a virtue can be 
truth conducive. In the sense most commonly dis
cussed by reliabilists, truth conduciveness is a 
function of the number of true beliefs and the 
proportion of true to false beliefs generated by a 
process. There is another sense of truth condu
civeness, however, which is important at the fron
tiers of knowledge and in areas, like philosophy, 
that generate very few true beliefs, no matter how 
they are formed. I suggest that we may legitimately 
call a trait or procedure truth conducive if it is a 
necessary condition for advancing knowledge in 
some area even though it generates very few true 
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beliefs and even if a high percentage of the beliefs 
formed as the result of this trait or procedure are 
false. For example, the discovery of new reliable 
procedures may arise out of intellectual traits that 
lead a person to hit on falsehood many times 
before hitting on the truth. As long as these traits 
(in combination with other intellectual virtues) are 
self-correcting, they will eventually advance 
human knowledge, but many false beliefs may 
have to be discarded along the way. A person 
motivated to know would be motivated to act 
cognitively in a manner that is truth conducive in 
this sense, I would argue, in addition to acting in a 
way that is truth conducive in the more common 
sense. 

The virtues of originality, creativity, and 
inventiveness are truth conducive in the sense 
just described. Clearly, their truth conduciveness 
in the sense of producing a high proportion of true 
beliefs is much lower than that of the ordinary 
virtues of careful and sober inquiry, but they are 
truth conducive in the sense that they are neces
sary for the advancement of human knowledge. If 
only 5 per cent of a creative thinker's original ideas 
turn out to be true, her creativity is certainly truth 
conducive because the stock of knowledge of the 
human race has increased, through her creativity. 
The way in which these virtues are truth condu
cive is probably circuitous and unpredictable, and 
for this reason it is doubtful that they give rise to a 
set of rules, and, in fact, they may even defy those 
rules already established. Often creative people 
simply operate on intuition, which is usually 
what we call an ability when it works and we 
don't know how it works. Ernest Dimnet relates 
the story that Pasteur was constantly visited by 
intuitions that he was afterward at great pains to 
check by the ordinary canons of science (1928, p. 
187).16 Presumably, following the canons in the 
absence of his bold and original ideas would not 
have gotten him (or us) nearly as far. Dimnet tells 
another anecdote about the creative process in 
novelists. Apparently, when Sir Walter Scott hit 
upon the idea for a new novel, he would read 
volume after volume that had no reference to his 
subject, merely because reading intensified the 
working of his mind. Dimnet comments that this 
process did for Scott's power of invention what the 
crowds in the city did for Dickens's (p. 7). Of 
course, novelists are not aiming for truth in the 
sense that is the major focus of this book, but the 
same point could apply to creative work in philo
sophy, history, mathematics, and the sciences. The 
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knowledge-motivated person will want to have the 
virtues of creativity to the extent that she is able, 
and that gives us another reason why the motive to 
know includes more than the motive to follow 
procedures known to be reliable. The division of 
epistemic labor probably limits the number of 
people who are strongly motivated in this way, 
but their existence is important for the knowledge 
of the whole community.17 

In "The Doctrine of Chances," C. S. Peirce 
expressed the opinion that even the scientific 
method is truth conducive only in a sense similar 
to the one I have just described. Peirce says that 
the scientist must be unselfish because he is not 
likely to arrive at the truth for himself in the short 
run. Instead, his procedures are likely to lead the 
scientific community to better theories and more 
comprehensive truths in the long run. 18 If Peirce is 
right, the sense in which the virtues of originality 
and creativity are truth conducive is not clearly 
different from the way in which the virtues of 
careful scientific inquiry are truth conducive. 

Another reason the motivation to know is not 
fully expressed by following well-known reliable 
belief-forming processes is that, as already 
remarked, the motivation to know includes the 
motivation for understanding. Knowledge has 
been associated with certainty and understanding 
for long periods of its history, but generally not 
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Virtues and Vices of Virtue 
Epistemology 

John Greco 

In this paper I want to examine the virtues and 
vices of virtue epistemolog). My conclusion will 

be that the position is com:ct, when QUalif11:d 

appropriately The central claim of virtue episte
molog)' is that, Gettier problems aside, knowledge 

is true behefwhich results from a cogmtive virtue. 
In !>ection one I will clarify this claim wirh some 

bnef remarks about the nature of virtues Hi gen

eral, and cogmtive \1rtues in particular. In section 

two I will comider two objections to the theory of 
kn~·ledge which results. In section rhrec of the 
paper I will argue that \lirruc epistemology can be 

c:iualified so as to avmd the objectims raised 1n 
section two. 

Specifically, I will argue that nm all reliable 
c::ognitive l'irtues give rise to li:nowledge. Rather. a 

c::ognitive virtue gives rise fO knowledge only if (I) 

it is reliable, and (ii) the rebability of the virtue is 

lhe result of epastemically responsible doxastlc 

practices_ In cases of knowledge, reliabilily is 

grounded in responsible belief fonnation and 
maintenance. The resulting position has ramifica

tions for the analysis of knowledge, the intemal

ism-ext"1Lllism debate concuning epistemic 

justification, and the problem or i.-kepticism. 

I What is a Cognitive Virtue? 

A vinue, in one i111J1ortant sense, 1s an ability. An 

abiliry, in lllrn, is a stable disposition lo achieve 

certain results under cenain conditions. Further, 
when we say that a subject S has an ability lO 

Of1ginally published In Canadian Journal of Ph/losopl1y 

23. 3 {1993), selections from pp. 413--32. 

achiew certain results, we unply that ll 1s no 

accident thal S achieves those results. S's disposi

tion to achieve the relevant results is grounded in 

cerlain properties of S, such that under the appro

priate conditions any subject with those properties 

would tend to achieve those results. 
For example, Don Mattingly has the ability to 

hit baseballs. This means that Mauingly has a 

stable disposition to hit baseballs under appropri
ate conditions, although Mattingly will not hit the 

baseball every rune under those conditions. 

Further, it is no accident that Mattingly tends to 
hit baseballs. Mattmgly's tendellL) to hit baseballs 

is grounded in certain properties of M.unngly, 

such that anyone wirh rhose properties woukl 

also tend to hit baseballs wirh similar success in 

similar conditiorui. 
A more exact definition or cognitive virtue is as 

follows; 

(V) A mechanism M for generating and/or main
taining beliefs is a cognitive virtue 1r and only 
ir M is an ability to belie\ie true propositions 
and a11oid believing false propositions within a 
field of proposmons F, when one is in a set of 
circumstancesC. 

According to the above fonnulation, whal makes a 

cognitive mechanism a cognitive virtue is thar it is 
reliable in generating true belie& rather rhan false 

beliefs in the rele\·ant field and in the relevant 

circumsrances. It is correcl to sav, therefore, that 

virtue epistemology is a kind or reliabilism. 

V./hereas generic reliabilism maintains that jw;ti

fied belief is beher which results from a relisble 
cogni1ive prucess. vi1tue epi'>lemology puts a 



restnct10n on the kind of process which is 
allowed. Specifically, the cognitive processes 
which are important for justification and know
ledge are those which have their bases in a cogni
tive virtue. 

Let us use the term 'positive epistemic status' to 
designate that property (whatever it may be) which 
turns true belief into knowledge, Gettier problems 
aside. Then an important corollary of virtue epis
temology is as follows. 

(VE) S's belief that p has positive epistemic status 
for S if and only if S's believing that p is the 
result of some cognitive virtue of S. 

The claim embodied in (VE) has a high degree of 
initial plausibility. By making the idea of faculty 
reliability central, virtue epistemology explains 
nicely why beliefs caused by perception and mem
ory often have positive epistemic status, while 
beliefs caused by wishful thinking and superstition 
do not. Second, the theory gives us a basis for 
answering certain kinds of skepticism. Specifically, 
we may agree that if we were brains in a vat, or 
victims of a Cartesian demon, then we would not 
have knowledge even in those rare cases where our 
beliefs turned out true. But virtue epistemology 
explains that what is important for knowledge is 
that our cognitive faculties are in fact reliable in the 
conditions we are in. And so we do have know
ledge so long as we are in fact not victims of a 
Cartesian demon, or brains in a vat. 

But although virtue epistemology has initial 
plausibility, it faces at least two substantial objec
tions. I tum to those objections now. 

II Objections to Virtue Epistemology 

1 The evil demon problem for virtue epistemol
ogy 

The first objection faced by virtue epistemology is 
that (VE) seems too strong. This objection arises if 
we think that positive epistemic status is closely 
related to epistemic justification. More specifi
cally, it seems possible that an epistemic agent 
could be justified in believing that p, even when 
her intellectual faculties are largely unreliable. 
Suppose, for example, that Kathy is the victim of 
a Cartesian deceiver. Despite her best efforts 
almost none of Kathy's beliefs about the world 
around her are true. It is clear that in this case 
Kathy's faculties of perception are almost wholly 
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unreliable. But we would not want to say that none 
of Kathy's perceptual beliefs are justified. If Kathy 
believes that there is a tree in her yard, and if she 
bases this belief on the kind of experience usually 
caused by trees, then it seems that she is as justi
fied as we would be regarding a similar belief. The 
problem for virtue epistemology is to account for 
this intuition. There is something about Kathy's 
belief which is epistemically valuable, i.e. valuable 
in a way which is relevant for having know
ledge. Yet it is clear that Kathy's belief is not the 
result of a cognitive virtue in the sense defmed by 
(V). 

Sosa's strategy for addressing the evil demon 
problem is to make justification relative to an 
environment. Thus Sosa recognizes that there is 
something valuable about Kathy's belief, even 
though that belief has its origin in wholly unreli
able cognitive faculties. What is valuable about 
Kathy's belief, Sosa argues, is that it is produced 
by cognitive faculties which would be reliable in 
our environment. 

On the present proposal, aptness is relative to an 

environment. Relative to our actual environment 
A, our automatic experience-belief mechanisms 
count as virtues that yield much truth and jus
tification and aptness. Of course, relative to the 
demonic environment D, such mechanisms are 
not virtuous and yield neither truth nor aptness. 
It follows that relative to D the demon's victims 
are not apt, and yet relative to A their be/iefi are 

apt. 1 

The above proposal by Sosa is an interesting 
one, but some questions arise. First, couldn't we 
construct the example so that Kathy's cognitive 
mechanisms are not reliable relative to our envir
onment? Thus suppose that Kathy is a brain in a 
vat, hooked up to a super computer which causes 
her to have experiences exactly similar to the 
experiences that I am having now. If in these 
circumstances Kathy forms the belief that there 
is a glass of water on the table in front of her, her 
belief should be as justified as is my belief that 
there is a glass of water on the table in front of me. 
But if Kathy were in my environment her cognit
ive faculties would not be reliable at all, and in fact 
would be incapable of connecting her with reality 
at all. For if Kathy were in my environment, rather 
than hooked up to a super computer, she would 
lack the faculties for producing experiences. She 
would be a helpless brain on a desk. 
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Or suppose that Kathy's powers of reasoning are 
helped by her vat environment. We may imagine 
that Kathy's natural reasoning mechanisms are 
defective, but that the fluids in the vat serve to 
correct the defect. Thus inside the vat environ
ment Kathy is a flawless reasoner. But if Kathy 
were in a normal environment, i.e., inside a normal 
head with normal sensory apparatus, her reasoning 
mechanisms would be defective and thus unreli
able. Now suppose that Kathy believes that the 
house in front of her was built before 1900, and 
that she believes this partly on the basis of her 
present experience and partly on the basis of 
her reasoning from this experience. It seems to 
me that Kathy could be perfectly justified in this 
belief, even though she is a brain in a vat and the 
cognitive mechanisms which produce her belief are 
not reliable. However, the mechanisms which pro
duce Kathy's belief are not reliable relative to our 
environment either, since in our environment 
Kathy would lack the vat fluids which correct her 
cognitive defects. 

Sosa might attempt to solve the problem as 
follows. We could define environments very spe
cifically, so as to include being in a normal head, 
etc., and then define sets of circumstances in terms 
of experiential and doxastic inputs. Cognitive 
mechanisms would then be dispositions to form 
certain beliefs in a field, given certain experiential 
and doxastic inputs. We could then say that what 
is valuable about Kathy is not that she would have 
virtues if she were in our environment, but that the 
cognitive mechanisms she does have in her envir
onment would be virtues in our environment. 2 

I take it that there are at least two problems with 
the latest proposal: one for Sosa's positions in 
particular; and one for virtue epistemology in gen
eral First, Sosa's position requires an epistemic 
perspective on one's own cognitive virtues in order 
to have reflective justification, and in order to 
solve the generality problem. 3 But it is implausible 
that the typical believer has such a perspective 
when virtues are defined in terms of experiential 
inputs. I take it that the experience-belief pairs 
that would describe a reliable mechanism must be 
very detailed regarding the quality of the experi
ences involved. But in the typical case there is no 
such detailed perspective on even our present 
experiences, much less the range of our possible 
experiences. 

Second, Sosa's account of what is valuable about 
Kathy's belief assumes that Kathy's cognitive 
mechanisms would be reliable in our environment. 

But this assumes that our cognitive mechanisms 
are reliable in our environment. We think Kathy is 
reliable because she is like us in relevant respects, 
and we think we are reliable. But suppose we are 
victims of an evil deceiver, or that we are brains in 
a community vat. Then Kathy's mechanisms are 
no more reliable in our environment then they are 
in hers. And thus, according to Sosa's account, 
Kathy's beliefs are not justified relative to our 
environment. But this seems wrong - there 
seems to be something valuable about Kathy's 
beliefs whether or not she or we are victims of an 
evil deceiver. There is something epistemically 
important about the way her and our beliefs are 
formed, whether or not they are formed via cog
nitive faculties which are objectively reliable rela
tive to our environment. 

We can pursue this point by considering the 
second of our two objections to virtue epistemol
ogy. 

2 The problem of epistemic i"esponsibility 

The second objection to be considered is that (VE) 
is too weak. Specifically, we can imagine cases 
where S's cognitive faculties are highly reliable 
with respect to his belief that p, but where S is 
epistemically irresponsible in believing that p. 
Such a case may arise when S has substantial but 
misleading evidence against his belief that p. 

Consider the case of Mary, who is in most 
respects a normal human being. The relevant dif
ference is that Mary's cognitive faculties produce 
the belief in her that there is a tiger nearby when
ever there is a tiger nearby, and even in cases 
where Mary does not see, hear or otherwise per
ceive a nearby tiger. Mary's brain is designed so as 
to be sensitive to an electromagnetic field emitted 
only by tigers, thus causing her to form the rele
vant belief in the appropriate situation, and with
out any corresponding experience, sensory or 
otherwise. We can imagine that this cognitive fea
ture was designed by natural processes of evolu
tion, or that it was literally designed by a 
beneficent creator, one who realizes that tigers 
are dangerous to beings like Mary and who there
fore wishes to equip her with a reliable warning 
device. Now suppose that a tiger is walking nearby, 
and that Mary forms the appropriate belief. Add 
that Mary has no evidence that there is a tiger in 
the area, nor any evidence that she has such a 
faculty. Rather, she has considerable evidence 



against her belief that there are tigers in the area. 
Clearly, Mary's belief that there is a tiger nearby 
does not have positive epistemic status in this 
situation, even though the belief is caused by 
properly functioning faculties in an appropriate 
environment. Mary does not know that there is a 
tiger nearby. Again, the explanation for this is that 
Mary's belief is epistemically irresponsible. Given 
the way things look from Mary's point of view, she 
ought not to believe that there is a tiger nearby. 

Sosa's strategy for addressing this kind of exam
ple recognizes the importance of S's point of view 
by invoking S's epistemic perspective. Sosa makes 
a distinction between animal knowledge and 
reflective knowledge. For animal knowledge, it is 
sufficient that S's true belief be caused by a reliable 
faculty. For reflective knowledge, we must add 
that S has a true grasp of the fact that her belief 
is grounded in a reliable cognitive faculty. This 
grasp must in turn result from a faculty of facul
ties, which gives rise to the required epistemic 
perspective. 

For one is able to boost one's justification in 
favor of P if one can see one's belief of P as in a 
field F and in circumstances C, such that one 
has a faculty (a competence or aptitude) to 
believe correctly in field F when in conditions 
C. . . . One thereby attributes to oneself some 
intrinsic state such that when there arises a 
question in field F and one is in conditions C, 
that intrinsic state adjusts one's belief to the 
facts in that field so that one always or very 
generally believes correctly. 4 

According to Sosa, to 'see' one's belief that p as 
in a field and circumstances and to 'attribute' to 

oneself reliability in that field and those circum
stances, is to have true beliefs to that effect, where 
those true beliefs are themselves products of a 
cognitive virtue. And now we may see how this 
position can be applied to the case above. Accord
ing to Sosa, Mary has animal knowledge but not 
reflective knowledge. Further, he can say that 
Mary's belief is reflectively unjustified, since her 
belief actually conflicts with her epistemic per
spective on her faculties. 

But the problem with this proposal is that we 
seldom have such beliefs about our beliefs and 
about our cognitive faculties. In the typical case, 
we have no beliefs at all about the sources of our 
beliefs, or about our reliability in particular fields 
and circumstances. 

Virtues and Vices of Virtue Epistemology 

Or at least this is so for occurrent beliefs. Is it 
plausible that we typically have such beliefs dis
positionally? Where we do have such a disposi
tional perspective, the field and circumstances 
that perspective specifies are probably the wrong 
ones. Specifically, to the extent that I attribute to 

myself certain cognitive faculties, those faculties 
are specified much too broadly to be of any use. 
For example, consider my belief that there is a 
glass of water on the table. In the typical case I 
have no occurrent beliefs about the source of this 
belief in a given cognitive virtue. Let me now 
consider any dispositional beliefs I might have. 
After considering the issue for a moment, it occurs 
to me that my belief about the glass is the result of 
sight. But if you ask me to get very specific about a 
field of propositions F, or a set of circumstances C, 
such that I am highly reliable in that field when in 
those circumstances, I am at a loss. I simply do not 
have very specific beliefs in this area, nor is it 
plausible that such beliefs are available disposition
ally if only I think about it a little more. 

We may conclude that in the typical case a 
believer will not have a true grasp of the inventory 
of cognitive faculties she possesses, nor will she 
have a perspective on which faculty is responsible 
for producing the particular belief in question. On 
the other hand, there does seem to be something 
importantly right about Sosa's proposal. I want to 

argue that Sosa is right to invoke S's point of view 
as an important element for having knowledge, but 
that he invokes S's point of view in the wrong 
sense. Below I will develop a different sense in 
which Mary's belief is correct or appropriate 
from her point of view, and I will argue that this 
is the sense which is relevant for having know
ledge. 

III An Internalist Version of Virtue 
Epistemology 

We have said that (VE) fails to take into account an 
important kind of epistemic value. Namely, (VE) 
fails to recognize the importance of S's beliefbeing 
correct or appropriate from S's point of view. One 
way in which this lack presents itself is in the evil 
demon problem. Virtue epistemology fails to 
recognize an appropriate sense in which S's beliefs 
might be epistemically valuable, even if those 
beliefs result from wholly unreliable cognitive 
faculties. Another way in which this problem pre
sents itself is in examples which show that (VE) is 



John Greco 

too weak. There are cases where S's true belief is 
the result of a reliable cognitive faculty, but where 
S lacks knowledge because S's belief is somehow 
inappropriate from S's point of view. 

Sosa tries to address the latter problem by 
invoking the idea of an epistemic perspective. 
The problem with this proposal is that the relevant 
perspective is lacking in the typical case. It is 
implausible that believers typically have a true 
grasp of their cognitive faculties, or a true grasp 
of which faculty has produced a particular belief. 
Below I want to develop a different understanding 
of what it means for a belief to be correct or 
appropriate from S's point of view. I will then 
argue that virtue epistemology can be 
amended so as to incorporate this understanding, 
and I will defend the theory of knowledge which 
results. 

1 Norm internalism 

Norm internalism is the pos1t1on that justified 
belief is the result of following correct epistemic 
norms, or correct rules of belief formation and 
maintenance. More exactly, 

(NI) S is epistemically justified in believing that p 
if and only if S's believing that p is in con
formance with the epistemic norms which S 
countenances, and the history of S's belief 
has also been in conformance with those 
norms.5 

It will be necessary to say more about two of the 
central notions involved in (NI): the notion of a 
belief being in conformance with an epistemic 
norm, and the notion of an epistemic norm being 
countenanced. I begin with the latter. 

We may get an idea of what it is to countenance 
an epistemic norm if we consider the following 
example. Suppose that Jane, who is not very 
good at math, bases her belief in a complicated 
theorem on a set of axioms which do in fact 
support the theorem. But suppose that she 
does so not because she sees the supporting 
relation, but because she has reasoned invalidly 
from the axioms to the theorem. Obviously Jane 
is not justified in her belief that the theorem is 
correct. 

What is required for Jane to be justified in 
believing the theorem? What is it that justification 
requires but Jane lacks? A plausible suggestion is 
that Jane must be sensitive to the inference relation 

between her theorem and the axioms on which she 
bases the theorem. Just what this sensitivity 
amounts to, however, is not easy to state. For 
although we are often 'aware' that some set of 
evidence supports a conclusion, it is not easy to 

state what this awareness consists in. 
One suggestion is that Jane must believe that 

her conclusion follows from her evidence. But this 
is obviously too weak. For Jane could believe that 
her conclusion follows from her evidence even if 
she has reasoned fallaciously and has no real 
insight into how her conclusion follows from her 
evidence. Alternatively, one might suggest that 
Jane must believe that the relevant general rule of 
inference is correct, and that her inference is an 
instance of the general rule. But this suggestion is 
too strong. Typically only logicians have beliefs 
about the deductive rules which govern our rea
soning, and it is agreed on all sides that no one has 
successfully characterized the rules which govern 
our non-deductive reasoning. But if we typically 

do not have beliefs about the rules which govern 
correct reasoning, how are we to understand our 
sensitivity to such rules? 

I suggest that although we do not typically have 
beliefs about such rules, we do countenance such 
rules in our reasoning. In other words, we follow 
such rules when we reason conscientiously, 
although the way in which we follow them does 
not involve having beliefs about them, either 
occurrent or dispositional. Thus the way in 
which we countenance rules of reasoning is analo
gous to the way we countenance other action-gov
erning norms. The norms which govern good 
hitting in baseball, for example, are countenanced 

by good hitters when they are batting conscien
tiously. But this does not mean that all good hitters 
are capable of articulating those norms, or other
wise forming true beliefs about them. Not all good 
hitters make good hitting coaches. In fact, it is 
possible for a good hitter to form false beliefs 
about the norms which he countenances when he 
is actually playing. 

So although we do not typically have beliefs 
about the norms which govern our beliefs, we do 
countenance certain norms and not others. The 
norms that we countenance are the norms that 
we follow when we reason conscientiously. And 
thus it makes perfect sense to say that someone is 
reasoning in a way that he does not countenance. 

. This is in fact what happens when we form our 
beliefs hastily, or fall into wishful thinking, or are 
swayed by our prejudices. 



I now turn to the notion of a beliers being in 
conformance with a norm. The notion can be made 
more clear by considering a distinction common in 
moral philosophy. It is common for moral philo
sophers to make a distinction between acting in 
accordance with one's duty and acting for the sake 
of one's duty. In the former case one's actions 
happen to coincide with one's duties. In the latter 
case one's actions are performed because one has 
certain duties. And now a similar distinction can 
be made with respect to our believings. While 
some of our beliefs are merely in accordance with 
the norms of belief formation which we counten
ance, others of our beliefs are in conformance with 
those norms in the following sense; they arise, at 
least partly, because we countenance certain norms 
and not others. The latter beliefs are accepted (at 
least partly) because we follow certain norms when 
we are reasoning conscientiously. 6 

Notice that the position articulated in (NI) is 
not subject to the objections raised against Sosa's 
idea of an epistemic perspective. Thus the position 
does not require that S have beliefs about which 
norms she countenances, or about which norms are 
involved in the formation of a particular belief. All 
that is necessary is that S does in fact countenance 
the relevant norms, and that S's belief is in fact in 
conformance with those norms. Second, the pre
sent position explains what is valuable about the 
beliefs of the victim of the evil deceiver. In the case 
of the evil deceiver, Kathy's beliefs are justified 
because they are in conformance with the rules of 
belief formation and maintenance which Kathy 
countenances. Finally, the account explains why 
Mary's beliefs do not amount to knowledge. Even 
though Mary's belief results from a reliable tiger
detecting faculty, Mary's belief is not in accord
ance with the norms which Mary countenances. 
Presumably, Mary councenances norms which dis
allow believing that tigers are present in the 
absence of any evidence to that effect, or in cases 
where one has considerable evidence against that 
belief and no evidence in favor of it. 7 

2 Norm internalism applied to virtue episte
mology 

We may see how the present position can be used 
to amend virtue epistemology if we make a dis
tinction between a virtue and the basis for that 
virtue. We have been understanding virtues as 
abilities, and we have been understanding abilities 

Virtues and Vices of Virtue Epistemology 

as stable dispositions to achieve certain results 
under certain conditions. But then the same virtue 
might have different bases in different subjects. 
Thus the ability to absorb oxygen into the blood 
has a different basis in fish than it does in human 
beings. Similarly, the ability to roll down an 
inclined plane has a different basis in a pencil 
than it does in a baseball. Now, according to 
Sosa, the basis for a cognitive virtue is the inner 
nature of the cognitive subject. Thus Sosa refers to 

the subject's inner nature explicitly in his latest 
account: 'One has an intellectual virtue or faculty 
relative to an environment E if and only if one has 
an inner nature I in virtue of which one would 
mostly attain the truth and avoid error in a certain 
field of propositions F, when in certain conditions 
C.'s 

A different proposal would be that the basis for 
cognitive virtues, at least where knowledge is con
cerned, must be S's conformance to the epistemic 
norms which S countenances. On this proposal 
cognitive virtues relevant to knowledge are 
grounded in conscientious belief formation and 
maintenance, rather than in an unchanging inner 
nature. 

Perhaps the following analogy will clarify the 
present proposal. Pitching machines and Nolan 
Ryan both have the ability to throw baseballs at 
high speeds. But the basis of this virtue in the 
pitching machine is different from the basis of 
the virtue in Ryan. Moreover, the basis for the 
virtue in the machine is the machine's inner nat
ure; given the way that the machine is constructed 
and given the appropriate conditions, the machine 
throws baseballs at high speeds. The basis of the 
same virtue in Ryan is of a different s0rt; Ryan's 
ability to throw baseballs is based in Ryan's con
formance to the norms governing good throwing. 
A person might have the same inner nature as 
Ryan and not have the ability to throw baseballs 
because that person fails to conform to the proper 
norms. Consider that Ryan himself would not 
throw baseballs at high speeds if he did not con
form to the norms of good throwing. 

The analogy should be obvious. I am suggesting 
that knowers are more like Ryan than like pitching 
machines. Specifically, I am suggesting that the 
virtues associated with knowledge have their 
bases in conformance to relevant norms rather 
than in a fixed inner nature. 9 

Applying norm internalism to virtue epistemol
ogy results in the following account of positive 
epistemic status: 
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(VEI) S's belief that p has positive epistemic sta
tus for S if and only if 

(i) S believes that p; 
(ii) S's believing that p is the result of a 

reliable cognitive virtue V of S; and 
(iii) S's virtue V has its basis in S's con

forming to epistemic norms which S 
countenances. 

3 (VE/) defended 

According to (VEI), knowledge is true belief which 
results from a cognitive virtue, where this virtue 
has its basis in S's conforming to epistemic norms 
which S countenances. Thus on the present 
account, knowledge is virtuous in both a subjective 
and an objective sense. Knowledge is virtuous in a 
subjective sense in that knowledge is belief which 
is correct or appropriate from S's point of view. 
And this means that in cases of knowledge S's 
belief is in conformance with the rules of belief 
formation and maintenance which S countenances. 
Knowledge is virtuous in an objective sense in that 
belief which is knowledge is the result of a reliable 
cognitive faculty. Further, the two ways in which 
knowledge is virtuous are related. In cases of 
knowledge, a belief is objectively virtuous because 
it is subjectively virtuous. In other words, in cases 
of knowledge the basis of S's objectively reliable 
cognitive virtue is in S's conformance to the 
epistemic norms which S herself countenances; 
reliability results from responsibility. 

We may now see that (VEI) avoids the two 
objections raised against virtue epistemology as 
defined by (VE). Because (VEI) recognizes an 
internalist element in knowledge, (VEI) explains 
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what is valuable about the beliefs of the victim of 
an evil deceiver. Namely, someone whose cognit
ive faculties are made wholly unreliable by an evil 
deceiver might nevertheless reason in conformance 
with the norms that she countenances. Thus the 
victim of an evil deceiver might have beliefs which 
are subjectively responsible, even if they are not 
objectively reliable. Second, (VEI) avoids the 
counterexamples which show that (VE) is too 
weak. Specifically, (VEI) requires epistemic 
responsibility for positive epistemic status. And 
this requires that S's belief be correct or appro
priate from S's point of view, in the sense defined 
by norm internalism. 

Thus (VEI) avoids the two objections raised 
against (VE). Does (VEI) still have the attractive 
features which we attributed to virtue epistemol
ogy at the beginning of the paper? (VEI) continues 
to explain nicely why beliefs caused by perception 
and memory often have positive epistemic status, 
while beliefs caused by wishful thinking and 
superstition do not. But it has the added advantage 
of explaining why not all reliable cognitive facul
ties give rise to positive epistemic status. Thus it 
explains why Mary's tiger-detecting faculties do 
not. Second, the theory continues to give us a 
basis for answering certain kinds of skepticism. 
Thus it continues to explain why we would lack 
knowledge if we were brains in a vat, or victims of 
a Cartesian demon, and why we do not lack know
ledge so long as this is not the case. (VEI) in fact 
nuances our answer to skepticism by explaining 
what is epistemically valuable about the beliefs of 
victims trapped in the skeptical scenarios. 

We may conclude that (VEI) retains all the 
advantages of (VE), while avoiding problems 
which (VE) cannot. 

5 This position is defended in detail in my "lnternal
ism and Episremically Responsible Belief," Synthese 

85 (1990), pp. 245~ 77. 
6 For a similar distinction, see John Pollock, Contem

porary Theories of Knowledge (Totowa, NJ: Rowman 
and Littlefield 1986), p. 168. 

7 Of course questions remain. For example, it is plau
sible that a person's norms will change and even 
conflict over time. How does this effect epistemic 
responsibility? There is also the problem of "norm 
schizophrenia," or the problem of conflicting norms 
ar the same time. Finally, it might be thought that the 
above account leads to an unacceptable kind of epis-



temic relativism. I address all of these questions in 
my "lnternalism and Epistemically Responsible 
Belief." There I conclude that a) responsibility con
cerns conformance to one's present norms; b) when 
present norms conflict responsibility requires that 
none of S's norms disallow S's belief; and c) the 
only kind of relativism involved is harmless, and 
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should be expected given the analogy to moral 
responsibility. 

8 Sosa, "Intellectual Virtue in Perspective," p. 284. See 
also Sosa's definitions on pp. 286-9. 

9 Perhaps I should say "rather than merely in a fixed inner 
nature," since it is possible that S's conformance to 
relevant norms is itself based in a deeper inner nature. 
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Introduction 

The epistemic contextualist's answer to the skeptic: 
is a unique blend: it is a concession and an attrilm
tion vf el'Ttlr. Consider the basic fonn of the skep
tical argument as formulated b}· Keith DeRose, 
with "II" standing in for some sentence describing 
a skeptical hypothesis and "0'" for a sentence 
describing an ordinary state or affairs' 

I don't knuw that not-H 
2. lfl don't know thar not-H, then I don't knO\lo 

thatO. So, 
C. I don't knuw that 0. 

In reply ro the skeptic, the cuntexrualisr refuses IO 

deny either or the premises, and indeed does 001 
denv rhc conclusion. This is the concession. Yc1 
the ~keptlc is charged w11h the error of not seeing 
the implications of the context-sensitiviry of 
knuwlc:dge clauns, of supposing that knowledge 
claims are false in all contexts, C\len in ordinary 
contexts (jUite apart from an} skeptical challenge. 
The truth of the matrer, savs the contextualist, is 
rhat rhe skeptic's dialecti~I challenge raises the 
standards for truly atmbuting knowledge. Still, 
in many ordinary contexts, lower standards are in 
place, making rrue knowledge a1mbu1ions not only 
possible but commonplace 

This is the contextualisr reply to the skeptic, in 
broad outline As is pointed out effectively by 
DeRose, putting flesh un the bones of tlus view 
requires describing rbe mechanisms by which the 
standards for lnlly ascribing knuwledge are raised 
and lo'o11ered. The task of providing such desaip
tions, or course, introduces a danger of generating 
incorrect predictions regarding the truth-values of 
knowledge claims in \'arious hypothetical situa
lions. In his conlriburion, Stewart Cohen argues 

that this is the sort of di(ftculty that undermine~ 
David Lewis's recent contextualist account 

Keith DeRose takes as his starring pomt Robert 
Nozick's insight that knowledge is impurtanll} 
connected to sensitivity Why am I unable to 
know my lottery ticket is a loser n:gardle~s of 
how large rhc lottery pool is - unable, that is, 
1mt1l I hear the official announcements of the wm
ner? The probability that my ril.let IS a loser gi\•en 
that it is one of a million (vr more) is much grtaur 

than the probability that the announcer is telling 
the truth. NoziLk answers: before but nm after you 
hear the announcement your belief is insensitive; 
had your t1eke1 nol ~n a loser, you would ha\·e 
still beliel.·ed 1twas. 

Nonetheless, DeRose shies away from the pure 
aensirivity account because it fails lO rule out, and 
even licenses, what he calls ''abominable conjunc
tions." The.'ie an: conjunctions of the form "I 
!,;now that P but I don't know that not-Q," where 
P entails not-Q. "Straight" solutions to lhc sl..ep
tical problem, which gwe up {2) m the argumenl 
abo\·e, are forced to admit the truth of the abom
inable "I know that 0 but I don't know rhat not
H." These fly in the face of our intuitions, and 
should be regarded as false in every context. 

DeRose is therefore: constrained not to lcx:atc 
the source of the context-dependence m the con
dirional premise, (2). He locates the source, 
ins1ead, in the assen1on of(I) itself The effect of 
denying knowledge 1s to require thcreaf1er a srron
ger epistemiL position for J..nO\\·lc:dge than was 
required before. It is this nouon of s1rength of 

epmtn11c poslllon that receives an accounl in terms 
of sensiti,.·ity. We judge relative s1rength or epis
temic posirions when we judge 1hc truth-values of 
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conditionals of the form "If I know that P, then I 
know that Q," e.g., "If I know that I own a cat, 
then I know that I own an animal," as well as those 
of their converses. What guides us in judging such 
conditionals true or false, moreover, are facts about 
the distance from actuality (if any) that would be 
required for the belief/fact link to be broken. 
Thus, a cat-owner S's epistemic position with 
respect to "I know I own an animal" will be 
stronger than his epistemic position with respect 
to "I know I own a cat," since one would have to 
look farther from actuality to find a possible world 
in which S believes falsely that he has a cat than 
one would to find a world in which S believes 
falsely that he has an animal. Sensitivity then 
enters as a limit to which the standards for 
strength of epistemic position can be raised. This 
is precisely the contextual feature that the skeptic 
exploits. By claiming that one lacks knowledge, 
say, that one is not a brain in a vat, the skeptic 
raises the contextual standards so high as to 
require sensitivity to the truth of the proposition 
that one is not a brain in a vat. But once the sphere 
of relevant worlds is so far extended, one's belief 
that one has hands will not match the facts across 
all the worlds. One's epistemic position with 
respect to one's belief that one has hands, after 
all, is not as strong as it is with respect to one's 
belief that one is not a brain in a vat. (This is a 
noteworthy claim in light of the fact that Dretske, 
Nozick, and others insist that while we may know 
that we have hands, we certainly do not know that 
we are not brains in vats.) 

David Lewis's contextualism takes off from the 
intuitive infallibilist claim that one knows that p 
just in case one's evidence eliminates all possibilit
ies in which not-p. This does not lead to skepti
cism (in all contexts), however, because the scope 
of "all" is taken to be contextually restricted. 
Thus, Lewis adds to this biconditional, sotto voce, 
"-Psst! - except for those possibilities that we are 
properly ignoring." A significant portion of 
Lewis's paper is then devoted to listing rules that 
determine at least partially what can and cannot be 
properly ignored. Corresponding to the traditional 
triad of requirements for knowledge, truth, belief, 
and justification, we encounter a pair of rules: the 
actuality and the belief rules. If a possibility is 
actual (believed by the subject to be actual), it 
cannot be properly ignored. Prominent among 
the other rules listed are the rules of resemblance 
and attention. The rule of resemblance states that 
if a possibility saliently resembles another possibil-

ity, rhen if one cannot be properly ignored neither 
can the other. The rule of attention states that if a 
possibility is attended to, it cannot be properly 
ignored. This framework is then applied to three 
kinds of problem: skepticism, the lottery problem, 
and the Gettier problem. The application to skep
ticism appeals to the rule of attention. To truly 
claim that S knows that p after the mention of the 
appropriate skeptical possibility, S's evidence 
would have to eliminate the skeptical possibility 
attended to, which it will not do. Applied to lottery 
and Gettier cases, the rules of actuality and resem
blance come to the forefront. Since the possibility 
in which S has rhe winning ticket is saliently 
similar to actuality (whatever actuality may be), 
the possibility of having a winner is not properly 
ignored. Thus, the knowledge attribution will be 
false. Similarly, since the possibility in which 
neither Nogot nor Havit owns a Ford salie~tly 
resembles actuality, it is not properly ignored. 
Here, too, the knowledge attribution will be false. 

Stewart Cohen argues that Lewis's rules 
wrongly assimilate the Gettier problem to the lot
tery problem and skepticism. The salience of 
resemblance requirement is appropriate in regard 
to the latter cases, but not the former. To establish 
this, Cohen first distinguishes between speaker
sensitive and subject-sensitive rules for properly 
ignoring possibilities, noting that the rule of salient 
resemblance is both speaker-and subject-sensitive. 
He then examines the consequences. Suppose S 
sees a sheep-shaped rock on a hill, and taking the 
rock to be a sheep comes to believe that there is a 
sheep on the hill. As it turns out, there is in fact a 
sheep behind the rock, out of S's view. Now an 
attributor who knows all these facts will find the 
possibility that S sees a sheep-shaped rock on a 
sheepless hill salient, but one who views the scene 
from a different angle may not realize that Sis in 
fact seeing a rock. The second attributor will not 
find salient the possibility just mentioned, nor any 
other possibility like it. In fact, then, the second 
attributor can truly attribute knowledge to S. 
Since facts about salience vary from attributor to 
attributor, facts about whether it's true to say of 
someone in a Gettier case that she has knowledge, 
too, will vary. 

Cohen argues that this result is implausible in 
the face of our stable disposition to deny know
ledge to subjects in Gettier cases. A contextualist 
theory should appeal to speaker-sensitive rules 
only when our intuitions vacillate. We do vacillate 
about the truth of skeptical claims and about the 



truth of knowledge attributions in certain lottery 
cases, such as that of Lewis's Poor Bill: "Pity poor 
Bill! He squanders all his spare cash on the pokies, 
the races, and the lottery. He will be a wage slave 
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Solving the Skeptical Problem 

Keith DeRose 

I The Pw.zle of Skeptical Hypotheses 

Many or 1he most celebrated, intriguing, and 
powerful skeptical arguments proceed by means 
of skeptical hypotheses. Brutally pared to their 
bares! essentials, the}' are roughly of the following 

form, where "0" is a proposition about the ener
nal world one would vrdinarily think one know~ 
(cg., I have hands1

} and "H'" is a suitablv chosen 
slr.eptic:al hypothesis (e.g., I am a bodiless brain in a 

\'at wbo has been dectrochemically stimulated to 

have precisely those sensory expeneoces I've had, 
henceforth a "BIV"2): 

The Argumenl from Ignorance (Al)~ 

I. I don'r know that not-H. 
2. If I don't Imo.,., 1ha1 not-H, then 1 don't 

know that D. So, 
C. I don't knuw that 0 4 

Setting a~idc the disrracring side issues rhat 

immediately 1hrcarcn from all direc!lons, and 
ket:ping Al in this stark, uncomplicai:ed form, I 
\\Ill, m what follows, preSt:nt and derend, at least 
in broad outline, the cu1Tc.ct solution to the puzzle 
AI confronts us with. And AI does present us with 
a puzzle, because, for n.asons we'll invmigate in 
later sections, each of" its premises 1s mitially plau
sible, when His well chosen. For however improb
able or even bizarre it may seem tu suppose that I 
am a BIV. it also seems that I dun't know that I'm 
nut one How rnuld I knov. such a tlung? And. ii 

Originally published in The Pl!lkJsophK;al Review :104, 1 
(1995), pp. 1-7, 17-52: copyrlght Cornell University, 
reprinl:er:l by permission of the publisher and the author. 

also seems that 1r, for aU I knuw, I am a BIV, then I 
don't know that I ha11e hands. How could I know 
that I have hands 1r, for all I know, I'm bodiless 
(and then:fore handless)? But, at the same time, it 
initially seems that I do know that I ha,·e hands. So 

two plausible premises yiekl a cunclusicm whose 
negation we also find plausible. So something 
plausible has to go. But what? And equally impon
antly, how? 

To be sure, the premises are only plausible, not 
rompelling Thus, we will alwa)s have recourse to 
the Moorean reaction to this argument: Declare 
that it is more certain that one knows that one has 
hands than it is that either or the Jlfemises of the 
argument is true (much less that their c:onjuncrion 
is rrue), and lherdOn: reject one of those premises, 
rather than accept the conclusion. But also a\·ail
able is the .skeptical reaction, which is to accept the 
conclusicm. 

But we should hope for a better treatment of the 
argument than simpl} choosing which of the thre;
indiviclually lllauslble llropositions the two pre
mises and the negation or the conclusion - seemS 
least certain and rejecting it on the grounds thM 
the other two are true. In M:Cking a .solution to this 
lluzzle, we should seek an explanatron of how we 
fell into this skeptical trail in the first place, and 
nm settle for makmg a simple choice among three 
distasteful ways out of the trail We must explain 
how two premises that together yield a conclusion 
we find so incn:dible can themselves seem so plau
sible to us. Only with such an explanation in lllace 
can we proceed with confidence and with under
s1aru:ling to free our.;e(,·es from the trap. 

ManyorthoseworkingonAI in recent years 

seem to have understood this. s And_~~~ ~d-



news to report: Substantial progress towards 
finally solving this skeptical puzzle has beerf· 
made along two quite different fronts. The bad 
news is that, as I shall argue, neither approach 
has solved the puzzle. But the culminating good 
news is that, as I will also argue, the new solution I 
present here, which incorporates important aspects 
of each of the two approaches, can finally solve this 
perennially thorny .philosophical .~r_()blem. While 
more details and precision will be called for in the 
resulting solution than I will provide, there will be 
enough meat on the bones to make it plausible that 
the fully articulated solution lies in the direction I 
point to here. 

In sections 2-4 of this paper, I explQi;e the 
contextualist approa~h to the problem of skepti
cism, and show why it has thus far fallen short of 
solving the puzzle.~In sections 3-7, I turn to 
Robert Nozick's attempt to solve our puzzle. 
Since the shortcomings of Nozick's treatffient of 
knowledge and skepticism have been, at least to my 
satisfaction, duly demonstrated by others, it will 
not be my purpose here to rehearse those short
comings, but rather to explore and expand upon 
the substantial insight that remains intact in 
Nozick's account. In sections 8-14, I present and 
defend my own contextualist solution.! which I 
argue is cheoest solution to our puzzle. Since, as 
I argue in sections 12-14, the skeptic's own solu
tion, according to which we accept Al's conclu
sion, is among the solutions inferior to the one I 
present, AI does not successfully support that 
conclusion. 

2 Contextualist Solutions: The Basic 
Strategy 

Suppose a speaker A (for "attributor") says, "S 
knows that P," of a subject S's true belief that P. 
According to contextualist theories of knowledge 
attributions, how strong an epistemic position S 
must be in with respect to P for A's assertion to be 
true can vary according to features of A's conver
sational context. 6 

Contextmtlist theories of knowledge attributions 
have almost in':'_ariably been developed with an eye 
toward proVldin~ some kind of answer to philoso
phical skepti~ For skeptical arguments like AI 
threaten to show, not only that we fail to meet very 
high requirements for knowledge of interest only 
to misguided philosophers seeking absolute cer
tainty, but that we don't meet even the truth con-
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ditions of ordinary, out-on-the-street knowledge 
attributions. They thus threaten to establish the 
startling result that we never, or almost never, 
truthfully ascribe knowledge to ourselves or to 
other mere mortals. 

But, according to contextualists, the skeptic, in 
presenting her argument, manipulates the seman
tic standards for knowledge, thereby creating a 
context in which she can truthfully say that we 
know nothing or very little.7 Once the standards 
have been so raised, we correctly sense that we only 
could falsely claim to know such things as that we 
have hands. Why then are we puzzled? Why don't 
we simply accept the skeptic's conclusion and 
henceforth refrain from ascribing such knowledge 
to ourselves or others? Because, the contextualist 
continues, we also realize this: As soon as we find 
ourselves in more ordinary conversational con
texts, it will not only be true for us to claim to 
know the very things that the skeptic now denies 
we know, but it will also be wrong for us to deny 
that we know these things. But then, isn't the 
skeptic's present denial equally false? And 
wouldn't it be equally true for us now, in the 
skeptic's presence, to claim to know? 

What we fail to realize, Jtccording to the con
textualist solution, is tha.!_ the skeptic's present 
denials that we know various things are perfectly 
compatible with our ordinary claims to know those 
very propositions. Once we realize this, we can see 
how both the skeptic's denials of knowledge and 
our ordinary attributions of knowledge can be 
correct. 

Thus, it is hoped, our ordinary claims to know 
can be safeguarded from the apparently powerful 
attack of the skeptic, while, at the same time, the 
persuasiveness of the skeptical argument is 
explained. For the fact that the skeptic can invoke 
very high standards that we don't live up to has no 
tendency to show that we don't satisfy the more 
relaxed standards that are in place in more ordin
ary conversations and debates. 

Three important points about contextualist stra
tegies as described above should be made before I 
move on. First, this type of_ strategy will leave 
untouched the timid skeptic who purports by AI 
merely to be establishing thC-weak claim that in 
~O!!le (perhaps "high" or ''Jilij.losophical") sense 
(perhaps induced by the presentation of AI) we 
don't know the n;~vant o~ while not even pur
porting to establish the bold thesis that our ordin
ary claims to know that same proposition are false. 
Whether such a timid skeptical stance is of any 
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interest is a topic for another paper. The context
ualist strategy is important because AI initially 
seems to threaten the truth of our ordinary claims 
- it threatens to boldly show that we've been 
wrong all along in thinking and saying that we 
know this and that. For it doesn't seem as if it's 
just in some "high" or "philosophical" sense that 
Al's premises are true: They seem true in the 
ordinary sense of "know." In fact, one is initially 
tempted to say that there's no good sense in which 
I know that I'm not a BIV or in which I can know I 
have hands if I don't know that I'm not a BIV. 
How (and whether) to avoid the bold skeptical 
result is puzzle enough. 
_ Second, in presenting the contextualist strategy, 
I have above assumed a skeptic-friendly version of 
contextualism - one according to which the philo
sophical skeptic can (fairly easily), and does, suc
ceed in raising the standards for knowledge in such 
a way as to make her denials of knowledge true. 
Some contextualists may think that it's not so easy 
to so raise the standards for knowledge, and that a 
determined opponent of the skeptic can, by not 
letting the skeptic get away with raising them, keep 
the standards low. But the important point is to 
identify the mechanism by which the skeptic at 
least threatens to raise the standards for know
ledge. Whether the skeptic actually succeeds 
against a determined opponent in so raising the 
standards is of little importance. To safeguard 
ordinary claims to know while at the same time 
explaining the persuasiveness of the skeptical argu
ments (which is the goal of his strategy), the con
textualist can provisionally assume a skeptic
friendly version of contextualism, leaving it as an 
open question whether and under which condi
tions the skeptic actually succeeds at raising the 
standards. The contextualist's ultimate point will 
then be this: To the extent that the skeptic does 
succeed, she does so only by raising the standards 
for knowledge, and so the success of her argument 
has no tendency to show that our ordinary claims 
to know are in any way defective. 

Third, AI can be puzzling even when one is not 
in the presence of a skeptic who is presenting it. 
The argument has about the same degree of intuit
ive appeal when one is just considering it by one
self, without anybody's saying anything. But the 
contextualist explanation, as described above, 
involves the standards for knowledge being chan
ged by what's being said in a conversation.8 For 
the most part, I will frame the contextualist expla
nation in terms of such conversational rules, 

largely because that's what been done by my·con
textualist predecessors, with whom I want to make 
contact. But we must realize that the resulting 
solution will have to be generalized to explain 
why the argument can be so appealing even when 
one is considering it in solitude, with nothing 
being said. The basic idea of the generalization 
will take either or both of the following two 
forms. First, it can be maintained that there is a 
rule for the changing of the standards for know
ledge that governs the truth conditions of our 
thoughts regarding what is and is not known that 
mirrors the rule for the truth conditions of what is 
said regarding knowledge. In that case, an analogue 
of the contextualist solution can be given for 
thought, according to which the premises and 
conclusion of AI are truly thought, but my true 
thought that, say, I don't know that I have hands, 
had when in the grip of Al, will be compatible with 
my thought, made in another context, that I do 
know that very thing. Second, our judgment 
regarding whether something can or cannot be 
truly asserted (under appropriate conditions) 
might be held to affect our judgment regarding 
whether it's true or false, even when we make this 
judgment in solitude, with nothing being said at 
all. That the premises of AI could be truly 
asserted, then, makes them (at least) seem true 
even when they're just being thought. 

My own solution will employ the basic context
ualist strategy explained in this section. But, as 
should be apparent already, we haven't explained 
the persuasiveness of Al, and thus haven't solved 
our puzzle, if we haven't located and explained the 
conversational rule or mechanjsm by which the 
skeptic raises (9r threatens to raise) the standards 
for knowledge. _And here contextualists have had 
little to offer. 

3 The Subjunctive Conditionals 
Account (SCA) of the Plausibility of Al's 
First Premise 

The main stumbling block of other contextualist 
solutions has been a failure to explain what it is 
about skeptical hypotheses that makes it so plau
sible to suppose that we don't know that they're 
false. This point of weakness in the contextualist 
solutions is the particular point of strength of 
Nozick's treatment Qf AI in his Philosophical 
Explanatiom (1981). In this and the following 



three sections I'll present and defend the 

Subjunctive Conditionals Account (SCA) of the 

~plausibility of Al's first premise, which I've 

abstracted from Nozick's account of knowledge 

and skepticism. 
According to SCA, the problem with my belief 

that I'm not a BIV - and I do have such a belief, as 

do most of us - is that I would have this belief (that 

I'm not a BIV) even if it were false (even ifl were 

one). It is this that makes it hard to claim to know 

that I'm not a BIV. For, according to SCA, we 

have a very strong general, though not exception

less, inclination to think that we don't know that P 

when we think that our belief that P is a belief we 

would hold even if P were false. Let's say that S's 

belief that P is imensitive if S would believe that P 

if P were false. SCA's generalization can then be 

restated as follows: We tend to judge that S doesn't 

know that P when we think S's belief that P is 

insensitive. 
As is well worth noting, this general inclination 

explains the operation of nonphilosophical skepti

cal hypotheses that are far less radical than the BIV 

hypothesis or even the painted mule hypothesis. 

Just so, it serves to explain why, even though I feel 

inclined to say that I know the Bulls won their 

game last night because I read the result in a single 

newspaper, I still feel strongly pulled toward 

admitting the (mildly) skeptical claim that I don't 

know that the paper isn't mistaken about which 

team won: I realize that my belief that the paper 

isn't mistaken is a belief I would hold even if it 

were false (even if the paper were mistaken). 

Indeed, after encountering a couple of instances 

of AI with different skeptical hypotheses plugged 

into the "Jr' slot (for example, the BIV, the 

painted mules, and the mistaken paper hypoth

eses), one develops a sense of what makes for an 

effective skeptical hypothesis and, thus, an ability 

to construct convincing instances of AI oneself. To 

make Al's second premise convincing, it is usually 

sufficient (though not necessary) that H be incom

patible with 0. But what about the first premise? 

To make it convincing, we instinctively look for a 

hypothesis that elicits in the listener both the belief 

that the hypothesis doesn't obtain and an acknow

ledgement that this belief is one she would hold 

even if the hypothesis did obtain. 
Upon hearing the hypothesis, typically one can't 

help but projecting oneself into it. How would 

things seem to me if that situation obtained? 

Well, pretty much (or sometimes exactly) as they 

actually seem to me. And, so: what would I believe 
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if such a "strange" situation obtained? Pretty 

much (or exactly) what I actually believe. For 

example, and in particular, if I were a BIV, I 

would believe every bit as firmly as I actually do 

that I wasn't one. But if this belief is one I would 

hold even if it were false, how can I be in a position 

to tell that, or discern that, or know that, it's true? 

As I've just hinted, a similar explanation, in 

terms of subjunctive conditionals, can explain the 

plausibility of the other ways we feel inclined to 

describe our seem!,ngly limited epistemic position 

vis-:l-vis effective skeptical hypotheses. Consider 

especially the description involving "ruling out." 

In a normal zoo setting, most of us would take 

ourselves to know that the animals in the zebra 

cage are zebras. From this, it seems, we should be 

able to infer that they're not cleverly painted 

mules, since zebras aren't mules. So why are we 

reluctant to count our seeing the zebras and per

forming this inference as a case of ruling out the 

painted mule hypothesis? Because, the explanation 

goes, even after performing the inference, it still 

seems we would believe the observed animals 

weren't painted mules if they were precisely that. 

Why does it seem we can't tell that they're not 

painted mules? Because we would believe they 

weren't even if they were. Ditto for why we see

mingly can't discern that they're not and why it 

seems we can't distinguish their being cleverly 

painted mules from their not being such, etc. 

Also worth noting is the usefulness of SCA in 

exJiiaining our reluctance to ascribe knowledge in 

ce!tain lottery situations. Even where the odds of 

your being a loser are astronomically high (there 

are 20 million tickets, only one of which is a 

winner, and you have but one ticket), it can seem 

that you don't know that you're a loser of a fair 

lottery if the winner hasn't yet been announced. 

SCA accounts for this seeming: Your belief that 

you're a loser is one you would hold even if you 

were the winner. 
SCA is a powerful explanation. But there are 

problems. As I suggested above, there are excep

tions to the general inclination to which SCA 

appeals: There are cases in which it seems to us 

that some s aoes know that p even though we 

judge that S would believe that P even if P were 

false. Some of these exceptions will be quickly 

discussed in sections 4 and 5 below. The first 

and main point to make regarding such exceptions, 

of course, is that this very general inclination 

needn't be exceptionless to perform the explanat

ory role SCA assigns it. In section 6 we will see 
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strong grounds for endorsing SCA as being at least 
on the righc track despice the exceptions to che 
generalization co which it appeals. But these 
exceptions are still worth examining, for chey will 
indicace certain important directions in which 
SCA can be improved, even though we won't be 
in a position to make SCA ideally precise here. 

4 SCA, Grandmothers, and Methods 

First, then, consider a case discussed by Nozick: 

A grandmother sees her grandson is well when 
he comes to visit; but if he were sick or dead, 
others would tell her he was well to spare her 
upset. Yet this does not mean she doesn't know 
he is well (or at least ambulatory) when she sees 
him. (1981, 179) 

Here, it seems, the grandmother knows her grand
son is well, though it can seem that she doesn't 
satisfy the third condition of a preliminary form of 
Nozick's analysis of S knows that P, which is: 

(3) If p weren't true, S wouldn't believe that p. 

Nozick's response is to relativize this third condi
tion to the method by which S has come to believe 
that P, yielding: 

(3) If p weren't true and S were to use M to 
arrive at a belief whether (or not) p, then S 
wouldn't believe, via M, that p (179), 

where "M'' is the method by which S has come to 
believe that P.9 

Unlike Nozick, I'm not presenting an analysis of 
propositional knowledge. But his grandmother 
case also seems to be an exception to the general 
inclination SCA appeals to: Here we're not at all 
inclined to think the grandmother doesn't know 
her grandson is well, even though it can seem that 
if he weren't well, she would still believe he was. 
The generalization SCA utilizes says that we tend 
to judge that S doesn't know where S does not 
satisfy Nozick's third condition for knowledge. 
One possibility here is to follow Nozick very 

closely by modifying that generalization so that it 
refers to Nozick's modified, rather than his origi
nal, third condition, and thus, like Nozick, expli
citly relativizing our account to the method by 
which S believes that P. 

Often, though, contexc takes care of this for us. 
Even to one aware of the likelihood that the grand
mother's family would have kept her in the dark 
about her grandson's condition were he not well, ic 
can seem that even Nozick's initial formulation of 
the third condition for knowledge is mer by the 
grandmother. On one way of evaluating that sim
ple conditional, it seems that if the grandson were 
not well, the grandmother would not believe he 
was well. After all, she's looking right at him! 
The standard possible-worlds semantics for coun
terfactual conditionals can illuminate what's going 
on here. When one searches for the possible worlds 
most similar co the actual world in which the 
grandson is not well, the respects in which the 
possible worlds are to resemble the actual world 
is a highly context-sensitive matter. Especially 
where the context focuses one's attention on the 
grandmother and her cognitive and recogn~tional 
abilities, one can place heavy weight upon similar
ity with respect to the method she is using to arrive 
at her belief, and then it can seem that in the 
closest world in which the grandson is not well, 
she's looking right at him apd seeing that he's not 
well, and so does not believe he is well. On this way 
of evaluating the conditional, the grandmother does 
satisfy even the initial formulation of Nozick's 
third condition, and she's no counter-example to 
the generalization utilized by SCA. But, in evalu
ating that simple conditional, one can also stress 
other similarities, particularly ones involving the 
propensities and plans of the various family mem
bers_( or whatever facts ground the judgment that if 
her grandson weren't well, the grandmother would 
be effectively lied to), to reach the verdict that if 
he were not well, she would believe that he was 
well. 

We can sharpen SCA ~y s~cifying that we tend 
to judge that S doesn't knaw when she fails to 
satisfy Nozick's initial formulation of (3), where 
(3) is evaluated in such a way that heavy emphasis 
is put upon similarity with respect to the method 
of belief formation utilized by S, or, following 
Nozick, we can insert a specification of the method 
into the antecedent of (3). 10 But in neither case is 
this to make a very precise modification; rather, it 
merely indicates _tl_ie direction.Jn which a more 
precise account 11!.igbt lie, for any such.!!_se of the 
notion of methotJL.._of belief formation in our 
account invites .:!......l!!>st of qu~tions {many of 
which Nozick wrestles with) involving how 
such methods are .to be specified and individu
ated. · 



5 SCA and Some Skeptical Hypotheses 
That Don't Work 

Certain instances of AI aren't very persuasive. The 
first premise of the argument can be quite uncon
vincing despite the fact that SCA predicts that 
we'd find it plausible. Suppose, for instance, that 
in an attempt to show by AI that I don't know I 
have- hands, a skeptic utilizes, instead of the BIV 

.hypothesis, the following simple H: I falsely 
believe that I have hands. The resulting instance 
of AI seems to pack little or no more punch than a 
simple skeptic's unsupported claim that I don't 
know I have hands. It's at the first premise that 
this ill-fated instance of AI fizzles. But my belief 
that I don't falsely believe that I have hands is 
insensitive: If this belief were false (if I did falsely 
believe that I have hands) I would still believe it 
was true (I'd still believe that I don't falsely believe 
that--.1 have hands). Likewise insensitive is my 
~lie(that the following hypothesis is false: I'm 
an intelligent dog who's always incorrectly think
ing that I have hands. If this belief of mine were 
false (if I were such a deluded intelligent dog) I'd 
still believe it was true (I'd still believe that I 
wasn't such a creature). So SCA, as it has so far 
been formulated, predicts that it will seem to us 
that the above beliefs don't amount to knowledge 
and that we'll find plausible the first premise of AI 
that results when the above hypotheses are used. 
But in fact these instances of Al's first premise are 
far from convincing. As opposed to the BIV 
hypothesis, it seems that one does know that the 
deluded dog hypothesis and the simple false belief 
hypothesis are false. 

Again, the main point to make here is that 
SCA's generalization needn't be exceptionless to 
be explanatory. While a more precisely 
Chisholmed refinement of SCA might not have 
the negations of these ineffective /I's as instances 
of those propositions it says we tend to judge we 
don't know, I'll here just make a preliminary 
observation as to what might be going wrong. 
Part of the problem with these "hypotheses" is 
that they don't give us much of an idea of how I 
come to have the false belief they assign to me. 
Hypotheses are supposed to explain; skeptical 
hypotheses should explain how we might come to 
believe something despite its being false. The first 
of these hypotheses simply stipulates that I'm 
wrong about my having hands, without indicating 
how I came to be so sadly mistaken. The second 
adds to the first that I'm a dog, which adds little to 
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our understanding of how my mistake about hav
ing hands came about. B)'_ contrast, wlu:n we 
encounter effective skeptical hypotheses, __ ~e have 
some understanding of how (if His true) we have 
come to falsely believe that 0. If either of our 
ineffective hypotheses is filled in so as to make it 
clear to us how I came to falsely believe I have 
hands, it becomes effective. 

SCA's generalization was this: We tend to judge 
that S doesn't know that P when we think that S's 
belief that Pis insensitive (when we think that S 
w.ould believe P even if P were false). The limita
tion of SCA's generalization that's suggested by 
these cases is this: We don't so judge ourselves 
ignorant of P where not-P implies something we 
take ourselves to know to be false, without provid
ing an explanation of how we came to falsely 
believe this thing we think we know. Thus, I 
falsely believe that I have hands implies that I 
don't have hands. Since I do take myself to know 
that I have hands (this belief isn't insensitive), and 
since the above italicized proposition doesn't 
explain how I went wrong with respect to my 
having hands, I'll judge that I do know that 
proposition to be false. But this again is just a 
preliminary statement, and there's room for a lot 
more refinement here. What we need now is 
some assurance that we're -headed in the right 
direction. 

6 SCA Confirmed 

Such assurance is to be found by considering what 
it would take to make it seem to us that we do know 
skeptical hypotheses to be false. 

But let's first reconsider the lottery case. As 
noted above in section 3, we are puzzlingly reluct
ant to claim knowledge in certain lottery situa
tions. The explanation provided by SCA for this 
phenomenon is intuitively appealing: It does seem 
that the fact that we would believe that we were 
losers even if we were winners is largely what's 
behind our judgment that we don't know we're 
losers. SCA receives further powerful support 
when we consider the grounds that do seem to us 
sufficient for knowledge of one's being a loser. In 
the lottery situation, even a very minute chance of 
being wrong seems to deprive one of knowledge. 
But if we're going to worry about even such min
ute chances of error, then why does it seem that 
you do know you're a loser after the winning 
number has been announced on the radio and 
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you've compared the numbers on your ticket with 
the sadly different numbers announced? After all, 
radio announcements can be in error; what you're 
hearing may not be a real radio announcement but 
the voice of a friend who's rigged up a practical 
joke; you might be sufferjng from some weird 
momentary visual illusion and misreading the 
numbers on your ticket; and so forth. All very 
remote possibilities, to be sure. But, since we're 
already countenancing even the most m_inute 
chances of error, why don't these possibilities rob 
us of knowledge even after the announcement has 
been made and heard? 

don't seem to know they're not painted mules 
simply by looking at them, I could, it seems, get 
to know this if I undertook some special investiga
tion - perhaps, as has been suggested in the litera
ture (Stine 1976, 252), one involving paint 
remover. Which special investigations would do 
the trick (and under which circumstances would 
they)? A survey of various scenarios yields an 
impressive correlation: The investigations that 
would seemingly allow me to know that the an
imals aren't painted mules would also affect our 
judgment as to the truth value of the subjunctive 
conditional so critical to SCA. Once I have com-

SCA's explanation of why we don't think we pleted the investigation, it seems that I, like the 
know before the announcement is made is that we zoologist, would not believe that the animals 
at that time judge that if we weren't losers, we'd weren't painted mules if in fact they were. Like-
still believe that we were. Note that once you've wise, by checking appropriately independent 
heard the announcement of the winning numbers sources, I could get myself into a position in 
and compared them with the numbers on your which I seemingly would know that the newspaper 
ticket, it no longer seems that if you had been the isn't mistaken about whether the Bulls won last 
winner, you'd believe you were a loser. Rather, we night. But the checks that would seemingly allow 
judge that in that case you'd now believe you were this knowledge would also make it seem that ifthe 
the winner or would at least be suspending judg- paper were mistaken, I would not believe it wasn't. 
ment as you frantically double-checked the match. Again and again, SCA posits a certain block to our 
It's very impressive that the very occurrence that judging that we know, and the changes that 
would suffice to make it seem to us that you do would clear the way for om judging that we 
know you're a loser (the radio announcement) also know also remove this block. This makes it diffi-
reverses our judgment regarding the truth of the cult not to believe that SCA is at least roughly 
conditional appealed to in SCA to explain why it correct. 
seems to us that you don't know before the In the case of the BIV hypothesis, it's hard to 
announcement is made. The occurrence which test SCA in this way, for '',s difficult to ima$ine a 
gets us to judge that we know here also removes situation in which it seems i' subject does 'know 
what SCA posits as the block to our judging that that she's not a BIV. But this only confirms SCA: 
we know. This is an indication that SCA has While it's difficult to imagine a situation in which 
correctly identified the block. one seems to know that one's not a BIV, it's like-

SCA '!ii;rii~!IY pr_9_".ides a _verf__ intuitively__ wise difficult to imagine circumstances in which 
appealing exphmation for why it seems to us__that the block SCA posits is removed. It's difficult, that 
we don't know that skeptical hypotheses are false, is, to imagine a situation in which someone 
as was also noted in section 3. It again receives believes they're not a BIV but in which the condi-
powerful further confirmation as we look to cases tional If S were a BIV, then S would believe she 
in which one seemingly does know that a skeptical wasn't a B/Visn't true. For, as the BIV hypothesis 
hypothesis doesn't obtain (cases in which skeptical is formulated, one's brain is electrochemically sti-
hypotheses that are ordinarily effective fail to be mulated so that one has precisely those sensory 
effective). The boastful zoologist I have introduced experiences one actually has had. But wouldn't 
elsewhere [who invokes his extensive knowledge of one then have formed precisely those beliefs that 
zebra and mule anatomy), it seems, knows that the one actually has formed, including the belief that 
animals in the zebra cage are not cleverly painted one's not a BIV? 
mules, while I, it seems, do not. But the very It seems that this explanation, SCA, for the 
anatomical knowledge that seemingly enables him plausibility of Al's first premise must be (at least 
to know they're not painted mules also has the roughly) correct and, therefore, that it points to 
consequence that if the animals were cleverly part of the solution to our puzzle. 
painted mules, the zoologist, unlike me, would Indeed, some readers will wonder why I have 
not believe that they weren't. And although I claimed only that our general tendency not to 



count insensitive beliefs as instances of knowledge 
explains that premise's plausibility and have 
stopped short of accepting sensitivi~ as a neces
sary condition for knowledge11 and therefore sim
ply endorsing that first premise as true. Bue while 
we've just seen strong grounds for simply· accept
ing Al's first premise, chere are also strong 
grounds for accepting Al's second premise and 
for accepting che denial of its conclusion. We 
have to stop short somewhere; we can't simply 
accept all three members of this triad as true. To 
solve chis puzzle, I'll claim that Al's first premise, 
while not simply true, is true according to unu
sually high standards for krlowledge. But, I'll 
argue, my solution explains why that premise 
seems true and, more generally, why sensitivity 
seems necessary for knowledge. If my solution 
provides che best explanation for how all chree 
members of our puzzling triad seem true, that 
will be good reason for stopping short where my 
solution tells us to, rather than where one of its 
inferior rivals - bold skepticism, for example -
tell~ us to. 

7 Nozick's Own Solution and the 
Abominable Conjunction 

;• 1 

' Nozick's.-·<>wn treatment of AI, from which SCA 
was abstracced, fails. This treatment is based on 
Nozick's account of knowledge as true, sensitive 
belief, where, very roughly, one's true belief chat 
P is sensitive to che truch value of P if one would 
not have believed that P if P had been false. 12 

Thus, Nozick's treatment of AI involves accepting 
che sk"Cptic's first premise. But, at che same time, 
and much more unfortunately, it also involves 
denying che second. You don't know chat you're 
not a BIV, Nozick claims, because any belief you 
might have to this effect is insensitive: You would 
have held chis belief even if it were false (even if 
you were a BIV). By contrast, Nozick claims, your 
belief chat you have hands is a sensitive belief: If it 
were false - if you didn't have hands - you would 
not hold it. So you do know you have hands even 
chough you don't know that you're not a BIV. The 
skeptic's mistake - che second premise - is sup
posing that you can know you have hands only if 
you also know chat you're not a BIV. 

Or so Nozick claims. This is not the place for a 
general evaluation of Nozick's analysis of proposi
tional knowledge, so let us confine ourselves to che 
results of chis analysis as applied to che beliefs in 

Solving the Skeptical Problem 

question in AI. Here Nozick's account does very 
well in issuing the intuitively correct verdict for 
che relevant particular judgments regarding what 
is known and what is not. Most of us would judge 
that we do know such things as that we have 
hands, and chis is Nozick's verdict. And, when a 
skeptical hypothesis is well chosen, it does seem 
quite plausible to most of us chat we don't know 
that it doesn't obtain. But chere are thre~ relevant 
issues to our puzzle: Is the first premise of AI true? 
Is che second premise true? Is the concluSjon true? 
And it's easy to endorse che intuitively correct 
answer to two out of che three questions if you're 
willing to cake the implausible stand on the 
remaining one. 

Nozick takes his implausible stand on che issue 
of the second premise, denying it in che face of its 
evident intuitive appeal. 13 Accepting his treatment 
involves embracing the abominable conjunction 
that while you don't know you're not a bodiless 
(and handless!) BIV, still, you know you have 
hands. Thus, while his account does quite well 
on the relevant particular intuli:ions regarding 
what is and isn't known, it yields an intuitively 
bizarre result on the col)lparative judgment the 
second premise embodies.14 -· 

As promised, I won't here rehearse the powerful 
objections to Nozick's analysis of propositional 
knowledge that have been put forward, 15 but, 
assuming that chis analysis isn't independently 
convincing before we turn to the problem of skep
tical hypotheses, 16 we're left wich little reason to 

follow Nozick in choosing to take an implausible 
stand precisely where he has rather than someplace 
else. ' 

I 
This leaves us in a bind. For, as we saw in 

sections 3 and 6 above, SCA is quite powerful. 
That explanation is that we realize that any belief 
we might have to the effect that an (effective) 
skeptical hypothesis doesn't obtain is insensitive, 
and we're inclined to chink that insensitive beliefs 
don't constitute knowledge. How can we appro
priate that explanation wichout following 
Nozick in having to implausibly deny che second 
premise of AI and embrace the abominable con
junction? 

8 Strength of Epistemic Position and 
Al's Second Premise 

Here's how: by incorporating SCA into a context
ualist solution to our puzzle that avoids such a 
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fumbling of Ars second premise. Indeed, I pro
pose a very strong endorsement of that second 
premise. 

Recall that according to contextualist theories of 
knowledge attributions, how strong a subject's 
epistemic position must be to make true a speak
er's attribution of knowledge to that subject is a 
flexible matter that can vary according to features 
of the speaker's conversational context. Central to 
comextualism, then, is the notion of (relative) 
strength of epistemic position. In presenting and 
defending contextualism, I've found that most lis
teners feel that they understand pretty well what's 
meant when I claim, for instance, that sometimes 
the standards for knowledge are higher than usual, 
or that in some conversational situations one's 
epistemic position must be stronger than in ot_hers 
to count as knowing. But it would be good to 
clarify this important notion of strength of episte
mic position as best we can by, for instance, sup
plying an intuitive test for when one epistemic 
position is stronger than another. The best such 
device is that of comparative conditionals. One can 
have a variety of grounds for assenting to condi
tionals like If Mugsy is tall, then Wilt is tall, and If 
Wilt is not tall, then Mugsy is not tall. But one very 
good basis for assenting to these conditionals is the 
comparative knowledge that Wilt is at least as tall 
as Mugsy. Likewise, where S is a putative subject 
of knowledge, P is a true proposition that S 
believes, and A and B are situations in which S is 
found, we can have similarly comparative grounds 
for assenting to conditionals of the form If S knows 
that P in A, then S knows that P in B. In such a 
case, the comparative grounds for our assent is our 
realization that S is in at least as strong an epistemic 
position with respect to P in situation B as he is in 
with respect to that same proposition in situation 
A, and this comparative conditional serves as a 
good intuitive test for that comparative fact: It 
brings that fact to light. 

So, for instance, to borrow some examples from 
Alvin Goldman (1976), let Henry be our subject, 
and let What Henry is seeing is a barn be the thing 
Henry putatively knows. Both in situation F (for 
"fakes") and in situation N ("no fakes"), Henry is 
driving through the countryside and, having no 
reason to think there's anything unusual going 
on, very firmly believes, and ·'takes himself to 
know, that the object he's seeing is a barn. And 
indeed, in both cases, it is a barn. But in F, 
unbeknownst to him, Henry is in an area that is 
filled with very convincing fake barns - papier-

mache barn fa~des. In fact, we may suppose that 
Henry has just been fooled more than twenty times 
by such fakes, although he's now looking at the 
only actual barn for miles around, and so this time 
truly believes that what he's seeing is a barn. N is 
exactly like F, except that there are no fakes in the 
area - the things Henry has taken to be barns have 
all actually been barns. With regard to these exam
plesl the conditional If Henry knows in F, then he 
knows in ·N seems to get the comparison right, 
indicating that Henry's in at least as strong an 
epistemic position in situation N as he js in situa
tion F. The evident failure of If Henry knows in N, 
then he knows in F to get the comparison right 
shows that Henry's not in as strong a position to 
know in Fas in N. Together, these results indicate 
that Henry's in a stronger epistemic position in N 
than'in F. 

As is important to our discussion of Al's second 
premise, comparative coiiditionals can similarly be _ 
used to test the relative strength of epistemic posi
tion of a single subject with respect to different 
propositions that subject believes in the same situa:
tion: Thus, the intuitive correctness of If S knows 
that P;7/ien-S 1enows that Q and If S doesn't 

~ know that Q then S doesn't know j~at P can 
indicate that S is in at least as strong an epistemic 
position with respect to Q as she's in with respect 
to~" -

Sometimes no clear verdict results when we 
attempt to evaluate a conditional in this comparat
ive way, for the good reason that it's unclear how 
the two epistemic positions we're evaluating com
pare with one another. Thus, if we compare a 
situation in which Henry has a good look at the 
barn but in which there are a couple of fake barns 
several miles away that Henry hasn't encountered 
with a situation in which there are no fakes at all in 
Henry's vicinity but in which he doesn't have 
quite as good a look at the barn, the relevant 
conditionals can be difficult to evaluate. But, in 
many instances, some of the relevant conditionals 
are clearly true on comparative grounds. 

Such is the case with instances of Al's second 
premise, where the skeptical hypothesis is well 
chosen. They seem true and are true, I suggest, 
for just this comparative reason: As we realize, we 
are in at least as good a position to know that the 
hypothesis is false as we're in to know the targeted 
piece of presumed ordinary knowledge.18 Let's 
look briefly at some instances. Recall the 
following epistemologically perplexing pairs of 
propositions: 



not-H 0 

I'm not a BIV. I have hands. 
Those animals aren't just Those animals are zebras. 

cleverly painted mules. 
The paper isn't mistaken The Bulls won last night. 

about whether the Bulls 
won last night. 

Given natural background assumptions, we can 
sense that the following comparative fact holds 
for each of the above pairs: I am in no better a 
position to know that 0 than I am in to know that 
not-H. This comparative fact is revealed in each 
case by the highly plausible conditional that is Al's 
second premise: lfl don't know that not-H, then I 
don't know that 0. Closely tied to that comparac
ive fact in each case is che related and intuitively 
compelling realization chat it would be no wiser to 
bet one's immortal soul on O's being crue than to 

bet it on not-Hs being true. 
I propose chen to accept the relevant conditional 

with respect to each of che above pairs, and to 
accept och~r convincing instances of Al's second 
premise. Indeed, these conditionals are true 
regardless of how high or low the standards for know
ledge are set. Just as the comparative fact that Wilt 
is at least as tall as Mugsy has the result that the 
conditional If Wilt is nfil tall, then Mugsy is not tall 
will be true regardless of how high or low che 
standards for Jallness are set so che comparative 
fact that I'm in at least as strong an epistemic 
position wich respect to not-H as I'm in with 
respect to 0 will result in If I don't know that 
not-H, then I don't know that 0 being crue regard
less of how high or low the standards for know
ledge are set. Thus, we will never have to follow 
Nozick in accepting che abominable conjunction: 
that conjunction is false at any epistemic standard:-

Wich that ringing endorsement of Al's second 
premise anchored firmly in place, we can return to 
che first premise, hoping to incorporate SCA into a 
contextualist account of that premise's plausibility. 

9 Strength and Sensitivity 

As has.become very apparent, two notions that are 
central to my attempt to solve our puzzle are, on 
the one hand, the Nozickean notion of the sensi
tivity of beliefs and, on the other, !he notion. of 
strength of epistemic position. While both notions 
stand in need of a good deal of sharpening and 
explanation (only some of which they'll receive 
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here), we've already obtained interesting results 
applying chem to che epistemologically perplexing 
pairs of propositions displayed above. In each case, 
one's belief in 0 is sensitive, while one's belief in 
not-His insensitive. Yet, at che same time, one is 
in at least as strong an epistemic position with 
respect to not-Has one is in wich respect to 0. 

For each of che second and third pairs of pro
positions, one could gather further evidence, 
strengthen one's epistemic position wich respect 
to both not-H and 0, and make even one's belief 
that not-H sensitive. But even before this further 
evidence is gachered, one's belief that 0 is already 
sensitive, despite the fact that one is in no stronger 
an epistemic position with respect to this 0 than 
one is in with respect to not-H. (Wich respect to 
the first pair of propositions, it is difficult to ima
gine a situation in which one is in such a strong 
position with respect to one's not being a BIV that 
this belief is sensitive.) 

This leads us to an important insight regarding 
skeptical hypotheses: _One's epistemic position 
with respect to propositions to the effect that 
skeptical hypocheses don't hold must be stronger 
than it is with respect to ocher, more ordinary 
propositions (e.g., our above Os) if belief in such 
propositions is to be sensitive. 

An explanation of our two central notions in 
terms of possible worlds will provide a partial 
and quite rough-and-ready, but still somewhat 
enlightening, picture of how chis situation can 
arise. An important componenc of being in a 
strong epistemic position with respect to P is to 

have one's belief as to whether Pis true match the 
fact of che matter as to whether P is true, not only 
in the actual world, but also at the worlds suffi
ciently close to the actual world. That is, one's 
belief should not only be true, but should be non
accidentally crue, where this requires one's belief 
as to whecher P is true to match che fact of the 
matter at nearby worlds. The further away one can 
get from the actual world, while still having it be 
the case that one's belief matches che fact at worlds 
that far away and closer, the stronger a position 
one is in wich respect to P. (Recalling the results of 
section 4, we should remember either to restrict 
our attention solely to those worlds in which che 
subject uses the same method of belief-formation 
she uses in che actual world, or to weigh similarity 
wich respect to the subject's mechod very heavily 
in determining che closeness of possible worlds to 
che actual world.) If the cruth-tracking of one's 
belief as to whether P extends far enough from . 
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actuality to reach the closest not-P worlds, then 
one doesn't believe that Pin those closest not-P 
worlds, and one's belief that P is sensitive. But 
how far from actuality must truth-tracking reach -
how strong an epistemic position must one be in -
to make one's belief that P sensitive? That, of 
comse, depends on how distant from actuality 
the closest not-P worlds are. 

Consider my belief that I have hands. I believe 
this at the actual world, and it's true. What's more, 
in the other nearby worlds in which I have hands, I 
believe that I do. There are also, at least in my own 
case, some alarmingly close worlds in which I 
don't have hands. These include worlds in which 
I lost my hands years ago while working on my 
uncle's garbage truck. In the closest of these not-P 
worlds, I'm now fully aware of the fact that I'm 
handless, and my belief as to whether I have hands 
matches the fact of the matter. My belief as to 
whether I have hands doesn't match the fact in 
various worlds in wliich I'm a BIV, of course, but 
these are very distant. While there are closer 
worlds in which the match fails, it seems that in 
a fairly wide range of worlds surrounding the 
actual world, my belief as to whether I have 
hands does a good job of matching the fact of the 
matter. Thus, I'm in a pret!J strong epistemic 
position with respect to that matter. 

Now let P be I'm not a BIV. Where not-P (here, 
I am a BIV) is quite remote, one can be in a quite 
strong epistemic position with respect to P merely 
by believing that P in all the nearby worlds. As I 
do believe this P in such nearby worlds, I'm in a 
pretty strong epistemic position with respect to 
this P. This can occur, and in my case, does 
occur, even though one's belief as to whether P 
doesn't match the fact of the matter in the closest 
not-P worlds: Since even the closest of the not-P 
worlds are quite distant, one's belief as to whether 
P needn't match the fact of the matter that far 
from the actual world for one to be in a quite 
strong position with respect to P. 

But for one's belief that P to be sensitive, one 
must not believe that Pin the closest not-P worlds. 
Since skeptical hypotheses tend to fasten on some
what remote (and sometimes very remote) possi
bilities, then, one can be in a relatively (and 
sometimes a very) strong position with respect to 
beliefs to the effect that they don't obtain (since 
one's belief as to whether they obtain matches the 
fact of the matter over a wide range of worlds 
closest to the actual world), while these beliefs 
remain insensitive (since one would still believe 

that the hypotheses didn't obtain in the closest 
worlds in which they do obtain). By contrast, 
where P is such that there are both P and not-P 
worlds very ~lose to the actual world, one's belief 
that P must be sensitive (one must not believe that 
P in the closest not-P worlds) in order for one to 
be in even a minimally strong epistemic position 
with respect to P, and, conversely, one needn't be 
in a very strong position for one's belief to be 
sensitive. 

lO The Rule of Sensitivity and the 
Beginnings of a New Contextualist 
Solution· 

The important insight regarding skeptical hypoth
eses - that one's epistemic position with respect to 
propositions to the effect that skeptical hypotheses 
don't hold must b~ stronger than it is with respect 
to other propositions before beliefs in such propo
sitions can be sensitive - suggests a new context
ualist account of how, in presenting Al, the skeptic 
raises the standards for knowledge. Let's call the 
conversational rule this new account posits as 
the mechanism by which the skeptic raises the 
standards for knowledge the "Rule of Sensitivity." 
Although a more general formulation of this rule is 
desirable, I will here state it in such a way that it 
applies only to attributions (and denials) of knowl
edge, since such applications are what's needed to 
address the present puzzle.19 So limited, our rule 
is simply this: When it is asserted that some sub
ject S knows (or does not know) some proposition 
P, the standards for knowledge (the standards for 
how good an epistemic position one must be in to 
count as knowing) tend to be raised, if need be, to 
such a level as to require S's belief in that parti
cular P to be sensitive for it to count as knowledge. 
Where the P involved is to the effect that a skep
tical hypothesis does not obtain, then this rule 
dictates that the standards will be raised to a 
quite high level, for, as we've seen, one must be 
in a stronger epistemic position with respect to a 
proposition stating that a skeptical hypothesis is 
false - relative to other, more ordinary, proposi
tions - before a belief in such a proposition can be 
sensitive. 

A story in terms of possible worlds again pro
vides a rough-and-ready, but still perhaps enlight
ening, picture of how the Rule of Sensitivity 
operates. Context, I've said, determines how 
strong an epistemic position one must be in co 



count as knowing. Picture this requirement as a 
contextually determined sphere of possible worlds, 
centered on the actual world, within which a sub
ject's belief as to whether P is true must match the 
fact of the matter in order for the subject to count 
as knowing. (Given the results of section 4, we 
must again remember either to restrict our atten
tion solely to those worlds in which the subject 
uses the same method of belief formation she uses 
in the actual world, or to weigh similarity with 
respect to the subject's method very heavily in 
determining the closeness of possible worlds to 
the actual world.) Call this sphere the sphere of 
epistemically relevant worlds. As the standards for 
knowledge go up, the sphere of epistemically rele
vant worlds becomes larger - the truth-tracking of 
one's belief must extend further from actuality for 
one to count as knowing. Given this picture, the 
Rule of Sensitivity can be furmulated as follows: 
When it's asserted that S knows (or doesn't know) 
that P, then, if necessary, enlarge the sphere of 
epistemically relevant worlds so that it at least 
includes the closest worlds in which P is false. 

A powerful solution to our puzzle results when 
we follow the basic contextualist strategy (see sec
tion 2) and utilize this Rule of Sensitivity to 
explain how the standards for knowledge are raised 
by the skeptic's presentation of AI. While many 
noteworthy features and virtues ofthis solution are 
best explained by comparing it with the other 
proposed solutions to our puzzle, as I'll do in 
following sections, the basic idea of the present 
solution is this. In utilizing Al to attack our puta
tive knowledge of 0, the skeptic instinctively 
chooses her skeptical hypothesis, H, so that it 
will have these two features: (I) We will be in at 
least as strong a position to know that not-H as 
we're in to know that 0, but (2) Any belief we 
might have to the effect that not-H will be an 
insensitive belief (a belief we would hold even if 
not-H were false - that is, even if H were true). 
Given feature (2), the skeptic's assertion that we 
don't know that not-H, by the Rule of Sensitivity, 
drives the standards for knowledge up to such a 
point as to make that assertion true. By the Rule of 
Sensitivity, recall, the standards for knowledge are 
raised to such a level as to require our belief that 
not-H to be sensitive before it can count as knowl
edge. Since our belief that not-H isn't sensitive 
(feature (2)), the standards are driven up to such a 
level that we don't count as knowing that not-H. 
And since we're in no stronger an epistemic posi
tion with respect to 0 than we're in with respect to 
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not-H (feature (1)), then, at the high standards put 
in place by the skeptic's assertion of Al's first 
premise, we also fail to know that 0. At these 
high standards, the skeptic truthfully asserts her 
second premise (which, recall, is also true at lower 
standards), and then truthfully asserts Al's con
clusion that we don't know that 0. 20 This accounts 
for the persuasiveness of AI. But since, on this 
account, the skeptic gets to truthfully state her 
conclusion only by raising the standards for knowl
edge, AI doesn't threaten the truth of our ordinary 
claims to know the very Os our knowledge of 
which the skeptic attacks. For the fact that the 
skeptic can install very high standards that we 
don't live up to has no tendency to ~h.Qw -that we 
don't satisfy the more relaxed standards that are in 
place in more ordinary conversations and debates. 

11 Our New Contextualist Solution 
Clarified and Compared with the 
Straightforward Solution 

The puzzle of skeptical hypotheses, ·recall, con
cerns the premises of AI together with the nega
tion of its conclusion: 

l. I don't know that not-H. 
2. If I don't know that not-H, then I 

don't know that 0. 
not-C. I do know that 0. 

A solution to the puzzle must, of course, issue a 
verdict as to the truth of each of these three, but it 
must also explain why we find all of them plausi
ble. 

Let's be clear about what our present context
ualist solution has to say about each of these. Our 
verdict regarding (2) is that it's true regardless of 
what epistemic standard it's evaluat<;d at, so its 
plausibility is easily accounted for. But this, com
bined with __ a similarly enthusiastic endorsement of 
(I), would land us in bold skepticism. We avoid 
that fate by endorsing (I) as true, noi: at all stan
dards, but only at the unusually inflated standards 
conducive to skepticism. Thus, on our solution, we 
do know, for instance, that we're not BIVs, accord
ing to ordinary low standards for knowledge. But, 
though (I) is false when evaluated according to 
those ordinary low standards, we're able to explain 
its plausibility, as we've seen, by means of the fact 
that the high standards at which (I) is true are 
precisely the standards that an assertion or denial 
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of it put into play. Since attempts to assert (l) are 
bound to result in truth, and atte~s to deny it 
are destined to produce falsehood,_~t's no sur
prise that we find it so plausible. 

But what of (not-C)? On the present solution, 
claims to know ordinary propositions are true 
according to ordinary low standards but false 
according to the highly inflated standards that, 
by the Rule of Sensitivity, are put in place by the 
assertion of (l). (Not-C) seems plausible because 
it's true when evaluated at the standards most 
normally applied to it. But, it will be asked, why 
do we find these claims to know plausible even 
when we're in a context in which the skeptic has 
raised the standai:ds to such a level that these 
claims are false? A little caution is in order here. 
It's controversial just how intuitively correct (not
C) does seem to us in such a context. Most of us 
feel some ambivalence. Such ambivalence is to be 
expected whenever we're dealing with a puzzle 
consisting of mutually inconsistent propositions, 
all of which are individually plausible. For when 
the propositions are considered together, one will 
have this good reason for doubting each of them: 
that the others seem true. And it's difficult to 
distinguish the doubt of (not-C) that arises from 
this very general source (that its falsehood follows 
from other things one finds plausible) from that 
which arises from the fact that the standards are 
high. At any rate, the very strong pull that (not-C) 
continues to exert on (at least most of) us even 
when the standards are high is explained in the 
manner outlined in section 2: Even while we're in a 
context governed by high standards at which we 
don't count as knowing that 0, we at the same time 
realize that as soon as we find ourselves in more 
ordinary conversational contexts, it will not only 
be true for us to claim to know these very Os that 
the skeptic now denies we know, but it will also be 
wrong for us to deny that we know these things. 
It's easy, then, to think that the skeptic's present 
denial must be equally false and that it would be 
equally true for us now, in the skeptic's presence, 
to claim to know that 0. 

The verdicts the present solution issues regard
ing the truth values of the members of the triad are 
complicated by the fact that ours is a contextualist 
solution. Only (2) receives the same verdict 
regardless of what the epistemic standards are; 
the truth values of (l) and (not-C) vary with con
text. It's just this variance that our solution so 
essentially relies on in explaining how we fall into 
our puzzling conflict of intuitions. Noncontextu-

alist (henceforth, "straightforward") solutions, on 
the other hand, must choose one of the members of 
this triad to deny, claiming this loser to be false 
according to the invariant epistemic standards that 
govern all attributions and denials of knowledge: 
The "Moorean" solution in this way denies (l),22 

the "N6Zlckean" (2), and the "Bold Skeptical" 
solution tlius denies (noT-C), accepting that we 
speak falsely whenever, even in ordinary, nonphi
losophical discussions, we claim to know the 0 in 
question. 

From the perspective of our present context
ualist solution, each of these straightforward solu
tions results in part, of course, from a failure to see 
the truth of contextualism. But which straightfor
ward solution an invariantist confusedly adopts 
will depend on the standards that dominate her 
evaluation of our beliefs in 0 and in not-H. If her 
evaluation is dominated by the relatively low stan
dards that govern our ordinary, out-on-the-street 
talk of knowledge, she will end up a Moorean. If 
she evaluates the beliefs in question according to 
the high standards that are put into place by the 
skeptic's presentation of AI, bold skepticism is the _ 
result. The Nozickean solution ensues from eval
uating each belief according to the standards that __ 
would most often be used in evaluating that belief. 
For reasons we've seen, a claim to know (or an 
admission that one doesn't know) that a skeptical 
hypothesis is false will, by the Rule of Sensitivity, 
tend to invite a very high reading, at which the 
admission is true and the claim is false. But a claim 
to know that 0 doesn't so demand a high reading. 
From the present perspective, the Nozickean is 
reacting to the fact that one can usually truthfully 
claim that one does know that 0 and can usually 
truthfully claim not to know that not-H. What the 
Nozickean misses is how difficult it is to make 
these two claims together: once you have admitted_ 
that you don't know that not-H, it seems the 
reverse of intuitively correct to claim to know 
that 0, at least until the conversational air is 
cleared. 

To succeed, a straightforward solution must 
explain what leads our intuitions astray with 
respect to the unlucky member of the triad which 
that solution denies. Otherwise, we'll have little 
reason for denying just that member of the triad. 
Nozick himself provides no such explanation with _ 
respect to (2), parenthetically leaving this vital task 
to "further exploration,"23 and other Nozickeans, 
if any there be, have not, to the best of my know
ledge, progressed any farther along this front. 
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Mooreans, to the best of my knowledge, have fared 
no better in explaining why we're so reluctant to 
claim the status of knowledge for our insensitive 
beliefs. It's the defenders of bold skepticism 
who've made the most progress here. In the 
remaining sections, I'll explain why our contextu
alist solution is superior to that of the bold skeptic. 

12 Bold Skepticism and the Warranted 
Assertabil\,ty Maneuver 

c 
Almost of all of the time, it seems to almost all of 
us that we do know the Os that the skeptic claims 
we don't know. According to the bold skeptic, 
whenever we say or think that we know these 
things, we say or think something false. The bold 
skeptic thus implicates us, speakers of English, in 
systematic and widespread falsehood in our use, in 
speech and in thought, of our very common word 
"know." Equally paradoxically, the bold skeptic 
holds that we're speaking the truth whenever we 
say that someone doesn't know these Os, even 
though it seems to most of us that we'd then be 
saying something quite false. What leads us astray? 
Peter_ Unger and Barry Stroud have suggested on 
behalf of bold skepticism that although we don't 
know these O's, it's often useful for us to claim 
that we do know them, and we are therefore often 
warranted or justified in making such claims. What 
then leads us astray is this: We mistake this useful/ 
justified/warranted assertability of knowledge 
ascriptions for truth. 24 On the other side of the 
coin, presumably, we're mistaking the useless/ 
unwarranted/unjustified assertability of denials 
of knowledge for falsehood. 

Two serious problems emerge for the bold skep
tic at this point. The first is that such "warranted 
assertability maneuvers" could be attempted by 
advocates.9fthe otfter m,lutions as well. Warranted 
assertability indeed can be mistaken for truth, and 
unwarranted assertability for falsehood, but this by 
itself does not favor the bold skeptic's solution 
over the other straightforward approaches. Each 
of the straightforward approaches denies a mem
ber of the triad constituting our puzzle, and each it 
seems could claim that the reason this loser they've 
chosen seems true, though it's in fact false, is that 
we're often warranted in asserting it, and we mis
take this warranted assertability for truth. Thus,· 
the Moorean, for instance, could claim that 
although we do indeed know that H is false, 
we're not warranted in claiming that we know 
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this (though this claim would be true), but are 
rather warranted in saying that we don't know 
(though this latter is false). Simply attributing 
apparent truth to warranted assertability is a 
game almost any party to this dispute can fairly 
easily play.25 That this line of thought would 

· · eventually ~ork out any better for the bold skeptic 
than for his opponents would take some 
showing'.16 

It's at (l) that the skeptic has his best hope of 
gaining an advantage over my solution, for that 
premise indeed does seem true, and, unlike the 
skeptic, I've stopped short of fully endorsing it, 
making do with an explanation of its plausibility. 
J!ut the skeptic's other pro~lem lurks here. 
Usually, while solving a philosophical puzzle con
sisting of a set of individually plausible but 
mutually inconsistent claims, one only has to 
explain (away) the plausibility of those members 
of the set one denies, and one is relieved of the 
burden of explaining the plausibility of those 
members that one endorses, their truth and our 
ability to recognize that truth being explanation 
enough of their apparent truth. But truth does 
not suffice to explain apparent truth where one 
makes us out to be absolutely horrible judges of 
truths of the kind in question. Thus, the skeptic's 
second big problem is that, because he holds that 
we're subject to constant and radical error as to the 
scope of our knowledge, consistently thinking we 
know things when we don't, the skeptic, although 
he thinks (1) is true, owes us an explanation for its 
plausibility. Given that our habit of mistaking our 
ignorance for knowledge is so pervasive, why 
doesn't it seem to us here that we know what, in 
fact, we don't - that these skeptical hypotheses are 
false? Why does our lack of knowledge, which 
we're so pervasively blind to, shine through so 
clearly to us just where the issue is whether we . 
know a skeptical hypothesis to be false? 

The skeptic's initial answer will certainly be that 
we're not warranted in claiming to know that skep
tical hypotheses don't obtain, and thus can't mis
take warranted assertability for truth here. But 
then, to see why skeptical hypotheses are effective, 
we must be told why we're not warranted in claim
ing to know that skeptical hypotheses are false, 
given that, according to the skeptic, we are war
ranted in claiming to know all manner of other 
things that in fact we don't know. And here skep
tics have little t()"6ffer. But if the results of sections 
3 ai;d 6 above are correct, the answer must involve 
the lack of sensitivity enjoyed by our beliefs that 
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skeptical hypothes~ don't ~btain. The skeptic's 
- use of SCA will take this form: Although we 

know nothing (or very little), it's when our beliefs 
are insensitive that we're not even warranted in 
asserting that we know and we therefore recognize 
our lack of knowledge. But the skeptic must now 
also address Al's second premise, making sure his 
endorsement of SCA is made in such a way as to 
account for our intuitions here. Indeed, whether or 
not he buys into SCA._the skeptic faces this ques
tion: lt as he claims, we're usually under the 
delusi~that we know that 0, b"!lt we customarily 
recognize that we don't know ..that not-H, why 
aren't we happy to conjoin this error with that 
insight and embrace the abominable conjunction? 

This may look like a difficult question, but the 
skeptic has a ready answer. His problem is that the 
warranted assertability maneuver by itself didn't 
really solve our puzzle, but rather re-introduced it 
in a new form. And the only way I've seen to 

incorporate SCA into a treatment of Al that also 
handles the other pieces of our puzzle is to employ 
the idea that contextually sensitive epistemic stan
dards govern our use of "know," and to posit the 
Rule of Sensitivity as the mechanism by which the 
AI skeptic drives those standards up, as I've advo
cated here. But wise invariantists typically accept 
that contextually varying standards govern our use 
of ascriptions and denials of knowledge. The sen
sible invariantist will admit that, of course, what 
passes for knowledge in some contexts won't so 
pass in others. Being an invariantist, he'll deny 
that the truth conditions of knowledge attributions 
vary in the way the contextualist claims they do. 
But the clever invariantist will maintain that the 
varying epistemic standards that the contextualist 
supposes govern the truth conditions of these sen
tences in fact govern their conditions of warranted 
assertability. Tl 

This allows the bold skeptic to mimic any con
textualist solution, and in particular the solution 
I'm advocating here, by means of a simple twist. 
With respect to my solution, the bold skeptic can 
maintain that the Rule of Sensitivity Is a rule for 
the raising of the epistemic standards governing 
our use of sentences ascribing knowledge to sub
jects, alright, but insist that it governs the war
ranted assertability conditions of these sentences, 
rather than their truth conditions, which, he'll 
maintain, remain constant at a level beyond the 
reach of mere mortals to satisfy. The warranted 
assertability maneuver can then be employed: We 
mistake warranted assertability for truth (and 

unwarranted assertability for falsehood). Thus, 
since we're never warranted in claiming to know 
that skeptical hypotheses don't obtain (due to the 
operation of the twisted Rule of Sensitivity), we're · 
led to judge (correctly) that such claims to know
ledge would be false. And since Al's second 
premise is always warranted, we judge (again 
correctly) that this premise is true. But since a 
claim t0- know some 0 is usually warranted, due 
to the low standards for warranted assertability 
that would ordinarily be applied to such a claim, 
we judge (incorrectly) that we know this 0. Thus, 
my solution, like other contextualist solutions, can 
be easily adapted to suit the purposes of the bold 
skeptic. The result is a theory parallel to my own 
contextualist solution, which differs in its seman
tics of "know": According to this parallel invar
iantist theory, the context-sensitive varying 
epistemic standards we've discovered govern the 
warranted assertability conditions of attributions 
and denials of knowledge, rather than their truth 
conditions, which are held to be invariam.28 How 
shalf we rationally decide between a contextualise 
solution, and in particular the one I'm here 
defending, and the bold ~keptic's analogue of it?29 

13 Bold Skepticism and Systematic 
Falsehood 

Like its contextualist relatives, our new solution is 
designed largely with the goal in mind of crediting 
most of our attributions of knowledge with truth. 
And no wonder. We in general take it as a strike 
against a theory of a common term of a natural 
language that it involves the speakers of that lan
guage in systematic and widespread falsehood in 
their use of that term. Let's borrow an example 
and suppose, for instance, that a crazed philoso
pher claimed that there are no physicians, because, 
in addition to holding a medical degree, a neces
sary condition for being a physician is that one be 
able to cure any conceivable illness. 30 On what 
grounds should we reject this bizarre conjecture 
in favor of a more traditional and less demanding 
account of what it is to be a physician? Our lan
guage certainly could have been such that S's 
having the ability to cure any conceivable illness 
was a truth condition of "S is a physician" 
(although the word "physician" would not have 
been very useful in that case). In virtue of what is 
our language in fact such that the strange theory is 
not true of it? I'm of course not in a. position to 



give a complete answer to this question, but it's 
eminently reasonable to suppose that such facts as 
these, regarding our use, in thought and in speech, 
of the term "physician" are iQvolved: that we take 
to be physicians many licensed practitioners of 
medicine who don't satisfy the demanding 
requirement alleged; that we seriously describe 
these people as being physicians; that we don't 
deny that these people are physicians; etc. It's no 
doubt largely in virtue of such facts as these that 
the traditional view, rather than the conjecture of 
our crazed philosopher, is true of our language. 
(The correctness of the traditional view largely 
consists in such facts.) And these facts also provide 
us with our best reasons or evidence for accepting 
the traditional, rather than the strange, hypothesis 
regarding the semantics of "physician." In this 
case, that the peculiar theory implicates us in sys
tematic and widespread falsehood in our speech 
and thought involving "physicians" is a (constitu
tive and evidential) strike against the theory that 
proves quite decisive. 

If our crazed philosopher tried to account for 
the above facts regarding our use of the term 
"physician" via the quick and easy conjecture 
that the less demanding requirements that are 
more traditionally assigned to "physician," while 
they don't accurately specify the truth conditions 
of sentences involving that term, do articulate 
these sentences' warranted assertability conditions, 
we should not, on the basis of this maneuver, 
suspend our judgment against his contention. 
That his theory involves us in systematic falsehood 
continues to constitute a·-strike against_!!, and in 
the absence of quite weighty counterbalancing 
considerations that favor the strange theory over 
the traditional one, this strike remains decisive. 

Of course, the problem with this hopeless non
starter of a theory is that there don't seem to be 
any such counterbalancing considerations in its 
favor. By contrast, bold skepticism can appear to 
be supported by skeptical arguments like Al. 
Though the bold skeptic's resolution of our puzzle 
involves us in systematic falsehood because of its 
unwavering acceptance of Al's conclusion, it at the 
same time. can seem to make sense of other pieces 
of the puzzle (that we're inclined to say that we 
don't know that skeptical hypotheses are false and 
to say that we don't know various ordinary things 
if we don't know these hypotheses to be false), 
making the warranted assertability maneuver 
seem more motivated here than it is in the hands 
of our imagined crazed philosopher. But, as we 
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saw in the previous section, this appearance is 
-deceptive. Bold skepticism, by itself, does not 
explain the plausibility of Al's premises. To help 

· the skeptic solve the puzzle, I've had to ascribe to 
him an analogue of our new solution.31 But once 
we see that the skeptical puzzle can be solved just 
as well without the bold skeptic's systematic false
hood, we're left with no reason for paying that 
high price for a solution. 32 Indeed, since the bold 
skeptical solution and our new contextualist solu
tion under consideration closely parallel each 
other, there's not much difference in how they 
solve the puzzle. That the bold skeptical resolution 
involves us in systematic falsehood is one of the 
few differences to be found here, and it's a weighty 
consideration against that resolution. And, with 
ther,e being little room for weighty compensating 
advantages for this resolution over the contextual
ist's (given how similar they are in other respects), 
this consideration proves decisive. So, as with the 
crazed philosopher's theory of "physician," the 
bold skeptic's resolution of Al should be rejected 
because it involves us in systematic and wide
spread falsehood in our use of a common term of 
our language. 

14 Begging the Question Against the 
Skeptic? 

If skeptics are allowed to play King of the Moun
tain - they start off on top (never mind how they 
got there) and it's the anti-skeptics' job to knock 
them off - displacing them can be a very difficult 
task. How difficult depends on several factors, one 
of which is what premises the anti-skeptic is 
allowed to appeal to in an argument designed to 
dethrone the skeptic. If the skeptic won't allow any 
premises to be available, then, as Thomas Reid 
noted, "It would be impossible by argument to 
beat him out of this stronghold; and he must 
even be left to enjoy his scepticism" (1895, 
447). 33 If, to make the game a bit more interesting, 
a slim range of claims is allowed to pass inspection 
and be available for use in the anti-skeptical cam
paign, then (as Reid again recognized) it's often 
difficult to say what, if anything, of importance 
would follow from the fact that the skeptic can or 
cannot be knocked from his perch by arguments 
from premises of that particular type. 

I have little interest in playing King of the 
Mountain. But .skeptical arguments like AI threa
ten to show that the skeptic needn't just play this 
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game, but can gain the top of the mountain - that 
starting from our own beliefs and intuitions, he 
can give us better reasons for accepting his skepti
cism than we have for rejecting it. I've here argued 
that the bold skeptic cannot win this battle - that of 
providing the best resolution of our puzzling con
flict of intuitions. Although Al's premises are initi
ally plausible, the best resolution for the conflict of 
intuitions generated by AI is not that of the bold 
skeptic. 

Along the way, I've been assuming certain 
things that we believe but that the skeptic claims 
we can't know, thereby perhaps raising the con
cern that I'm begging the question against the 
skeptic. For instance, in claiming that my belief 
that I have hands is sensitive, I betray my convic
tion that I'm not a BIV, either in the actual world 
or in any nearby worlds. Indeed, I'm ready to 
ad,mit to the skeptic that if I am a BIV, then I 
don't know I have hands, according to any stan
dards for knowledge. But, of course, as I firmly 
believe, I'm not a BIV. 

Notes 

I choose this 0 partly for its historical connections to 
Descartes's First Meditation, and also because I think 
it is an exemplary case of something we ordinarily 
think we know. But while we would ordinarily think 
we know this 0, we'd seldom have occasion to say 

that we know it, because cases in which such a claim 
to knowledge would be conversationally in order are 
quite rare. (Exception: A teacher begins an epistemol
ogy lecture by matter-of-factly listing various things 
she knows, and that any plausible theory of know
ledge. should make her come out to know. In the 
course of this listing, she says, "And [ know that I 
have hands.") For this and various related reasons, 
some might not like my choice of 0. Such readers are 
invited to supply their own favorite exemplary cases 
of things we know as the skeptic's target. 

2 Those who think that Hilary Putnam may have 
already disarmed BIV-inspired skepticism should 
understand the BIV hypothesis to be the hypothesis 
that one's brain has been recently envatted after many 
years of normal embodiment. For even if Putnam is 
right in claiming that the content of the beliefs of the 
BIVs of his scenario is such that these BIVs aren't 
massively deceived, it seems that recently envatted 
BIVs are so deceived. 

3 AI takes its name primarily from its first premise. But 
since one of Al's best formulations (to which I hereby 
refer readers seeking a good version of AI that has not 
been so brutally pared) is in chapter I of Peter 

Is it legitimate for me to use this conviction in a 
debate against the skeptic? Not if we're playing 
King of the Mountain. But if the skeptic is mar
shalling deeply felt intuitions of ours in an attempt 
to give us good reasons for accepting his skepti
cism, it's legitimate to point out that other of our 
beliefs militate against his position, and ask why 
we should give credence to just those that favor 
him. And if we can further show that those beliefs 
that seem to favor his solution can be accommo
dated in our solution better than he can accommo
date those of our beliefs that are hostile to him, the 
best conclusion we can draw is that we're not 

ordinarily mistaken when we claim or ascribe 
knowledge, despite the bold skeptic's attempt to 
show that we are. Instead, the main insights to be 
drawn from a study of Al involve the context
sensitivity of attributions of knowledge, and the 
role that the Rule of Sensitivity plays in changing 
the epistemic standards that govern these attribu
tions. 

Unger's book Ignorance: A Case for Skepticism 

( 197 5), it is in more than one sense that it is an 
argument "from ignorance." 

4 I actually haven't pared AI to its barest essentials. It 
could be funher pared to a one-premise argument: I 
don't know that not-H; so, I don't know that 0. The 
second, "bridge" premise has been added to facilitate 
my treatment of the argument, nicely dividing those 
issues that impact on the acceptability of the first 

premise from those germane to the second. 
AI is the first and great argument by skeptical 

hypothesis. And the second, like unto it, is The Argu

ment from Possibility (AP), which like AI, takes its 
name from its first premise, and which has this form: 

I. It is possible that 11;.nd. 
2. If it is possible that Hind, then it is possible that 

not-Oind· So, 
3. It is possible that not-O;nd. 
4. If it is possible that not-0;0 d, then I don't know 

that 0. So, 
C. I don't know that 0. 

(The subscript "ind" indicates that what occurs in 
the scope of "It is possible that" is to be kept in the 
indicative mood, so that the possibility expressed will 
be an epistemic one. The "bridge" premises, 2 and 4, 
can be omitted.) In this paper I address only AI, but 
let me quickly indicate how AP should be handled. 



Premise 4, which initially strikes many as AP's weak
est link, is actually correct (DeRose 1991, section G). 
Thus, the AP skeptic must be stopped before she 
reaches step 3. Fortunately, the treatment of AI that 
I present in this paper can be generalized to handle 
the initial phase (steps 1-3) of AP as well. This 
treatment of AP is left here as an exercise for the 
reader, but is explained in chapter 3, especially sec
tion K, of my 1990. 

5 This is especially true of Stewart Cohen, to whom 
I'm indebted for his general setup of the puzzle as a 
conflict of intuitions, a satisfactory solution of which 
requires an explanation of why the puzzle arises. See 
Cohen 1988, pp. 93--4. 

6 For a bit more on the nature of contextualist the
ories, see my 1992. The notion of (comparative) 
strength of epistemic position, central to my char
acterization of contextualism, will be explicated 
below in sections 8 and 9. 

For exemplary contextualist treatments of the 
problem of skepticism, see especially Unger 1986 
and Cohen 1988. 

7 This is at least so according to skeptic-friendly ver
sions of contextualist solutions, as will be explained 
later in this section. 

8 Thanks to Richard Grandy and to Peter Unger for 
pressing this point. 

9 Precisely, what Nozick does is this: He analyzes the 
technical locution "S knows, via method M, that p," 
and then in turn analyzes the relation of S's knowing 
that p in terms of this technical locution. The 
revised third condition I've displayed is part of 
Nozick's attempt to analyze the technical locution. 

10 These are not identical modifications. On the first 
option, similarity with respect to method is weighted 
heavily, but can be outweighed by other factors. 
Thus, even so evaluated, the most similar world(s) 
in which the antecedent of the original (3) are true 
may be worlds that diverge from the actual world 
with respect to the method by which S came to 
believe that P. By contrast, on the second option, 
since the method by which S believes that P 
becomes part of the antecedent of the conditional 
we're evaluating (the modified (3)), the closest pos
sible world(s) in which that antecedent is true can
not be worlds that diverge from the actual world 
with respect to method. 

11 Or, given the exceptions to the general tendency that 
we've discussed in sections 4 and 5, why I haven't 
accepted that some properly Chisholmed refinement 
of the sensitivity requirement (which has as 
instances of it convincing instances of Al's first 
premise) is necessary for knowledge. 

12 Though this statement of Nozick's account of 
knowledge is rough, that will not affect my treat
ment, which would apply equally well to Nozick's 
full account. I've skipped entirely Nozick's founh 
condition for knowledge, but I believe this founh 
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condition to be redundant, anyway: It automatically 
holds whenever true belief is present. Also, as I've 
already noted, Nozick takes account of the method 
of belief formation in his final version of the 
third condition. The same thing happens with the 
fourth. 

13 At pp. 205--6 Nozick admits this appeal, and later he 
writes, "Thus, if our notion of knowledge was as 
strong as we naturally tend to think (namely, closed 
under known logical implication) then the skeptic 
would be right. (But why do we naturally think this? 
Further exploration and explanation is needed of the 
intuitive roots of the natural assumption that know
ledge is closed under known logical implication)" (p. 
242). 

Nozick is quite hard on anti-skeptics who choose 
rather to deny the first premise; he writes: "The 
skeptic asserts we do not know his possibilities don't 
obtain, and he is right. Attempts to avoid skepticism 
by claiming we do know these things are bound to 
fail. The skeptic's possibilities make us uneasy 
because, as we deeply realize, we do not know they 
don't obtain; it is not surprising that attempts to 
show we do know these things leave us suspicious, 
strike us even as bad faith" (p. 201). But similar 
remarks could be made about Nozick. As Nozick 
himself admits, the second premise has its own 
intuitive appeal. So why not say that what we "deep
ly realize" is that if you don't know that you're not a 
BIV, then you don't know you have hands, and that 
the skeptic is right about this? Nozick's denial of the 
second premise leaves me about as "suspicious" as 
does a denial of the first, and though Nozick's denial 
doesn't strike me as an instance of bad faith, denials 
of the first premise seem no better candidates for 
that charge. 

14 What are Nozick's grounds for rejecting the second 
_premise? Nozick notes that the premise is an 

instance of a very general principle to the effect 
that knowledge is closed under known implication 
(see note 18, below). After admitting that the closure 
principle seems true (pp. 205--6), Nozick claims that 
it's wrong, and his reasons for this claim are made 
entirely from within his analysis of knowledge: 
Given his analysis, knowledge won't be closed (see 
especially pp. 206-8). So Nozick is relying on his 
analysis to show us that the second preinise is false 
despite its intuitive appeal. And indeed, Nozick has 
developed and defended his analysis of knowledge 
(in part I of chapter 3) before he applies it to the 
issue of skepticism (in part 2). 

15 Unfortunately, what is perhaps the most powerful 
attack on Nozick's theory of knowledge, made by 
Saul Kripke in lectures, circa 1985, has not, to the 
best of my knowledge, found its way into print. For 
those interested in critical literature on Nozick, a 
good place to start is with Forbes 1984 and several of 
the essays in Luper-Foy 1987. For still further read-
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ing, Luper-Foy 1987 contains an excellent biblio
graphy. 

16 As remarked in note 14, Nozick depends heavily 
on the independent plausibility of this 
analysis to provide the momentum for his treatment 
of Al. 

17 And, of course, such conditionals can be used to 
make all manner of other comparisons: comparative 
strength of the epistemic positions of two different 

subjects with respect _to the same proposition or with 
respect to different propositions, the strength of the 
epistemic position of a subject with respect to one 
proposition in one situation as compared with that 
same subject's epistemic position with respect to a 
different proposition in a different situation, etc. 

18 As is well known, instances of Al's second premise 
are often instances of the principle that knowledge is 
closed under known logical implication: Kp & K (p 

entails q) --+ Kq. (In the next paragraph I explain 
why this is not always the case, at least when the 
closure principle isn't strengthened as there 
described.) As is also well known. there are excep
tions to the principle so formulated, and it might 
take a lot of tinkering to get it exactly right. But, as 
Nozick, the arch denier of closure, puts it, "We 
would be ill-advised, however, to quibble over the 
details of P [the principle that knowledge is closed 
under known logical implication]. Although these 
details are difficult to get straight, it will continue 
to appear that something like Pis correct" (1981, p. 
205). Nozick goes on to claim that this appearance is 
deceiving. I believe that something like P is correct, 
but that doesn't compete with my present account of 
Al's second premise: When a conditional is an 
instance of the properly formulated closure princi
ple, the relevant comparative fact involving strength 
of epistemic position holds. See Brueckner 1985 for 
arguments that the denial of knowledge closure 
principles "is nor a fruitful anti-skeptical project" 
(p. ll2). 

While restrictions will have to be put on the 
closure principle that will weaken it in certain 
respects, there may be other respects in which it 
can be strengthened. Some instances of Al's second 
premise are convincing even though His compatible 
with 0. For instance, the BIV hypothesis seems to 
undermine my putative knowledge of I'm in Houston 
as well as of 1 have hands, but, of course, that I'm a 
bodiless BIV is compatible with my being in Hous
ton. Perhaps if S is to know that P, then S must 
know thar not-Q for any Q (but here restrictions 
must be added) such that if Q were true, S would 
not know that P. Thus, the range of lb that must be 
known not to obtain may be broadened so as to 
include not only propositions that are incompatible 
with P, but also others such that if they were the 
case, then S wouldn't know that P. Those lb that 
are incompatible with P itself will then be seen as 

special cases of those that are at odds with S's 
knowing that P. Barry Stroud discusses a stronger 
closure principle such as this in his 1984 (pp. 
25-30). 

19 Introducing a skeptical hypothesis into a conversa
tion in any number of ways other than in attribu
tions and denials of knowledge can seem to raise the 
standards for knowledge. For instance, instead of 
arguing, "You don't know that the paper isn't mis
taken about the result of last night's game; therefore, 
you don't know that the Bulls won," a skeptic may 
urge, "Consider this proposition: The newspaper is 
mistaken about who won the game. Now, keeping 
that proposition clearly in mind, answer me this: Do 
you really know that the Bulls won?" Of course, not 
just any mention of a skeptical hypothesis seems to 
trigger the mechanism for raising the standards of 
knowledge I'm about to articulate. 

20 Again, I'm here assuming a skeptic-friendly version 
of contextualism. See the second important point 
made at the end of section 2. 

21 But for cases in which it seems one can truthfully say 
"S knows that not-H," despite the fact that S's 
belief that not-His insensitive, see chapter 3, section 
J ("Low-Strength Oaims to Know that Skeptical 
Hypotheses Do Not Obtain") of my 1990. In such 
cases, given certain features of the conversational 
situation, the Rule of Sensitivity does not operate. 
These constitute exceptions to the rule that one 
cannot truthfully call an insensitive belief know
ledge. As I explain there, I welcome these ex
ceptions, and would actually be a bit worried if 
there weren't such exceptions. For it's a feature of 
my treatment of AI that we do know skeptical 
hypotheses to be false according to low epistemic 
standards. I would find it a bit embarrassing if we 
could never claim to have such knowledge by means 
of simple knowledge attributions, and I'm reassured 
by the result that in special conversational circum
stances, it seems we can truthfully claim to know 
that not-H, despite the fact that our belief that not
H is insensitive. 

22 This is called the "Moorean" solution because 
Moore responded in this way to the dream argu
ment. It's far from certain that Moore would have so 
responded ro other instances of AI that utilize dif
ferent skeptical hypotheses. 

23 See the first paragraph of note 13, above. 
24 This is the basic line Unger takes in his defense of 

bold skepticism in his 1975; see especially pp. 50--4. 
Stroud, though not himself advocating bold skepti
cism, does seek to defend the bold skeptic along 
these lines in ch. 2 of his 1984; see especially pp. · , 
55-82. 

25 By contrast, our new contextualist solution attri
butes the apparent truth of (I) to (l)'s truth (and 
not just its warranted assertability) at the very stan
dards its assertion invokes. 



26 l"or my own part, fur reasons I can't go into here, I 

think the resulting Moorean position would be 
slightly more defensible; thus, if I had to reject 
contextualism and adopt a straightforward solution, 

I'd be a Moorean. 
27 Stroud thus claims that on the skeptic's conception 

of our practices, we operate under certain "practical 

constraints" (1984, p. 75) in our everyday uses of 

"know", and asserts that our standards for saying we 

know vary from case to case (pp. 65--6). Thus, on the 
skeptic's conception, the standards for ascribing 

knowledge that we employ in everyday use depend 
upon our "aims and interests at the moment" (p. 
65). According to contextualism, these varying stan
dards reflect a corresponding variation in the truth 
conditions for attributions of knowledge. But on 

Stroud's skeptic's conception, when we ascribe 
knowledge in everyday situations, we are typically 
saying something literally false, although "the exi

gencies of action" justify these false attributions. 
The best exploration of this type of idea is provided 

by Unger in his 1984. 
28 . Going back to the bold skeptic's first problem, note 

that all this maneuvering can be mimicked by the 

Moorean, who can also hold that a Rule of Sensitiv
ity governs the warranted assertability conditions of 

knowledge ascriptions. Like the bold skeptic, the 
Moorean can hold that the truth conditions of such 
attributions of knowledge remain invariant, but in 
the Moorean's hands, these constant epistemic stan
dards will be meetably low. 

29 Readers of Unger's 19M"will see the strong influ

ence of that excellent book on my procedure 
here, though I come to very different conclusions 

than he does in that work. (But see his more recent 

1986.) 
30 See Stroud (1984, p. 40), who in turn borrowed the 

example from elsewhere. 
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31 Of course, skeptics are free to refuse this help and 
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Elusive Knowledge 

David Lewis 

We know a lot. I know whal food penguins eat. I 
know that phones used to ring, but nowadays 
squeal, when someone calls up. I know that Essen
don won the 1993 Grand Final. I know that: here is 
a hand, and here is another. 

We have all sons or everyday knowledge, and 
we have it in abundance. To doubt that would be 
absurd. At any rate, to doubt it in any serious and 
lasting way would be absurd: and even philosophi
cal and temporary doubt, under rill: mfluenc:c of 
argument, is more than a linle peculiar. It is a 
Moorean fact that we know a lot. It is one of 
those things that we know beuer than we know 
the premises of any philosophical argument 10 rhe 
contrary. 

Besides knowing a lot that is everyday and trite, 
I m\·selfthmk that: we know a lot that i~ in1t:resting 
and esoteric and .::ontrovcrsial. We know a lot 
about things unseen: liny particles and penasi,1e 
fields, not to menlion one another's underwear. 
Sometime~ we even knuw whal an author meanl 
by his writmgs But on these questions. let us agree 
to disagree peacefully with the champions of'post
lmowledgeism'. The most trite and ordinary parlll 
of our knowledge will he problem enough. 

For no fiOOner do we engagt: in epistemology- the 
systematic philosophical examination or knowl
edge than v.·e meet a compelling argumcat that 
we know next to nothing. The sceptical argument 
is nothing new or fancy. It is just this: it seems as if 
knowledge must be by definirion infallible. If you 
claim that S lr.oo~s that P, and yet you grant that S 

Onglnally pul'll1shed In AilsM!l8s an .Journal of Phlloso
phy 74, 4 (1996). pp. 549-67. 

cannot eliminate a certain possibilny in which not
P, ir certainly seems as if you have granted that S 
does not after all kno~ that P. To speak of fallible 
knowledge, of kaowledge despite unel1minatcd 
poss1b1litiesoferror,jusrs11uridscontradictory. 

Blind Freddy can see where this will lead. Ler 
your paranoid fanta.~1cs rip - OA plots, hallucino
gens in the tap water, conspiracie~ to deceive. old 
Nick himself - and soon you find that uncl1m1-
natcd possibilities of error are everywhere. Those 
possibil11ies of error are far-fetched, of course, but 
poss1bilmcs all the same. They bite into even our 

mosc everyday knowledge. We never hne infall
ible knowledge. 

Never well, hardly ever. Some say we have 
infallible knowledge of a few simple, axiomallc 
necessary truths, and of our own presenl experi
enci:. They say that I simpl)' cannot be wrong that 
a part uf a part of something is itself a part of that 
thing; or that ii seems tu me now (as I sir here at 
the keyboard) exactly as if I am hearing dicli:ing 
noises on top of a steady whirring. Some say so. 
Others deny 11. No ma11er; lei 11 be granted, at leaia 
for the sale of the argument. It is not nearly 
enough. If we have only thal much infallible 
knowlei.lge, yet lr.oowledge is by definition infall
ible, rhcn we have very linle knowledge indeed -
not the abundant everyday knowledge we thoughc 
we had. That is still absurd. 

So we know a lot; knowledge must be infallible; 
yet we have fallible knowledge vr none (or next to 
none). We are caught between the rock of faUibil
ism and the whirlpool of !icepticism. Buth are 
mad! 

Yet fallibilism 1s the less mtrus1ve madness. It 
demands IC!iti frequent conections of "hat Wt' wanl 
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to say. So, if forced to choose, I choose fallibilism. 
(Arul so !lay all of us.) We can get used 10 it, and 
some of us ha\'e done. No joy there- we know that 
people can gel used to the most crazy philosophical 
saymgsimaginable.lfyouareac::on1entedfallibilist, 
I implore you to be honest, be naive, hear it afresh. 
'He knows, yet he has nol eliminated all possib1-
hries of error.' Even if you've numbed your ears, 
doesn't this overt, explicit fallibilism still sound 
wrong? 

Beuer fallib1lism dian scepticffim; but it would be 
better still ro dodge the choice. I tlunk we c:an. We 
will be alarmingly close to the rock, and also alar
mingly clooe to the whirlpool, but if we steer with 
ore, we can just barely - escape them both. 

Ma)'be epistemology is the culprit. Maybe this 
extraordinary pastime robs us of our knowledge. 
Maybe we do know a lot in daily life; but maybe 
when we look hard at our knowledge, it goes away. 
But only when we look at it hardi:r than the sane 
Cl' er do in daily life; only when we let our paranoid 
fantasiC!l rip. That is when we are forced 10 admit 
that there always arc uneliminated possibilities of · 
error, so that we ha11e fallible knowledge or none 

Much that we say is context-dependent, in sim
ple wa}'S or subtle wa}'S Simple; 'it's evening' 1s 
truly said when, and only when, it is said in the 
evening. Subtle: it c::ould well be true, and not just 
h}' luck, that Essendon played rottenly, the Easy
beats played brilliantly, yet Essendon won. 
Different contexts evoke different standards of 
evaluation. Talking about the Easybeats we apply 
lax standards, else we could scarcely d1sringuish 
their better da}'S from their worse ones In talking 
about Essendon, no such laxity 1s required. I-.ssen
don won because play that IS rotten by demanding 
standards suflicc.~ to beat play that is brilliant by 
lax standards 

Maybe ascriptmns ofkmwlcdge are subtly con
text-dependent, and maybe epistemology is a con
teitt that makes them go false. Then epistemology 
would be an investigation that deb"ltO}'S its own 
subject matter If so, 1he llCeptical argumen1 
migh: be flawless, when we engage in epistemol
ogy - and only then! 1 

Ir you start from the ancient idea that 1ustifica
rion is the mark that distinguishes knowledge from 
mere opinion (even true opinion), then you well 
might conclude that ascriptions of kno\\ledgc are 
context-dependent because standards for adequate 
justification are context-dependent As follows· 
opinion, even if true, deserves the name of know-

ledge only if it is adequately supported by TCasons; 
to deserve that name in the especially demanding 
context of epistemology, the arguments from sup
porting reasons must be especially watertight; but 
the speci.:11 standards of jusrificarion rhat this spe
cial context demands nC\·er can be met (well, 
hardly ever). In the strict context of epistemolagy 
we know nothing, yet in laxer contexts we know a 
lot. 

But I myself cannot subscribe to this account of 
the context-dependence of knowledge, because I 
question Its starting point I don'1 agree that the 
mark or knowledge is jusrific:u:ion. 2 First, because 
justification is not sufficient. your true opinion 
thar you will lose the lottery isn't knowledge, 
wharc11er the odds Suppose you know that it is a 
fair lo1tery with one v.·inning licker and many 
losing rickets, and you know how many losing 
tickets there are. The greater the number of losing 
tickets, the better is your justification for believing 
you will lose. Yet there is no number great enough 
to transform your fallible opinion inlo knowledge -
after all, you just might win. No justification is 
good enough or none short of a watertight 
deducrive argument, and all but the sceptics will 
agree that this is too much to demand:1 

Second, because jusrifteauon is not always 
necessary. \Vhat (non-circular) argument supports 
our reliance on perception, on memory, and on 
lestlmonyr' And yet we do gain knowledge by 
these means. And sometimes, far from having 
supporting arguments, we don't even know how 
we lmO\\ We once had evidence, drew c::onclu
sions, and thereby gained knowledge; now we 
have forgotten our reasons, yet still wc retain our 
knowledge. Or we know the name that goes with 
rhe face, or the sex of the chicken, by relying on 
subtle visual cues, wirhout knowing what those 
cues maybe. 

The link between knowledge and justification 
must be broken. Bur if we break thar link, then 11 
is not - or not entirely, or not exactly - by raising 
the stanilarils of justification that epistemology 
destrO}'S knowledge. I need some different story. 

To that end, I propose to take the infallibiliry of 
knowledge as my starting point . .i Musi infallibilist 
epis1emology end in scepticism? Not quite. Walt 
and sec. Anywav, here is the delinirion. Subject S 
luwws proposition P 1ff P holds m every poss1b1l11y 
left unelimina1ed by S's evidence; equll'alcntly. 1ff 
S's evidence eliminates every possibility m which 
not-P. 



The definirion 1s shon, the commentary upon ir 

is longer. In the first place, there is the proposi

tion, P. What I choose to call 'propositions' are 

individuated coarsely, by neces!>al")' equivalence. 

For instance, there is only one necessary propS
tion. It holds in every posi;ibility; hence in every 

possibilil:y left unelimiruited by S's evidence, no 

matter who S may be and no matter what his 

evidence may be. So the necessary proposition is 
known alwa}'S and a·erywhere. Yer tlus known 

propositwn may go unrecognised when presented 

in impenetrable linguistic disguise, say as the pro
posiflon that every even number is the sum oflwo 

primes. Likewise, die known proposition that I 

have two hands may go unrecognised when pre
sented as rhe proposition that the number of my 

hands is the least number n such thal every even 

number is the sum of n primes. (Or if you doubt 

rhe necessary existence of numbers, switch to an 

example involving equivalence by logic alone.) 

These problems of disguise shaU nor concern us 

here. Our topic is modal, nol hyperintensional, 

epistemology.6 

Next, there are the possibilities. We needn't 
enter here imo the qrn:staon whether these are 

concreta, abstract constructions, or abstract §im
ples_ Funher, we needn't decide whether they 

must alwa}'S be maximally specific poss1bilit1Cs, 

or whether they need only be specific enough for 

the purpose al hand. A possibility will be specific 
enough if it cannot be split into §uh-cases in such a 

way that anyrhing we have said about possibilitiC!l, 

or anvthing we are going to S3)' before we are done, 

applies to some sub-cases and not to others. For 

instance, it should Tie\'er happen that proposition P 
holds in some but not all sub-cases; or that some 

but not all sub-cases are eliminated by S's e\·1d

ence. 
But we do need ro stipulate that they are nol just 

pos..~ibilitiC!l as to how the whole world 1s; they also 

include possibilities as lo which pan of the world is 
oneself, and as to when it now is. We need these 

possibilities de u d nunc because the propositions 

that may be known include propositions ti~ s~ d 

nunc.1 Not only do I know thal 1here are hands in 

1his world StJmev.here and somcwhen. I kIDw that 

I have hands, or anyway I have them now. Such 

propositions aren't just made nue or made false by 
rhe whole world once and for all. They are true for 

some of us and nor for others, or true at some 
times and not others, or both. 

Funher, we cannot limir ourselves to 'real' pos
sibilities thal conform w the actual laws or nature, 
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and maybe also to actual past history. For proposi
tions about laws and history are contingent. and 

may or may nor be known. 
Neither can we limit ourseh1es lo "ep1s1emic' 

poss1biliries for S - possibilitiC!l thal S does not 

know not to obtain. That would drain our defini

tion of content. Asswne only that knowledge is 

closed under strict implication. (We shall consider 

the merits of this assumption larer.) Remember 
that we are not distinguishing between eqUivalent 

proposirions. Then knowledge of a conjunction is 

equ1valen1 to knowledge of every conjunct. Pis the 
conjunction of all proposirJCms not-W, where Wis 

a possibility in which not-P. That suffices to yield 

an equivalence: S knows that P iff, for every pos
sibility W in which not-P, S knows that not-W. 

Contraposing and cancelling a double negation: iff 

every possibility which S does nol know not 10 

obrain is one in which P. For shon: 1ff p holds 

throughoul S's epistemic possibilities. Yet to get 

this far, we need no substantive definition of 

knowledge al all! To tum this into a substantive 

definition, in fact the very definihon we gave 

before, we need to say one more thing: S's episte
m1c possibilities are jusr those possibilities that are 

uneliminated by S's evidence. 
So, next, we need to say whal 11 means for a 

possibility to be eliminated or not. Here I say th31 

rhe uneliminated possibilities are those in which 

rhe subject's entire perceprnal experience and 
memory are just as they actually are. There is 
one possibility that actually obtains (for th: subjCCI 

and at the time in (jUestion); call it act1.1a/1~y. Then 

a possibility W is rmelimmaud iff the subjec1's 
perceptual experience and memory in W exactly 

match his perceprnal expcnence and memory in 

actuality. (If you wanl to include other alleged 

fonns of basic evidence, such as the evidence of 
our enrasensory faculties, or an mnnc disposition 

ro believe in God, be my guei."t. If !:hey exm, they 

should be included. If nor, no hann done if we 
have inck.uled them condirionally.) 

Nore well that we do not need the 'pure eense

darnm language' and the 'incorrigible protocol 

statements' that for so long bedevilled~ 
alist epistemology. It mallefli not at all whether 

lhere are wordii to capture the subject's perceptual 

and memory evidence, nol:hing more and oothing 

less. If 1here an: such words, ii matters not at all 
whether the subject can hit upon them. The given 

does not consist of basic axioms W serve as pre
mises in subsequent arguments. Rather, it consists 

of a match between pos..<ibilities. 
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\Vhcn pcrccprual experience E (or memory) 
eliminates a possibility W, thal is not because the 
propositional content or the experience conflicts 
with W. (Nol even ir it is the narrow contcnl.) 
The propositional conrcnt of our experience 
could, arter all, be false. Rather, u is the eiistence 
or the experience that conflicrs with W. W is a 
pos..jbility in which the subjecl is not having 
experience E. Else we would need to tell some 
fishy story or how the experience has some sort 
or infallible, ineffable, purely phenomenal propo-
51tional content ... Who needs that? Let E have 
propositional contenl P. Suppose even - some
thing I take to be an open (jUCStion - thal Eis, in 
some sense, folly characteriled by P. Then I say 
that E dimiruites 11 iff W is a pos.~ibility in 
which the subject's experience or memory has 
content different from P. I do not i>ay that E 
eliminates W ifT Wis a possibility in which P is 
falSt: 

Maybe not every kind or sense perception yields 
experience; maybe, for instance, the linaesthetic 
sense yields nor its own distinctive sort or sense
experience but only spontaneous 1udgements 
abour the position or one's limbs. ff this 1s true, 
then rhe thing 10 say is that kinaesthetic evidence 
elimimllesallpossibilitie:sexceptthosethatexactly 
resemble actuality with respect to the subjeL't's 
spontaneous kinaesthetic judgements In S3}'ing 
tlus, we would treat kinaesthetic evidence more 
on the model or memory than on the model or 
moret}picalsenses 

Finally, we must attend to the word 'every'. 
Whlll: does it mean to say that e\:ery possibility in 
which not-P 1s eliminated~ An idiom or (jUant1ftca
tion, like 'c:very', is nonnally restricted to some: 
limited domain. ff I say that c:very glass is empty, 
so it's time for another round, doubtless I and my 
audience•are ignoring most or all the glasses there 
are in die whole wide world throughout all or rime. 
1 hey are outside: the domain They are irrelevant 
to the truth or what was said. 

Likewise, 1r I say that every uneliminated po!i
sibil1ty is one in which P, or words to that dfect, I 
11m doubtless ignoring some or all the uneliminated 
alternative possibilitici; that there arc. They arc 
owide the domain, they are irrelevant to the 
truth or what was said_ 

But, or i;:ourse, I am not entitled to ignore just 
any pos..jbility I please. FJse true ascriptions or 
knowledge, whether to m}'self or to others, would 
be cheap indeed. I may properly ignore some une
liminated possibilities; I may not properly ignore 

others. Our dcfinmon or knowledge rcqmres a 
sotto t•oce proviso. S knows that P iff S's e\·idence 
eliminates every possibility in which not-P- Psst! 
- exi;:ept for those poss1bilit1es that we are properly 
ignoring. 

Unger suggeslS an msrruct1ve parallel.8 just as P 
1s known 1ff there arc no uru:l1m1nated possibilities 
orerror,solilewiscasurfaceisflatiffthereareno 
bumps on it We must add the proviso: Psst! -
except for those bumps that we arc properly ignor
ing. Else we will conclude, absurdly, that nothing 
1s flat. (S1mpl1ry by ignoring depanures from flat
ness that consist or gencle i;:urv3lllre.) 

We can restate the definition. Say that we pu
suppose proposition Q iff we ignore all possibilities 
in which not-Q. To close the drcle: we 1vwrt just 
tho!iC possib1lit1es that falsiry our presuppositions. 
Proper presupposition corresponds, or course, to 
proper ignoring. Then S knows that P iff S's 
evidence eliminares every possibilil) in which 
not-P - Psst! - c:xcept for those possibilitie:s that 
conflict with our proper presuppositions.11 

The rest or (modal) epistemology examines the 
10110 voce proviso. It 11Sls: whar may we properly 
presuppose in our ascnpnons or knowledge? 
Which or all the uneliminated alternative possibil
ities may nor proper(}' be ignored? Which ones arc 
the 'relevant alternatives'? - relevant, that is, to 
what the subject does and doesn't know?ID In 
reply, we can list several rules.11 We begin with 
three prohibitions: rules to tell us what possibdmes 
we may not properly ignore 

First, there 1s the Rule of ActtialitJ•. The possibility 
that actually obtains is never properly ignored; 
aL1:uality is alWl}'S a relevant alternative; nolhing 
raise may properly be presupposed. It follows that 
only what is true is known, wherefore we did not 
have to include truth in our dcfinmon or know
ledge. The rule ts 'cuernalist:' - the subject him
self may not be able ro tell what is properly 
ignored In judging which or his 1gnorings are 
proper, hence what he knows, we judge his success 
in knowing not how well he tried_ 

When the Rnle or Acruality tells us that actu
ality may never be properly ignored, we can ask: 
wliosr actuality? Ours, when we ascribe knowledge 
or ignorance to others? Or the subjecr's? In simple 
i;:ases, the question is silly. (In fact, it sounds like 
the sort or pernicious nonsense we would expect 
from someone who mixes up what is true with 
what is believed.) There is just one ac1ual world, 
we the a.scribers live in that workl, the subjeL't lives 



there too, so the subjeL't's actuality 1s the same as 

o=. 
But there are other cases, less simple, m which 

the question makes perfect sense and needs an 

answer. Someone may or may not know who he 

is; someone may or may not know what rime it is. 

Therefore I insisted that the propositions that may 

be known must include proposiriom; dt st et nunc; 

and likewise that the possibilitiC!l that may be 
eliminated or ignored must include possibilities 

dt st el nun(. Now we have a good sense in which 

the subjeL't's actuality may be Cbfkrent from ours. 
I ask today what Fred knew yesterday. In panicu

lar, did he then know who he was? Did he know 

what dsy it was? Fred's actuality is thi:: possibility 
dt st ti nunc of being Fred on September 19th at 

such-and-such possible world; whereas my actual

ity is the possibility dt st: f't nunc of being Da11id on 

September 20th at such-and-such worW. So far as 

the world goes, there is no difference: Fred and I 
are worldmates, his actual world is the same as 

mine. Bur when we build subject and time into 

the possibilities dt: st: et nunc, thi::n his actuality 

yi::sterday does indeed differ from mine today. 
\Vhat is more, we .sometimes have occasion to 

ascribe knowledge to those who are off at other 
pos.~ible worlds. I didn't read the newspaper yes

terday. What would I have known ifl had read it? 

More rhan I do in fact know. (More and less: I do 

in fai::t know that I left the newspaper unread, but 

ifl had read it, I would not have known that I had 
left it unread ) I-who-did-not-read-the-newspaper 

am here at this world, ascribing knowledge and 

ignorance. The subjeL't lo whom I am ascribing 

that knowledge and ignorance, namely 1-as-1-
wonld-have-b:m-if-I-had-read-the-newspaper, is 
at a diffi::rent world. The worlds differ in respect 

at least of a reading of the newspaper. Thus the 

ascnber's actual world is not the same as the sub
jeds. (I myself think that the ascriber and the 

subject are two different people: the subjeL't is 

the a.scriber's otherworld!}' counterpart. But i::ven 
if you think rhe subject and the ascriber are the 

same identical person, you must still granl that this 

person's actuality qua .subject differs from his actu

ality qua ascriber.) 
Or suppose we ask mod.al quesriom about the 

subjeL't: what must he have known, whar might he 

have known~ Again we are considering the .subject 

as he is not here, but off al other possible worlds. 

Likewise if we ask questions about knowledge or 
knowledge: what does he (or what do we) know 

that he knows1 
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So the questmn ·whose acruality?' is not a silly 

question after all. And when the question matters, 

as it does in the ca.ses just considl:red, the right 
answer is that it is the subject's actuality, not the 

ascriber's, that never can be properly ignored. 

Nc:xt, there is the Ruk of Bt:l"f. A possibility that 
the subjeL't believes 10 obtain is not properly 

ignored, whether or not he 1s right to so bel1e,·e. 

Neither i:;; one that he ought to believe to oblain -
one thal evidence and arguments justify him in 
belii::ving whether or not hi: docs rm believe_ 

That 1s rough. Sirn:e belief admits of degree, 

and smce some possibilities are more specific 
than others, we ought to reformulate the rule in 

tenllS of degree of belief, compared lo a standard 

se1 by the unspecificity of the possibility in 

(jUCSlion A pos.~ibility may not be properly 

ignored if the subjeL't gives ii:, or ought to give ii, 
a degree of belief that is sufficii::ntly high, and high 

not just because the poss1b1l1ty in question is 

"""""fie. 
How high is '1mffiL-iently high'? That may 

depend on how much is at stake. When error 

would be especially disastrous, few pos.~ibilities 

may be properly ignored Then i::ven quite a low 

di::gree of belief may be 'sufficiently high' to bring 

the Rule of Belief into play. The jurors know that 
the: accused is guilty only if his guilt has been 

proved beyond reasonable douht.12 

Yet i::ven when the stakes are high, .some poss
ibilitiC!l still may be properly ignored. Disastrous 

though ii would be to <:onvict an innocent man, 

still the jurors may properly ignore the possibility 

that it was the dog, marvellously well-trained. that 

fired the fatal shot. And, unless they are ignoring 

other altemati,.·es more relevanl than that, they 

may rightly be said to know that the accused is 
guilty as charged. Yet if there had been reason to 

give the dog hyporhesis a slightly ICSll negligible 
degree ofbeiief - ifthe world's grcata;t dog-tn.i

ncr had been thevictim'smortali:nemy- then the 

alternative would be relevant after all. 
This is the only place where belief and ju!!lifica

rion enter my story. As already noted, I allow 

justified true belief without knowledge, as in the 

case or your belief that YQll. will lose the lottery. I 

allow knowledge without justifa:ation, in the cases 

of face recognilion and chicken sexing. I even 
allow knowle"age" without bellrf, as in the case of 

the timid studl:nt who knows the answer bur has 

no c:onr!dence that he has ii right, and so does no! 
believe what he knows 11 Therefore any proposed 
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converse to the Rule or Belier should be rejeL1:ed. 
A possibility that the subjeL1: does no! believe to a 
sufficienl degree, and ought not to believe to 
a sullicienr degree, may nevenheless be a relevant 
alternative and not properly ignored. 

Next, there is the Rule of Rncmblanu. Suppose 
one posi;ibility saliently resembles another. Then if 
one of them may not be properly ignored, neither 
may the other. (Or rather, we should say that if one 
or them may not propedy he ignored in v1rlut of 
roles othtr than 1Jm rolt, then neither may the 
other. Else nothing could be properly ignored; 
because enough linle stepi:; or resemblance can 
lake us from anywhere to anywhere.) Or suppose 
one pos.~1bil1ty saliently resembles two or more 
others, one m one respect and another in another, 
and SUpPose that each or these may nOI properly be 
ignored (1n virtue or rules other than this rule). 
Then these resemblances may have an additive 
effect, doing more together than any one or them 
would si;:par:ately. 

We must apply the Rule or Resemblance with 
care. Actuality is a posi;1bility uneliminated by the 
subject's evidence. Any other possibility W that is 
likewise uneliminated by the subjeds evidence 
thereby resembles actuality in one salient respect: 
namely, in respect or the subject's evidence That 
will be w a·en if W is in other respet.ts very 
dissimilar [O actuality - even if, for ins1ance, it is 
a possibility in which the subject is radically 
deceived by a demon. Plainly, we dare not apply 
th: Rules or Actuality and Resemblance to con
clude that any such Wis a relevant alternative -
that would be capitulation to scepticmn. The Rule 
of Resemblance was never meanl to apply to thl!i 

resemblaoce! We seem to have an ad hoc exception 
to the Rule, though one that makes good sense in 
view or the function of atuibutions or knowledge. 
What would be berter, thongh, would be to find a 
way to refonnulate the Rule so as to get the needed 
excepllOn without u4 ho<ery I do nor know how to 
do this. 

Ir is the Rule of Resemblance rhat explains why 
you do not know that you will lose the lonery, no 
matter what the odds are against you and no matter 
how sure you should therefore be that you will 
lose. Fore\'ery ticket, there is the possibility that 
ii will win. These possibilities are saliently similar 
to one another: so either every one or them may be 
properly ignored, or else none ma)'- But one of 
them may not properly be ignored: the one that 
acruaJlyobtains. 

The Rule of Resemblance also 1s the rule that 
solves the Gettier problems: other cases or justifit:d 
true belief that are nor knowledge. 14 

(I) I think that Nogot owns a Ford, because I 
have seen him driving one; but unbeknownst to me 
he does no! own rhe Ford he dnves, or any other 
Ford. Unbeknown.'il to me, Havir does own a 
Ford, though I have no reason lo think so because 
he never drives it, and m fact I have often seen him 
taking the tram. My justifit:d true belief is that one 
of the rwo owns a J<"ord. Bur I do not know it; I am 
right by accident Diagnosis: I do not know, 
because I have not eliminated the possibility rhat 
Nogor drives a Ford he does not own whereas 
Havir neither drives nor owns a car. This possibil
ity may not properly be ignored. Because, first, 
actuality may nOI properly be ignored; and, sec
ond, this possibility saliently resembles actuality. 
It resembles actuality perfectly so far as Nogot is 
concerned; and it resembles actuality well so far as 
Havit is concerned, since 11 matches actualiry both 
with respect to Hav11's carless habits and with 
respect to the general correlation between carless 
habits and carlessne!ili. In addition, this possibility 
saliently resembles a third possibility- one in which 
Nogot drives a Ford he owns while Havir neithe~ 
drives nor owns a car. This third possibility may 
nor properly be ignored, because or the degree to 
which it is believed. This time, the resemblance IS 

perfectsofarasHavnisconcerned,rathergoodw 
farasNogotisconcerned. 

(2) The stopped dock is right twu;:e a day. It 
sa~ 4:39, as it has done for weeks. I look at ir at 
4:39; by luck I pick up a true belief. I have ignored 
the uneliminated possibility that I looked at 11 at 
4:22 while it was stopped saying 4:39. That 
possibility was not properly ignored. Ir resembles 
actuality perfectly !iO far as the stopped clock 
goo;. 

(3) Unbeknownst to me, I am travelling in rhe 
land of the bogus barns; but my eye faJla on one or 
the few real ones. I don't know that I am seeing a 
barn, because I may not properly ignore the pos
sibility that I am seeing yet another or the abund
ant bogus barns. This possibility saliently 
resembles acrualil) in respect or the abundance or 
bogus barns, and the scarcuy or real ones, here
abouts. 

(4) Donald 1s m San Fr:ancisco, just as I have 
every reason to think he is. But, bent on deception, 
he is writing me letters and having them posted to 
me by his accomplice in ltaJy. If I had seen the 
phoney letters, with their Italian stamps and post-



marks, I would have concluded that Donald was in 
Italy. Luckily, I have not yet seen any or them. I 
ignore the uneliminated possibility that Donald 
has gone to July and is sending me lerrcrs from 
there. Bur this possibility is not properly ignored, 
because it resembles actuality both with respect to 
the fact that the lerrel"5 are coming to me from Italy 
and with respect to the fact that those lettel"5 come, 
ulrimately, from Donald. So I don't know that 
DonaldisinSanFrancisco 

Next, there is the Rult of R~f1gh1/11y. This rime, we 
have a presumptive rule about what may be prop
erly ignored; and it is by means or this rule that we 
capture what is right about causal or reliabilist 
theories or knowing. Consider processes whereby 
infonnation is transmitted to us: perception, mem
ory, and testimony. These processes are fairly rcli
able.1s Within limits, we are entitled to take them 
for granted. We may properly presuppose that 
they work wilhout a glitch in the case under 
consideration. Defeasibly - very defeas1bly! - a 
possibiliry in which they fail may properly be 
ignored. 

My visual experience, for instance, depends 
causally on the scene before my eyes, and what I 
believe abom the scene before my eyes depends in 
tum on my visual experience. Each dependence 
covers a wide and varied range or alternatives. If• or 
course, it is possible to hallucinate - even IO hallu
cinate in such a way that all my perceptual experi
ence and memory wonld be just as they actually 
are. That possibility l!Cller can be eliminated. But 
ii can be ignored. And if it is proper!}' ignored-a~ 
ii mostly is then vision gives me knowledge. 
Sometimes, though, the possihility of hallucination 
is not properly ignored; for sometimes we really do 
hallucinate. The Rule of Reliabilit} may be 
defeated by the Rnlc of Actuality. Or it may 
be defeared by the Rules of Actuality and ofResem
blance working rogether, in a Genier problem: ir I 
am not hallucinating, bm unbeknownst to me I live 
in a world when: people mostly do hallucinate and I 
myself have only narrowly escaped, then the uneli
minated pos.~ibility or hallucination is IOO close to 
actuality to he properly ignored 

\Ve do not, of course, presuppose that nowhere 
ever is there a failure of, say, vision. The general 
presupposition that vision is reliable consists, 
rather, of a standing disposition to presuppo11e, 
concerning whatever particular case may he 
under consideration, that we have no firilure in 
tharcase. 
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In similar fashion, we have lwo pennissive Rulu of 
Method. We are entitled to presuppose again, 
very defcasibly - that a .sample 1s representative; 
and that the best explanation of our evidence is the 
true explanation. That is, we are entitled properly 
to ignore pos.~ible failures in these two standard 
methods of non-deductive inference. Again. the 
general rule consists of a standing disposition to 
presuppose reliability in whatever psrticular case 
ma)' come before us. 

Yet another pcnnissive rule is the Rule of 
C1~. Suppose thai: thO!;e around u:; nor
mally do ignore certain possibilities, and ii is com
mon knowledge that they do (They do. rhey 
expect each other ro, they expec1 each other 
to expect each other to, ... ) Then again, very 
defeasibly! - these generally ignored possibilities 
may properly be ignored. We are pennitted, defea
sibly, to adupt the usual and mumally expected 
presuppositions of thO!;e around us. 

(11 is unclear whether we need all four of these 
pennissive rules. Sonx: might be subsumed under 
others. Perhaps our habils of rreating samples as 
representative, and of mfcrring to the best expla
nation, might count as nonnally reliable processes 
of transmission of infonnation Or perhaps we 
might subsume the Rule of Reliability under the 
Rule of Conservatism, on the ground that the 
reliable processes whereby we gain knowledge are 
familiar, are generally relied upon, and so are gen
erally presupposed to be normally reliable. Then 
the only cxtra ~ork done by the Rule of Reliability 
would be to cover less familiar and merelv 
hypothetical? reliable processes., such as prO:. 
cesses that relied on extrasensory faculties Like
wise. muratis mutanJ1s, we might suhsume the 
Rules or Method uoder the Rule ofl..onsenratism. 
Or we might instead think to suhsume the Rule of 
Conserva1ism under the Ruic of Reliability, on the 
ground that what is generally presupposed 
tends for the most psrt to be true, and the 
reliable processes whereby tlus is so are coveted 
already by the Rule of Reliability. Better redun
dancy 1han incompleteness, though. So, leal'ing 
the question of redundancy open, I list all four 
rules.) 

Our fmal rule is the Rule of Alttntwn. Bur II is 
more a triviality 1han a rule_ When we say that a 
possibility is properly ignored, we mean exactly 
that; we do not mean that it rnuld ha~ bun prop
erly ignored. Accordingly, a possibility not ignored 
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at all is ipso facto not properly ignored. What is and 
what is not being ignored is a feature of the parti
cular conversational context. No matter how far
fetched a certain possibility may be, no matter how 
properly we might have ignored it in some other 
context, if in this context we are not in fact ignor
ing it but attending to it, then for us now it is a 
relevant alternative. It is in the contextually deter
mined domain. If it is an uneliminated possibility 
in which not-P, then it will do as a counter
example to the claim that P holds in every poss
ibility left uneliminated by S's evidence. That is, it 
will do as a counter-example to the claim that S 
knows that P. 

Do some epistemology. Let your fantasies rip. 
Find uneliminated possibilities of error every
where. Now that you are attending to them, just 
as I told you to, you are no longer ignoring them, 
properly or otherwise. So you have landed in a 
context with an enormously rich domain of poten
tial counter-examples to ascriptions of knowledge. 
In such an extraordinary context, with such a rich 
domain, it never can happen (well, hardly ever) 
that an ascription of knowledge is true. Not an 
ascription of knowledge to yourself (either to 
your present self or to your earlier self, untainted 
by epistemology); and not an ascription of know
ledge to others. That is how epistemology destroys 
knowledge. But it does so only temporarily. The 
pastime of epistemology does not plunge us for
evermore into its special context. We can still do a 
lot of proper ignoring, a lot of knowing, and a lot 
of true ascribing of knowledge to ourselves and 
others, the rest of the time. 

What is epistemology all about? The epistemol
ogy we've just been doing, at any rate, soon 
became an investigation of the ignoring of possibil
ities. But to investigate the ignoring of them was 
ipso facto not to ignore them. Unless this investiga
tion of ours was an altogether atypical sample of 
epistemology, it will be inevitable that epistemol
ogy must destroy knowledge. That is how know
ledge is elusive. Examine it, and straightway it 
vanishes. 

Is resistance useless? If you bring some hitherto 
ignored possibility to our attention, then straight
way we are not ignoring it at all, so a fortiori we are 
not properly ignoring it. How can this alteration of 
our conversational state be undone? If you are 
persistent, perhaps it cannot be undone - at least 
not so long as you are around. Even if we go off 
and play backgammon, and afterward start our 

conversation afresh, you might turn up and call 
our attention to it all over again. 

But maybe you called attention to the hitherto 
ignored possibility by mistake. You only suggested 
that we ought to suspect the butler because you 
mistakenly thought him to have a criminal record. 
Now that you know he does not - that was the 
previous butler - you wish you had not mentioned 
him at all. You know as well as we do that con
tinued attention to the possibility you brought up 
impedes our shared conversational purposes. 
Indeed, it may be common knowledge between 
you and us that we would all prefer it if this 
possibility could be dismissed from our attention. 
In that case we might quickly strike a tacit agree
ment to speak just as if we were ignoring it; and 
after just a little of that, doubtless it really would 
be ignored. 

Sometimes our conversational purposes are not 
altogether shared, and it is a matter of conflict
whether attention to some far-fetched possibility 
would advance them or impede them. What if 
some far-fetched possibility is called to our atten
tion not by a sceptical philosopher, but by counsel 
for the defence? We of the jury may wish to ignore 
it, and wish it had not been mentioned. If we 
ignored it now, we would bend the rules of coop
erative conversation; but we may have good reason 
to do exactly that. (After all, what matters most to 
us as jurors is not whether we can truly be said to 
know; what really matters is what we should 
believe to what degree, and whether or not we 
should vote to convict.) We would ignore the far
fetched possibility if we could - but can we? Per
haps at first our attempted ignoring would be 
make-believe ignoring, or self-deceptive ignorin~; 
later, perhaps, it might ripen into genuine ignor
ing. But in the meantime, do we know? There may 
be no definite answer. We are bending the rules, 
and our practices of context-dependent attribu
tions of knowledge were made for contexts with 
the rules unbent. 

If you are still a contented fallibilist, despite my 
plea to hear the sceptical argument afresh, you will 
probably be discontented with the Rule of Atten
tion. You will begrudge the sceptic even his very 
temporary victory. You will claim the right to 
resist his argument not only in everyday contexts, 
but even in those peculiar contexts in which he (or 
some other epistemologist) busily calls your atten
tion to far-fetched possibilities of error. Further, 
you will claim the right to resist without having to 
bend any rules of cooperative conversation. I said 



that the Rule of Attention was a triviality: that 

which is not ignored at all is not properly ignored. 

But the Rule was trivial only because of how I had 

already chosen to state the sotto voce proviso. So 

you, the contented fallibilist, will think it ought to 

have been stated differently. Thus, perhaps: 'Psst! 

- except for tho;e possibilities we could properly 

have ignored.' And then you will insist that those 

far-fetched possibilities of error that we attend to 

at the behest of the sceptic are nevertheless poss

ibilities we could properly have ignored. You will 

say that no amount of attention can, by itself, turn 

them into relevant alternatives. 
If you say this, we have reached a standoff. I 

started with a puzzle: how can it be, when his 

conclusion is so silly, that the sceptic's argument 

is so irresistible? My Rule of Attention, and the 

version of the proviso that made that Rule trivial, 

were built to explain how the sceptic manages to 

sway us - why his argument seems irresistible, 

however temporarily. If you continue to find it 

eminently resistible in all contexts, you have no 

need of any such explanation. We just disagree 

about the explanandum phenomenon. 

I say S knows that P iff P holds in every possibility 

left uneliminated by S's evidence - Psst! - except 

for those possibilities that we are properly ignor

ing. 'We' means: the speaker and hearers of a given 

context; that is, those of us who are discussing S's 

knowledge together. It is our ignorings, not S's 

own ignorings, that matter to what we can truly 

say about S's knowledge. When we are talking 

about our own knowledge or ignorance, as episte

mologists so often do, this is a distinction without a 

difference. But what if we are talking about some

one else? 
Suppose we are detectives; the crucial question 

for our solution of the crime is whether S already 

knew, when he bought the gun, that he was vulner

able to blackmail. We conclude that he did. We 

ignore various far-fetched possibilities, as hard

headed detectives should. But S does not ignore 

them. S is by profession a sceptical epistemologist. 

He never ignores much of anything. If it is our 

own ignorings that matter to the truth of our 

conclusion, we may well be right that S already 

knew. But if it is S's ignorings that matter, then we 

are wrong, because S never knew much of any

thing. I say we may well be right; so it is our own 

ignorings that matter, not S's. 
But suppose instead that we are epistemologists 

considering what S knows. If we are well-informed 
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about S (or if we are considering a well-enough 

specified hypothetical case), then if S attends to a 

certain possibility, we attend to S's attending to it. 

But to attend to S's attending to it is ipso facto to 

attend to it ourselves. In that case, unlike the case 

of the detectives, the possibilities we are properly 

ignoring must be among the possibilities that S 

himself ignores. We may ignore fewer possibilities 

than S does, but not more. 
Even if S himself is neither sceptical nor an 

epistemologist, he may yet be clever at thinking 

up far-fetched possibilities that are uneliminated 

by his evidence. Then again, we well-informed 

epistemologists who ask what S knows will have 

to attend to the possibilities that S thinks up. Even 

if S's idle cleverness does not lead S himself to 

draw sceptical conclusions, it nevertheless limits 

the knowledge that we can truly ascribe to him 

when attentive to his state of mind. More simply: 

his cleverness limits his knowledge. He would have 

known more, had he been less imaginative.17 

Do I claim you can know P just by presupposing 

it?! Do I claim you can know that a possibility W 

does not obtain just by ignoring it? Is that not what 

my analysis implies, provided that the presuppos

ing and the ignoring are proper? Well, yes. And yet 

I do not claim it. Or rather, I do not claim it for 

any specified P or W. I have to grant, in general, 

that knowledge just by presupposing and ignoring 

is knowledge; but it is an especially elusive sort of 

knowledge, and consequently it is an unclaimable 

sort of knowledge. You do not even have to prac

tise epistemology to make it vanish. Simply men

tioning any particular case of this knowledge, aloud 

or even in silent thought, is a way to attend to the 

hitherto ignored possibility, and thereby render it 

no longer ignored, and thereby create a context in 

which it is no longer true to ascribe the knowledge 

in question to yourself or others. So, just as we 

should think, presuppositions alone are not a basis 

on which to claim knowledge. 

In general, when S knows that P some of the 

possibilities in which not-P are eliminated by S's 

evidence and others of them are properly ignored. 

There are some that can be eliminated, but cannot 

properly be ignored. For instance, when I look 

around the study without seeing Possum the cat, 

I thereby eliminate various possibilities in which 

Possum is in the study; but had those possibilities 

not been eliminated, they could not properly have 

been ignored. And there are other possibilities that 
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never can be eliminated, but can properly be 
ignored. For instance, the possibility that Possum 
is on the desk but has been made invisible by a 
deceiving demon falls normally into this class 
(though not when I attend to it in the special 
context of epistemology). 

There is a third class: not-P possibilities that 
might either be eliminated or ignored. Take the 
far-fetched possibility that Possum has somehow 
managed to get into a closed drawer of the desk -
maybe he jumped in when it was open, then I : 
closed it without noticing him. That possibility 
could be eliminated by opening the drawer and 
making a thorough examination. But if unelimin
ated, it may nevertheless be ignored, and in many 
contexts that ignoring would be proper. If I look 
all around the study, but without checking the 
closed drawers of the desk, I may truly be said to 
know that Possum is not in the study - or at any 
rate, there are many contexts in which that may 
truly be said. But if I did check all the closed 
drawers, then I would know better that Possum is 
not in the study. My knowledge would be better in 
the second case because it would rest more on the 
elimination of not-P possibilities, less on the ignor
ing of them. 18 19 

Better knowledge is more stable knowledge: it 
stands more chance of surviving a shift of attention 
in which we begin to attend to some of the possi
bilities formerly ignored. If, in our new shifted 
context, we ask what knowledge we may truly 
ascribe to our earlier selves, we may find that 
only the better knowledge of our earlier selves 
still deserves the name. And yet, if our former 
ignorings were proper at the time, even the 
worse knowledge of our earlier selves could 
truly have been called knowledge in the former 
context. 

Never - well, hardly ever - does our knowledge 
rest entirely on elimination and not at all on ignor
ing. So hardly ever is it quite as good as we might 
wish. To that extent, the lesson of scepticism is 
right - and right permanently, not just in the 
temporary and special context of epistemology.20 

What is it all for? Why have a notion of knowledge 
that works in the way I described? (Not a compul
sory question. Enough to observe that we do have 
it.) But I venture the guess that it is one of the 
messy short-cuts - like satisficing, like having 
indeterminate degrees of belief - that we resort 
to because we are not smart enough to live up to 
really high, perfectly Bayesian, standards of ration-

ality. You cannot maintain a record of exactly 
which possibilities you have eliminated so far, 
much as you might like to. It is easier to keep 
track of which possibilities you have eliminated if 
you - Psst! - ignore many of all the possibilities 
there are. And besides, it is easier to list some of 
the propositions that are true in all the unelimin
ated, unignored possibilities than it is to find pro
positions that are true in all and only the 
uneliminated, unignored possibilities. 

If you doubt that the word 'know' bears any real 
load in science or in metaphysics, I partly agree. 
The serious business of science has to do not with 
knowledge per se; but rather, with the elimination 
of possibilities through the evidence of perception, 
memory, etc., and with the changes that one's 
belief system would (or might or should) undergo 
under the impact of such eliminations. Ascriptions 
of knowledge to yourself or others are a very 
sloppy way of conveying very incomplete informa
tion about the elimination of possibilities. It is as if 
you had said: 

The possibilities eliminated, whatever else they 
may also include, at least include all the not-P 
possibilities; or anyway, all of those except for 
some we are presumably prepared to ignore just 
at the moment. 

The only excuse for giving information about what 
really matters in such a sloppy way is that at least it 
is easy and quick! But it is easy and quick; whereas 
giving full and precise information about which 
possibilities have been eliminated seems to be 
extremely difficult, as witness the futile search for 
a 'pure observation language'. If I am right about 
how ascriptions of knowledge work, they are a 
handy but humble approximation. They may yet 
be indispensable in practice, in the same way that 
other handy and humble approximations are. 

If we analyse knowledge as a modality, as we have 
done, we cannot escape the conclusion that know
ledge is closed under (strict) implication.21 Dretske 
has denied that knowledge is closed under implica
tion; further, he has diagnosed closure as the fallacy 
that drives arguments for scepticism. As follows: 
the proposition that I have hands implies that I am 
not a handless being, and a fortiori that I am not a 
handless being deceived by a demon into thinking 
that I have hands. So, by the closure principle, the 
proposition that I know I have hands implies that 
I know that I am not handless and deceived. But 



I don't know that I am not handless and deceived -

for how can I eliminate that possibility? So, by 

modus to/lens, I don't know that I have hands. 

Dretske's advice is to resist scepticism by denying 

closure. He says that although having hands does 

imply not being handless and deceived, yet know

ing that I have hands does not imply knowing that I 

am not handless and deceived. I do know the for

mer, I do not know the latter.22 

What Dretske says is close to right, but not 

quite. Knowledge is closed under implication. 

Knowing that I have hands does imply knowing 

that I am not handless and deceived. Implication 

preserves truth - that is, it preserves truth in any 

given, fixed context. But if we switch contexts 

midway, all bets are off. I say (I) pigs fly; (2) 

what I just said had fewer than three syllables 

(true); (3) what I just said had fewer than four 

syllables (false). So 'less than three' does not 

imply 'less than four'? No! The context switched 

midway, the semantic value of the context

dependent phrase 'what I just said' switched with 

it. Likewise in the sceptical argument the context 

switched midway, and the semantic value of the 

context-dependent word 'know' switched with it. 

The premise 'I know that I have hands' was true in 

its everyday context, where the possibility of 

deceiving demons was properly ignored. The men

tion of that very possibility switched the context 

midway. The conclusion 'I know that I am not 

handless and deceived' was false in its context, 

because that was a context in which the possibility 

of deceiving demons was being mentioned, hence 

was not being ignored, hence was not being prop

erly ignored. Dretske gets the phenomenon right, 

and I think he gets the diagnosis of scepticism 

right; it is just that he misclassifies what he sees. 

He thinks it is a phenomenon of logic, when really 

it is a phenomenon of pragmatics. Closure, rightly 

understood, survives the test. If we evaluate the 

conclusion for truth not with respect to the context 

in which it was uttered, but instead with respect to 

the different context in which the premise was 

uttered, then truth is preserved. And if, per impos

sibile, the conclusion could have been said in the 

same unchanged context as the premise, truth 

would have been preserved. 
A problem due to Saul Kripke turns upon the 

closure of knowledge under implication. P implies 

that any evidence against P is misleading. So, by 

closure, whenever you know that P, you know that 

any evidence against P is misleading. And if you 

know that evidence is misleading, you should pay 
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it no heed. Whenever we know - and we know a 

lot, remember - we should not heed any evidence 

tending to suggest that we are wrong. But that is 

absurd. Shall we dodge the conclusion by denying 

closure! I think not. Again, I diagnose a change of 

context. At first, it was stipulated that S knew, 

whence it followed that S was properly ignoring 

all possibilities of error. But as the story continues, 

it turns out that there is evidence on offer that 

points to some particular possibility of error. 

Then, by the Rule of Attention, that possibility is 
no longer properly ignored, either by S himself or 

by we who are telling the story of S. The advent of 

that evidence destroys S's knowledge, and thereby 

destroys S's licence to ignore the evidence lest he 

be misled. 
There is another reason, different from Drets

ke's, why we might doubt closure. Suppose two or 

more premises jointly imply a conclusion. Might 

not someone who is compartmentalized in his 

thinking - as we all are? - know each of the pre

mises but fail to bring them together in a single 

compartment? Then might he not fail to know the 

conclusion? Yes; and I would not like to plead 

idealization-<>f-rationality as an excuse for ignoring 

such cases. But I suggest that we might take not 

the whole compartmentalized thinker, but rather 

each of his several overlapping compartments, as 

our 'subjects'. That would be the obvious remedy 

if his compartmentalization amounted to a case of 

multiple personality disorder; but maybe it is right 

for milder cases as well. 23 

A compartmentalized thinker who indulges in 

epistemology can destroy his knowledge, yet retain 

it as well. Imagine two epistemologists on a bush

walk. As they walk, they talk. They mention all 

manner of far-fetched possibilities of error. By 

attending to these normally ignored possibilities 

they destroy the knowledge they normally possess. 

Yet all the while they know where they are and 

where they are going! How so? The compartment 

in charge of philosophical talk attends to far

fetched possibilities of error. The compartment 

in charge of navigation does not. One compart

ment loses its knowledge, the other retains its 

knowledge. And what does the entire compart

mentalized thinker know? Not an altogether felici

tous question. But if we need an answer, I suppose 

the hest thing to say is that S knows that P iff any 

one of S's compartments knows that P. Then we 

can say what we would offhand want to say: yes, 

our philosophical bushwalkers still know their 

whereabouts. 
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Context-dependence is not limited to the ignoring 
and non-ignoring of far-fetched possibilities. Here 
is another case. Pity poor Bill! He squanders all his 
spare cash on the pokies, the races, and the lottery. 
He will be a wage slave all his days. We know he 
will never be rich. But if he wins the lottery (if he 
wins big), then he will be rich. Contrapositively: 
his never being rich, plus other things we know, 
imply that he will lose. So, by closure, if we know 
that he will never be rich, we know that he will 
lose. But when we discussed the case before, we 
concluded that we cannot know that he will lose. 
All the possibilities in which Bill loses and some
one else wins saliently resemble the possibility in 
which Bill wins and the others lose; one of those 
possibilities is actual; so by the Rules of Actuality 
and of Resemblance, we may not properly ignore 
the possibility that Bill wins. But there is a loop
hole: the resemblance was required to be salient. 
Salience, as well as ignoring, may vary between 
contexts. Before, when I was explaining how the 
Rule of Resemblance applied to lotteries, I saw to 
it that the resemblance between the many possibil
ities associated with the many tickets was suffi
ciently salient. But this time, when we were busy 
pitying poor Bill for his habits and not for his luck, 
the resemblance of the many possibilities was not 
so salient. At that point, the possibility of Bill's 
winning was properly ignored; so then it was true 
to say that we knew he would never be rich. After
ward I switched the context. I mentioned the 
possibility that Bill might win, wherefore that pos
sibility was no longer properly ignored. (Maybe 
there were two separate reasons why it was no 
longer properly ignored, because maybe I also 
made the resemblance between the many possibil
ities more salient.) It was true at first that we knew 
that Bill would never be rich. And at that point it 
was also true that we knew he would lose - but that 
was only true so long as it remained unsaid! (And 
maybe unthought as well.) Later, after the change 
in context, it was no longer true that we knew he 
would lose. At that point, it was also no longer true 
that we knew he would never be rich. 

But wait. Don't you smell a rat? Haven't I, by my 
own lights, been saying what cannot be said? (Or 
whistled either.) If the story I told was true, how 
have I managed to tell it? In trendyspeak, is there 
not a problem of reflexivity? Does not my story 
deconstruct itself? 

I said: S knows that P iff S's evidence eliminates 
every possibility in which not-P - Psst! - except 
for those possibilities that we are properly ignor
ing. That 'psst' marks an attempt to do the impos
sible to mention that which remains 
unmentioned. I am sure you managed to make 
believe that I had succeeded. But I could not 
have done. 

And I said that when we do epistemology, and 
we attend to the proper ignoring of possibilities, 
we make knowledge vanish. First we do know, 
then we do not. But I had been doing epistemology 
when I said that. The uneliminated possibilities 
were not being ignored - not just then. So by 
what right did I say even that we used to know?24 

In trying to thread a course between the rock of 
fallibilism and the whirlpool of scepticism, it may 
well seem as if I have fallen victim to both at once. 
For do I not say that there are all those unelimin
ated possibilities of error? Yet do I not claim that 
we know a lot? Yet do I not claim that knowledge 
is, by definition, infallible knowledge? 

I did claim all three things. But not all at once! 
Or if I did claim them all at once, that was an 
expository shortcut, to be taken with a pinch of 
salt. To get my message across, I bent the rules. If 
I tried to whistle what cannot be said, what of it? I 
relied on the cardinal principle of pragmatics, 
which overrides every one of the rules I 
mentioned: interpret the message to make it 
make sense - to make it consistent, and sensible 
to say. 

When you have context-dependence, ineffabi
lity can be trite and unmysterious. Hush! [moment 
of silence] I might have liked to say, just then, 'All 
of us are silent'. It was true. But I could not have 
said it truly, or whistled it either. For by saying it 
aloud, or by whistling, I would have rendered it 
false. 

I could have said my say fair and square, bend
ing no rules. It would have been tiresome, but it 
could have been done. The secret would have been 
to resort to 'semantic ascent'. I could have taken 
great care to distinguish between (I) the language I 
use when I talk about knowledge, or whatever, and 
(2) the second language that I use to talk about the 
semantic and pragmatic workings of the first lan
guage. If you want to hear my story told that way, 
you probably know enough to do the job for your
self. If you can, then my informal presentation has 
been good enough. 
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The suggestion that ascriptions of knowledge go false 
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Knowledge and Skepticism (Boulder: Westview Press, 
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Maxwell (eds), Minnesota Studies in the Philosophy of 

Science, vol. II (Minneapolis: University of Minne
sota Press, 1962). It has been much discussed since, as 
a problem both about knowledge and about our 

everyday, non-quantitative concept of belief. 
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resembles the treatment of knowledge in Kenneth S. 
Ferguson, Philosophical Scepticism (Cornell Univer
sity doctoral dissertation, 1980). 

Elusive Knowledge 

lO See Fred Dretske, 'Epistemic Operators', The Jour

nal of Philosophy 67 (1970), pp. 1007-22, and 'The 

Pragmatic Dimension of Knowledge', Philosophical 

Studies 40 (1981), pp. 363-78; Alvin Goldman, 'Dis

crimination and Perceptual Knowledge', The Jour

nal of Philosophy 73 (1976), pp. 771-91; G. C. Stine, 

'Skepticism, Relevant Alternatives, and Deductive 
Closure', Philosophical Studies 29 (1976), pp. 
249-61; and Stewart Cohen, 'How to be A Fallibi
list', Philosophical Perspectives 2 (1988), pp. 91-123. 
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12 Instead of complicating the Rule of Belief as I have 
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separate Rule of High Stakes saying that when error 

would be especially disastrous, few possibilities are 
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13 A. D. Woozley, 'Knowing and Not Knowing', Pro
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151-72; Colin Radford, 'Knowledge - By Exam
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Though the lottery problem is another case of 

justified true belief without knowledge, it is not 

normally counted among the Gettier problems. It 

is interesting to find that it yields to the same 
remedy. 

15 See Alvin Goldman, 'A Causal Theory of Knowing', 
The Journal of Philosophy 64 (1967), pp. 357-72; D. 
M. Armstrong, Belief, Truth and Knowledge (Cam
bridge: Cambridge University Press, 1973). 

16 See my 'Veridical Hallucination and Prosthetic 

Vision', Australasian Journal of Philosophy 58 

(1980), pp. 239--49. John Bigelow has proposed to 
model knowledge-delivering processes generally on 
those found in vision. 

17 See Catherine Elgin, 'The Epistemic Efficacy of 

Stupidity', Synthese 74 (1988), pp. 297-311. The 

'efficacy' takes many forms; some to do with know

ledge (under various rival analyses), some to do with 
justified belief. See also Michael Williams, Unna

tural Doubts: Epistemological Realism and the Basis of 

Scepticism (Oxford: Blackwell, 1991), pp. 352-5, on 
the instability of knowledge under reflection. 
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18 Mixed cases are possible: Fred properly ignores the 
possibility W1 which Ted eliminates; however Ted 
properly ignores the possibility W2 which Fred 
eliminates. Ted has looked in all the desk drawers 
but not the file drawers, whereas Fred has checked 
the file drawers but not the desk. Fred's knowledge 
that Possum is not in the study is better in one way, 
Ted's is better in another. 

19 To say truly that Xis known, I must be properly 
ignoring any uneliminated possibilities in which not
X; whereas to say truly that Y is better known than 
X, I must be attending to some such possibilities. So 
I cannot say both in a single context. If I say 'X is 
known, but Y is better known', the context changes 
in mid-sentence: some previously ignored possibilit
ies must stop being ignored. That can happen easily. 
Saying it the other way around - 'Y is better known 
than X, but even X is known' - is harder, because 
we must suddenly start to ignore previously unig
nored possibilities. That cannot be done, really; but 
we could bend the rules and make believe we had 
done it, and no doubt we would be understood well 
enough. Saying 'Xis flat, but Yis flatter' (that is, 'X 
has no bumps at all, but Y has even fewer or smaller 
bumps') is a parallel case. And again, 'Y is flatter, 
but even X is flat' sounds clearly worse - but not 
altogether hopeless. 

20 Thanks here to Stephen Hetherington. While his 
own views about better and worse knowledge are 
situated within an analysis ofknowledge quite unlike 
mine, they withstand transplantation. 

21 A proof-theoretic version of this closure principle is 
common to all 'normal' modal logics: if the logic 
validates an inference from zero or more premises 
to a conclusion, then also it validates the inference 
obtained by prefixing the necessity operator to each 
premise and to the conclusion. Further, this rule is 
all we need to take us from classical sentential logic 
to the least normal modal logic. See Brian Chellas, 
Modal Logic: An Introduction (Cambridge: Cam
bridge University Press, 1980), p. 114. 

22 See Dretske, 'Epistemic Operators'. 
23 See Stalnaker, Inquiry, pp. 79-99. 
24 Worse still: by what right can I even say that we 

used to be in a position to say truly that we knew? 
Then, we were in a context where we properly 
ignored certain unelirninated possibilities of error. 
Now, we are in a context where we no longer ignore 
them. If now I comment retrospectively upon the 
truth of what was said then, which context governs: 
the context now or the context then? I doubt there is 
any general answer, apart from the usual principle 
that we should interpret what is said so as to make 
the message make sense. 



Contextualist Solutions to 
Epistemological Problems: 
Scepticism, Gettier, and the Lottery 

Stewart Cohen 

Among the many problems discussed in the epis

temological literature, three that figure promin
enlly are scepticism, the Gcttier problem, and 
the lonery. In a recent paper, Da11id Lewis pro
poses a the-Ory of knowledge designed to solve all 

three problem.~. 1 Each, argues Lewis, un be 

handled by appealing to certain mechanisms of 
cuntext-sens111vity - what he calls •rules of rele

vance'. 
While others, myself among them, have pr<r 

posed contextuaJist solurions ro the problems of 
scepticism and the lottery, Lewis proposes to 
extend his contenualist approach ro the Gettier 

problem.2 I will argue that m so doing, Lewis's 
contextualism overreaches - an appeal ro context-

5ensitiv11y cannot soh.·e the Gettier problem. The 
difference m 1his respect, between tbe Gettier 
problem, on the one hand, and scepticism and 
rhe lottery, on the other, will provide some insight 
into what motivates a cont~st tTeatment of an 

epistemological prnbh:m 

I Contextualism 

While various kinds of epistemological theories 
have been called conteJ(tualist, I llIII here con

cerned with theories according to which the 

truth-value of 11 knowledge ascription is sensitive 

to certain facts about the speaker and hearers of the 

Originally published In Al.IStni asiBn Journal of Philoso
phy 76, 2 (1998), pp. 289-306; rep(lnted by pennis
sion llf OKford UniYerslty Press. 

context. Accordingly, for a particular subject S, 

and proposition P, one speaker could trul}' say 'S 
knows P' while at the same rime another speaker in 

a different contexl lTUl}' says, 'S does not knov. P 
This way of viewing knowledge ascrip11ons is 

similar to a natural way of viewing flatness ascnp
tions.1 On this view, the truth-value of a flatness 

ascription is sens1tn1e to context. For some parti

cular X, one speaker could truly say 'X is flat' 
while at the same rime, a speaker in another con

text could truly say 'Xis not flat'. For CJ(amplc, a 

group of (western) Cokiradans may truly say that a 

particular road is flat while, at the same time in a 

different conlext, a group of Kansans Yillh stricter 

standards may truly deny that the same road is flat. 

We can think of the oontex1-sensi11vity of 

knowledge ascriptions in this way: For each con

teJ(t of ascripuon, there is a standard for how 
strong one's epistemic position with respect to a 

proposition Pmusl be in orda for one to know P.• 
\\.'here rwo contats differ w11h respect to this 

standard, a speaker in one context may truly sa} 

'S knows P, while a speaker in the other rruly 511ys 

'S docs not know P To complere the account, we 
need to specify how the standard for episremic 

streogth gets determined for each context. (More 

ahout this lster.) 
There are various ways of 1111alysing rhis notion 

of the strength of one's epistemic position. One 
could think of it as determined, at least in par!, by 

the strength of one's reasons or jus1iflca1:1on for 

believing P. On dUs view, the context-sensitivity 

of knowledge ascriptions dcri¥es from the L-onteJ(t
sensitivlty of standards for justifK:arion. 
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Consider again the analogy with flatness. We 
can think of a surface as being flat to varying 
degrees and we can also think of a surface as 
being flat simpliciter. What is the standard for 
how flat a surface must be to count as flat simpli
citer? In different contexts, there can be different 
standards. Typically, when the topic of conversa
tion is, e.g., roads, there will be a much stricter 
standard in contexts where the speaker and hearers 
are Kansans than when the speaker and hearers are 
Coloradans. 

Analogously, we can think of a belief as being 
justified to various degrees and we can think of a 
belief as being justified simpliciter. On many views, 
being justified simpliciter is a necessary condition 
for a belief to be an instance of knowledge. 5 What 
is the standard for how justified a belief must be to 
count as justified simpliciter? For the contextualist 
view, in different contexts, there can be different 
standards. 

Because Lewis thinks justification is not a com
ponent ofknowledge, he rejects this account of the 
context-sensitivity of knowledge ascriptions.6 To 
understand Lewis's account, consider another 
analogy with flatness ascriptions. We could view 
flatness ascriptions as involving a kind of implicit 
quantification: Xis flat iff X has no bumps.7 We 
could then view the context as restricting the 
domain of quantification. In the Coloradans con
text, small hills do not count as bumps whereas in 
the Kansans context, they do. 

For Lewis, knowledge ascriptions as well 
involve a kind of implicit quantification: 

S knows P iff S's evidence eliminates every 
possibility in which not-P - Psst! - except for 
those possibilities that we are properly ignoring. 
(p. 554)8 

Which possibilities can we properly ignore, i.e., 
what is the domain of 'every' in the 
definition? That is determined by the context. So 
on Lewis's view, the context determines how 
strong one's epistemic position must be with 
respect to P, i.e., the range of not-P possibilities 
one's evidence must eliminate, in order to know 
P.9 

Which facts about the context determine which 
possibilities count - which possibilities must be 
eliminated and which can be properly ignored? 
Here Lewis provides a list of rules. In the language 
of relevant alternative theories, the rules tell us 
which alternatives are relevant - 'relevant, that is, 

to what the subject does and doesn't know' (p. 
554). 

For our purposes, it is important to see that for 
some of the rules, what can be properly ignored 
depends on facts about the speaker and hearers of 
the context. As an example, we can consider the 
Rule of Attention. According to Lewis, if we are 
attending to a possibility, we are not properly 
ignoring it, for the simple reason that we are not 
ignoring it. So any possibility we are attending to 
is relevant in that very context. And as Lewis 
notes, 

'We' [in the above definition] means: the 
speaker and hearers of a given context; that is, 
those of us who are discussing S's knowledge 
together. It is our ignorings not S's own ignor
ings, that matter to what we can truly say about 
S's knowledge. (p. 561) 

So any possibility the speakers and hearers of a 
context are attending to is relevant in that very 
context. 

Now just as there can be differences between 
what the speaker and hearers ignore, and what the 
subject ignores, so there can be differences 
between what the speaker and hearers of one con
text ignore and what the speaker and hearers of 
another context ignore. It follows that a possibility 
relevant in one context of ascription, may not be 
relevant in another. So on Lewis's view, a sentence 
ascribing knowledge to a particular subject at a 
particular time, can be true in the mouth of a 
speaker in one context and false in the mouth of 
another speaker in a distinct context. 

II Scepticism 

Contextualists argue that by appealing to contexr
sensitivity we can provide a satisfactory response 
to sceptical arguments. One strength of the con
textualist approach is that it can account for the 
truth of our everyday knowledge as<eriptions while 
still explaining the force of sceptical arguments. 
The basic idea is this: the sceptic's appeal to 
hypotheses (involving brains-in-a-vat, evil 
demons, etc.) creates a context where the stan
dards for knowledge, i.e., the standards for how 
strong an epistemic position one must be in in 
order to know, are stricter than the standards 
that govern typical everyday contexts. In those 
'sceptical' contexts, we fail to know anything. So 



the contextualist concedes that there is some truth 
to scepticism. But a contextualist can limit the 

damage in a crucial way. For it remains true that 
we know many things in the typical everyday con

texts where the standards are lower.10 In this way, 

the contextualist can explain the appeal of sceptical 

arguments while preserving the truth of our every

day knowledge ascriptions. 
As we have seen, particular contextualist the

ories may differ with respect to how they conceive 

of the strength of one's epistemic position. They 
can also differ with respect to the mechanism that 
brings about the contextual shifts in the standards. 
On Lewis's version, the sceptic raises the stan

dards for knowledge ascriptions by expanding the 
range of alternatives that must be eliminated. The 

sceptic brings this about by calling our attention to 

sceptical possibilities, thereby making them rele
vant (by the Rule of Attention). In those very 

contexts Where we are attending to sceptical pos

sibilities, we in fact fail to know many of the things 
we ordinarily take ourselves to know. 

But sceptical possibilities are not relevant in 

every context. Most importantly, they are not 
relevant in everyday contexts, where we are not 

attending to sceptical possibilities. In those con
texts, the standards for what must be eliminated 
are lower. So in these contexts, we can truly say of 
ourselves and others, that we know. 

My aim, in this paper, is not to dispute Lewis's 

contextualist treatment of scepticism. I have 
defended a similar approach. 11 Rather I will take 

issue with Lewis's application of his contextualism 

to the Gettier problem, and his assimilation of the 

Gettier problem to the lottery problem. Lewis 

suggests that the lottery is a special case of the 
Gettier problem and argues that both can be 

solved by the same contextualist rule. Though I 
endorse a contextualist treatment of the lottery 
problem, I will argue that contextualism can shed 
no light on the Gettier problem. I argue that the 

lottery problem is of a piece with scepticism, not 
the Gettier problem. 

III The Gettier Problem and the 
Lottery 

The Gettier problem is (at least) to give a general 
account of why it is that certain cases of justified 

true belief fall short of knowledge. The lottery 
problem is to explain why it is (or perhaps merely 
seems) that no matter how great the number of 

Scepticism, Gettier, and the Lottery 

tickets in a lottery, i.e., no matter how great the 
odds are you will lose, you nonetheless fail to know 
you will lose.12 We can sharpen the lottery pro

blem by noting that, without knowing anything 

about the number of tickets, you can come to 
know you lose the lottery by reading the results 

of the drawing in the newspaper. This is puzzling 

because by simply increasing the number of tick
ets, we can make the odds of your losing condi

tional on the number of tickets, greater than the 
odds of your losing conditional on the newspaper 

report. 
To solve these problems, Lewis appeals to two 

rules of relevance - the Rule of Actuality and the 
Rule of Resemblance. The Rule of Actuality states 

that 'the possibility that actually obtains is never 
properly ignored' (p. 554); The Rule of Resem

blance states that if 'one possibility saliently 

resembles another [, t]hen if one of them may not 

be properly ignored, neither may the other' (p. 

556). 
Now consider Lewis's application of these rules 

to a standard Gettier case: 

The stopped clock is right twice a day. It says 
4:39, as it has done for weeks. I look at it at 4:39; 
by luck I pick up a true belief. I've ignored the 
uneliminated possibility that I looked at it at 

4:22 while it was stopped saying 4:39. That 
possibility was not properly ignored. It resem

bles actuality perfectly so far as the stopped 

clock goes. (p. 557) 

By the Rule of Actuality, he cannot ignore the 

possibility that he looked, at 4:39, at the clock 

while it was stopped saying 4:39. And that poss
ibility resembles - well enough - the possibility 

that he was looking at the clock at 4:22, while it 
was stopped saying 4:39. So, by the Rule of 
Resemblance, he cannot properly ignore this latter 
possibility either. Since this possibility is not 

eliminated by his evidence, he fails to know the 
time is 4:39. 

Lewis wants to assimilate the lottery problem to 

the Gettier problem. He notes that though the 

lottery problem is a case of justified, true, belief 

that is not knowledge, it is not normally treated as 

a Gettier case. Yet, as he further notes, on his view 

it yields to the same treatment: 

For every ticket, there is the possibility that it 
will win. These possibilities are saliently similar 
to one another; so either every one of them may 
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be properly ignored, or else none may. But one 
of them may not properly be ignored; the one 
that actually obtains. (p. 557) 

So I cannot, by the Rules of Actuality and Resem
blance, ignore the possibility, for any ticket, that it 
wins. In particular, I cannot ignore the possibility 
that my ticket wins. Since my evidence does not 
eliminate that possibility, I fail to know my ticket 
loses. 

Is the lottery a kind of Gettier case? It is, of 
course, if by 'Gettier case' we mean 'a case of 
justified true belief that is not knowledge'. But 
the more interesting issue is whether Lewis is 
correct in claiming that the lottery yields to the 
same solution as the standard Gettier cases. I will 
argue that it does not. While the lottery problem is 
fundamentally a problem of context-sensitivity, 
the Gettier problem is not. 

IV Two Kinds of Rules and the Status 
of the Rule of Resemblance 

We can begin by examining a distinction between 
two kinds of rules for proper ignoring (rules of 
relevance) in Lewis's account. Some of Lewis's 
rules dictate that what can be properly ignored 
depends on facts about the speaker and hearers of 
the context. We saw this in the case of the Rule of 
Attention: what the speaker and hearers of the 
context are attending to affects what can be prop
erly ignored. 

But others of Lewis's rules are not like this. The 
Rule of Actuality says that the actual world is 
never properly ignored. But the rule does not 
refer to the actuality of the speaker of the context. 
Rather, Lewis insists, it is the actuality of the 
subject that is never properly ignored (p. 555). 
This distinction will matter only in cases where 
we are considering whether subjects know in 
worlds other than our own. But this is 
precisely what we are doing when we give our 
intuitive responses to lnerely possible cases, e.g., 
when we are considering the standard Gettier 
cases. So in those cases, the Rule of Actuality 
dictates that the subject's actuality cannot be 
ignored. 

The Rule of Actuality does the work the truth 
condition does in traditional analyses of know
ledge. It captures our intuition that you can not 
know P, if Pis false. For our purposes, the import
ant thing to note is that the operation of the Rule 

of Actuality does not depend on who the speakers 
and hearers of the context are. 

Let us call rules of relevance whose operation 
depends on facts about the speaker (and hearers) of 
the context, 'speaker-sensitive', and call rules of 
relevance whose operation depends on facts about 
the subject, 'subject-sensitive'. (As we shall see, a 
rule may be both subject-sensitive and speaker
sensitive.) Any theory that involves speaker-sensi
tive rules is contextualist in the sense I am con
cerned with. 

Which kind of rule is the Rule of Resemblance? 
Consider its application to the lottery. Suppose we 
are considering whether S knows his ticket loses. 
The possibility that S's ticket wins resembles actu
ality not because of anything pertaining to us, the 
speakers (and hearers) of the context. Rather 
the resemblance exists because of facts about S, 
the subject of the knowledge ascription. It depends 
on the fact that he holds a ticket in a fair lottery. 
This means that the Rule of Resemblance is sub
ject-sensitive. 

But there is more to the story. The Rule of 
Resemblance says that a possibility that saliently 

resembles actuality (or any possibility that is rele
vant by some rule other than Resemblance) cannot 
be properly ignored. The need for this qualifica
tion arises in connection with a variation of the 
lottery problem discussed by Lewis:13 

Pity poor Bill! - He squanders all his spare cash 
on the pokies, the races, and the lottery. He'll be 
a wage slave all his days. We know he'll never be 
rich. (p. 565) 

As Lewis suggests, intuitively, we know poor Bill 
will never get rich. But, intuitively, we do not 
know he loses the lottery. The problem is that 
his never getting rich, plus other things we know, 
entails that he loses the lottery. So if we do not 
know poor Bill loses the lottery, how can we know 
he'll never be rich?14 

On Lewis's account, the Rules of Actuality and 
Resemblance determine that we fail to know poor 
Bill loses the lottery. 'But there is a loophole', 
according to Lewis, 

... the resemblance was required to be salient. 
Salience as well as ignoring, may vary between 
contexts. Before, when I was explaining how the 
Rule of Resemblance applied to the lotteries, I 
saw to it that the resemblance between the many 
possibilities associated with the many tickets 



was sufficiently salient. But this time, when we 
were busy pitying poor Bill for his habits and 
not for his luck, the resemblance of the many 
possibilities was not so salient. At that point, the 
possibility of Bill's winning was properly 
ignored; so then it was true to say that we 
knew he'd never be rich. Afterward, I switched 
the context. I mentioned the possibility that Bill 
might win, wherefore that possibility was no 
longer properly ignored ... It was true at first 
that we knew that Bill would never be rich. And 
at that point it was also true that we knew he'd 
lose - but that was only true so long as it 
remained unsaid. Later after the change in con
text, it was no longer true that we knew he'd 
lose. At that point, it was also no longer true that 
we knew he'd never be rich. (pp. 565-6) 

So in contexts where the lottery resemblances are 
not salient to us, we can properly ignore the pos
sibility that poor Bill's ticket wins. And so in those 
contexts, we can know poor Bill will never get rich 
and that he will not win the lottery. But in contexts 
where the resemblances are salient, we can not 
properly ignore the possibility that Bill's ticket 
wins and so we do not know either of these 
things.15 

When Lewis says the resemblances are required 
to be salient, does he mean 'salient to the subject of 
the ascription', or 'salient to the speaker ascribing 
knowledge'? In the case of poor Bill, this is a 
distinction without a difference. The way Lewis 
describes it, we are both ascribers and subjects. 
The issue for us is - What do we know about 
Bill? But when subject and speaker are distinct, 
we can see that Lewis must require that the resem
blances be salient to the speaker (and hearers) of 
the context. Consider again how he applies the 
Rule of Resemblance to the Gettier cases. There 
the resemblances that undermine knowledge are 
not salient to the subject. Recall the subject S 
who by luck happens to be staring at a stopped 
clock at the very time, 4:39, displayed on the clock. 
According to Lewis, S fails to know the time 
because the possibility that he is looking at the 
clock at 4:22 while it is stopped saying 4:39, cannot 
be properly ignored. This possibility cannot be 
properly ignored because it resembles perfectly, 
as far as the stopped clock goes, the possibility 
that actually obcains. But this resemblance is not 
salient for S. If it were, this would not be a Gettier 
case since S would not even be justified in believ
ing what the clock says. The resemblance is salient 
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for those of us who know S is in a Gettier situa
tion, viz., the speaker and hearers of the context. 
That is why we cannot ignore the possibility that 
the time is 4:22, with the clock stopped saying 
4:39. And this explains why we cannot ascribe 
knowledge to S. 

Because of the salience qualification, the Rule of 
Resemblance is speaker-sensitive. (We have seen 
that it is also subject-sensitive). This means that 
features of the context of ascription - facts con
cerning what resemblances are salient to the 
speaker (and hearers)- will determine which pos
sibilities cannot, by this rule, be properly ignored. 
This aspect of the Rule of Resemblance, I shall 
argue, leads to a serious difficulty for Lewis's 
treatment of the Gettier problem. 

V The Rule of Resemblance and 
Scepticism 

Before returning to Lewis's treatment of the Get
tier problem, I want to digress to show how the 
speaker-sensitivity of the Rule of Resemblance 
provides a way out of a problem Lewis raises for 
the application of this rule. 'We must apply the 
Rule of Resemblance with care', notes Lewis. 

Actuality is a possibility uneliminated by the 
subject's evidence. Any other possibility W 
that is likewise uneliminated by the subject's 
evidence thereby resembles actuality in one sali
ent respect: namely, in respect of the subject's 
evidence. That will be so even if Wis in other 
respects very dissimilar to actuality - even if, for 
instance, it is a possibility in which the subject is 
radically deceived by a demon. Plainly, we dare 
not apply the Rules of Actuality and Resem
blance to conclude that any such Wis a relevant 
alternative - that would be capitulation to scep
ticism. (p. 556) 

In response to this problem, Lewis makes an ad hoc 
stipulation that resemblances in respect of the 
subject's evidence alone do not count: 

The Rule of Resemblance was never meant to 
apply to this resemblance! We seem to have an 
ad hoc exception to the Rule, though one that 
makes good sense in view of the function of 
attributions of knowledge. What would be bet
ter, though, would be to find a way to reformu
late the Rule so as to get the needed exception 
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without ad hocery. I do not know how to do this. 
(pp. 556-7) 

But there is a way for Lewis to avoid this sceptical 
problem without resorting to ad hocery. Possibilit
ies that resemble actuality in respect of the sub
ject's evidence are not, by the Rule · of 
Resemblance, automatically relevant; they must 
saliently resemble actuality. That is the whole 
point of the Poor Bill case. But then scepticism 
does not threaten - that is, it does not threaten any 
more than a defender of context-sensitivity readily 
concedes. In normal, everyday contexts, where it is 
not salient that sceptical possibilities resemble 
actuality (in respect of the subject's evidence), 
those possibilities will not be relevant. Of course, 
the sceptic can make the resemblances salient to us 
and in that new context, the sceptical alternatives 
will be relevant. But this much the contextualist 
grants to the sceptic. This is how the contextualist 
explains the force of sceptical arguments. So in 
effect, Lewis is forced into his ad hoc 
restriction because he here treats the Rule of 
Resemblance as if it were merely subject-sensitive. 
But the rule's speaker-sensitivity enables us to 
avoid the threat of scepticism without resorting 
to ad hocery. 

VI The Gettier Problem and Speaker
Sensitivity 

Because the Rule of Resemblance is speaker-sensi
tive, it can both handle the Poor Bill variation of 
the lottery and avoid the threat of scepticism. But 
this very aspect of the rule undermines its applic
ability to the Gettier cases. Recall that according to 
Lewis's strategy for handling the Gettier cases, the 
subject fails to know P because there is an uneli
minated not-P possibility that resembles actual
ity.16 But again, this by itself is not sufficient for 
the Rule of Resemblance to dictate that the not-P 
possibility cannot be properly ignored; the resem
blance must be salient. The problem for Lewis is 
that there is nothing to guarantee that the resem
blance will be salient. In some contexts the 
resemblance will be salient, but in others it will 
not. And in those contexts where the resemblance 
is not salient, the not-P possibility will be properly 
ignored and the subject will know. 17 

Surely this consequence of Lewis's theory is 
incorrect. To focus our intuitions, let's consider a 
particular Gettier case: 

S sees what appears to be a sheep on the hill. 
But what S actually sees is a rock that looks, 
from that distance, to be a sheep. It happens 
though, that behind the rock, out of S's view, is 
a sheep. 

In this case, the subject S has a justified true belief 
that there is a sheep on the hill, but S does not 
know there is a sheep on the hill. 18 Why according 
to Lewis's account does S fail to know there is a 
sheep on the hill? Following Lewis's treatment of 
the stopped clock case, we can say that the poss
ibility that there is no sheep on the hill but only a 
rock that looks like a sheep, resembles actuality. It 
resembles actuality perfectly with respect to the 
sheep-shaped rock. Thus by the Rules of Resem
blance and Actuality, this possibility cannot be 
properly ignored. 

Now consider A, standing next to S, who is 
unaware that S sees only a rock. The resemblance 
between the possibility that S sees a rock that looks 
like a sheep and actuality is not salient for A. A is 
not aware that S is in a Genier situation of any 
kind. So according to Lewis's view, in A's context 
of ascription, the possibility that S sees merely a 
sheep-shaped rock can be properly ignored. Thus 
on Lewis's view, A truly ascribes knowledge to S. 
A can truly say 'S knows there is a sheep on the 
hill'.19 

This strikes me as a strongly counterintuitive 
result. Surely it is very strange to suppose that 
there is any context of ascription in which one 
can truly say of S that he knows there is a sheep 
on the hill. The sentence, 'S knows there is a sheep 
on the hill' looks false (at that world and time), 
regardless of who happens to be uttering it. Con
sider again S's situation. S mistakenly thinks the 
rock he is seeing is a sheep. Surely S cannot in this 
way come to know there is a sheep on the hill, even 
if by luck, there happens to be a sheep on the hill 
hidden from view behind the rock. But again, if 
the resemblance relations that otherwise falsify 
ascriptions of knowledge are not salient in A's 
context, Lewis must hold that A's ascription of 
knowledge to Sis true.20 

Does Lewis have a way to respond to this pro
blem? One strategy he might adopt here is to bite 
the bullet and say that in A's context, A's ascrip
tion of knowledge to Sis correct - and perhaps this 
would not be so difficult a bullet for him to bite. 
For as a contextualist, he can appeal to speaker
sensitivity to explain away the intuition that A 
cannot truly ascribe knowledge to S. He can hold 



that our own context, at which knowledge cannot 
be truly ascribed to S, runs interference on our 
evaluation of what A says in his context. We con
fuse what can be properly ignored by us in our 
context of ascription with what can be properly 
ignored by A in his context of ascription. So the 
fact that we cannot truly say S knows there is a 
sheep on the hill prevents us from seeing that A 
can truly say S knows there is a sheep on the hill. 

There would be nothing ad hoc about Lewis 
explaining away our intuition in this way. On the 
contrary, we could view it as a natural extension of 
the contextualist treatment of both the lottery and 
scepticism. A contextualist treatment of these 
problems must explain away certain of our intui
tions as resulting from our confusing distinct con
texts of ascription. The contextualist, while 
holding that our everyday knowledge ascriptions 
are correct, must acknowledge that when we are in 
the grips of a sceptical argument, those ascriptions 
seem mistaken. But, according to the contextualist, 
this intuition is misleading. It results from our 
confusing what we can truly say in the sceptical 
context we are in as we consider sceptical argu
ments, with what we can truly say in everyday 
contexts. 21 

And the same considerations apply to the Poor 
Bill variation of the lottery. We can truly ascribe 
knowledge that Bill loses the lottery (and that he 
will never get rich) in contexts where the resem
blances that otherwise undermine knowledge are 
not salient. Nonetheless, in contexts where the 
resemblances are salient, it seems wrong to say 
that in other contexts where the resemblances are 
not salient, we can truly ascribe knowledge that 
Bill loses the lottery. Here again the contextualist 
must say that this intuition is misleading. It results 
from our confusing what can truly be said in our 
own context where the resemblances are salient, 
with what can truly be said in those contexts where 
the resemblances are not salient. 

Now consider again our intuition that A's 
ascription to S of knowledge that there is a sheep 
on the hill is mistaken. In the very same way, 
Lewis can explain away our intuition as resulting 
from our confusing what can be truly ascribed in 
our own context where the relevant resemblance is 
salient with what can be truly ascribed in A's 
context, where the resemblance is not salient. 
This general strategy is central to the general con
textualist view he is defending. 

Of course, some may find contextualism to be 
implausible in general. For those who take this 
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view, the application of this strategy to the Gettier 
case would be just another example of the kind of 
implausible line the theory takes in the cases 
of scepticism and the lottery. But I, as a proponent 
of a contextualist treatment of scepticism and the 
lottery, do not want to endorse this position. Still, 
I find it very implausible that we can truly ascribe 
knowledge in the Gettier case in any context. 
Thus, I will argue that this kind of contextualist 
approach, even if correct in the cases of scepticism 
and the lottery, cannot be extended to the Gettier 
problem. 

VII The Scope of Speaker-Sensitivity 

On Lewis's view, the Rule of Resemblance is cen
tral to solving the Gettier problem. We can think 
of this rule as corresponding, roughly, to the Get
tier or fourth condition in a standard analysis of 
knowledge. As we noted earlier, the Rule of Actu
ality corresponds to the truth condition. 

Now consider Lewis's Rule of Belief 

A possibility that the subject believes to obtain 
is not properly ignored, whether or not he is 
right to so believe. Neither is one that he ought to 
believe to obtain - one that evidence and arguments 
justifY him in believing - whether or not he does so 
believe. [my emphasis] (p. 555) 

The second part of this rule corresponds roughly 
to some of the phenomena that motivate the justi
fication condition in a standard analysis of know
ledge. 

So each of the Rules of Actuality, Belief, and 
Resemblance corresponds to some element in a 
traditional analysis of knowledge. But on Lewis's 
view, there is an asymmetry in the way these rules 
are applied. This asymmetry results from the fact 
that of the three, only the Rule of Resemblance is 
speaker-sensitive. Note that the Rule of Belief, like 
the Rule of Actuality, is only subject-sensitive. 
According to this rule, we cannot ignore a poss
ibility the subject believes, or merely ought to 
believe, to obtain. 

Compare three cases. S1 is looking at a sheep
shaped rock that happens to have a sheep behind 
it. Sz is actually looking at a sheep under normal 
conditions, though he has evidence that justifies 
him in believing he is in fact looking at a sheep
shaped rock on a sheepless hill. S3 is in fact looking 
at sheep-shaped rock on a sheepless hill. All three 
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subjects believe there is a sheep on the hill. But 
none of these subjects knows there is a sheep on 
the hill. From the standpoint of traditional ana
lyses of knowledge, S1 fails to know because 
though he has a justified true belief that there is 

a sheep on the hill, he is in a Gettier situation. S2 
fails to know because his evidence justifies him in 

believing that, despite the appearances, there is no 
sheep on the hill, making his belief that there is a 

sheep on the hill unjustified. And S3 fails to know 
because his belief that there is a sheep on the hill is 
false. 

On Lewis's view, in each case, the failure of the 
subject to know there is a sheep on the hill is 
explained by the rules of relevance. We cannot 
truly ascribe knowledge to any of them, because 
in each case we may not properly ignore the 
possibility that there is only a sheep-shaped rock 
on the hill. S1 is in a situation where that possibi
lity saliently (for us) resembles actuality. So by the 
Rules of Resemblance and Actuality, we cannot 

properly ignore it. Sz ought to believe that poss
ibility obtains. So by the Rule of Belief, we cannot 
properly ignore it. And for Sh that possibility is 
actual. So, by the Rule of Actuality, we cannot 
properly ignore it. 

The rules of relevance deliver the same result 
for what we, in our context, can truly say about 
each subject: In each case, we are correct in deny
ing that the subject knows there is a sheep on the 
hill. But suppose we consider whether it is correct 
to ascribe knowledge to these subjects in certain 
contexts of ascription other than our own. Con
sider speaker A who is not aware that S1 is in a 
Gettier situation; A thinks St is, in fact, looking at 
a sheep. Nor is A aware that S2 has evidence that 
justifies him in believing that there is no sheep on 
the hill. Nor is A aware that S3 merely seems to see 
a sheep. Given only what is salient in A's context, 
all three subjects appear to be in the same epi
stemic situation, viz., looking at a sheep under 
normal conditions. This leads A to say all three 
subjects know there is a sheep on the hill. 

Are A's ascriptions of knowledge to Si, S2, and 
SJ, true? (We can assume hearers with the same 
information as A.) Consider first A's ascription of 
knowledge to St. Though the possibility that St 
sees a rock with no sheep behind it resembles 
actuality (St's actuality), that resemblance is not 
salient for A. So, as we noted in section VI, as far 
as the Rule of Resemblance goes, A can properly 
ignore that possibility. Thus A can truly ascribe 
knowledge to S1. 

But matters are different for A's ascriptions to 
S2 and S3. S2 ought to believe he sees a rock that 
looks like a sheep. So by the Rule of Belief, A may 
not properly ignore that possibility. Though it is 
not salient in A's context that S2 ought to believe 
he sees merely a rock, the Rule of Belief does not 
require that it be salient. Thus A cannot truly 

ascribe knowledge to Sz. 
Analogously, in the case of S3. A may not ignore 

the possibility that S3 sees merely a sheep-shaped 
rock. For that possibility is actual and so by the 
Rule of Actuality. A cannot properly ignore it. 
Though it is not salient in A's context that this 
possibility is actual, the Rule of Actuality does not 
require that it be salient. Thus A cannot truly 
ascribe knowledge to S3. 

Why should there be this asymmetry between 
knowledge ascriptions to S1, on the one hand, 
and knowledge ascriptions to S2 and Sh on the 
other? The asymmetry results from the fact that 
the Rule of Resemblance is speaker-sensitive 
whereas the rules of Belief and Actuality are not. 
Because of this, the truth-value of knowledge 
ascriptions to S1 can vary with the speaker whereas 
the truth-value of knowledge ascriptions to S2 and 
S3 cannot. This seems right for S2 and S3. Intui
tively, neither S2 nor S3 knows there is a sheep on 
the hill, regardless of what is salient to the speaker 
(and hearers) of the context - S2, because his 
evidence justifies him in believing there is no 
sheep on the hill and S3 because his belief that 
there is a sheep on the hill is false. Our intuitions 
here provide a basis for thinking it is part of the 
fixed (across contexts) truth conditions for 'S 
knows P' that P is true and that S's evidence 
does not justify him in believing not-P. If so, 
then we have a rationale for holding that knowl
edge ascriptions to S2 and S3 are false (at those 
worlds and times), regardless of who is making the 
ascription. But analogously, our intuitions provide 
the same kind of rationale for taking it as part of 
the fixed truth conditions for 'S knows P' that S is 
not in the kind of Gettier situation S1 is in. Intui
tively, because of his situation, St fails to know he 
sees a sheep, regardless of what is salient to the 
speaker of the context. Thus we have equally good 
reason to hold that, contrary to what Lewis's the
ory entails, knowledge ascriptions to S1 are false, 
regardless of who is making them. This suggests 
that in order for the Rule of Resemblance to solve 
the Gettier problem, it should be construed as 
speaker-insensitive. This would require that the 
salience qualification be eliminated.22 



Of course an asymmetry can be eliminated from 
either direction. Suppose we do have as good a 
rationale for holding that S1 fails to know, irre
spective of the speaker, as we do for holding that 
S2 and S3 fail to know, irrespective of the speaker. 
We could still reject that rationale for all three 
cases. After all, we saw in section IV how Lewis 
could employ a contextualist strategy to reject the 
rationale in the case of S1. This strategy seeks to 
explain away the intuition that S1 fails to know in 
contexts like A's as resulting from a confusion of 
contexts. We confuse contexts like A's, where the 
resemblance between actuality and the possibility 
at which there is only a sheep-shaped rock, is not 
salient, with contexts like our own where this 
resemblance is salient. Since in our context, S1 
fails to know, we mistakenly think S1 fails to 
know in A's context as well. 

Now we could, in the same way, seek to explain 
away our intuition that S2 and S3 fail to know 
regardless of the speaker. We could do this by 
construing the Rules of Belief and Actuality as 
speaker-sensitive, on the model of the Rule of 
Resemblance. Viewed in this way, the Rule 
of Belief would say that a possibility that the sub
ject saliently believes, or saliently ought to believe, 
to obtain cannot be properly ignored. And the 
Rule of Actuality would say that when a possibility 
is saliently actual, it cannot be properly ignored. 
On this view, when we consider whether Sz 
knows, we cannot properly ignore the possibility 
that there is only a sheep-shaped rock on the hill. 
In our context, it is salient that S2 ought to believe 
this possibility obtains. Nor can we ignore this 
possibility when we consider whether S3 knows. 
In our context, it is salient that this possibility is 
actual (for S3). But in A's context, neither of these 
facts is salient. So, in each case, A can properly 
ignore this possibility. So construing the rules in 
this way would allow that A could truly say that 
each of S2 and S3 knows there is a sheep on the 
hill. Our intuition that A, in his context, falsely 
ascribes knowledge to both Sz and S3 results from 
our confusing our own context with A's. This 
strategy strikes me as no less plausible in the 
cases of S2 and S3 than in the case of S1. 

So there are two options for eliminating the 
asymmetry between the way Lewis's theory han
dles the case of S1 and the way his theory handles 
the cases of S2 and S3. We could eliminate the 
salience qualification from the Rule of Resem
blance thereby making it speaker-insensitive. Or 
we could add a salience qualification to the Rules 
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of Belief and Actuality thereby making them 
speaker-sensitive. Is there any reason to prefer 
one option to the other? I think that the best 
explanation for our intuition that A is mistaken 
in ascribing knowledge to all three subjects is that 
even relative to A's context, each of them in fact fails 
to know - S1 because he is looking at a sheep
shaped rock with a sheep behind it, S2 because his 
evidence justifies him in believing there is no 
sheep, and S3 because he is looking at a hill witli 
no sheep on it. A mistakenly ascribes knowledge to 

each of them for the simple reason that he is 
unaware, in each case, of the knowledge-defeating 
circumstance. So, I would hold that none of the 
three rules is speaker-sensitive, that all three sub
jects, S1-3, fail to know there is a sheep on the hill, 
regardless of what is salient to the speaker. 

But how do I reconcile taking this view for these 
cases with my defence of the contextualist 
approach to scepticism (and the Poor Bill variation 
of the lottery)? If what I say is the correct explana
tion for our intuition that A is mistaken in ascrib
ing knowledge to Si, S2, and SJ, why should we 
not say the same thing about our sceptical intui
tions toward our everyday knowledge ascriptions? 
As we have noted, when in the grips of a sceptical 
argument, we feel the strong intuitive pull of say
ing that our knowledge ascriptions are mistaken, 
even those we make in everyday contexts. But here 
the contextualist denies that our sceptical intui
tions indicate that our everyday knowledge ascrip
tions are mistaken - that sceptical possibilities are 
relevant even in contexts where they are not salient 
to us. Rather die contextualist appeals to speaker
sensitivity to explain away those intuitions as 
resulting from a confusion of contexts. 

So on what basis do I claim that we should 
invoke speaker-sensitivity to explain away our 
sceptical intuitions toward our everyday know
ledge ascriptions, but not our 'sceptical' intuitions 
toward ascriptions of knowledge to Si, S2, and S3? 
If we take these latter intuitions at face value, as 
indicating that A's ascriptions of knowledge to Si, 
S2, and S3 are mistaken even in A's context, why 
not take our sceptical intuitions at face value, as 
indicating that our everyday knowledge ascriptions 
are false, even in everyday contexts? This would 
mean viewing sceptical possibilities as relevant to 
any knowledge ascription regardless of what is 
salient to the speaker. Then, just as we explain 
A's mistaken ascriptions of knowledge to Si-3 as 
resulting from A's ignorance of certain features of 
the subject's epistemic situation, so the sceptic 
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could explain why we have been mistakenly ascrib
ing knowledge to ourselves in everyday contexts as 
resulting from our ignorance (prior to our initia
tion to sceptical arguments) of certain facts con
cerning our epistemic situation, viz., that our 
evidence does not eliminate sceptical possibilities. 

As it turns out, there is an important difference 
between our sceptical intuitions and our intuitions 
about s,_3 - a difference that provides a rationale 
for appealing to speaker-sensitivity in the explana
tion of our sceptical intuitions, but not in the 
explanation of our intuitions toward knowledge 
ascriptions to S1-3- Consider first our sceptical 
intuitions. Strong as they sometimes may be, 
they conflict with other strong intuitions we 
have, viz., our common sense intuitions concern
ing what we know. As Lewis notes: 

We have all sorts of everyday knowledge, and 
we have it in abundance. To doubt that would 
be absurd. At any rate, to doubt in any serious 
and lasting way would be absurd; and even 
philosophical and temporary doubt, under the 
influence of argument, is more than a little 
peculiar. (p. 549) 

Of course, Lewis does not mean to be denying that 
there is any problem of scepticism. He acknow
ledges that, when considering sceptical arguments, 
we often feel a strong pull toward saying that our 
knowledge ascriptions are false. His theory is 
designed, in part, to explain these intuitions. It's 
just that these sceptical intuitions are not stable. 
We also find, while still engaged in philosophical 
reflection, that we have a tendency to shift to a 
perspective from which that conclusion is difficult 
to accept - 'How could it be that I fail to know I 
have a hand? ... Surely I know that!' But then I 
can again be overcome by the pull of the sceptical 
arguments and begin to doubt that I do know 
anything - even that I have hands. But this time 
around, the sceptical intuition is no more stable 
than before. This kind of vacillation is a fairly 
robust feature of our intuitions about scepticism. 
When we think about scepticism, we find our
selves pulled in inconsistent directions - we find 
ourselves shifting back and forth between thinking 
we fail to know and thinking that this conclusion is 
absurd. 

This contrasts starkly with our intuitions 
toward ascriptions of knowledge to s,_3. s, is 
looking at a sheep-shaped rock that happens to 
have a sheep behind it. Here we have a strong 

and stable intuition that S1 does not know there 
is a sheep on the hill. In no way does it seem 
'absurd' or 'more than a little peculiar' to deny 
that S1 knows there is a sheep on the hill. We deny 
unequivocally that S1 knows. Even if previously, 
because of our ignorance of S1 's situation, we were 
inclined to say he knows there is a sheep on the 
hill, once we learn that he actually sees only a rock, 
we would not be inclined, in the least, to say he 
knows. We would not find ourselves vacillating 
between saying that S1 does not know and saying 
that he does. 

Similarly we have a strong and stable intuition 
about ascriptions of knowledge to S2 and S3. Intui
tively each fails to know there is a sheep on the hill, 
S2 because his evidence justifies him in believing 
there is no sheep on the hill, and S3 he is looking at 
a sheepless hill. In neither case do we find our 
intuitions pulled in opposing directions. 23 

But again, this kind of stability is lacking in the 
intuitions we have in contexts where we are con
sidering sceptical arguments; these intuitions are 
notoriously unstable. Thus while nothing stands in 
the way of taking our intuitions toward s,_3 at face 
value, taking our sceptical intuitions at face value is 
problematic. 

Here then is the opening for the contextualist to 
explain away our sceptical intuitions toward our 
everyday knowledge ascriptions by appealing to 
speaker-sensitivity. According to the contextualist, 
when we are in a sceptical frame of mind, we are in 
a context where sceptical possibilities are relevant. 
But again we are of two minds. We can also find it 
compelling that we know many things. This is 
because even though in our own context, sceptical 
possibilities are relevant, we can still evaluate 
knowledge ascriptions relative to other contexts 
where sceptical possibilities are not relevant. So 
even when a sentence ascribing knowledge is false 
in our own mouths, we can still evaluate it as true 
in the mouths of others (or our own mouths in 
other contexts). Thus, the instability of our intui
tions toward our everyday knowledge ascriptions 
results from our alternatively evaluating them rela
tive to our current sceptical contexts and other 
non-sceptical contexts. 24 

A similar phenomenon occurs in the Poor Bill 
version of the lottery. It seems intuitive to say we 
know he will never get rich. Yet we also find it 
intuitive that we do not know he will lose the 
lottery. But these intuitions take us in opposing 
directions. We know he'll never get rich only if we 
know he'll lose the lottery. Thus we find ourselves 



vacillating between thinking we know he'll never 
get rich and so that he'll lose the lottery, and 
thinking we know neither of these things. The 
contextualist holds that our opposing intuitions 
result from our evaluating these knowledge ascrip
tions relative to different contexts. In some con
texts, we know he'll never get rich (and that he'll 
lose the lottery). In others, we fail to know that 
he'll never get rich (and that he'll lose the lottery). 

Of course an appeal to speaker-sensitivity is not 
the only way to explain the instability of our intui
tions. There are various sceptical explanations, as 
well, e.g., ones that appeal to force of habit. Which 
explanation is the best is not an issue we need 
confront in this paper.25 The point is that an 
appeal to speaker-sensitivity has at least some 
initial plausibility as an explanation for why our 
intuitions are unstable. This provides a motivation 
for appealing to speaker-sensitivity in our treat
ment of scepticism and the lottery. Where no such 
instability exists, as with our intuitions toward A's 
knowledge ascriptions to S1_ 3, this motivation for 
appealing to speaker-sensitivity is absent. In these 
cases there is nothing for an appeal to speaker
sensitivity to explain. This makes it much more 
plausible to take at face-value our strong intuition 
that A's ascriptions of knowledge to S1_3 are sim
ply mistaken. 

VIII The Gettier Problem, the Lottery, 
and the Rule of Resemblance 

I have been arguing that it is considerably more 
plausible to appeal to speaker-sensitivity for 
knowledge ascriptions when our intuitions regard
ing them are unstable. As it turns out, Lewis's 
analysis is consonant with this view insofar as 
scepticism, the Poor Bill version of the lottery, 
and A's ascriptions of knowledge to S2 and S3 
are concerned. In the cases of scepticism and 
poor Bill, where our intuitions are unstable, the 
operative rules of relevance - the Rule of Attention 
and the Rule of Resemblance - are speaker-sensi
tive. This allows the truth-value of knowledge 
ascriptions to vary in ways that explain the 
instability of our intuitions. In the cases of S2 
and S3, where our intuitions are stable, the opera
tive rules of relevance - the Rule of Belief and the 
Rule of Actuality - are not speaker-sensitive. This 
prevents the truth-value of the knowledge ascrip
tion from shifting with the context, thus explain
ing the stability of our intuitions. 

Scepticism, Gettier, and the Lottery 

But as we have seen, Lewis's analysis diverges 
from this view in the (Gettier) case of S1. Here, 
even though our intuitions are stable, the operative 
rule of relevance - the Rule of Resemblance - is 
speaker-sensitive. If the argument of the previous 
section is correct, Lewis is mistaken in trying to 
handle this case with a speaker-sensitive rule. 
More generally, it is problematic to use a 
speaker-sensitive rule of relevance to solve the 
Gettier problem. There is no reason not to view 
the subject's failure to know in these Gettier cases 
as fixed across contexts of ascription - as holding 
regardless of who the speaker is. 

So any rule that solves the Gettier problem 
must be speaker-insensitive. Thus, for the Rule 
of Resemblance to solve the Genier problem, the 
salience qualification must be eliminated. But 
this would raise two problems. First, without 
the salience qualification, the sceptical conse
quences of the rule return. Recall that sceptical 
possibilities resemble actuality perfectly with 
respect to the subject's evidence. So, as Lewis 
notes, the Rule of Resemblance would seem to 
entail that sceptical possibilities are relevant, i.e., 
that they cannot be properly ignored. I argued in 
section V that, because of the salience 
qualification, the Rule of Resemblance can avoid 
this consequence. For in everyday contexts, the 
resemblances between sceptical possibilities 
and actuality are not salient. Without the 
salience qualification, this response is no longer 
available. 

Lewis's own response to this difficulty was to 
make an ad hoc stipulation that these resemblances 
do not count. But this is really to concede that the 
rule does not solve the problem. Solving the Get
tier problem requires either further revision of the 
Rule of Resemblance or perhaps a different rule 
altogether. 

A second problem for eliminating the salience 
qualification from the Rule of Resemblance is that 
doing so would render the rule unable to handle 
the poor Bill variation of the lottery problem. For 
it would rule out our knowing of someone that he 
loses the lottery, in any context of ascription. But 
then it rules out our knowing, in any context of 
ascription, anything that entails of someone that he 
loses the lottery.26 But it does seem that we can 
know many things that entail that a certain person 
loses the lottery. For example, we can know, in 
some contexts anyway, that poor Bill will never get 
rich.27 The whole point of the salience qualifica
tion was to make the rule speaker-sensitive thereby 
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allowing knowledge in some contexts that a certain 
person loses the lottery. 

These two problems for the unqualified Rule of 
Resemblance show that resemblance is too perva
sive a phenomenon to be appealed to in an unre
stricted way. As we have seen, a natural move is to 
invoke speaker-sensitivity and restrict the rule by 
salience. But this very feature of the rule makes it 
incapable of solving the Gettier problem. 28 

We can now see that there is good reason to 
reject Lewis's assimilation of the lottery to the 
Genier problem. Lewis notes that though the lot
tery seems to be a case of justified, true, belief that 
is not knowledge, it is not normally counted as a 

Notes 

l [IO] All Lewis page references are to this paper. 
2 For other contextualist accounts, see Unger [ 12), 

[13), Cohen [2], [3], [4], and DeRose [5]. 
3 See [9], [13), [6]. I would argue for this kind of 

contextualism for many predicates, e.g., 'happy', 
'tall', 'old', 'rich' ... 

4 I argue for such a view in [2). There I talk about how 
strong our epistemic position must be with respect to 
alternatives to Pin order for us to know P. Also see 
DeRose [5). 

5 So for a belief to be justified simpliciter, it must be 
justified to the minimum degree necessary for know
ledge. I do not claim that this is the only notion of 
justification simpliciter. 

6 Lewis does not subscribe to this account of context
sensitivity because he holds that justification is 
neither necessary nor sufficient for a true belief to 
be knowledge. But I do not find his reasons for this 
view to be very convincing. 

Justification is not necessary for knowledge, 
according to Lewis, because no 'argument supports 
our reliance on perception, on memory, and on testi
mony. Yet we do gain knowledge by these means' (p. 
551). But most accounts of justification for percep
tion, memory, and testimony do not require our hav
ing anything like a supporting argument. Here, Lewis 
seems to rely on an overly restrictive conception of 
justification. 

Justification is not sufficient for a true belief to be 
knowledge, according to Lewis, because in a lottery, 
one does not know one loses regardless of the number 
of tickets. Yet the greater the number of tickets, the 
greater one's justification (p. 551). This argument is 
somewhat puzzling. Since Gettier, few epistemolo
gists think of justification as sufficient for a true belief 
to be knowledge. And Lewis suggests that the lottery 
is a kind of Gettier case. (I argue against this in 
section VIII). More importantly, Lewis ultimately 

Gettier case. But according to Lewis, it can be 
solved by the same rule he invokes to handle the 
traditional Gettier cases, viz., the Rule of Resem
blance. We have just seen that this claim is doubt
ful. The lottery (given the poor Bill variation) 
requires speaker-sensitivity whereas the Gettier 
problem requires speaker-insensitivity. The con
textualist, as we have seen, invokes speaker-sensi
tivity to solve the problem of scepticism. The fact 
that an adequate treatment of the lottery requires 
an appeal to speaker-sensitivity as well suggests 
that the lottery has more in common with scepti
cism than with the Gettier problem. 

allows that one can know, in certain contexts, that 
one loses the lottery. But then I see no reason why 
we should not say that in those contexts, one's 
justification is sufficient for one to know. 

As we shall see, for Lewis, knowing P is a matter 
of one's evidence eliminating some alternatives to P 
and one's being able to properly ignore the rest of 
the alternatives. Certainly one's evidence eliminat
ing alternatives is a component of justification as it is 
construed by many epistemologists. Moreover, 
whether or not one can properly ignore certain alter
natives turns out to depend on one's evidence. This 
is true for the Rule of Resemblance and the Rule of 
Belief. So, though he denies it, I think it is fair to say 
Lewis's analysis of knowledge involves standards for 
justification - as many epistemologists think of jus
tification, anyway. 

7 Dretske [6], Unger [13). 
8 Lewis says, ' ... a possibility W is uneliminated iff 

the subject's perceptual experience and memory in 
W exactly match his perceptual experience and 
memory in actuality' (p. 553). 

9 On Lewis's view, the extent to which one's evidence 
eliminates possibilities is only part of what constitu
tes the strength of one's epistemic position. Some of 
the conditions that determine whether or not one 
can properly ignore a not-P possibility can be 
viewed as contributing to the strength of one's epis
temic position, as well. This holds, in particular, for 
the rule of resemblance and the rule of belief. 

IO For stylistic reasons, following Lewis, I will not 
always be careful about formulating the contextualist 
thesis metalinguistically. So instead of saying that a 
sentence containing the knowledge predicate can be 
true in one context and false in the other, I will say 
that whether we know can vary across contexts. 
Strictly speaking, though, the metalinguistic formu
lation should be used. 



l l See [2). On my version of contextualism, the stan
dard governs justification and the mechanism is a 
Rule of Salience which is very similar, and perhaps 
equivalent to, Lewis's Rule of Attention. On De
Rose's version in [5], the standard governs what he 
calls 'truth tracking' and the mechanism is the Rule 
of Sensitivity. 

12 There are, of course, other problems involving lot
teries, see [ 10]. 

l3 Gilbert Harman discusses a case like this in [7). 
14 Lewis endorses the principle that knowledge is 

closed under strict implication (p. 564). A weaker 
principle says that knowledge is closed under known 
implication. Either way, the problem of poor Bill 
arises. I defend the closure principle in [2). 

15 In Lewis's discussion, he notes that the possibility 
that poor Bill wins is also made relevant by the Rule 
of Attention, since Lewis mentions that possibility. 

16 In some Genier cases, the explanation appeals to the 
Rule of Resemblance working in conjunction with 
some other rule. See p. 557. 

17 The possibility will be properly ignored, at least so 
far as the Rule of Resemblance goes. And Lewis says 
the Rule of Resemblance explains why the subject 
fails to know in a Genier situation. Moreover, none 
of Lewis's other rules seem applicable. 

18 This example is taken from Chisholm [l). Nothing I 
say hinges on using this case rather than the stopped 
clock case. I use the former only because, by my 
lights, the intuition that the subject fails to know in 
this case is even more vivid than in the latter. 

19 We might be able to construe salience in a way that 
results in the resemblance being salient. Let's say 
the resemblance is strongly salient if it is salient that 
the possibility resembles actuality, and the resem
blance is weakly salient if the features in virtue of 
which the possibility resembles actuality are salient. 
A possibility can be weakly salient without being 
strongly salient. Consider the feature in virtue of 
which the possibility that S sees a sheep-shaped 
rock with no sheep behind it resembles actuality, 
viz., the sheep-shaped rock. If A himself is looking 
at the sheep-shaped rock (thinking that it is a sheep), 
then the resemblance is weakly salient for A but not 
strongly salient. But of course, nothing guarantees 
that in Genier cases, the relevant resemblances will 
be even weakly salient. A may not be looking at the 
sheep-shaped rock. 

As another example, consider the bogus barn case. 
The possibility that S sees a bogus barn resembles 
actuality in virtue of the abundance of bogus barns 
in the vicinity of the actual barn. But this need not 
be salient to someone ascribing knowledge to S. 
Moreover, if we formulate the rule of resemblance 
in terms of weak salience, then the sceptical implica
tions of the rule return. For the features in virtue of 
which, e.g., the brain-in-a-vat hypothesis resembles 
actuality are salient in everyday contexts. So these 
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possibilities will (weakly) saliently resemble actuality 
in those contexts. 

20 Given what he says in footnote 24, Lewis would 
hold that there is no general answer to whether we 
can say in the object language that A is in a position 
to truly say S knows. Of course we can avoid what
ever problem there may be here if we, as Lewis 
suggests at the end of the paper, ascend semantic
ally, i.e., describe the case metalinguistically. 

21 I take this line in [2], [3], and [4]. 
22 We would then need a different rule to handle the 

Poor Bill version of the lottery. More about this in 
section VIII. 

23 It may be that if we later forget that e.g., S3 is 
looking at a sheepless hill, we will then find it 
intuitive that he knows. This is also true of sceptic
ism - if we forget about sceptical possibilities we will 
find it intuitive that we know. But once it is pointed 
out to us that S3 is seeing only a sheep-shaped rock, 
we will again think, unequivocally, that we made a 
mistake. Our sceptical intuitions are not like that. 

24 It also may be that our vacillations toward our 
knowledge ascriptions indicate that through subtle 
changes in ourselves as speakers and hearers, 
changes in our intentions, focus, purposes, etc. we 
bring about shifts in the set of relevant possibilities, 
i.e., we ourselves shift contexts. Sometimes we can 
indicate such a shift in our intentions and purposes 
by speaking in a certain tone of voice: 'C'mon, you 
know you're not a brain-in-a-vat!' If this is correct, 
we would have to treat the rule of attention as 
defeasible. See Lewis's discussion of bending the 
rules of co-operative conversation, p. 560. 

25 I defend the contextualist explanation over sceptical 
explanations in [ 4 ]. 

26 This assumes the deductive closure principle. See 
my footnote 14. 

27 An example given by Harman in [7] is perhaps even 
more compelling. We can know S will be in New 
York tomorrow, even though if he wins the lottery 
he will be in New Jersey instead, collecting his 
winnings, i.e., even though knowing S will be in 
New York involves knowing Swill lose the lottery. 

28 I argue in [2] that both scepticism and the lottery 
can be handled by appealing to the same rule - a rule 
of salience. Though space considerations preclude a 
full discussion here, it may be that even on Lewis's 
view both problems can be solved by the same rule. 
According to Lewis, both problems result from 
speaker-sensitivity. And though on Lewis's view, 
both are handled by speaker-sensitive rules, each is 
handled by a different rule - skepticism, by the Rule 
of Attention, and the lottery, by the Rule of Resem
blance. But it is not clear why Lewis needs to appeal 
to the Rule of Resemblance to solve the lottery 
problem. For it looks as if any possibility relevant 
by the Rule of Resemblance will also be relevant by 
the Rule of Attention. 
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Recall that for a possibility W to become relevant 
by the Rule of Resemblance, two conditions must be 
met. First, W must resemble actuality (or some 
other possibility relevant by some other rule). And 
second, the resemblance between W and actuality 
must be salient in the context. But if the resem
blance between W and actuality is salient in the 
context, then W itself is salient in that context. For 
example, because it is a fair lottery, the possibility 
that my ticket wins (as well as the possibility for 
every other losing ticket, that it wins) resembles the 
possibility that (the winning ticket) T wins with 
respect to the set-up of the lottery. Now if it is 
salient that the possibility that my ticket wins resem
bles the possibility that T wins, then trivially the 
possibility that my ticket wins (along with the pos-
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PART X 

Relativism 



Introduction 

Each of the authors in this section argues that 
attributions of justificar1on in some way lad:. 
objectivity. Each then draws negative conclu&ions 
from this about the value of pursuing epistemology 
as i1 has been traditionally conceived in analytic 
philosophy 

MiLhael Williams argues, persuasi,·cly, that if 
there is such a thing as lmowledgt! of tlsi! ~xlemal 
world, the kind of knowledge the Canesi.m skeptic 
questions, it seems impossible for us to see our
selves as having it. That is, the skeptic would carry 
the day. But he asks: rs there such a thing as know
ledge of the world? His ansv.er is no. The concept 
of knowledge of the external world 1s a thcorenca! 
concept, unlike practical corn::epts !mch as the c:on
cept of a chair, and so it lacks applica1ion entirely 
unles5 there is an appropriate umfied domain of 
reality whose contours are there for i[ to match. 
There is nosUL'h epistemic domain. There could be 
only if (empirical) beliefs divided into two dasses: 
those that could only be )mown on the basis of 
beliefs about immediate experience, i.e., beliefs 
abou[ [he external world. and [hose thal could be 
known dircccly from immediate experience Yet an 
examination of our practices in attributing know
ledge and jlIBl:ification testifies to the c:ondusion 
thal bd1e£s do not divide into these epistemic: cate
gories, nor in fact mto an)' objective epistemic 
categories. Trutha about wha1 justifies what ury 
from contex[ to contex[ depending on the accepted 
aims and enterprises constitutive of the context. 
Thus, in the context of geology, challenging the 
justiftCal:lon of beliefa aboUI whether there really 
are rocks is misplaced or perhaps absurd. 

Williams describes his view as a form of con
textualism. But it is a contextualism quite differcot 

than the ~isms appearing in the previous 
secl:ion. The c.:untextualist theories ofDeRose, and 
to a lesser extent Lewis, acknowledge substantial 
objective c:haracttristic:s as context-invariant par
tial determinants of the truth of knowledge ami
butions For DeRose, there are the objective 
(contexr-invarian[) notions of sensitil<·ity and 
strength of epistemic posmon. For Lewis, there 
are the objective factors of truth. belief, reliabilitv, 
elimination of possibilnics, and resemblanc~, 
though the latter is better described as only pan 
objeclive, since only salient resemblance is rele
vam. According 10 Williams, by contras[, the con
straints on truly ascribing knowledge across 
contens are many and \.'anous, with the resul[ 
that there is nothing at all to sene as an object of 
theore1icalinvesriga1ion fortheepiS[emologist 

Pan and parcel of repudia1ing skepllcii.m, then, 
is repudiating traditional eplStCmOlogy. Both rel) 
for their livelihood on the assump[ion Williams 
calls "epii.temulugical realism," "·iz. that there are 
objective relations of epiHemic priority walling [O 
be described. 

Paul Moser identifies three projecls fur episte
mology: [he stmarillc project of specifying what it 
means to sa~· that somethmg is jus11fied, the txpla
nalmy project of identifymg mformati,·e explana
torv conditions that state the conditions for 
jus;ification, and the roaluatlt't project of formu
lating st.mdards for determining whe1her a bdief is 
justified. He then considers a dilemma for the 
evalualive and the cxplllnatory projects. Thus, he 
writes (here regarding the evaluative project): 
"Whatever my evalua1ive epistemic 11tandards are, 
I must aslr.: in virtue of what, if anytlung, are my 
standards an a4~guatt 110lution to the evaluative 
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project, at least for myself?" In other words, what 
makes my standards the right standards for judging 
justified beliefs? The dilemma is this: Either I take 
this question seriously or I don't. If I don't, I'm 
criticizable as being meta-epistemically naive, for 
the question is a perfectly legitimate one. If I do 

take it seriously, I will be seemingly forced into 

giving circular answers such as "My standards are 

correct because the verdicts they deliver about 

justification are likely to be true or probably true." 

Moser claims that no such dilemma blocks suc

cess in the semantic project. A definition purport
ing to capture what one means by "justification" is 

adequate just in case it does capture what one 
means. One can then set about to find out what 

one means. Moser maintains, further, that seman
tic considerations "hold the key to avoiding the 

other manifestations of the dilemma of naivete or 
circularity." What one means by "adequate for 

evaluating justified beliefs" is what constitutes 

correctness for solutions to the evaluative project, 

and similarly for the case of "adequate for explain

ing justification." 
Moser puts these ideas to work in formulating 

what he calls semantic foundationalism, the view 
according to which answers to questions about 

correct standards for explaining, evaluating, and 
arguing for justification properly end in considera

tions about one's operative notion of justification, 
i.e., what one means by "justification." Thus, he 

formulates the following reasoning to be used to 
argue for one's justification for a statement P: 

1. By my conceptual commitment, justification 

consists in conditions C. 
2. The statement that P satisfies C. 
3. Hence, the statement that P is justified (for 

me). 

Relativism enters into Moser's account in the 

following way. My notion of justification may dif
fer from yours, and yours from another's and so 

on. This raises the practical question of which of 
these notions one should employ. About this, there 
is no objectively right epistemic answer. It is not as 

if some, but not all, concepts of justification latch 

on to epistemic natural kinds or epistemic Platonic 
forms. Rather, one must weigh the advantages and 

disadvantages of employing the various concepts in 

light of one's goals, whatever they may be. 
This last theme is also sounded by Stephen 

Stich in his contribution to this section. Stich's 
principal object is to examine the implications for 

analytic epistemology of the problem of cognitive 

diversity. The problem is this: In light of the 
many distinct cognitive processes which we 
might have employed and which others do employ, 

why should we remain with ours? Or, more gen
erally: How can we determine which of the many 
available cognitive processes are good ones? Analy

tic epistemology traditionally sought to give us the 

tools to answer these normative questions by arm

chair analysis of our concept of justification. Stich 

argues that it cannot do this. 
Before Stich attempts to indict analytic episte

mology in general, however, he attacks a method 
endorsed by many analytic epistemologists for 

identifying which inferential processes are good 
ones. The method is the method of reflective 
equilibrium, whereby we attempt to bringing our 
intuitive judgments about the applicability of a 

concept in particular cases in line with our general 
beliefs about the conditions under which the con

cept applies. Stich asks about the connection 
between justification and the conditions under which 

"justified belief' applies as determined by the method 

of reflective equilibrium: are they one and the same? 
The answer must be yes, if the results of reflective 

equilibrium are to be of use to us in our normative 
project. But empirical results have shown us that 

this cannot be right. Ordinary subjects, for exam
ple, standardly affirm the gambler's fallacy in 
reflective equilibrium, and yet inferences conform
ing to this fallacy are not justified. 

Stich then considers the analytic epistemolo
gist's likely response: "When we make judgments 

applying our concept of justification, something 

guides in making these judgments. There has to 

be some uniform set of conditions that we some

how rely upon. Admittedly, reflective equilibrium 

isn't quite the method we use to find out what 

these conditions are. But the conditions are there, 
and we rely on them, and so there must be some 

armchair method available for finding them out." 
Stich replies, once again, by citing empirical 
results that purportedly show that we do not, 

even implicitly, consult necessary and sufficient 
conditions in applying our general concepts, but 
rather employ in our judgments prototypes and 

exemplars. 
Stich's second argument attempts to show that 

even if, contrary to what Stich's first argument 

would lead us to expect, analytic epistemology 
can determine the necessary and sufficient condi

tions under which our concept of justification 

applies, analytic epistemology can provide no 



help in solving the problem of cognitive diversity. 
For analytic epistemology can at best tell us only 
what our concept of justification is. It doesn't tell 
us that the cognitive processes declared justified 
by our concept are better than those declared jus
tified by other concepts of justification. To solve 
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Epistemological Realism 

Michael Williams 

Generality and Epistemic Priority 

Al1hough a defender of the naturalness of sceptical 
doubl!i must hold rhat fournfarionalism is a by

produc! of sceptic1~m, not a presupposition, rm 

far we have seen nothing to suggest that the case 
for scepticism can be understood apart from the 

docuinc of the pnonty of cxpcricnual knowledge 
over knowledge of the world. This result wuukl 
not be dccisi\'e if this essential dtx.1:rine cuuld itseU 

be denved frum the lruistic elt:ments m the scep
tic's argumcnL~ But we have seen nothing to sug

gest this eithc:r. On the c:ontrary, eu:rything points 

theo1hcrwa}' 
This lem1cs one option: to see how the truistic 

elt:ments in the St:eptic's arguments take on scep

tical significance, Yie mus! look lO the distinctive 

character of the traditional epistemological project 

The sceptic {or traditional epistemolcgist) must 
argue that, in the context of a distlnClively phllcr
sophical im·e~1:igation of our lmowlt.dge of the 
world. the crucial ideas about epistemic priority 
arc fiirce,J on us liy our ordinary understanding of 
lmowledgc or justification If he can do so., be will 
have rebutted the t.iiarge that be simpl)' takes them 
for granted 

In uying to explain how what might otherwise 
seem tu be truismi. takt: on a surprising signifi
cance, n is narural to look first to the traditional 
cpistcmalogist's aim of assessing th: total1t)I of our 
knowledge of the world. Beatll8e be wants to 
explain how we are ablt: to krurn anything at all 

Ong1nall)i published m M. Williams. Unnatural Doubts 
(Odord: Blackwell Publishers, 1991). pp. 83-93, 101-
19.121-4.129-39. 

aboul the enema) world, his plan is to assess all 
such knowledge, all at orn.:e. But surel)', the argu
ment now goes, if we are to understand how it is 
possible for us to know anything at all about exter
nal reality, we must trace that knowledge to know
ledge we should still have even if we knew nothing 
about the world. No explanarion of how we come 
to have knowledge of the world that depended on 
our already having some would show the required 
generality: it would not be an explanaaon of how 
we have any 6uch knowledge. But thii. is as good as 
lo say that, once we accept the legitimacy of 1he 
episremologi6t's question - and we have seen no 
reason to suppose thal it is unintelligible we 
must also accept the priontJ of cxpenential know
ledge, since experiential knowledge is what 
remain~ when knowledge of the world is st:t aside. 

This is Stroud's view, which explains why be 
thinks that the diagnosis of i;ceptici&m that traces 11 

to foundationalism gets things upside down. 
According to Stroud: 

What we seek in the philosophical theory of 
knowledge is an accou11t that is completely gen
eral in several respects. We want to understand 
how any knowledge at all is possiblt: how 
anything we currently accept amounts to know
ledge. Or less ambitiously, we want to under
stand with complett: gencrali1y ho\\ we come to 
know anything in a certain specified domain. 1 

It is the distinctively phdosophical goal of under
standing certain kinds of knowledge with "com
plete generality" thal lc;ids to attempts to ground 
knowledge of a given kind on some "epistemulo
gic:ally prior" kind of knoll ledge, and the reason is 



that no other strategy will yield the right kind of 
generality. Unfortunately, the lesson of scepticism 
seems to be that such attempts are bound to fail, so 
that there is no hope of understanding human 
knowledge in general. 

We can characterize the unusual generality of 
the traditional epistemological undertaking by say
ing that the traditional epistemologist imposes a 
totality condition on a properly philosophical 
understanding of our knowledge of the world. 
Acceptance of this condition, I believe, is what 
lies behind the feeling that arguments concerning 
conceptual points are unfair to the sceptic. Purely 
conceptual points - the neutrality of experience or 
the "non-dreaming" implication of ordinary per
ceptual knowledge - have no intrinsic epistemolo
gical significance. Moreover, since such sceptical 
significance as they possess depends entirely on a 
tacit commitment to the priority of experiential 
knowledge over knowledge of the world, they 
themselves give no grounds for accepting any 
such general relation of epistemological priority. 
But perhaps they do not have to. Perhaps the very 
nature of epistemological investigation forces us to 
recognize that relation; and once it is recognized, 
the sceptic's truistic conceptual points are all he 
needs to reach his conclusion. 

For example, one might argue that the (truistic) 
claim that my knowing (perceptually) that P 
implies my knowing that I am not dreaming that 
P is not equivalent to the claim the sceptic must 
assimilate it to: that my knowing that P requires 
my being able to rule out the possibility that I am 
dreaming that P independently of my knowledge 
that P (or indeed anything like it). But the 
suggestion now is that the totality condition, rather 
than the non-dreaming condition alone, is what 
imposes the crucial restriction. So, in the context 
of the traditional attempt to understand our 
knowledge of the world, an otherwise innocuous 
claim gives the sceptic what he needs. 

Acceptance of the totality condition on a prop
erly philosophical understanding of our knowledge 
of the world is also the deep source of the episte
mologist's dilemma, for the dilemma springs from 
a fatal interaction of the totality condition with the 

objectivity requirement. This is the requirement 
that the knowledge we want to explain is knowl
edge of an objective world, a world that is the way 
it is independently of how it appears to us to be or 
what we are inclined to believe about it. Now, as 
we have seen, the totality condition requires us to 
try to trace our knowledge of the world to some-
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thing more fundamental, which can only be 
experiential data. But, as a sceptical argument 
along Ayer's lines reveals, it is impossible to 
explain how such data could ever function as evid
ence. They cannot be linked empirically with any 
facts about the world for, in accepting such link
age, we would be crediting ourselves with know
ledge of the world, in violation of the totality 
condition. On the other hand, conceptual connec
tions between experiential data and worldly fact 
seem to be ruled out by the familiar thought
experiments that the sceptic appeals to to establish 
the neutrality and autonomy of experience. And if, 
in a desperate attempt to avoid scepticism, we 
insist on such connections, we make the way the 
world is depend on how it appears to us, in viola
tion of the objectivity requirement. Accordingly, 
in the context of the attempt to assess the totality 
of our knowledge of the world, it seems impossible 
either to respect or violate the objectivity require
ment: whatever we do looks like succumbing to the 
sceptic. 

Nevertheless, although the epistemologist's 
dilemma arises from the interaction of the totality 
condition and the objectivity requirement, I take 
the totality condition to be fundamental. Many 
philosophers would disagree, for they see the 
objectivity requirement, with its commitment to 
a "realistic" view of truth, as the deep source of 
sceptical problems. But it is not clear, to me at 
least, that the objectivity requirement, any more 
than its relative the neutrality of experience, has 
any particular sceptical potential outside the con
text of an assessment of worldly knowledge gov
erned by the totality condition. 

I say that the totality condition is fundamental. 
More strictly, however, what is fundamental is the 
attempt to conduct an assessment of our knowledge 
of the world in the light of that condition. If the 
priority of experiential knowledge over knowledge 
of the world is implicit in the traditional episte
mological project, this is not solely on account of 
that project's unusual generality. Also crucial is 
the kind of understanding it suggests we seek. As 
Qµine has argued, if all we want is some kind of 
causal or developmental account of the emergence 
of our knowledge of the objective world, there is 
nothing viciously circular in our appealing to what 
we now know about the world in an explanation of 
how we came to be in our current position. 2 And 
where there is no threat of circularity, there is no 
pressure to accede to a general doctrine of episte
mic priority. 
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As Quine is of course well aware, traditional 
epistemology is under pressure to accept such a 
doctrine because it seeks a different kind of under
standing. Its aim is to explain how it is that our 
beliefs about the world amount to knowledge. 
Thus when Stroud says that what we want from 
a theory of knowledge is an account of how our 
knowledge of the world emerges out of something 
that is not our knowledge of the world, 3 he does 
not mean that we want an explanation of how our 
current way of looking at things developed out of 
some some previous way: i.e. out of knowledge (or 
what out ancestors thought of as knowledge) that is 
not ours. This is a task for historians and anthro
pologists. Nor is he thinking of an account of how 
our knowledge emerges out of something that is 
not our knowledge. Quine's idea of a naturalized 
epistemology is a gesture in this direction, for it is 
supposed to issue in a causal explanation of how 
our interactions with the environment lead us to 
form certain beliefs; and if there is a worthwhile 
project here, it is presumably one for psychologists 
and neurophysiologists. What is missing from both 
these projects is the idea of an assessment. Each 
could as well, in fact more properly, be offered as 
an account of the emergence of our beliefi. But 
only a legitimating account of the basis or 
emergence of our beliefs will give an account of 
our knowledge. The sort of theory Stroud has in 
mind is therefore one that traces our knowledge of 
the world to something that is ours, and that is 
knowledge, but not knowledge of the world. What 
could this be except experiential knowledge? 
Even Quine is forced to something like 
this position when he tries to connect his "natur
alized" epistemology with traditional sceptical 
problems. 

It seems, then, that something very like founda
tionalism falls out of a methodological constraint 
on a properly philosophical examination of know
ledge of the world. So we have, apparently, found 
what we were looking for: a defence of the claim 
that foundationalism is a by-product of scepticism, 
not a presupposition. When this possibility was 
first mooted, I suggested that it would have to 
turn out that scepticism and foundationalism 
have a common root. We have now located that 
common root in the attempt to gain a certain kind 
of understanding of our knowledge of the world. 
In effect, we have glossed Hume's thought that we 
set foot on the road to scepticism as soon as we ask 
distinctively philosophical questions about know
ledge. True, this will not yield a defence of the 

naturalness of sceptical doubts unless, as Hume 
thought, that form of questioning is itself fully 
natural. However, even on this point, the sceptic 
has strengthened his position. It is hard to see how 
there could be anything unintelligible in what seems 
only to be an attempt to understand knowledge in 
an unusually general way, so the prospects for a 
convincing therapeutic diagnosis of scepticism 
seem bleak. But it is not obvious offhand that the 
prospects for a satisfactory theoretical diagnosis 
are any brighter, for how can mere generality entail 
extensive theoretical commitments? 

This is not all. Suppose that we agree that the 
traditional epistemological project leads inevitably 
to the conclusion either that we have no knowledge 
or that, if we do, we will never understand how we 
do; and suppose we insist that, since this is its 
outcome, it must involve some distortion of our 
epistemological position: can we say that identify
ing this distortion will let us see how knowledge is 
possible after all? Stroud suggests not. We should 
not think that: 

if we did come to see how and why the episte
mological enterprise is not fully valid, or per
haps not even fully coherent, we would then 
possess a satisfactory explanation of how 
human knowledge in general is possible. We 
would have seen, at best, that we cannot have 
any such thing. And that too, I believe, would 
leave us dissatisfied. 4 

This is a powerful objection to any theoretical 
diagnosis of scepticism. Attempts to answer the 
sceptic directly run into the epistemologist's 
dilemma. But, if Stroud is right, attempts at diag
nostic responses meet a similar fate. Suppose we 
find that we cannot hope to ground our knowled~e 
of the world in the way that traditional epistemol
ogy has invited us to, because of some defect in the 
ideas about justification involved in the notion of 
even trying: we would still not have explained to 
ourselves how it is that we ever come to know 
anything about the world. Unless we show that 
the sceptic's question is actually unintelligible, it 
will remain dissatisfyingly unanswered. So this is 
our new dilemma: if the traditional epistemological 
project is coherent, it is doomed to fail; and if it 
isn't, we are still left in a position hard to distin
guish from scepticism. It may be scepticism at 
second order, but it is scepticism for all that. We 
may have knowledge of the world, but we will 
never be able to explain to ourselves how we do. 



We may know things about the world, but we will 
never know that we know them. 

Knowledge as an Object of Theory 

In asking whether there is such a thing as know
ledge of the world, I am not asking the very same 
question the sceptic asks but one that I think cuts 
deeper. I am asking how we have to think about 
"knowledge of the world" for that phrase to pick 
out a proper object of theory. So if it sounds too 
strange even to hint that there might not be any
thing for the theory of knowledge to be a theory of, 
my question can be rephrased. What matters is 
whether "our knowledge of the world" picks out 
the kind of thing that might be expected to be 
susceptible of uniform theoretical analysis, so that 
failure to yield to such analysis would reveal a 
serious gap in our understanding. 

To raise these questions is to begin to examine a 
move that gets made before epistemological argu
ments, and particularly sceptical arguments, even 
get started. This is the introduction of the objects 
of epistemological inquiry. We shall be trying to 
isolate views that, for the most part, even the most 
determined anti-sceptics share with their adver
saries. Philosophers who respond to scepticism 
do not doubt that there is something to defend 
against the sceptic's attacks. If they are dubious 
about our prospects for giving a direct refutation 
of scepticism, they call for a diagnosis of the scep
tic's questions which will reveal them, first 
impressions to the contrary, as less than fully 
coherent. Even Stroud, who thinks our most 
pressing need as epistemologists is to understand 
how traditional epistemological inquiry misrepre
sents our epistemic position, if it does, seems not 
to doubt the existence of its objects. For the idea 
that there is something called "our epistemic posi
tion" is just another aspect of the idea that there is 
such a thing as "human knowledge" or "our view 
of reality." But is there? Or are there fewer things 
in heaven and earth than are dreamt of in our 
epistemology? 

Now, it is tempting to use "human knowledge" 
and "our knowledge of the external world" as 
though it were obvious that such phrases pick out 
reasonably definite objects of study. But it isn't 
obvious, or shouldn't be. We can talk of "our 
knowledge of the world," but do we have any 
reason to suppose that there is a genuine totality 
here and not just a loose aggregate of more or less 
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unrelated cases? My sense is that the totality con
dition is far more problematic than it first seems. 

Consider, for example, Nagel's characterization 
of the aim of epistemology as "to form a concep
tion of reality which includes ourselves and our 
view of reality among its objects."5 This offhand 
allusion to "our view of reality" takes a lot for 
granted. To suppose that there is such a thing as 
"our view of reality," which might then be the 
"object" of a single theoretical enterprise, is to 
assume that human knowledge constitutes some 
kind of surveyable whole, an idea that is not, on 
the surface, very promising. There are no clear 
criteria for individuating beliefs and, even if there 
were, it is far from clear that there would be any 
systematic way of enumerating all the things we 
believe. Phrases like "our system of beliefs" and 
"our view of reality" are so vague that we cannot 
be confident they refer to anything. 

Nothing changes if we pull back to narrower 
categories such as knowledge of the external 
world. When it comes to such "specified 
domains," whether there is anything to under
stand will depend on how the domains are speci
fied. To try to understand all knowledge in the 
standard epistemic domains is to suppose that the 
beliefs in those domains hang together in some 
important way. But how? "Knowledge of the 
external world" covers not only all the natural 
sciences and all of history, it covers all everyday, 
unsystematic factual claims belonging to no parti
cular investigative discipline. Since, even within a 
single subject, theories, problems and methods 
tend to proliferate with the progress of inquiry, 
so that even the most systematic disciplines tend to 
become less rather than more unified, it is doubtful 
whether we can take a synoptic view of physics, 
never mind everything we believe about the exter
nal world. It is not obvious that it makes sense 
even to try. 

Recall Stroud's claim that in the philosophical 
study of human knowledge we want "to under
stand how any knowledge at all is possible - how 
anything we currently accept amounts to know
ledge." He finds that engaging in this project 
"feels like the pursuit of a perfectly comprehensi
ble intellectual goal.6 Perhaps it does once we have 
grown familiar with theoretical ideas that we shall 
be examining shortly. But we must try to recover 
some naivete here. Then I think we see that, when 
we first encounter the challenge to show how any 
knowledge of the world is possible, we cannot tell 
whether we have been given a perfectly 
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comprehensible goal or not. In fact, the obvious 
difficulty in commanding a synoptic view of our 
worldly beliefs suggests that we haven't. We can
not, therefore, just see whether the epistemological 
challenge makes sense. What we can do, however, 
is to ask how we might make sense of it. 

I think that we can find a somewhat oblique 
recognition of this problem even in Descartes. 
Descartes admits that getting to a general doubt 
by questioning his beliefs one at a time would not 
be easy: perhaps the examination would never be 
completed. Hume too dismisses a piecemeal 
approach as a "tedious lingering method."7 But 
these grudging concessions are misleading: for 
they imply that the main obstacles to going over 
our beliefs seriatim are time and energy, whereas 
the question is certainly not one of convenience. If 
we are to make sense of the project of explaining 
how anything we believe about the world amounts 
to knowledge, we need a way of reducing our 
beliefs to order. We have to bring them under 
principles or show them as resting on commit
ments that we can survey. We must reveal some 
kind of theoretical integrity in the class of beliefs we 
want to assess. 8 If we can do this, human know
ledge is a possible object of theoretical investiga
tion. But not otherwise. 

The very nature of the traditional project 
demands that the principles in question be all
pervasive. For example, if we are to assess the 
totality of our beliefs about the world, there must 
be principles that inform all putative knowledge of 
the world as such. But what could they be? I take it 
to be obvious that, in one way, our beliefs do not 
show any kind of theoretical integrity. They do 
not, that is, add up to an ideally unified theory of 
everything. There is no way now, and none in 
prospect, of integrating all the sciences, much 
less all of anyone's everyday factual beliefs, into a 
single coherent system: for example, a finitely 
axiomatized theory with specified rules of infer
ence. In this way, Nagel's phrase "our view of 
reality" borders on the absurd. We have not got 
a "view of reality" but indefinitely many. The 
idea, taken for granted by coherence theorists of 
justification, that we have a "system" of beliefS 
ought to be suspect. 

"Our beliefs," then, do not amount to a single, 
integrated "view of reality." They are not topically 
integrated. But this need not be fatal to the project 
of understanding human knowledge in general. 
For even if our beliefs are not topically integrated, 
they might be epistemologically integrated. This is 

to say: they might be subject, in so far as they are 
meant to be justified or to amount to knowledge, to 
the same fundamental, epistemological constraints. 
This is what is usually suggested, or rather 
assumed. Thus Descartes ties his pre-critical 
beliefs together, thereby constituting their totality 
as an object of theoretical inquiry, by tracing them 
all to "the senses." No matter how topically het
erogeneous, and no matter how unsystematic, his 
beliefs have this much in common: all owe their 
place to the authority of the senses. If this author
ity can be called in question, each loses its title to 
the rank of knowledge. 

We have seen that this talk of "the senses" is 
poised between a causal truism and a contentious 
epistemological doctrine. Now we see more clearly 
why the epistemological doctrine is and must be 
what is intended. Only by tracing our beliefs about 
the world to a common "source," which is to say a 
common evidential ground, can we make "beliefs 
about the world" the name of a coherent kind. In 
the absence of topical integration, we must look to 
epistemological considerations for the theoretical 
integrity we require. 

Hume may have seen, though perhaps dimly, 
that an epistemologically based form of theoretical 
integrity is a precondition for a properly general, 
hence "philosophical," understanding of human 
knowledge. He compares assessing particular 
beliefs and particular sciences one at a time to a 
strategy of "taking now and then a castle or village 
on the frontier"; and he contrasts this "tedious" 
method with marching up to "the capital or center 
of these sciences, to human nature itself." In 
explaining the principles of human nature, he 
tells us, "we in effect propose a compleat system 
of the sciences." But the completeness envisaged 
does not involve topical integration. It derives 
rather from the fact that all sciences, whatever 
their subject matter, "lie under the cognizance of 
men, and are judged of by their powers and facult
ies." Their subjection to the same underlying epis
temological constraints, rooted in our "powers and 
faculties" is thus what makes possible a sweeping 
evaluation of "all the sciences. "9 

Hume sees the fact that all sciences lie "under 
the cognizance of men" as showing that all are "in 
some measure dependent on the science of MAN." 
But it seems clear that the science of man is not, or 
ought not to be, dependent on the other sciences. 
(Hume is apologetic about his occasional excur
sions into natural philosophy.) This asymmetry 
belongs to the logic of Hume's project, indeed to 



the logic of the traditional epistemological enter
prise. Since he is attempting, with a view to its 
reform, a wholesale assessment of our knowledge 
of both the physical and the moral world, he can
not take any of that knowledge for granted. This 
means that it must be possible to investigate our 
"powers and faculties," the epistemological aspect 
of the human condition, without relying on any 
worldly knowledge. Our epistemological self
knowledge must be both autonomous and funda
mental. Thus the project of assessing the totality of 
our knowledge of the world does more than pre
suppose that experiential knowledge is in some 
very deep way prior to knowledge of the world. 
It also assigns a definite privilege to knowledge of 
such epistemological facts. These features of the 
traditional project point to very extensive theore
tical commitments. 

The fact that the traditional epistemological 
enterprise is committed to the autonomy of epis
temology sheds further light on the significance of 
externalism in the theory of knowledge. By sug
gesting that our capacity for knowledge depends 
on our situation in the world, and not just on our 
own "internal" capacities, externalism challenges 
the idea of our "epistemic position" as an autono
mous object of theory. If our epistemic position is 
not something that can be investigated without 
knowing something about how we are placed in 
the world, there can be no question of our asses
sing the totality of our knowledge of the world on 
the basis of insights into our epistemic position. 
Perhaps we do not even have a fixed epistemic 
position. And if we find that we do not, it is 
doubtful whether we will be able to retain a clear 
conception of "our knowledge of the world" as an 
appropriate object of theory. 

Unlike Hume, Descartes aspires to topical as 
well as epistemological integration: hence his 
metaphor of the tree of knowledge whose roots 
are metaphysics, trunk physics, and branches med
icine, mechanics, and morals, a figure that con
trasts interestingly with Hume's citadel of reason. 
But even for Descartes, topical integration is 
something to be achieved rather than assumed. 
His initial survey of his beliefs takes for granted 
only their epistemological integrity. As is familiar, 
he makes the point in terms of the metaphor of 
foundations: undermine the foundations and the 
whole edifice crumbles. The metaphor is a very 
natural one for, as we have seen, there is a clear 
sense in which epistemology, understood as the 
attempt to comprehend how any knowledge is 
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possible, is intrinsically foundational. To see 
human knowledge as an object of theory, we must 
attribute to it some kind of systematic basis. This 
may involve inference from some class of funda
mental evidence-conferring beliefs, as traditional 
foundationalists maintain; or it may involve gov
ernance by certain "global" criteria of explanatory 
integration, as coherence theorists think. But some
thing must regulate our knowledge of the world: 
something that we can identify and examine inde
pendently of any such knowledge. We should 
therefore not be too eager to oppose the account 
of scepticism that traces it to the generality of the 
epistemological enterprise to that which traces it to 
foundationalism. (Nor, for that matter, should we 
be too eager to oppose foundationalism to the 
coherence theory.) Ifwe give up the idea of perva
sive, underlying epistemological constraints; if we 

start to see the plurality of constraints that inform 
the various special disciplines, never mind ordin
ary, unsystematic factual discourse, as genuinely 
irreducible; if we become suspicious of the idea 
that "our powers and faculties" can be evaluated 
independently of everything having to do with the 
world and our place in it: then we lose our grip on 
the idea of "human knowledge" as an object of 
theory. The clear contrast between castles on the 
frontier and the fortress at the centre dissolves. 
Perhaps there is no capital, each province, as Witt
genstein said of mathematics, having to take care of 
itself. The quest for an understanding of human 
knowledge as such, no longer feels like "the pur
suit of a perfectly comprehensible intellectual 
goal." 

The same is true of more modest aims, such as 
understanding how our beliefs about the external 
world amount to knowledge. As a way of classify
ing beliefs, "beliefs about the external world" is 
only quasi-topical, bringing together beliefs 
belonging to any and every subject, or no well
defined subject at all. They are united only by 
their supposed common epistemological status. 
The essential contrast to "beliefs about the exter
nal world" is "experiential beliefs" and the basis 
for the contrast is the general epistemic priority of 
beliefs falling under the latter heading over those 
falling under the former. "External" means "with
out the mind"; and it is taken for granted that we 
have a firmer grasp of what is "in" the mind than 
of what is outside it. 

There is no doubt that this epistemological dis
tinction is readily mastered: readily enough for 
arguments based on it to strike us as "immediately 
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gripping." But a teachable distinction does not 
guarantee theoretical integrity in the kinds of 
things distinguished. There are various ways of 
failing. I discuss two examples in this section and 
one in the next. 

My first example illustrates a relatively mild 
form of failure. In his natural history of heat, 
Bacon gives a long list of examples of heating. It 
includes examples of heating by radiation, friction, 
exothermic reactions, and by "hot" spices that 
"bum" the tongue. 10 Everything he mentions is 
ordinarily said to involve "heat," so we cannot 
deny that his list reflects ordinary usage. But 
what we have here is a clear case in which a 
nominal kind, comprising all the things commonly 
called "hot," has no automatic right to be consid
ered a natural kind. It is no objection to the kinetic 
theory that it doesn't cover the tremendous "heat" 
produced in my mouth by a chicken vindaloo, 
never mind the heat often generated by philoso
phical arguments. We don't complain that, since 
the theory doesn't apply to hot curries or heated 
arguments, it fails to explain heat in a satisfactorily 
general way. 

Given that we want to know whether there is 
any such thing as, say, "our knowledge of the 
world,'' this kind of failure may seem too weak to 
be of interest. Failure to take in hot curries and 
heated arguments does not tempt us to say that 
there is no such thing as heat. But we could say 
that there is no such thing as nominal heat, the 
nominal kind being merely nominal. We can tie 
together some of the examples of heat and, having 
done so, treat them as the only genuine examples, 
discarding the others as resembling the genuine 
examples only superficially, hence as not really, 
but only metaphorically, hot. This is, indeed, 
what Bacon himself goes on to do when he argues 
that heat is a form of motion. Anyway, it is clear 
that there need be no theory of all the things 
commonly called "hot": a hot curry is hot even 
when it has gone cold. Nor need the lack of such a 
theory be cause for intellectual dissatisfaction. It is 
just another example of an ordinary principle of 
classification failing to cut nature at the joints. By 
the same token there does not have to be a theory 
of all the things normally called "examples of 
knowledge." And if there isn't, it has to be 
shown that this reveals a lack. It may be that 
there is no such thing as knowledge (or 
knowledge of the external world, etc.) in just the 
way that there is no such thing as Bacon's nominal 
heat. 

All this notwithstanding, I agree that the exam
ple of heat doesn't get me very far. All that hap
pens in this case is that a nominal kind fails to 
coincide exactly with a theoretically coherent kind. 
So I move to my second example: the supposed 
division of sentences into analytic, or true by vir
tue of meaning, and synthetic, or true by virtue of 
fact. Qµine is famously sceptical about this distinc
tion because he is dubious about the atomistic 
conception of meaning that he takes to lie behind 
it. 11 Quine's view of meaning is holistic - the 
meaning of a given sentence depends on its role 
in a wider theory - and this holistic conception of 
meaning suggests that there is no privileged way of 
distinguishing a theory's "meaning postulates" 
from its empirical assumptions, any more than 
there is a way of determining which out of alter
native complete axiom sets is the right one. 

Against Quine, Grice and Strawson argue that 
the analytic/ synthetic distinction must be genuine 
and significant because it is teachable in such a way 
as to enable the student to apply it to new cases. 12 

The reply, well known by now, is that all kinds of 
dubious distinctions have proved to be teachable in 
this way, for even terms belonging to a false theory 
can admit of consensual application on the part of 
those who accept it. If the fact that, at one time, 
everyone could agree on who was the village witch 
does not mean that there really were witches, the 
fact that appropriately trained students can pick 
out examples of analytic sentences does nothing to 
show that any sentences are genuinely analytic. 
But the point I want to make does not require 
agreement on this particular example. Whether 
or not we agree with Quine on the question of 
analyticity, the fact remains that distinctions can 
be teachable and projectible while failing to corre
spond to any theoretically coherent division of 
objects. When a classification rests on an implied 
background theory, there is no immediate infer
ence from the existence of an easily mastered kind
term to the theoretical integrity of its associated 
kind. 

The application to our current problem is 
obvious. In accordance with my project of theore
tical diagnosis, I have been arguing that the kinds 
of knowledge investigated by the traditional epis
temologist are theoretical kinds. So, just as the 
ability of believers in the analytic/ synthetic dis
tinction to agree on what to count as paradigm 
instances of analytic sentences does not mean that 
there are analytic sentences, the fact that we can 
agree on what to count as examples of knowledge 



of the external world does not mean that there is 
knowledge of the external world. The underlying 
principle of classification, whatever it is, might be 
bogus. As a result, we cannot simply help our
selves to classifications of this kind on the grounds 
that nothing else promises the right kind of gen
erality. That such principles of classification pick 
out coherent objects of theoretical investigation 
needs to be shown. 

In the case of heat, to sort out the genuine from 
the spurious examples we rely on a physical theory 
which identifies some underlying property, or 
structure of more elementary components, com
mon to hot things. Explaining theoretically signifi
cant kinds this way is typical of scientific realism. 
For the scientific realist, deep structural features of 
the elementary components of things determine 
the boundaries of natural, as opposed to merely 
nominal or conventional, kinds. This suggests an 
analogy. Since, if human knowledge is to constitute 
a genuine kind of thing - and the same goes for 
knowledge of the external world, knowledge of 
other minds, and so on - there must be underlying 
epistemological structures or principles, the tradi
tional epistemologist is committed to epistemologi

cal realism. This is not realism as a position within 
epistemology - the thesis that we have knowledge 
of an objective, mind-independent reality - but 
something quite different: realism about the 
objects of epistemological inquiry. 

The epistemological realist thinks of knowledge 
in very much the way the scientific realist thinks of 
heat: beneath the surface diversity there is struct
ural unity. Not everything we call knowledge need 
be knowledge properly so called. But there is a way 
of bringing together the genuine cases into a 
coherent theoretical kind. By so doing - and only 
by so doing - we make such things as "knowledge 
of the external world" the objects of a distinctive 
form of theoretical investigation. We make it 
possible to investigate knowledge, or knowledge 
of the world, as such. 

I expect that at first it seemed bizarre to ques
tion the existence of the objects of epistemological 
inquiry. Who can deny that we evaluate claims and 
beliefs epistemologically, sometimes deciding that 
they express or amount to knowledge, sometimes 
not? And who can deny that these claims or beliefs 
concern such things as objects in our surround
ings, other peoples' thoughts and experiences, 
events in the past, and so on? No one. So it is 
easy to assume that, if our claims ever warrant 
positive assessment, there must be knowledge of 
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the external world, knowledge of other minds, 
knowledge of the past, and so on. Even more 
obviously, there must be knowledge. But I hope 
the examples just considered make plausible the 
thought that there doesn't have to be. All we know 
for sure is that we have various practices of assess
ment, perhaps sharing certain formal features. It 
doesn't follow from this that the various items 
given a positive rating add up to anything like a 
natural kind. So it does not follow that they add up 
to a surveyable whole, to a genuine totality rather 
than a more or less loose aggregate. Accordingly, it 
does not follow that a failure to understand know
ledge of the world with proper generality points 
automatically to an intellectual lack. To sum up, 
though I readily admit that we have teachable 
distinctions here, all this ensures is that there will 
be things that we can agree on as examples of, say, 
knowledge of the external world. It does not guar
antee any theoretical integrity of the kind to which 
the examples are assigned. This is the sense in 
which there need be no such thing as knowledge 
of the world. 

At this point, someone is likely to object that 
there is no immediate inference from the lack of a 
certain type of theoretical integrity in a given kind 
to its spuriousness. Still less is there an inference 
to the non-existence of things of that kind. Take 
the sort of loose, functional classification of things 
that is common in everyday life, such as the divi
sion of dining room furniture into table and chairs. 
We do not expect to be able to formulate a physical 
theory of what makes an object a chair. But we are 
not tempted to conclude that chairs do not exist. 13 

This objection assumes that "knowledge of the 
external world" is like "chair" rather than 
like "witch" (or "analytic"). But is it? The dis
tinctive feature of terms like "witch" is that they 
are essentially theoretical. Essentially theoretical 
distinctions are distinctions that we see no point 
in continuing to make, or even no way of drawing, 
once the theory behind them has been rejected. If 
Quine is right, "analytic/synthetic" is like this, for 
he holds that giving up a certain conception of 
meaning involves losing all sense of how to make 
a fixed, objective division between a theory's 
meaning postulates and its empirical assumptions. 
Essentially theoretical classifications must there
fore be distinguished from classifications that 
have been theoretically rationalized but which 
retain independent utility. Distinctions like this 
are apt to survive the rejection of theories with 
which they have become associated. Our first 
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example, heat, is a case in point. Rejecting the 
caloric theory of heat, or the phlogiston theory of 
combustion, did not tempt us to conclude that 
there are no hot things or that nothing burns. 
Some philosophers would take this view of "ana
lytic," for they think that there is a robust and 
useful pre-theoretical notion of synonymy that 
survives Quinean scepticism about meanings. If 
they are right, the analytic/ synthetic distinction 
is not essentially theoretical. But where a classifi
cation is essentially theoretical, we are happy to say 
that there are no things of that kind, if we once 
become convinced that the background theory is 
false. Thus there are no witches (or, if Quine is 
right, analytic sentences). 

Though I do not claim that the concept of an 
essentially theoretical classification is knife-edged, 
I do want to say that "knowledge of the external 
world" is quite clearly essentially theoretical. 
There is no commonsense, pre-theoretical practice 
that this way of classifying beliefs rationalizes: its 
sole function is to make possible a certain form of 
theoretical inquiry, the assessment of knowledge of 
the world as such. As we have seen, this classifica
tion cuts across all familiar subject-matter divi
sions and, in addition, presupposes the autonomy 
of epistemology. Even the sense of "external" is 
unfamiliar from a commonsense standpoint. 
"External" does not mean "in one's surround
ings," for even one's own body, with its "internal 
organs," is an "external" object. It was a radical 
innovation on Descartes's part to externalize his 
own body.14 As I have already remarked, "exter
nal" in "external world" means "without the 
mind." And since being within the mind depends 
on being given to consciousness, the essential con
trast to "knowledge of the external world" is 
"experiential knowledge": the classification is 
epistemological through and through. 

But what if the proper analogy for "knowledge of 
the external world" were not ''witch" but "heat?" I 
do not believe that it is because I do not see that 
there is any pre-theoretical utility to the concept, or 
any theory-independent way of drawing even 
approximately the right boundaries round it. But 
this is not all. In bringing to centre-stage the issue 
of epistemological realism, I am not questioning 
particular theories of the structure of empirical 
knowledge, as we might question particular the
ories of heat, but the very idea that knowledge has 
any fixed, context-independent structure. The ana
logy is therefore not with cases where one structural 
theory replaces another but with those where we 

abandon any idea of coming up with a theory of that 
kind. If there are no witches, we may debate witch
crazes and witchcraft beliefs, but not whether 
sympathetic magic is superior to contagious. 

Suppose, however, that I am wrong about all 
this. Suppose, that is, that "knowledge of the 
external world" is like "chair": then what? So far 
as I can see, nothing to the purpose. In connection 
with such loose, functional classifications, we do 
not expect theoretical understanding, which is why 
such classifications survive the recognition that no 
such understanding will be forthcoming. We do 
not feel that there is an irremediable intellectual 
lack because there will never be a science of chairs. 
But that is exactly what we are supposed to feel in 
the absence of a suitably anti-sceptical theory of 
knowledge of the external world. This shows that, 
even by the traditional epistemologist's own stan
dards, "knowledge of the external world" cannot 
be like "chair." It must pick out something in 
which theoretical integrity is to be expected, and 
this means that the existence of the objects of 
traditional epistemological inquiry is far less 
assured than that of furniture. 

Explanation or Deflation? 

Let me suggest one further case for comparison. It 
has to do with deflationary views of truth. Philo
sophers who take a deflationary approach want no 
more from a theory of truth than a description of 
the logical behaviour of "true" and some account 
of why it is useful to have such a device in our 
language. Quine is a good example of such a phi
losopher. According to Quine, if we consider a 
sentence like " 'Snow is white' is true if and only 
if snow is white" we see that: "To ascribe truth to 
the sentence is to ascribe whiteness to snow. 
... Ascription of truth just cancels the quotation 
marks. Truth is disquotation."15 

Applied to a given sentence, the truth-predicate 
is dispensable. It comes into its own, however, 
with respect to sentences that are not given, as 
when we say that all the consequences of a given 
theory are true. But even here, to say that certain 
sentences are true is just to say that the world is as 
they say it is. As Quine remarks, "one who puzzles 
over the adjective 'true' should puzzle rather over 
the sentences to which he ascribes it. 'True' is 
transparent. " 16 

Though I am very sympathetic to this view, my 
interest here is less in its correctness than its 



character. This view of truth is striking on account 
of what it does not say. Compared with traditional 
theories of truth, it says nothing about what makes 
all true sentences true. On the contrary, a defla
tionist will hold that his remarks on the behaviour 
and utility of the truth-predicate say just about 
everything there is to say about truth. To approach 
truth in a deflationary spirit is emphatically not to 
think of "true" as denoting a theoretically signifi
cant property, explicating which will illuminate 
what is involved in any sentence's being true. 
What is involved in a given sentence's being true 
is exhaustively captured by the sentence itself. On a 
deflationary view, then, true sentences constitute 
a merely nominal kind. We could even say that, 
for a deflationist, though there are endlessly many 
truths, there is no such thing as truth. 

The traditional theorist sees things quite differ
ently. In his eyes, "truth" is the name of an 
important property shared by all true sentences, a 
property that can be expected to repay theoretical 
analysis. This property may be correspondence to 
fact, incorporability in some ideally coherent sys
tem of judgments, or goodness in the way of belief, 
depending on whether he favours a correspondence, 
coherence, or pragmatic theory. But whatever his 
theoretical preference, he will hold that, since true 
sentences constitute not just a nominal but a the
oretical kind, no theory of truth is satisfactory 
which does not explain what makes true sentences 
true. We set our sights too low if we aim only to 
capture the use of a word or explain the point of a 
concept: there is more to understanding truth than 
appreciating the utility of the truth-predicate. 17 

We see, then, that traditional and deflationary 
theories are not theories of exactly the same kind. 
As Stephen Leeds puts it, the traditional theories 
are genuinely theories of truth whereas deflation
ary theories are theories of the concept of truth (or, 
we could say, accounts of the use of "true").18 

Leeds's illuminating distinction is readily applied 
to epistemological theories. We can distinguish 
theories of knowledge from theories of the concept 
of knowledge. I think that the debate sparked by 
Gettier's demonstration that the standard "justi
fied true belief" analysis fails to state a sufficient 
condition for knowledge is best seen as concerning 
the concept of knowledge. The kind of extra con
straint on justification that seems to be required -
for example that an inference cannot yield know
ledge if it involves a false lemma essentially - is 
rather formal, nothing being said about what 
beliefs can serve as justifying evidence for what. 
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This is why it is possible to discuss issues raised by 
the Gettier problem without ever getting 
entangled in sceptical problems. Theories that 
say nothing about whether examples of justified 
beliefs about objective states of affairs reveal any 
essential similarities, beyond highly formal ones of 
the "no false lemmas" variety, are neutral with 
respect to whether we should think of our know
ledge of the world as an appropriate object of 
theory. By contrast, traditional foundational and 
coherence theories, which are much more closely 
involved with scepticism, put forward general, 
substantive constraints on justification and so 
make room for a project of assessing our know
ledge of the world as a whole. They are theories of 
knowledge and not just theories of the concept of 
knowledge. 19 

Of course, there is no obstacle in principle to 
supplementing one's views about the concept of 
knowledge with views about knowledge itself.20 

But one could also advance such views in a defla
tionary spirit. One philosopher who has done so, I 
believe, is Austin. Wittgenstein may be another. 

The availability of deflationary accounts of a 
notion like truth changes the whole problem-situa
tion. Naively, we might be inclined to suppose that 
just as in physics we study the nature of heat, so in 
philosophy we study the nature of truth. But once 
plausible deflationary views are on the table, the 
analogy between truth and things like heat can no 
longer be treated as unproblematic, for the ques
tion raised by such views is precisely whether there 
is any need to think of truth as having a "nature." 
We can conclude, mutatis mutandis, that if we have 
a plausible account of the concept of knowledge, it 
is a further step to insist on an account of know
ledge as well. A deflationary account of "know" 
may show how the word is embedded in a teach
able and useful linguistic practice, without suppos
ing that "being known to be true" denotes a 
property that groups propositions into a theoretic
ally significant kind. We can have an account of 
the use and utility of "know" without supposing 
that there is such a thing as human knowledge. 

What makes this suggestion particularly pointed 
is that appearances certainly do not favour the view 
that a phrase like "knowledge of the world" picks 
out a theoretically coherent kind. For one thing, 
justification, like explanation, seems interest-rela
tive, hence context-sensitive. This is in part what 
Austin is driving at in insisting that demands for 
justification are raised and responded to against a 
background of specifically relevant error 
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possibilities. What is relevant will depend on both 
the content of the claim in question and the con
text in which the claim is entered. If all evidence is 
relevant evidence, then, abstracting from such 
contextual details, there will be no fact of the 
matter as to what sort of evidence could or should 
be brought to bear on a given proposition. 

If context-sensitivity goes all the way down, 
there is no reason to think that the mere fact that 
a proposition is "about the external world" estab
lishes that it needs, or is even susceptible of, any 
particular kind of evidential support. No proposi
tion, considered in abstraction, will have an epis
temic status it can call its own. To suppose that it 
must is precisely to fall in with what I call "epis
temological realism." To treat "our knowledge of 
the world" as designating a genuine totality, thus 
as a possible object of wholesale assessment, is to 
suppose that there are invariant epistemological 
constraints underlying the shifting standards of 
everyday justification, which it is the function of 
philosophical reflection to bring to light. Exposing 
this epistemological deep structure will be what 
allows us to determine, in some general way, 
whether we are entitled to claim knowledge of 
the world. But if this is so, foundationalist pre
suppositions are buried very deeply in the Carte
sian project. They do not just fall out of the totality 
condition's exclusion of any appeal to knowledge 
of the world in the course of our attempt to gain a 
reflective understanding of that knowledge. They 
turn out to be involved in the very idea of there 
being something to assess. 

These are my suspicions in outline. Now we 
must look at some details. 

Foundationalism 

My main concern is the relation between sceptic
ism and foundationalism. So having distinguished 
between theories of knowledge and theories of the 
concept of knowledge, I must say what kind of a 
theory I take foundationalism to be. 

One way to understand foundationalism is to see 
it as a doctrine about the formal character of jus
tifying inferences. Formal foundationalism, as we 
may call it, is the view that justification depends on 
the availability of terminating beliefs or judg
ments, beliefs or judgments which amount to 
knowledge, or which are at least in some way 
reasonably held to, without needing support from 
further empirical beliefs. Formal foundationalism 

is sometimes thought to contrast with "coherent
ist" theories of knowledge or justification. 
According to theories of this type, a given belief 
becomes justified through incorporation in some 
suitably "coherent" system of beliefs or "total 
view." Empirical inference is thus a matter of 
moving from one total view to another. The ter
minating judgments, which the foundationalist 
sees as fixed points constraining the possibilities 
of inferential justification, are unnecessary. Some 
philosophers see the commitment to beliefs that 
function as fixed points as the essential feature of 
foundationalism, hence the complaint, prominent 
in a recent systematic defence of the coherence 
theory, that the key error in foundationalism is 
its "linear" conception of inference.21 

I have my doubts about the contrast between 
foundationalism and the coherence theory, but 
they can wait. The point I want to make here is 
that anyone who traces scepticism about our 
knowledge of the external world to the foundation
alist doctrine of epistemic priority must have more 
than formal foundationalism in mind. We can call 
this stronger doctrine "substantive" foundational
ism. The distinction between formal and substan
tive foundationalism turns on the account given of 
terminating beliefs or judgments. Substantive 
foundationalism involves more than the formal 
doctrine that inference depends on letting certain 
beliefs function as fixed points: it adds a distinctive 
account of the kind of beliefs capable of perform
ing that function. Since I think that a genuinely 
foundationalist view ofknowledge and justification 
must be substantive, whenever I refer to founda
tionalism simpliciter I shall have substantive foun
dationalism in mind.22 

Substantive foundationalism is a theory of 
knowledge, whereas formal foundationalism is 
only (a contribution to) a theory of the concept of 
knowledge. One way to see this is to recall that 
Wittgenstein's view of knowledge, which concedes 
that all justification takes place against a back
ground of judgments affirmed without special test
ing, can be seen as formally foundationalist. But 
this point about our ordinary practices of justifica
tion, while it might offer a way into the fully 
general problem of the regress of justification, 
gives no basis for supposing that there is a parti
cular sceptical problem about our knowledge of 
objective reality. The transition to that problem 
depends on the tacit assumption that the fixed 
points recognized by commonsense justifications 
fall into some fairly obvious kind, so that once they 



have been questioned there must be some other, 
more primitive kind of judgment that we are 
forced to look to for their support. The thought 
that the functional role recognized by formal foun
dationalism corresponds to some kind of broad 
topical division of our beliefs is what I take to be 
the essential characteristic of substantive, as 
opposed to merely formal, foundationalism. 

This is the way, then, in which there is more to 
what I am calling (and what has generally been 
called) "foundationalism" than the purely struc
tural doctrine of formal foundationalism. What is 
missing from formal foundationalism is any hint as 
to the kinds of beliefs that function as fixed points 
or as to what qualifies a belief to play that role. But 
we have not yet got quite to the heart of why 
formal foundationalism is too weak a doctrine to 
capture all that is essential to a foundationalist 
conception of knowledge and justification. The 
key point is this: that not only does formal foun
dationalism give no account of what sorts ofbeliefs 
are epistemologically prior to what, and why, it 
does not even imply that any such account needs to 
be given. If foundationalism is a purely formal or 
structural doctrine, we have no reason to think that 
a given belief has any particular or permanent 
epistemological status. Perhaps the same belief 
can be a fixed point at one time, or in one parti
cular context of inquiry or justification, but a 
candidate for justification at another time or in 
another context. Nothing in formal foundational
ism excludes this. 

By contrast, substantive foundationalism pre
supposes epistemological realism. I first intro
duced the idea of epistemological realism by way 
of analogy with scientific realism. We can now get 
a clearer sense of the appropriateness of the ana
logy. A micro-structural theory of a physical phe
nomenon is not purely structural. It will identify 
both certain structures and the types of entities 
fitted to occupy appropriate places in them. 
(Think of models of the atom.) Similarly with 
the foundationalist: he both attributes to justifying 
inferences a certain structural character and iden
tifies the types of beliefs fitted to play the various 
structurally defined roles: basic, inferential, etc. 
Thus for the (substantive) foundationalist beliefs 
have an intrinsic epistemological status that accounts 
for their ability to play one or other of the formal 
roles the theory allows. Beliefs of one kind can be 
treated as epistemologically prior to beliefs of some 
other kind because they are epistemologically 
prior; some beliefs play the role of basic beliefs 
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because they are basic; others receive inferential 
justification because they require it; and all because 
of the kinds of beliefs they are. According to 
foundationalists, our beliefs arrange themselves 
into broad, theoretically coherent classes according 
to certain natural relations of epistemological 
priority. Beliefs to which no beliefs are epistemo
logically prior are epistemologically basic. Their 
credibility is naturally intrinsic, as that of all 
other beliefs is naturally inferential. This is a 
much more peculiar doctrine than is generally 
recognized. 23 

On the foundationalist view, a beliefs intrinsic 
epistemological status derives from the content of 
the proposition believed. The foundationalist's 
maxim is "Content determines status." Not, how
ever, the details of content: what matter are certain 
rather abstract features, for example that a belief is 
about "external objects" or "experience." Thus it 
comes naturally to foundationalists to talk of basic 
propositions or hasic statements, as well as of basic 
beliefs. Propositions recording the data of experi
ence are held to be, by their very nature, episte
mologically prior to propositions about external 
objects, which is why they are apt for the expres
sion of basic beliefs. In light of this, we can char
acterize foundationalism as the view that our 
beliefs, simply in virtue of certain elements in 
their contents, stand in natural epistemological rela
tions and thus fall into natural epistemological kinds. 
The broad, fundamental epistemological classes 
into which all propositions, hence derivatively all 
beliefs, naturally fall constitute an epistemic hier
archy which determines what, in the last analysis, 
can be called on to justify what. This means that, 
for a foundationalist, every belief has an inalienable 
epistemic character which it carries with it wher
ever it goes and which determines where its justi
fication must finally be sought. The obvious 
illustration is the thought that any belief whatever 
about "external objects" must in the end derive its 
credibility from the evidence of "the senses," 
knowledge of how things appear. 

I call the foundationalist's supposed relations of 
epistemological priority "natural" to emphasize 
the fact that they are supposed to exist in virtue 
of the nature of certain kinds of beliefs and not to 
depend on the changing and contingent contexts in 
which beliefs become embedded. For the founda
tionalist, in virtue of his epistemological realism, 
there is a level of analysis at which epistemic status 
is not, as Quine once said of one important epis
temic feature, conventionality, "a passing trait." 
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Beliefs are more like the members of a highly class
conscious society in which a person, no matter 
what he does, always carries the stigma or cachet 
of his origins. The quest for epistemic respectabil
ity is thus never entirely une carriere ouverte aux 

talents. A given belief, though useful in all sorts of 
ways, generally and quite properly (in appropriate 
contexts) taken for granted, and beyond any spe
cific reproach, can never be allowed quite to forget 
that it presupposes the existence of the external world 

and is therefore, by that fact alone, subject to some 
kind of residual doubt, unless it can trace its line
age to more respectable data. 

The foundationalist conception of fundamental 
epistemological relations, cutting across ordinary 
subject divisions and operating independently of 
all contextual constraints, receives an early articu
lation in Descartes's notion of "the order of rea
sons." Descartes writes, "I do not follow the order 
of topics but the order of arguments .... [In] 
orderly reasoning from easier matters to more dif
ficult matters I make what deductions I can, first 
on one topic, then on another."24 However, it is far 
from obvious that there is such an order of reasons, 
operating independently of the division of topics. 
It is not at all clear that some matters are intrinsic
ally - that is to say independently of all circum
stances and all collateral knowledge - "easier" 
than others. The way that justification and inquiry 
proceed in common life, or for the matter theore
tical science, is far from evidently favourable to the 
foundationalist conception of epistemological rela
tions. In both science and ordinary life, constraints 
on justification are many and various. Not merely 
that, they shift with context in ways that are prob
ably impossible to reduce to rule. In part, they will 
have to do with the specific content of whatever 
claim is at issue. But they will also be decisively 
influenced by the subject of inquiry to which the 
claim in question belongs (history, physics, 
ornithology, etc.). We can call these topical or, 
where some definite subject or distinctive form of 
inquiry is involved, disciplinary constraints. Not 
entertaining radical doubts about the age of the 
Earth or the reliability of documentary evidence is 
a precondition of doing history at all. There are 
many things that, as historians, we might be 
dubious about, but not these. 

Disciplinary constraints fix ranges of admissible 
questions. But what is and is not appropriate in the 
way of justification may also be strongly influenced 
by what specific objection has been entered to a 
given claim or belief. So to disciplinary we must 

add dialectical constraints: constraints reflecting 
the current state of a particular argument or 
problem-situation. In this respect justification is 
closely akin to explanation, which is also context
sensitive because question-relative. 

I shall have more to say about disciplinary con
straints and about the relation between justifica
tion and explanation. But for now let me note that, 
in ordinary examples of requiring and producing 
justifications, the epistemological status of a given 
claim can also depend on the particular situation in 
which the claim is entered, so that justification is 
also subject to a variety of situational constraints. 
Here I have in mind the worldly and not just the 
dialectical situation. Consider yet again Wittgen
stein's remark that "My having two hands is, in 
normal circumstances, as certain as anything I 
could produce in evidence for it. " 25 Entered in 
the right setting, a claim to have two hands 
might function like a foundationalist's basic state
ment, providing a stopping place for requests for 
evidence or justification: hence the element of 
formal foundationalism in Wittgenstein's view. 
But in other circumstances the very same claim 

might be contestable and so might stand in need 
of evidential support. The content of what is 
claimed does not guarantee a claim some particular 
epistemic standing. Not merely is status often 
dependent on the details of content, it is never 

determined by content alone. As Wittgenstein 
notes: 

If a blind man were to ask me "Have you got 
two hands?" I should not make sure by looking. 
If I were to have any doubt of it, then I don't 
know why I should trust my eyes. For why 
shouldn't I test my eyes by looking to find out 
whether I see my two hands? What is to be 
tested by what? (Who decides what stands 
fast?)26 

The point is that, in the absence of a detailed 
specification of a particular context of inquiry, 
the sort of specification that would fix the relevant 
contextual constraints on justification, the ques
tion "What is to be tested by what" has no answer. 
Questions about justification are essentially con
text-bound. This is something a foundationalist 
will deny. He must of course make allowances for 
the way that what tests what can shift with context. 
But - and this is the crucial point, he cannot allow 
that such contextual determination goes all the way 
down. At the fundamental level, what is to be 



tested by what is objectively fixed, which is why 
there is no question of anybody's deciding the mat
ter. The answer is determined by the epistemolo
gical facts themselves: by fundamental, objective 
relations of epistemological priority. This is not 
exactly an "intuitive" view. 

Continuing with the example of my knowing (in 

normal circumstances) that I have two hands, 
recall also that there is no obvious way to general
ize from an example like this. In normal circum
stances, the proposition that I have two hands is as 
certain as anything we could cite as evidence for it. 
But there is no obvious, non-trivial way of saying 
what other propositions are, in normal circum
stances, as certain as anything we could cite as 
evidence for them. Normally, I am as certain as I 
could be of anything that my name is Michael 
Williams: but beyond this, what does the proposi
tion that my name is Michael Williams have in 
common with the proposition that I have two 

hands? What feature of their content explains 
their belonging to the same epistemic kind? As 
far as I can see, there isn't one. So even if someone 
said that the claim to have two hands did have a 
kind of intrinsic status - that of being certain in 
normal circumstances - we would still not be able 
to treat the example as paradigmatic of propositions 
belonging to a definite epistemic kind, for which 
we could articulate some alternative, non-trivial 
criterion of membership. 27 Again, the foundation
alist sees things quite differently. For him, highly 
abstract divisions of propositions according to con

tent (propositions about external objects versus 
experiential propositions, propositions about the 
past versus propositions about the present, etc.) 
have to coincide with fixed differences in episte
mological status. But what we should learn from 
the example under discussion is that no such co
incidence can be simply assumed. To cite again 
another of Wittgenstein's reminders, "a proposi
tion saying that here is a physical object may have 
the same logical status as one saying that here is a 
red patch."28 Without natural epistemological 
kinds, the foundationalist's permanent underlying 
structure of epistemological relations goes by the 
board. 

We see from this that the antidote to founda
tionalism, indeed to epistemological realism gen
erally, is a contextualis1 view of justification.29 To 
adopt contextualism, however, is not just to hold 
that the epistemic status of a given proposition is 
liable to shift with situational, disciplinary, and 
other contextually variable factors: it is to hold 
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that, independently of all such influences, a pro
position has no epistemic status whatsoever. There 
is no fact of the matter as to what kind of justifica
tion it either admits of or requires. Thus stated, 
contextualism implies a kind of externalism, for 
though appropriate contextual constraints will 
have to be met, if a given claim is to express 
knowledge, they will not always have to be 
known, or even believed, to be met.30 But when 
we realize that the point of contextualism is to 
oppose the sceptic's or traditional epistemologist's 
epistemological realism, the externalist element in 
contextualism ought to be more palatable. The 
problem with externalism was that it seemed to 
deprive us of the possibility of answering a per
fectly intelligible question: how do we come to 
know anything whatsoever about the external 
world? What we now see is that this question is 
not at all intuitive but reflects theoretical presup
positions that are not easy to defend. Contextual
ism, with its implied externalism, is not offered as 
a question-begging direct answer to an undeniably 
compelling request for understanding, but as a 
challenge to justify the presumption that there is 
something to understand. 

Methodological Necessity 

We have already seen that, to flesh out the idea of 
"human knowledge" as a possible object of theo
retical investigation, we have to suppose that there 
are pervasive epistemological constraints or rela
tions. That is to say, at least some constraints on 
what propositions demand evidential support and 
on what propositions can provide it must be con

text-invariant. If we do not always insist on 
respecting these constraints in a fully rigorous 
way, this need not mean that they do not apply. 
To admit that certain constraints are often waived 
is different from, indeed incompatible with, claim
ing that they are inapplicable. 

This is a very substantial commitment and it is 
not clear why we should accept it. An examination 
of ordinary practices of justification strongly sug
gests that constraints, governing what sorts of 
evidence can properly be brought to bear on a 
disputed claim, what needs to be defended, and 
what can safely be taken for granted, though 
subject to other kinds of contextual determination 
as well, are at least topic-relative, which is to 
say determined in part by the subject under 
discussion. 
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We might criticize Hume's offhand suggestion 
that only carelessness and inattention save us from 
a permanent, debilitating awareness of the truth of 
scepticism, hence from lapsing into a state of 
chronic, paralysing doubt. In particular contexts, 
disciplines etc., exempting certain propositions 
from doubt is what determines the direction of 
inquiry. As Wittgenstein remarks: "It may 
be ... that all enquiry on our pan is set so as to 
exempt certain propositions from doubt, if they 
are ever formulated. They lie apart from the 
route travelled by enquiry."31 

If some of these propositions cease to lie apart 
from the route travelled by inquiry, then inquiry 
travels by a different route. Or perhaps no clear 
route remains for it to travel by. This is obviously 
the case with investigations in particular scientific 
or scholarly disciplines. Disciplinary constraints 
have a great deal to do with the kinds of questions 
that can and cannot legitimately be raised without 
radically affecting the direction of inquiry. Thus, 
introducing sceptical doubts about whether the 
Earth really existed a hundred years (or five min
utes) ago does not lead to a more careful way of 
doing history: it changes the subject, from history 
to epistemology. So when Wittgenstein asks: "am I 
to say that the experiment which perhaps I make to 
test the truth of a proposition presupposes the 
truth of the proposition that the apparatus I 
believe I see is really there?"32 he is clearly inviting 
the answer "No." And the reason for answering 
"No" is that the possibility mentioned, while rele
vant to certain general, epistemological problems, 
is completely beside the point in the context of a 
specific experiment in chemistry or physics. To 
bring it up is not to introduce greater rigour into 
the investigation in hand but to shift attention to 
another kind of investigation entirely. 

"[T]hat something stands fast for me," Witt
genstein remarks, "is not grounded in my stupid
ity or credulity."33 We now see that this is so, at 
least in part, because it is grounded in my interests. 
It is not that I think that no proposition that stands 
fast could ever be questioned, though in certain 
cases I should be likely to feel, as Wittgenstein 
says, "intellectually very distant" from someone 
inclined to raise questions. It is just that some 
doubts are logically excluded by forms of investi
gation that I find significant, important, or perhaps 
just interesting. This has nothing to do with dog
matism, credulity or carelessness. Wittgenstein 
sums up the key points in the following well
known passages: 

The questions that we raise and our doubts 
depend on the fact that some propositions are 
exempt from doubt, are as it were like hinges on 
which those turn. 

That is to say, it belongs to the logic of our 
scientific investigations that certain things are 
indeed not doubted. 

But it isn't that the situation is like this: We 
just can't investigate everything, and for that 
reason we are forced to rest content with 
assumption. If I want the door to turn, the 
hinges must stay put. 34 

Of course, if I do not want the door to turn I can 
nail it shut; or I might want it to open the other 
way, in which case I will move the hinges. But if I 
want the door to turn this way, it is not just more 
convenient, if a little slapdash, to place the hinges 
where they are: there is nowhere else to put them. 

By fixing a range of admissible questions, we 
determine a form of inquiry. But this means that a 
form of inquiry is determined by more than purely 
formal constraints. As Wittgenstein puts it: " 'The 
question doesn't arise at all.' Its answer would 
characterise a method. But there is no sharp bound
ary between methodological propositions and pro
positions within a method."35 For a subject like 
history, there is more to method than abstract 
procedural rules. This is because the exclusion of 
certain questions (about the existence of the Earth, 
the complete and total unreliability of documen
tary evidence, etc.) amounts to the acceptance of 
substantial factual commitments. These commit
ments, which must be accepted, if what we under
stand by historical inquiry is to be conducted at all, 
have the status, relative to that form of inquiry, of 
methodological necessities. 

I have introduced the idea of a proposition's 
being exempted from doubt as a matter of metho
dological necessity in connection with the discip
linary constraints that determine the general 
directions of highly organized forms of inquiry. 
But it is evident that something similar goes on 
in more informal, everyday settings. Asking some 
questions logically precludes asking others: all 
sorts of everyday certainties have to stand fast if 
we are to get on with life. Again, however, I want 
to emphasize that our situation is misread both by 
the Humean naturalist and by the sceptic. The 
naturalist sees our everyday inability to entertain 
radical doubts as showing that nature has simply 
determined us to believe certain things, however 
groundless they seem to us in our more reflective 



moments. By contrast, I want to claim that exemp
tion from doubt - epistemic privilege - is a matter 
of methodology, not psychology. In a specific con
text, certain exemptions will be logically required 
by the direction of inquiry. We are therefore deter
mined by Nature to hold certain things fast only in 
so far as we are naturally inclined to interest our
selves in matters requiring us to exempt them from 
doubt. 

This is far from the only point that we must 
emphasize. It is also crucial to note that, if episte
mic status is determined by the direction of 
inquiry, the reason why, in a given inquiry, certain 
propositions have to stand fast has to be separated 
from the reason why that inquiry results in know
ledge, if it does. Here we recur, from a slightly 
different angle, to the externalist element in con
textualism. In particular contexts of inquiry, cer
tain propositions stand fast as a matter of 
methodological necessity. But inquiries informed 
by them will yield knowledge only if those propo
sitions are true, which they need not always be. 

The general moral here is that questions about a 
proposition's epistemic status must always be 
separated from questions about its truth. If epis
temic status is fixed by the direction of inquiry, 
epistemic status is context-sensitive. Truth how
ever is not. A proposition is either true or not. But, 
according to the contextualist view I favour, we 
cannot say, in a similarly unqualified way, that a 
proposition is either open to doubt or not. Some
times it will be and sometimes it won't. Generally 
speaking, a proposition is neither true because it 
stands fast nor stands fast because it is true. 

We can also see why it was so important at the 
outset to distinguish between formal and substan
tive foundationalism. If foundationalism is equated 
with a certain view of the formal structure of 
justification - i.e. with the view that inferential 
justification always requires beliefs that function 
as "fixed points - a contextualist view of justifica
tion can be seen as (formally) foundationalist. But 
it certainly need not be substantively foundation
alist. There are no limits as to what might or might 
not, in an appropriate context, be fixed. 

In an earlier chapter, I tried to show that argu
ments for radical scepticism presuppose the prior
ity of experiential knowledge over knowledge of 
the world. This enabled me to conclude that 
attempts to establish the intrinsic epistemological 
priority of experiential knowledge on the basis of 
the greater intrinsic dubitability of objective 
knowledge are question-begging. The only reason 
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for thinking that such knowledge is intrinsically 
more dubitable is provided by the existence of 
sceptical arguments which, when unpacked, turn 
out to take the doctrine of the priority of experi
ential knowledge for granted. 

This result did not allow us to conclude straight 
away that scepticism rests on a gratuitous episte
mological assumption. What it did suggest, how
ever, is that the source of the doctrine of the 
priority of experiential knowledge is not evidence 
from our ordinary justificational practices but 
rather the distinctively philosophical project of 
trying to understand how it is possible for us to 
know anything whatsoever about the external 
world. The totality condition that the sceptic (or 
the traditional philosopher) imposes on a philoso
phical understanding of our knowledge of the 
world is what forces us to see that knowledge as 
somehow derivative from experience. No other 
way of seeing it permits an assessment, hence a 
legitimating explanation, at the proper level of 
generality. 

We are now in a position to see why this argu
ment does not prove what it needs to prove. All it 
shows is that the doctrine of the priority of experi
ential knowledge over knowledge of the world is a 
methodological necessity of the traditional epistemolo
gical project. But since the sceptic himself is irre
vocably committed to distinguishing between 
methodological necessity and truth, it does not 
show, nor by his own standards can the sceptic 
take it to show, that that doctrine is true. 

The result is that the inference from the essen
tial generality of the traditional epistemological 
project fails to establish the kind of relations of 
epistemological priority needed to threaten us with 
scepticism. To yield sceptical results, these rela
tions must reflect more than mere methodological 
necessities: they must correspond to fully objective 
epistemological asymmetries. It is not enough to 
point out that if we are to attempt an assessment of 
our knowledge of the world as a whole we must 
take experiential knowledge to be epistemologic
ally prior to the knowledge we want to assess. 
Success or failure in the enterprise will have the 
significance the sceptic and the traditional episte
mologist mean it to have only if experiential 
knowledge really is, as a matter of objective epis
temological fact, more basic than knowledge of the 
world. If it isn't, or more generally if no epistemo
logical relations are in the sense I have indicated 
fully objective, no attempt to ground knowledge 
of some allegedly problematic kind on some 
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appropriately prior kind of knowledge will amount 
to an attempt at assessment. Should the attempt 
fail, or even inevitably fail, the sceptic will be 
left with a harmless logico-conceptual point but 
with no way of advancing to his pessimistic epis
temological conclusion. 

I remarked that the argument from the totality 
condition to the absolute priority of experiential 
knowledge over knowledge of the world rests on 
two assumptions: that there is something to assess, 
and that charting its relation to experience 
amounts to assessing it. I have concentrated on 
the first, but by so doing have shown what to say 
about the second. As a pure methodological pro
posal, there is nothing wrong with setting proposi
tions about the world against experiential 
propositions, for the purposes of exploring possi
ble relations between them. Like Goodm'ln, we 
could think of phenomenalism as an interesting 
constructive project. We could ask, "To what 
extent can a phenomenalist reconstruction of the 
world be carried through?" without thinking that 
we were even addressing any questions of episte
mic legitimacy.36 Think of the way we can model 
arithmetic in set theory: though this is an interest
ing piece of mathematics, we need ancillary 
epistemological assumptions to think of it as rele
vant to an "assessment" of arithmetic. But this is 
not the spirit in which the sceptic thinks of the 
relation between experiential knowledge and 
knowledge of the world. He needs a fully objective 
epistemological asymmetry, and this is what no 
argument from methodological necessity will ever 
yield. 

Some philosophers, Carnap for example, hold 
that the sceptic fails to undermine ordinary know
ledge of the world because his statements, as he 
intends them to be taken, mean nothing at all. As a 
statement "internal" to our everyday linguistic 
framework, "There are material objects" is a tri
vial consequence of any statement about the world. 
But as an "external" statement about that frame
work, an attempted statement, though made in the 
very same words, will lack "cognitive signifi
cance." However, the sceptic might be equally 
unsuccessful if his statements, as they must be 
understood in the unusual context of philosophical 
reflection, mean something different from what 
they ordinarily mean. Thus Thompson Clarke 
suggests that the very general commonsense pro
positions with which Moore confronts the sceptic 
can be taken two ways, the "plain" way and the 
"philosophical" way. For example: 

Suppose a physiologist lecturing on mental 
abnormalities observes: Each of us who is normal 
knows that he is now awake, not dreaming or 
hallucinating, 1hat there is a real public world 
outside his mind which he is now perceiving, that 
in this world there are three-dimensional animate 
and inanimate bodies of many shapes and sizes . 
. . . In contrast, individuals suffering from cer
tain mental abnormalities each believes that 
what we know to be the real public world is 
his imaginative creation. 37 

The italicized, plain propositions are "verbal 
twins" of propositions typically attacked and 
defended in discussions of philosophical sceptic
ism. But in plain contexts, nobody doubts that 
they are true, even though plain common sense 
recognizes the very phenomena - dreaming, hallu
cinating, and so on - that the sceptic appeals to in 
his attempt to show that we can never know that 
we are in touch with "a real public world." 
Whether there is a clash between philosophy and 
common sense will depend, therefore, on the rela
tion between philosophical and plain knowing. 

Here Clarke is more subtle than Carnap, for he 
recognizes that the sceptic has an account of the 
relation between philosophy and common sense 
which both preserves the relevance of philosophi
cal discoveries to ordinary plain knowing and 
makes it hard to think that sceptical claims are 
less than fully meaningful.38 Ordinary, plain 
knowing is hemmed by practical considerations. 
By contrast, to philosophize is "to step outside 
the nonsemantical practice" and, meaning simply 
what one's words mean, ask whether we really 
know what we (plainly) take ourselves to know. 
Compared with our philosophizing, ordinary 
thinking is "restricted." All the sceptic has to do 
is to get us to look beyond the restrictions. This is 
easy enough since there is a standing invitation to 
look "beyond the plain" in our conception of 
knowledge as knowledge of an objective world. 
We want to know what there is: not just relative 
to this and that particular restriction, imposed by 
this or that practical purpose or limitation, but 
absolutely. 

Still, the final distance between Clarke and Car
nap is not as great as their initial divergence might 
suggest. Oarke too holds that, in the end, both 
"philosophical common sense" and its sceptical 
denial "are a spurious fiction if our conceptual
human constitution is not standard." Amongst 
other things, a conceptual-human constitution of 



the standard type requires that "Each concept or 
the conceptual scheme must be divorceable intact 
from our practices, from whatever constitutes the 
essential character of the plain" and that we, as 
concept users, are "purely ascertaining observers 
who, usually by means of our senses, ascertain, 
when possible, whether items fulfill the conditions 

legislated by concepts."39 But the sceptic himself 
shows that our conceptual-human constitution 
cannot be of the standard type. Our plain know
ledge that we are not dreaming right now - the sort 
of knowledge expressed by the physiologist - can
not be undermined by the plain possibility that we 
might, in fact, be asleep. But it would be if our 
conceptual-human constitution were of the stan
dard type. For on this point the sceptic is right: 
there are no marks or features that conclusively 
distinguish waking experience from dreaming. So 
the fact of plain knowing, combined with the 
sceptic's point about dreaming or hallucinating, 

shows that our conceptual-human constitution is 
not of the standard type. This insight is part of the 
legacy of scepticism. 

ln representing the sceptic as helping bring 
about his own undoing, Clarke prefigures the 
strategy followed by Wright. Wright, we may 
recall, argues that the sceptic does indeed show 
that his target-propositions - for example, that 
there is a real, public world - are beyond justifica
tion. They are beyond justification because the 
sole evidence we can bring to bear on them only 
functions as evidence if they are already known to 
be true. Thus sensory experience only counts in 

favour of any proposition about the public world 
on assumptions that already commit us to that 
world's existence. But the lesson to learn from 
this is that the propositions the sceptic represents 
as groundless, factual assumptions, are not really 
factual at all. If a proposition's factuality requires 
some account of the cognitive powers that would 
be required for knowing that proposition to be 
true, and if the sceptic shows that, in the case of 
some propositions, no such account can be given, 
scepticism is self-undermining. This argument 
shares with Clarke's more than just structural 
similarities. 

None of these arguments appeals to me. I do not 
want to distinguish between internal and external 
questions or between plain and philosophical 
meanings of statements. Nor do I wish to claim 
that, for deep philosophical reasons, apparently 
factual statements are really not factual at all. 
The reason is that I think that all these reactions 
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to scepticism reveal the deep and pervasive influ
ence of epistemological realism. I suggested earlier 
that one of the epistemological realist's central 
commitments is to the doctrine that content deter
mines status. Now I claim that the attempt to 
insulate common sense from sceptical undermin
ing by finding a different meaning, or no factual 
meaning at all, in the apparently commonsensical 
propositions the sceptic examines is driven by that 
same doctrine. If a statement is certain in one 
context but not in another, the argument assumes, 
this can only be because a change in context 
induces a change in meaning. So if, plainly speak
ing, we do know that we are awake at the moment, 
whereas, philosophically speaking, we don't, our 
plain and philosophical propositions can only be 
"verbal twins." But if, as I have argued, epistemo
logical status is never determined by content alone, 
there is no such easy inference from a difference in 

status to a difference in content. We can explain 
the context-boundedness of sceptical doubts with
out getting entangled in this baroque apparatus of 
plain and philosophical meanings. As we shall see 
in a moment, this is all to the good. 

Once again, I must emphasize that my argument 
on these matters will not be complete until I have 
examined the sceptic's own favoured account of 
the nature of philosophical reflection. Even so, 
however, I think it is fair to conclude that we are 
well on the way to accomplishing the primary goal 
of theoretical diagnosis, which is to get the sceptic 
to share the burden of theory. But there is a nag
ging question that is likely to surface again at this 
point. If we are left with one theory of knowledge 

confronting another, and we will never be able to 
determine conclusively which is correct, doesn't 
the sceptic win ties and so triumph at second 
order? 

If we abandon epistemological realism, there is a 
clear sense in which we no longer see such things 
as "knowledge of the world" as appropriate objects 
of theory. At most, we will have a theory of the 
concept of knowledge. We will not have a theory of 
knowledge as well. A fortiori, we will not be left 
confronting the sceptic's theory with a theory of 
our own. 

Perhaps this will look like a purely verbal man
oeuvre, for we shall certainly be left with episte
mological views, whether or not we want to think 
of them as a theory of knowledge. But the point 
isn't just verbal. For what we have seen is that the 
sceptic's theoretical commitments are in fact far 
more extensive than those of his contextualise 
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opponent. Contextualism simply takes seriously 
and at face-value what seem to be evident facts of 
ordinary epistemic practices: that relevant evid
ence varies with context, that content alone never 
determines epistemological status, and so on. The 
theoretical resources required to explain these 
appearances away belong entirely to the sceptic. 
So it might be reasonable to object that the sceptic 
wins ties, if the outcome of my theoretical diag
nosis were a tie. And ifl had followed philosophers 
like Carnap, Clarke, or Wright and rested my 
diagnosis on difficult and controversial views 
about meaning, perhaps it would have been. But 
as things stand it isn't. 

This is not all. It seems to me entirely reason
able to hold that extra theoretical commitments 
demand extra arguments. But where will the scep
tic find them? Not in evidence from everyday 
practice, which fits in as well or better with con
textualism. Presumably, then, in some kind of 
general, theoretical considerations. Here, however, 
we run into the fallaciousness of the argument 
from methodological necessity: by the sceptic's 
own standards, there is no inference from the fact 
that we must take experiential knowledge to be 
generally prior to knowledge of the world, if we 
are to make room for a project of assessing our 
knowledge of the world as a whole, to its really 
being so. But if the argument from methodological 
necessity does not show that the sceptic's princi
ples are true, what would? It is hard to say: for 
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Knowledge (Cambridge, MA: Harvard University 
Press, 1985), pp. 89ff. Subsequent citations given 
by Structure and page numbers. 

22 The terminology of formal versus substantive foun
dationalism is also employed by Ernest Sosa: see 
"The Raft and the Pyramid," this vol., ch. 14. 
However, I am uncertain whether my usage is the 
same as Sosa's. According to Sosa, "A type of formal 
foundationalism with respect to a normative or eva
luative property </J is the view that the conditio~s 
(actual and possible) within which </J would apply 
can be specified in general, perhaps recursively. 
Substantive foundationalism is only a particular way 
of doing so" (p. 278, italics in original). From my 
point of view, everything depends on what 1s 
allowed to count as a "general" specification. 
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23 Though I have grave doubts about the notion of 
intrinsic credibility, having written about all this 
elsewhere (Groundless Belief (Oxford: Blackwell), 
chs 2, 3, and 5) I will not repeat myself. My interest 
here is in the foundationalist's conception of episte
mological priority, which I see as his deepest theo
retical commitment. 

24 Letter to Mersenne (24 December, 1640), quoted 
from Anthony Kenny (ed.), Descartes: Philosophical 
Letters (Minneapolis: University of Minnesota 
Press, 1981), p. 87. 
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Justification, Meta-Epistemology, 
and Meaning 

Paul Moser 

1 Three Epistemological Project.!il 

The lheory of epistcmic:ally justified belief, 
according to rhc implicit assumptions of many 

episi:cmologists, has at least three main projects: 

(a) rhc uman/JC project of specifying, in informa-
tive lenns, v.hat it means to tmy that smru:
tlung (for example, a proposition or a belie() 
isepistemically justified; 

(b) the txplanat11ry project of identifying infor
mati11e explanatory conditions that state in 

nunepistemK: terms when, or in virrue of 
what, a belief is justified; and 

(c) the ei.,alualn:e projttt of formulating sran
dards for evaluatil1$ whether a paniLUlar 

behefisjustified 

(Section 3 illusrrates that another main epistemcr 

logical project m\·olves argumg for jusuficai:mn.) A 

proper urn:lerstanding of how proiects (a) rhrough 

(c) relate ro one ano1ber arul of wbat conslituteS 

the correctness of their solutions will help lo solve 

some major prohlcms in epistemology and in mei:a
plnlosophy Talk of 1ustilication in r:his chapter 

will, unless otberwise noted, concern rpistnrm; jus

tdicatton, the kind of 1usr1fication appropriate 10 

propositional knowledge. 
The semantic project seeks to define the term 

'epistemic justification' (or some synonymous 

tenn) by informative synonymous terms. This 

project, stated tlms, is largely neutral un the con

troversial issue of wbat exactly constitutes syncr 

Originally published in P. K Moser. Ph#rJsDphy After 

Obfeetivity (Oxford aid New York: Oxford Uriverslty 

Press.1993), pp. 60--8. 71--82, 86--7, 89-90, 95-9. 

nymy. Some episremologisrs construe the semantic 
proje<::t to require strictly defining conditions that 

are individually necessary and juintly sulfa:ient for 

a beliers satisfying the schema "Belief Bis episre

mically justified for person S." Ep1sremologisrs 

divide, however, over the issue whether specifica

tion of a notion of epistemic justification requires 

an analysis or a strict definition via necessary and 

sufficient conditions. They also dh•ide over the 

quesrion whe1ber we can adequately define "epis
temic justification" in nonepistemie terms. (On 

rhe latter question, see Moser 1989, pp. 38--44; 

1990.) 
The explanatory pro1e1;:r rums ro identify infor

mative explanatory conditions for justified belief. 

These explanatory conditions wiU ideally be in 

nonepis!emic terms (at least acrordmg ro some 
theorists) and will answer certain explanation

seeking questions about justified belief, questions 

that purportedly go beyond issues about the mean
ing of"epistemic justific:ation." (We may now use 

"explanation" loosely, !o en1;:ompass answers to 

"underswiding-fil:Cking" what-questions, ~hy

questions, and bow-questions.) Explanatory con

ditions might include c:onsidera11ons about rhe 
sources of justified belief or abum the enenl of 
justified belief Pertinent questions include· Are 
there any nonempim:al sources of justified belief? 

If so, what are they, and how do rhcv l-ield justi

ficalion? Does justified belief exreni t~ universal 

propositions? If so, how? (Some conncrtions 

between explanation and definition will emerge 

la!er in this 1;:hapter; for now, we can leaw the 
disiincrionrough.) 

The evaluative pro1ect seeks cnreria, or gmde

lines, for deciding whether a belief is justified. Ir 



aims to go beyond meaning and explanation, to a 
method for finding out what beliefs are justified: 
for evaluating whether certain beliefs actually have 
epistemic justification. Even if we have a definition 
of "justification" and an explanation of the sources 
and the extent of justification, we may still lack 
effective standards for deciding what beliefs are 
actually justified. Our definitional and explanatory 
considerations about justification might be too 
general to serve effectively as guidelines for evalu
ating the presence of justification in particular 
cases. The evaluative project, according to some 
epistemologists, is not necessarily just the applica
tion of the results of the semantic or the explana
tory project. 1 

2 An Epistemological Dilemma: 
Naivete or Circularity? 

For any answer one gives to accomplish the eva
luative project, we can raise this question: ln virtue 
of what, if anything, is that answer adequate, at 
least for oneself, for discerning justified beliefs? ln 
other words, in virtue of what, if anything, is that 
answer a correct solution to the evaluative 
project, at least for oneself? Perhaps one's solution 
is not adequate, or correct, at all. Even so, our 
question can take a modal form: ln virtue of 
what can an answer be adequate, or correct? (For 
now, "adequate" and "correct" are interchange
able.) 

Suppose that I formulate and accept a set of 
standards for evaluating whether a belief is justi
fied. My evaluative epistemic standards will char
acteristically take this form: 

We may evaluate a (candidate) belief as episte
mically justified if (and only if) that belief satis
fies conditions C. 

l might be a familiar empiricist whose evaluative 
standards invoke conditions regarding best avail
able explanation of one's experiences; or I might be 
an equally familiar coherentist whose standards 
appeal to coherence of some sort among one's 
antecedent beliefs and candidates for belief. 

Whatever my evaluative standards are, l shall 
face this question: In virtue of what, if anything, 
are my standards an adequate, or a correct, solu
tion to the evaluative project, at least for myself? 
More specifically, what, if anything, constitutes 
the adequacy, or correctness, of my evaluative 
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standards as principles for discerning justified 
beliefs, at least for myself? 

Either I take the previous question seriously or l 
do not. lf l do not, I shall disregard it as negligible, 
as not needing an answer. In that case, my accept
ance of my standards for evaluating justification 
will be naive, or superficial, in at least one obvious 
respect. My acceptance will then be innocent of a 
cogent reply to a legitimate question about what, if 
anything, constitutes the adequacy, or correctness, 
of my epistemic standards. Call this meta-epistemic 
naivete. It is naivete about answering a question 
concerning the adequacy of one's epistemic stan
dards. Such naivete allows for objectionable 
neglect of intelligible, legitimate questions about 
what, if anything, constitutes the correctness of 
one's epistemic standards. 

Neglect here would indeed be objectionable, 
since affirmation that an epistemic standard, E, is 
a genuine solution to the evaluative project pre
supposes (for its being fully understood) affirma
tion that E is adequate, or correct, as a solution to 
that project. Even affirmation that Eis an episte
mically justifiable solution involves a notion of 
adequacy or correctness; it presupposes a claim to 
justifiable affirmation that E is an adequate, or 
correct, solution. A notion of correctness is pre
supposed because full understanding of a notion of 
a justifiable solution requires an answer to the 
following question in terms of correctness: Justifi
able as what? The answer: As (probably) correct. 
We need, then, an account of what, if anything, 
constitutes adequacy, or correctness, of epistemic 
standards. 

lf I do take the previous question about ade
quacy seriously, l shall seek an answer to it. l shall 
then seek an account of what, if anything, consti
tutes the adequacy of my evaluative standards for 
discerning justified beliefs. lf E is the set of my 
evaluative epistemic standards, l might appeal to a 
different set of evaluative epistemic standards, E', 
to explain what constitutes the adequacy of E. This 
option will ultimately fail, however, for two rea
sons. 

First, E' will face a direct analogue of the ques
tion facing E: In virtue of what, if anything, is E' 
adequate for discerning justified beliefs? Legiti
mate questions about what constitutes adequacy 
arise even at higher levels, indeed at every level. 
lt does no good to invoke still another set of 
evaluative epistemic standards here. Such a pat
tern of reply will lead only to an endless regress of 
evaluative standards. One problem is that we finite 
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humans do not have time to articulate an endless 
regress of standards when explaining adequacy of 
epistemic standards. The current reply thus fails 
as an account of our actually explaining adequacy. 
Another problem is that an endless answer to our 
question seems not to be a cogent answer. Such an 
answer seems too open-ended to offer a resolution 
of our question. 2 

The second reason for failure is more decisive. 
Standards for evaluating merely whether beliets 
are justified - even beliefs about the justification 
of evaluative standards - do not themselves explain 
what constitutes the adequacy, or correctness, of 
an evaluative standard. Explanation of mere (eva
luatable) justification is one thing; explanation of 
correctness, another. Verificationism about cor
rectness seeks to collapse this distinction. For 
example, Michael Dummett's verificationism 
about meaning implies that we "must explain 
truth as attaching to a statement in some such 
way as that it does so when the statement either 
has or could have been verified" (1991, p. 318). 
Dummett's verificationism is doomed to failure 
here, because it construes verification in terms of 
an "acknowledged means of establishing a state
ment as true" (1991, p. 317; italics added). The 
relevant notion of verification thus presupposes a 
notion of truth; it does not define, or otherwise 
explain, that notion in terms of verification. 

Typical talk of justification, like Dummett's talk 
of verification, presupposes talk of justification as 
(likely to be) true, or as (probably) correct. Such 
talk of justification thus does not enable us to 
sidestep questions about what constitutes correct
ness. We cannot effectively rely on a notion of 
correctness - even an implicit notion of correct
ness - to explain what constitutes correctness. 
Such a vacuous strategy would make our explana
tions uninformative and thus pointless. Concept
ual circularity is, then, no promoter of effective 
explanation. 

Consider another approach to our question 
about what constitutes adequacy of epistemic 
standards. Because, by hypothesis, I already accept 
a set of standards for discerning what is justified 
and what is not, I might invoke those very 
standards to explain what constitutes the adequacy 
of my standards for discerning justified beliefs. 
The general idea is this: If E is my evaluative 
standard for discerning justified beliefs, then if E 
meets its own requirements, it is an adequate, or 
correct, solution to the evaluative project, at least 
for me. 

As noted previously, evaluative standards for 
discerning simply whether beliefs are justified -
even beliefs about the justification of evaluative 
standards - do not themselves explain what con
stitutes the adequacy, or correctness, of an evalua
tive standard. What constitutes adequacy, or 
correctness, of a standard relative to the evaluative 
project is one thing; what constitutes mere justifi
cation of a standard is something else. Typical talk 
of justification of a standard presupposes a notion 
of correctness of a standard, at least insofar as full 
understanding of such talk requires a notion of 
likely, probable, or evident correctness. Answering 
questions about what constitutes correctness of 
standards by appeal to justification, confirmation, 
or verification of standards thus risks conceptual 
circularity. 

Typical notions of justification, confirmation, 
and verification presuppose a notion of correctness 
in need of explanation. They presuppose a notion 
of correctness inasmuch as full understanding of 
them requires answers to these questions: Justifi
cation as what? Confirmation as what? Verification 
as what? The presupposed answers are all of one 
kind: as (probably) correct. The verificationism of 
Dummett and others overlooks such conceptual 
circularity. 

Even if my evaluative standards for discerning 
justified beliefs might fall short of their own 
requirements, this question arises: What, if any
thing, constitutes the adequacy of those require
ments for discerning justified beliefS in the first 
place, aside from what standards actually satisfy 
those requirements? If the only answer comes from 
an appeal to the very standards in question, an 
obvious circle threatens. Clearly, a cogent explana
tion cannot take this form: My standard E is ade
quate because my standard E is adequate. We 
could use that explanatorily useless form to 
"explain" the adequacy of whatever we like. The 
needed explanation, moreover, does not come 
from a claim that E meets its own evaluative stan
dard for discerning justified belief. We have just 
seen that a mere evaluative standard, even when 
applied to an evaluative standard, does not explain 
what constitutes the adequacy, or correctness, of 
an evaluative standard. The verificationism that 
implies otherwise offers only conceptual circular
ity - a kind of circularity inimical to effective 
explanation. 

Our question about adequacy for the evaluative 
project leads thus far to a bothersome dilemma: 
either naivete or circularity. Each of these horns is 



troublesome, if not fatally sharp, for effective phi
losophical explanation. 

An analogous dilemma challenges the explana
tory project. Suppose that I formulate and accept 
conditions that explain, in nonepistemic terms, 
what makes a belief justified. An explanatory stan
dard for epistemically justified belief will charac
teristically take this form: 

A belief is epistemically justified if (and only if) 
it satisfies explanatory conditions C. 

Perhaps l am a "process-reliabilist" whose condi
tions appeal to reliable, truth-conducive processes 
of belief-formation in the absence of defeat, pro
cesses such as reliable perception, memory, and 
introspection. 3 

Whatever my explanatory conditions are, this 
question will arise: ln virtue of what, if anything, 
are my proposed conditions adequate, or correct, 
as a solution to the explanatory project, at least for 
me? ln other words, what, if anything, constitutes 
the correctness, at least for me, of my explanatory 
conditions as an answer to the explanation-seeking 
question of what constitutes epistemic justifica
tion? As before, our question can take a modal 
form for cases of false epistemic standards: The 
issue then is what can constitute correctness of 
one's standards. 

We now return to a familiar theme. Either I take 
the previous question about adequacy seriously, or 
l do not. lf I do not, l shall consider it negligible, 
as not needing an answer. ln that case, my accep
tance of my explanatory conditions for justification 
will be naive, or superficial. My acceptance will 
then lack a cogent reply to an intelligible, legitim
ate question about what, if anything, constitutes 
the adequacy of my explanatory conditions. This is 
a species of the objectionable meta-epistemic nai
vete mentioned before. If, alternatively, l do take 
the previous question seriously, l shall seek an 
answer. Because, by hypothesis, I already accept 
a set of explanatory conditions for justification, l 
might offer those conditions to explain what con
stitutes the adequacy of those conditions as a solu
tion to the explanatory project. (I assume, as 
before, that an appeal to an infinite regress of 
epistemic standards fails.) 

We may begin by asking whether any special 
analogous dilemma troubles the aforementioned 
semantic project: the project of specifying, in 
informative terms, what it means to say that some
thing . is epistemically justified. By "special 
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dilemma" I mean a dilemma peculiar to the 
semantic project. Suppose that l answer the 
semantic project by defining "epistemic justifica
tion" via talk of what is "permissible" relative to a 
specific set of epistemic rules or, alternatively, via 
talk of what is "good" from the standpoint of 
acquiring true beliefS and avoiding false beliets. 4 

Would either such answer raise a distinctive 
dilemma for the semantic project, a special 
dilemma analogous to our previous dilemmas? 

The following question might seem to raise an 
analogous dilemma: What does it mean to say that 
my definition of "epistemic justification" is itself 
epistemically justified? This question does not 
automatically generate a dilemma of naivete or 
circularity. Without being naive, one might reject 
the question as resting on a false assumption that it 
makes sense to say that definitions of "epistemic 
justification" are themselves epistemically justifi
able. One might hold, without naivete, that defini
tions of"epistemic justification" are preconditions 
for talking about epistemic justification but are not 
themselves candidates for such justification. One's 
reason might be that definitions are ultimately 
stipulative - even if not capriciously stipulative -
and thus are neither true nor false independently 
of stipulation. (This does not imply that one can
not be epistemically justified in holding that one 
endorses a certain definition. The proposition that 
one endorses a certain definition is not the same 
as the definition itself.) Talk of epistemic 
justification, on this view, makes sense only rela
tive to a conceptually prior notion of epistemic 
justification; and this prior notion is a conceptual 
precondition, but not a recipient, of epistemic 
justification. Such a view seems not to be 
"naive" in the way the initial response to our 
dilemmas was. 5 

One might, alternatively, allow for the epistemic 
justifiability of definitions of "epistemic justifica
tion," but plead innocent to any objectionable 
circularity in answering the previous question. 
Suppose that we accept a definition of "epistemic 
justification" as what is permissible relative to a 
specific set of epistemic rules. When asked what it 
means (at least for us) to say that our definition is 
epistemically justified, we can plausibly reply that 
our definition itself gives the answer: namely, our 
accepting the definition is permissible relative to a 
specific set of epistemic rules. This seems unob
jectionable. lf the question asks just for what we 
mean by "our definition is epistemically justified," 
we have given the full, most informative answer. 
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We cannot be plausibly accused of having given an 
answer that is circular or shallow. 

Let us consider another question facing any 
answer to the semantic project: 

What, if anything, constitutes the correctness 
(at least for myself) of my semantic standards 
for "epistemic justification" as an answer to the 
semantic project regarding what it means to say 
that something is epistemically justified? 

The semantic project, as noted, seeks what it 
means to say that something (for example, a pro
position or a belief) is epistemically justified. 

lf semantic meaning is person-relative, the 
semantic project aims to specify, in informative 
(or noncircular) terms, what it means for one to 
say that something is epistemically justified. (For 
now we can proceed with a loose notion of infor
mative meaning as noncircular meaning, and a 
loose notion of definition as whatever specifies 
meaning for one.) Adequacy of a definition of 
"epistemic justification," as an answer to the 
semantic project for myself, thus amounts to a 
specification, in informative terms, of what I actu
ally mean by "epistemic justification." The latter 
specification, being adequate, is just my actual 
informative definition of "epistemic justification." 

My actual informative definition of "epistemic 
justification," even if multifilceted and somewhat 
vague, is definitive of my adequate, or correct, 
solution to the semantic project. lt is what deter
mines the adequacy - the correctness - of my 
solution. lf l do not have any definition of "epis
temic justification" (or some synonymous expres
sion), l shall lack a correct solution to the semantic 
project. ln that case, I shall lack a determinate 
notion of epistemic justification. (The definitions 
pertinent now need pot be highly specific in the 
way typical analyses of notions of justification and 
knowledge are; on this score, we may contrast 
definitions and analyses.) 

When a definition is adequate, or correct, as a 
solution to the semantic project, it is what explains 
the adequacy of the solution in question; it then 
amounts to what one means by "epistemic justifi
cation" (or some synonymous expression). There 
is thus an internal connection between (a) what one 
informatively means by "epistemic justification," 
(b) one's actual informative, noncircular definition 
of "epistemic justification," and (c) one's correct 
solution to the semantic project. Correctness here 
is constituted by what one actually means. What 

one means by "epistemic justification" does not, 
however, preclude one's understanding other 
notions of epistemic justification. 

We might ask how one can know or justifiably 
believe what one's actual definitions are, but this is 
not the concern of the question posed above. Its 
concern is rather to ask what constitutes adequacy 
of a solution to the semantic project; and its answer 
comes directly from considerations about what one 
informatively means in saying that something is 
epistemically justified. lnsofilr as one informatively 
means anything in saying that something is epis
temically justified, the semantic project will not 
generate for one the dilemma of naivete or circu
larity posed earlier. One will then have a constitu
tive standard for a correct answer to the semantic 
project: an answer stating what it is that one infor
matively means in saying that something is episte
mically justified. The semantic project thus lends 
itself to a cogent answer to question. 

Semantic considerations hold the key to avoid
ing the other manifestations of the dilemma of 
naivete or circularity, and to solving the evaluative 
and explanatory projects. More specifically, con
siderations about what one informatively means by 
"(adequate for) discerning justified beliefs" and by 
"(adequate for) explaining justification" enable 
effective explanations for the evaluative and expla
natory projects. What one means by "(adequate 
for) discerning, or evaluating, justified beliefs" 
can effectively explain what constitutes correct
ness, at least for oneself, for an answer to the 
·evaluative project. Similarly, what one means by 
"(adequate for) explaining justification" can effec
tively explain what constitutes correctness, at least 
for oneself, for an answer to the explanatory pro
ject. In the same vein, what one means by "(ade
quate for) effectively explaining" can effectively 
explain what constitutes correctness, at least for 
oneself, for an answer to a project seeking effective 
explanation. 

If we neglect the internal connection between 
what one informatively means by "evaluating jus
tification" and "explaining justification" and one's 
correct solution to the evaluative and explanatory 
projects, we risk changing the topic from what is 
actually one's correct solution. We then risk intro
ducing such other topics as what solution is justi
fied and what solution is someone else's correct 
solution. We saw before how verificationist 
approaches to correctness change the topic to 
justification and thereby risk conceptual circular
ity. We need instead a semantic approach to 



correctness in terms of what one means; this 
approach can avoid the dilemma of naivete or 
circularity. 

In adopting a semantic approach to correctness, 
we can avoid troublesome commitments to onto
logically dubious truth-makers for semantic 
epistemic standards: for example, Platonic episte
mological entities and equally questionable episte
mological natural kinds.6 We can thereby avoid 
familiar skeptical questions about the support 
needed for claims to the existence of such truth
makers. If we can avoid such questions without 
loss, we are wise to do so. 

Talk of one's correct solution to the semantic 
project is not automatically talk of the solution one 
believes to be correct. lt rather is talk of what is 
correct relative to one's own understanding of 
what constitutes correctness: that is, relative to 
what one means in saying that something is correct. 
The relativity here is thus semantic, not simply 
doxastic. Understanding of what constitutes cor
rectness can vary even if one's own notion of "a 
notion of correctness (generally characterized)" 
sets some limits on what in general is, for oneself, 
a notion of correctness. In accepting, offering, or 
considering a solution to one of the epistemological 
projects, a theorist is presupposing a notion of 
correctness: a notion of a correct solution. This 
presupposed notion can, and sometimes does, vary 
among theorists, with respect to its specific 
requirements. 

Restricting my account to my own specific 
understanding of correctness would obviously rob 
the account of comprehensiveness. My account 
would then exclude many theorists who now fall 
within its explanatory scope. The semantic relativ
ity I acknowledge does not preclude notions of 
objective correctness: correctness that does not 
depend on one's believing that it obtains. Notions 
of correctness and meaningful claims to correct
ness do depend on someone's understanding of 
correctness; and such notions and claims are 
involved in one's accepting, offering, or consider
ing a solution to an epistemological project. lt does 
not follow, however, that the existence of what 
makes a claim correct - apart from its being 
described as a determinant of correctness -
depends on one's own understanding of correct
ness. Even if a notion of correctness depends on 
someone's understanding, a relation of correctness 
(on some notions) can be independent of concei
vers' beliefS that it obtains. My assumption of 
semantic relativity fits with this consideration. 
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Semantic Foundationalism 

The following broad thesis acknowledges a central 
role for semantic considerations in matters episte
mological: 

One's explaining, evaluating, and arguing for 
epistemic justification and one's answers to 
questions about correct standards for such mat
ters properly end in considerations about an 
operative notion for one regarding epistemic jus
tification. 

Call this view semantic foundationalism. It incorpor
ates and extends the earlier lessons about semantic 
considerations that free the three epistemo
logical projects from a dilemma of naivete or 
circularity. 

Notions and conceptual commitments 

One's notion of epistemic justification comprises 
semantic standards constitutive of what it is to be 
one's correct use of such terms as "epistemic jus
tification," "epistemic support," and "epistemic 
warrant." (We may add any synonymous term to 
the list, including any synonymous term from 
some other language.) Such semantic standards 
are crucial to the individuation of notions, as they 
determine what a notion is a notion of; they deter
mine the constitutive conditions of satisfaction, or 
fulfillment, of a notion. 

I shall generally talk of "standards for correct 
use" rather than "standards for what it is to be 
correct use," but the two locutions are equivalent 
for me. Both concern the category of correct use for 
one, not just particular cases of correctness in use. 
One's semantic standards determine the category 
of correct use for one: that is, relative to what one 
means by "correctness in use" (or some synon
ymous phrase). The pertinent relativity is, then, 
semantic, not just a matter of mere belief about 
what is true. 

Semantic standards contribute determinacy to 
what tokens mean for one. Linguistic meaning, as 
ordinarily understood, has some determinacy: It 
does not admit every conceivable interpretation 
or use of a token as correct. lt excludes some 
interpretations or uses as incorrect; and the more 
specific interpretations or uses it excludes, the 
more determinate it is. Exclusion of interpreta-
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tions or uses cOITies from standards constitutive of 
correct use. Such standards guarantee that not just 
aJ!y arbitrary interpretation or use of a token is 
correct for one. An interpretation or a use of a 
token is incorrect for one if it violates one's seman
tic standards for correct use of that token; a 
requirement of correctness is thus conformity to 
one's semantic standards. In the absence of deter
minacy as exclusion, meaning languishes, indeed 
expires. 

The determinacy of linguistic meaning as exclu
sion need not cOITie from "objective modal facts" 
or any such ontologically questionable basis. It can 
come simply from one's commitment to interpret 
or to use a token in certain ways to the exclusion of 
other ways. Conceptual necessity need have no 
basis deeper than one's adopted constitutive stan
dards for correct use of terms; it can arise from the 
exclusions due to one's semantic standards. 

Semantic standards are not equivalent to 
empirical generalizations, but are presupposed by 
such generalizations. The subject- and predicate
terms of an empirical generalization require deter
minacy frOITI standards for correctness in interpre
tation if that generalization is to be intelligible and 
empirically confirmable (as correct). Experienced 
features by themselves do not yield standards con
stitutive of (the category of) correctness in inter
pretation for one. Denial of an empirical 
generalization involving a notion of knowledge, 
for example, does not entail either meaninglessness 
or a change of subject (owing to a different notion 
at work). Denial of a semantic standard, in con
trast, does entail either meaninglessness or a 
change of subject. Semantic standards are, then, 
irreducible to empirical generalizations. 

An internal connection obtains between what a 
notion is of, for one, and that for which the notion 
sets the condition "what it is to be that thing," for 
one. One's notion of justification, for instance, sets 
constitutive, or defining, conditions for what it is 
to be justification, at least for oneself, and thereby 
sets one's constitutive conditions for genuine jus
tification, in the relevant sense. (Recall that the 
relativity here is semantic, not merely doxastic.) 
A notion of epistemic justification, we shall see, is 
not itself a candidate for being justified by con
siderations independent of fixing meaning, or of 
conceptual cOITimitment. We shall also see that 
certain notions can themselves have a kind of pur
pose-based, instrumental support. 

A notion of justification is operative for one in a 
particular situation when one is committed to that 

notion as specifying what constitutes justification 
(for one) in that situation. One's currently opera
tive notion of justification need not be one's only 
understood notion of justification. I might under
stand various specific notions of justification while 
being committed to only one as specifying what 
actually constitutes justification (for me). l could 
recognize that the alternative specific notions are 
amplifications of a common notion of justification 
generally characterized; still, I would not regard all 
the alternative notions as specifying what actually 
constitutes justification (for me). l could, none
theless, adopt a variety of specific notions of 
justification that specify different species of justi
fication (for me): moral justification, legal justifi
cation, and so on. 

Commitment to a notion of epistemic justifica
tion is just commitment to certain constitutive, 
semantic standards for one's correct use of such 
terms as "epistemic justification," "epistemic sup
port," and "epistemic warrant." Call any such 
cOITimitment an operative conceptual commitment. 
We can now accommodate such talk as: l under
stand what Jones means by "justification," but 
that is not what I mean by "justification"; or I 
understand Jones's specific notion of justification, 
but Jones's specific notion is different from my 
(operative) specific notion of justification. Such 
talk suggests that we should not confuse conditions 
for an operative notion and conditions for an 
understood notion. 

Difference in conceptual commitments, like dif
ference in analyses, entails a difference in specific 
notions at issue. People operating with different 
specific notions of X can still, however, under
stand and even intentionally use common notions 
of X generally characterized. We thus can talk 
intelligibly of various notions of some one thing 
(generally characterized). 

Even if you and l understand and intentionally 
use a common unspecific notion of "epistemic 
justification generally characterized" (for example, 
as permissibility relative to a set of rules of a 
certain sort), we can still differ on the actual 
rules conferring justification and thus have differ
ent operative notions of justification at a level of 
specificity. Even so, I could understand your 
notion of justification and acknowledge it as your 
elaboration, different from mine, on our common 
notion of justification generally characterized. l 
could therefore regard your notion as a notion of 
justification even though it differed frOITI my spe
cific notion of justification. I could, then, under-



stand your specific notion of justification, even if it 
differed from my operative notion of justification 
at a level of specificity. 

The relevant talk of meaning and of constitutive 
conditions set by one's operative notion of justifica
tion involves whatever constitutes, or actually 
makes up, one's operative notion of justification. 
One's operative notion of justification is the logical 
basis for one's "conceptual truths" about justifica
tion, those truths being whatever logically follows 
from one's operative notion. They are "one's" 
conceptual truths just in virtue of following logic
ally from one's operative notion. (We might intro
duce a stricter notion of conceptual truth requiring 
one's awareness of a logical connection between the 
truth and one's notion, but l shall not.) 

An operative notion (or definition) of justifica
tion need not be a logical analysis of justification in 
terms of specific nondisjunctive conditions that are 
individually necessary and jointly sufficient for 
justification. What one means by "justification" 
may be based on "exemplars": certain paradigm
cases of justification that do not yield a logical 
analysis in terms of specific nondisjunctive neces
sary (and sufficient) conditions for justification.7 
Notions (and definitions) need not conform to 
rigid standards for an "ideal" or a "clean" logical 
analysis. They rather can depend on various exem
plars to yield a standard that offers some determi
nacy by exclusion (cf. Wittgenstein 1953, sections 
71, 75, 87). 

What is constitutive of the meaning of a state
ment or term for one does not reduce to mere talk 
of logically necessary and sufficient conditions. 
What is merely sufficient for the truth of P for 
one is not necessarily part of the meaning of P for 
one; so also for what is merely necessary for the 
truth of P. Similarly, what is logically necessary 
and sufficient for the truth of P can include com
ponents extraneous to the meaning of P for one. 
Suppose that Cl and C2 constitute the meaning of 
P for one. In that case, the following will be 
logically necessary and sufficient for the truth of 
P for one: (CJ & C2) & [(CJ fS C2) v R]. The 
latter disjunction is, by hypothesis, not part of the 
meaning of P for one. Constituents of meaning for 
one are exhausted by the actual components of 
one's constitutive standards for correct use of 
terms. 

One's operative notion of epistemic justification 
is neither correct nor incorrect for one apart from a 
determinate semantic standard for correctness of a 
notion of justification. Even if epistemic justifica-
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tion is a universal or a natural kind, the correctness 
or incorrectness of a notion for one relative to that 
universal or natural kind requires a determinate 
semantic standard for correctness for one. Lacking 
such a standard, one will not have a determinate 
notion of correctness of a notion, and thus one will 
not understand anything specifying correctness of 
a notion. Correctness of a notion for one will then 
lack its needed foothold in what one understands. 
As for (possible) objective, conceiving-independ
ent relations of correctness, our talking intelligibly 
about them, and justifiably affirming them, 
requires a determinate notion of correctness. 

Issues of conceptual correctness can arise indir
ectly, relative either to the implications of an alter
native notion of justification or to claims about the 
scope or application of an operative notion of jus
tification. We can ask, for instance, whether it is 
correct that a particular operative notion of justi
fication captures either the conditions for a certain 
common use of the term "justification" or the 
conditions for my operative concept or your opera
tive concept of justification. An operative notion of 
justification thus can raise questions of correctness 
indirectly, in virtue of accompanying claims about 
scope or application. 

A notion of justification, like any determinate 
notion, rests on a semantic standard that has 
broadly normative significance. At a minimum, a 
semantic standard sets a constitutive normative 
condition for correct application of certain 
terms. 8 When a semantic standard is prescriptive 
(for example, "Let justification be such and 
such!"), it will not itself be true or false in the 
way assertions can be. Normative semantic stan
dards can, however, give semantic significance to 
definitional assertions about justification. They 
can offer semantic norms, or constitutive stan
dards, for correct use of epistemic terms and locu
tions in definitional assertions. Such standards can 
thereby contribute semantic significance to a 
truth-valued definitional assertion: for example, 
"Justification, by definition, is truth-conducive 
belief-formation in the absence of defeat." 

A definitional assertion could be made true for 
me by my adopting a certain semantic standard 
(for example, a certain definitional prescription): 
that is, adopting the standard as constitutive of 
correct use of a term (for me). Such a definitional 
truth could arise for a person from its stating only 
what is prescribed by that person's operative defi
nitional prescriptions. Semantic standards need 
not appeal to prior synonymy relations, nor need 
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they be unrevisable. They thus can escape worries 
from Qyine (1951) about the epistemological sig
nificance of considerations of meaning. 

Philosophers uneasy with talk of notions might 
prefer to substitute talk of constitutive standards, or 
norms, for correct use of certain terms. This sub
stitution might seem to remove without loss a 
questionable semantic component from the 
account under development. lt allows us to talk 
simply of constitutive standards for correct use of 
epistemic terms, without talk of "notions" of jus
tification. This move is just stylistic or notational, 
however, because notions, on my account, are just 
constitutive standards for correct use of certain 
terms. 

Talk of notions does enable us to answer the 
following sort of question with ease: Why do you 
use those constitutive standards for correct use as 
constraints on epistemic justification? Such a ques
tion apparently presumes a distinction between 
one's operative constitutive standards for correct 
use of such a term as "epistemic justification" and 
one's operative notion of epistemic justification. If 
we regard the relevant operative semantic stan
dards as constitutive of one's operative notion of 
justification, we foreclose any such question. Talk 
of operative notions of justification thus serves a 
definite purpose in answering certain potentially 
troublesome questions about constitutive stan
dards for correct use of epistemic terms. 

Suppose that l am pursuing the explanatory 
project of explaining what constitutes justification. 
l endorse, we may assume again, the reliabilist 
view that justification consists in the truth-condu
civeness of belief-forming processes, such as per
ception, in the absence of defeat. Being uneasy 
with reliabilism, you raise this now familiar ques
tion for my approach to the explanatory project: In 
virtue of what, if anything, are my reliabilist expla
natory standards correct as a solution to the expla
natory project, at least for myself? ln reply, I might 
note that my acceptance of my reliabilist explana
tory standards is itself supported by a truth-con
ducive belief-forming process in the absence of 
defeat. Thoroughgoing reliabilism requires this 
answer to a question about the justification of 
reliabilist standards. You, of course, will not be 
satisfied by such an answer because you have asked 
about constitutive conditions for the correctness of 
my standards, not their justification. You naturally 
want a more suitable answer. A true statement, of 
course, is not necessarily a correct answer to a 
question at hand. 

The best answer available to typical "process
reliabilists" is that their specific semantic stan
dards for "correct explanation of epistemic 
justification" involve considerations about reliable 
processes of belief-formation in the absence of 
defeat. These standards involving reliable pro
cesses are not, for typical process-reliabilists, 
extrinsically related to what it is correctly to 
explain epistemic justification; they rather are 
internally, or conceptually, related in virtue of an 
operative specific notion of correctly explaining 
epistemic justification. 

An indicator of the conceptual nature of the 
relation between reliability and explaining justifi
cation for typical process-reliabilists is that they 
exclude the possibility of a mistake in their 
assumption that epistemic justification is correctly 
explained by appeal to reliability of belief-forming 
processes. They simply are not genuinely open to 
the possibility of a counterexample to this funda
mental assumption of their reliabilism, even if 
other tenets of their theory admit of falsifiability. 
The fundamental assumption in question is, then, 
a conceptual truth for typical process-reliabilists: 
It is actually part (or at least an implication) of 
their operative specific notion of epistemic justifi
cation that beliefs resulting from truth-conducive 
processes in the absence of defeat are epistemically 
justified. 

If semantic considerations figure crucially in 
what it is to be justification for a person (where 
the relativity is semantic), they should have some 
representation in an informative explanation of 
what it is for a person to explain, evaluate, or 
argue for justification. Semantic foundationalism 
accommodates this lesson by acknowledging a cru
cial role for considerations about an operative 
notion for one regarding epistemic justification. 
Explaining, evaluating, and arguing for justifica
tion come to an end, according to semantic foun
dationalism, with an appeal to an operative notion 
regarding justification.9 We need not pursue a 
detailed account of meaning and notions now, as 
semantic foundationalism remains neutral on most 
of the controversial issues about the exact con
ditions for fixing meaning and having a notion. 

Arguing for justification 

Semantic foundationalism entails that arguing 
deductively for justification for any statement -
including any statement about justification - con-



sists paradigmatically of giving an argument 
in accord with, or reducible to, the following 
schema: 

I. By my conceptual commitment, justification 
(for either my explanatory or evaluative epis
temic standards, for example) consists in con
ditions C (for example, truth-conducive 
belief-formation in the absence of defeat). 

2. The statement that P (expressing, for exam
ple, my explanatory or evaluative epistemic 
standards) satisfies C. 

3. Hence, the statement that P is justified (at 
least for me). 

This is an argument schema for one's deductively 
arguing for justification for a statement: 'that is, 
one's arguing deductively that a statement is jus
tified (at least for oneself), not just that it is true. 
When the instances of steps I and 2 are true, the 
argument I through 3 for the justification of P will 
be sound; otherwise, we shall have an unsound 
deductive argument for the justification of P. 

Schema l through 3 does not specify conditions 
for one's merely having justification for a state
ment. Merely having justification for a statement, 
on a common understanding, does not require 
giving an argument at all. It requires only one's 
having undefeated evidence for the statement in 
question; it does not require even one's having a 
notion of justification. In arguing or merely claim
ing that someone has justification for a statement, 
however, a theorist must employ a notion of justi
fication. So long as we engage in any project of 
epistemology, by making claims about justification 
and knowledge, we shall confront the lessons of 
semantic foundationalism. 

Semantic foundationalism recommends the use 
of arguments instantiating l through 3 to answer 
challenges to the justification of, among other 
things, one's answers to the explanatory and eva
luative projects. Why? The answer is straightfor
ward: What it is to be a justification, for one 
(where the relativity is semantic), depends on -
indeed, is constituted by - one's operative notion 
of justification, and arguments instantiating l 
through 3 will conclusively ground justification 
in the notion that is one's semantic foundation. 
The pertinent semantic foundation defines what 
it means for one to say that something is justified, 
not what it means for one to say that we may 
regard something as justified. Schema l through 
3 acknowledges the crucial role of an operative 
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notion of justification, as a semantic foundation, 
in what justification is for one. 

When the relevant semantic foundation captures 
what one actually means in saying that something 
is justified, it enables an argument for justification 
that is sound, or correct, relative to one's actual 
operative semantic standards. In that case, an 
argument exemplifying l through 3 will be above 
reproach with respect to giving sound justification 
- at least for the person in question. Merely cogent 
justification, as just observed, can follow suit, but 
without the soundness: Justification can be defi
cient from the standpoint of correctness. We must 
distinguish, in any case, the justification of the 
statement justified according to the conclusion of 
l through 3 (namely, P) and the justification of 3 
itself. Lower-<>rder justification can get by without 
higher-<>rder justification, despite any bothersome 
temptation to level-confusions. 

Evaluating and explaining justification 

Schema l through 3 illustrates how arguing 
deductively for justification for any statement, 
including any statement that ascribes justification, 
can properly end in considerations about an opera
tive notion regarding justification. What about the 
evaluating and explaining of justification? 

Semantic foundationalism extends readily to 
arguments of the following forms: 

By my conceptual commitment, correct evalua
tion, or discernment, of epistemically justified 
belief consists in conditions C; evaluative epis
temic standard E requires just C; hence, E is a 
correct evaluative epistemic standard, at least 
for me. 

By my conceptual commitment, correct expla
nation of epistemic justification consists in con
ditions C; explanatory epistemic standard E 
requires just C; hence, E is a correct explanatory 
epistemic standard, at least for me. 

These deductive arguments deliver conclusions 
about what evaluative and explanatory epistemic 
standards are correct. They do so on the basis of 
considerations about one's operative notions of 
correctly evaluating and correctly explaining epis
temic justification. Schema l through 3, in con
trast, illustrates how we can argue deductively, and 
fully, for conclusions affirming the justification of 
evaluative and explanatory standards. Arguing for 
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correctness of epistemic standards is one thing; 
arguing for their justification, another. 

The lessons of semantic foundationalism, as we 
should expect, apply to semantic foundationalism 
itself. In particular, what one means by "properly 
end" in the earlier summary statements of the view 
will play a definitive role in what it means for 
semantic foundationalism to be a correct view. In 
fact, if we understand "properly end" to connote 
"correctly end," we may treat semantic founda
tionalism as conceptually correct in virtue of 
semantic considerations regarding the explaining, 
evaluating, and arguing for justification and the 
correctness of corresponding epistemic standards 
for such matters. 

Worries about circularity are misplaced now, as 
section 2 suggested in connection with the seman
tic project. Semantic foundationalism can be true 
in virtue of semantic considerations; and when 
asked what it means to say that semantic founda
tionalism is true, we can - indeed, must - appeal to 
the pertinent semantic considerations. After all, 
conceptual correctness is, by definition, correct
ness in virtue of meaning. 

Going beyond mere correctness, schema l 
through 3 enables a full justification, even a 
sound justification, of semantic foundationalism 
for anyone with suitable conceptual commitments 
regarding justification. Consider an explanationist 
notion of justification (broadly in accord with 
Moser 1989, pp. 260--5) favoring an epistemologi
cal view that explains what needs to be explained 
better than any available competitor, while raising 
no decisive problems in doing so. We may regard 
explanation as the answering of pertinent why-, 
what-, and how-questions; and we may regard 
what needs to be explained as the (generally char
acterized) explaining, evaluating, and arguing for 
justification and the standards for correctness for 
such matters. 

Bettemess of explanation is a function of the 
problems raised and problems avoided by an 
explanation in comparison with competing expla
nations; but individual theorists can, and some
times do, wield different standards for what 
exactly constitutes a problem for an explanation. 
An explanation that beats, or is as good as, any 
available competitor for one is a best explanation 
for one. An explanationist strategy for justification 
often takes this line: Let us consider the problem
questions (say, about justification) in this way, to 

see if we can answer the questions in a less problem
atic way than the available competitors; if we can, 

justification accrues accordingly. Even here, as 
semantic foundationalism suggests, an operative, 
explanationist notion of justification is crucial. 

Semantic foundationalism owes its correctness, 
then, to semantic considerations, but can derive 
justification from explanatory considerations. 
Conceptual truths, holding in virtue of conceptual 
commitments, can have explanatory value; that is, 
truths arising just from what one means can con
tribute to the answering of explanation-seeking 
why-, what-, and how-questions. When concept
ual truths do have explanatory value, they can 
accrue justificational value accordingly (at least 
relative to an explanationist notion of justification 
of the general sort characterized in Moser 1989). 
An explanationist approach to justification is espe
cially suited to bear on what philosophers typically 
do: offer answers to explanation-seeking questions. 

4 Objections and Metaphilosophical 
Lessons 

Notions and philosophical problems 

Philosophers often decide on their philosophical 
notions and their conceptual systems relative to 
their own purposes, or ends, in theorizing. 10 Phi
losophers, and not denizens of an impersonal 
external world, are doing their conceiving relative 
to their purposes in theorizing. An external world 
seems not to set by itself the boundaries of our 
philosophical concepts for us. We evidently set the 
constraints we do in light of a wide range of 
differing purposes. The simple ordering of "fea
tures" in perceptual experience is only one among 
many possible ends that can constrain concept
fo'nnation. 

Notions, as section 3 suggests, comprise seman
tic standards constitutive of the correct use of 
terms. Many contemporary epistemologists adopt 
and use notions of justification that share a core 
with the notions of justification assumed by var
ious leading epistemologists from Plato to Kant to 
Russell. The core of these notions derives from an 
interest in what Plato, Kant, and Russell were 
regarding as the third condition for knowledge. 
This common core is rather thin in certain cases, 
including in some cases only sketchy standards 
involving vague conditions of "well-foundedness," 
"nonaccidental connectedness with the truth con
dition," "likelihood of truth," and so on. This 
common core does, nonetheless, set some general 



constraints. It rules out, for instance, justification 

as obviously contradictory belief-formation and, 
more generally, justification as an "anything 

goes" policy of belief-formation. 
I may hold that another person's semantic stan

dards for "justification" must share the core of my 

own acknowledged set of such standards to qualify 

as semantic standards regarding justification. What 

exactly constitutes the relevant core will be up to an 
individual theorist. My own set of semantic stan
dards for "justification," on this view, will not 
conflict with the core of any alternative set that I 
(properly) call "semantic standards regarding epis

temic justification." My semantic standards are thus 

my anchor not only for arguing for justification but 
also for deciding on genuine concepts of justifica

tion. I decide what counts as a notion of justifica

tion from my conceptual perspective: in particular, 

from the perspective of my adopted conceptual 

core (necessary) for any concept of justification. 

My conceptual perspective might be shared by 
others, but we have no conclusive reason to think 

that it must be shared - even if it must be in 
principle understandable, or shareable, by others. 11 

An important methodological lesson emerges 

here. Semantic foundationalism suggests that the 
perennial nonempirical problems of epistemology 
- and of philosophy in general - perplex us end

lessly and even seem insoluble, typically because 
those problems are formulated via insufficiently 

explicit or detailed semantic standards for their 
key terms. The epistemological problems in ques

tion include: Is knowledge justified true belief? 

Does empirical justification have foundations? Is 
epistemic justification a function of reliable belief

formation? Once the relevant semantic standards 
for such terms as "knowledge" and "justification" 
are given sufficient detail (and this we typically do 
with an eye to agreement with our antecedent 

semantic standards and semantically based ade
quacy conditions for resolving problems of inter

est), then the problems surrender. They vanish as 
a result of our expanded, more specific semantic 

foundations. One may still face problems concern

ing which epistemological notions actually best 

serve one's theoretical ends, but that is a practical 

problem, a problem of applying relevant standards. 

When the needed semantic standards lack 

specificity, perennial philosophical controversy 
ensues, owing typically to varying implicit specifi
cations of those standards by different philoso
phers. Such is the usual way of "conflict" in 
traditional epistemology and in philosophy gener-
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ally. The conflict here is actually "conflict," 

because variation in implicit specifications of 
semantic standards entails that philosophers are 

really talking about different matters. The resolu

tion of such "conflict," in typical cases, requires 

explicit formulation of the notions formulating the 

"conflict." It requires the making explicit of 

semantic foundations. This will open the door, 
the only door, to our resolving the problem 

under dispute - if only by showing that the parti
cipants to the "conflict" are really talking about 
different matters. 

Some philosophers will worry about specifying, 
or amplifying, a vague semantic standard in the 

right way. Such a worry seeks constraints for the 

"correct" amplification of a notion. We may think 
of notions as semantic packages, of varying com

plexity, constituted by semantic standards for the 

correct use of terms. We may think, for example, 

of the traditional philosophical notion of know

ledge, stemming from Theaetetus 202c, as a seman

tic package including concepts of justification, 
truth, belief, and the absence of defeaters. Seman

tic packaging, I have suggested, is done by con
ceivers, even if the extension of a concept is 
sometimes conceiver-independent. 12 

Much semantic information comes to us see

mingly "prepackaged," via social inheritance. 

Some inherited concepts, however, need our spe
cial repackaging: for example, amplifying for our 

philosophical purposes. Some concepts are too 

vague or too sketchy to settle our philosophical 

concerns. We thus need to fill in or to refill the 

semantic standards accompanying such concepts. 

Given strict conditions for individuating concepts, 
this will entail the formulation of a different con

cept, but we may talk of different specifications of 
a concept generally characterized. It is misleading to 
think of the task of supplementing or revising 
semantic standards as analogous to empirical dis

covery in the natural sciences. A better model is 
that of construction relative to theoretical purposes 

and accepted adequacy conditions for meeting 

those purposes. Even here, however, a notion of 

adequate, or correct, construction will play a cru

cial role in explaining, evaluating, and justifying 

alteration of semantic standards. 
Worries about correctness of conceptual amplifi

cation may stem from one's acceptance of certain 
adequacy conditions for solving philosophical prob
lems relevant to the concept being amplified. We 
thus should beware of regarding our preferred con

straints on such correctness as being categorically 
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binding. A constraint on semantic packaging, or on 
conceptual amplification, is either internal or exter
nal to a semantic package under revision. If internal, 
a constraint comes solely from semantic entailment 
relations with antecedent components of the pack
age, and thus from prior conceptual commitments 
underlying that package. Such a constraint will be 
semantically entailed by an antecedent component 
of the package under revision. If external, a con
straint will not be semantically entailed by an ante
cedent component of the package. 

Use of an internal constraint simply makes 
explicit what is already implicit in a semantic pack
age. We might, for example, come to see that our 
concept of knowledge involves a notion of adequate 
evidence, upon coming to see that our concept of 
knowledge involves an internalist notion of per
spectival, person-relative justification. This would 
be a moderate internal amplification. Use of an 
external constraint is potentially more revisionary. 
Such a constraint comes from an independent ade
quacy condition accepted by a person assessing 
conceptual amplification. Independent adequacy 
conditions for correct formulation of concepts 
can, and do, vary among philosophers. This partly 
explains why many substantive philosophical dis
agreements resist resolution. 

Familiar examples of independent adequacy 
conditions include (a) what one "would say" 
under certain imagined conditions, (b) some inde
pendent pattern of language use, for example, 
ordinary language use, and (c) certain explanatory 
requirements for an adequate resolution of a pro
blem, for example, simplicity and comprehensive
ness. Such constraints typically are not internal to 
concepts under amplification. They rather are 
introduced by a theorist wielding a particular 
notion of"correctness" or "justification" as a stan
dard for conceptual amplification. A theorist thus 
may judge certain semantic standards as correct or 
incorrect, on the basis of such constraints. Such a 
judgment will rest for its intelligibility, however, 
on certain other semantic standards for correctness 
or incorrectness: at least on a semantic standard for 
correct conceptual amplification. We again see a 
particular instance of a recurring lesson from 
semantic foundationalism. 

Conceptual Relativism Introduced 

Semantic foundationalism allows for a kind of 
semantic, or conceptual, relativism. Different phi-

losophers can, and in some cases do, have different 
operative semantic standards for the use of the 
term "justification," at least at a level of specifi
city. This consideration should be underwhelm
ing; indeed, it is a platitude if anything is. If this is 
all one means in saying that philosophers can, and 
in some cases do, have different operative concepts 
of justification, we have nothing to dispute. 

If operative concepts are individuated by one's 
pertinent operative semantic standards, we need to 
allow for substantial variability of operative con
cepts. The contrary view entails the epistemologi
cal myth of the definite article: the view that there 
must be, or at least is, such a thing as the concept 
of justification or knowledge. Even so, different 
people can, and in some cases do, share a notion 
of justification generally characterized. They can, 
moreover, typically understand alternative specific 
notions of justification, even if they do not under
stand them as specifying what justification actually 
consists in. One's own specific notion of justifica
tion defines what justification consists in (at least 
for oneself). 

Conceptual relativism does not entail substantive 
relativism: the view that whatever one takes to be 
correct, right, or justified is actually correct, right, 
or justified. On some concepts of epistemic and 
moral justification, fundamental epistemic and 
moral requirements show no cultural or personal 
variability, but rather are universal in scope. The 
rejection of substantive relativism thus leaves con
ceptual, or semantic, relativism untouched. The 
conceptual relativism allowed by semantic founda
tionalism does not entail an "anything goes," or 
substantively relativistic, attitude toward epistemic 
assessment. 

Conceptual relativism still might seem bother
some. It apparently implies that conceptual varia
bility admits of no rational assessment. Suppose a 
student, Jones, comes to us for advice on how to 
regulate beliefs. Jones is torn between two notions 
of justification. One notion, from a thoroughgoing 
mystic, implies that Jones can justifiably believe 
whatever arises spontaneously, without interfer
ence from inference. A second notion, from a W. 
K. Clifford-style scientist, implies that Jones can 
justifiably believe only what enjoys evidence in 
accord with an experimental, scientific method. 
Jones, being torn, asks us what she should believe. 
Should she believe in accord with the mystic's 
notion or the scientist's notion? 

We naturally reply by complicating Jones's 
options. We introduce some additional notions of 



justification in circulation. If in doubt, we advise, 
then complicate. Where, however, does this advice 
take Jones? She will certainly wonder which of the 
various notions her believing should (aim to) fol
low. Such wondering, nonetheless, is thus far ser
iously indeterminate, and can be seen to be so 
upon reflection. 

We do not yet know the meaning - the semantic 
standards - of "should" in the question of what 
Jones should believe. This question becomes man
ageably determinate only when the meaning of 
"should" is made definite: only with the specifica
tion of semantic standards for "should." Such 
standards will link the relevant use of "should" 
to determine notions of obligation, permissibility, 

and justification - to determinate semantic require
ments constituting relevant notions of obligation, 
permissibility, and justification. Once this specifi
cation - this linkage - obtains, we have the needed 

basis for understanding Jones's question and for 
seeking an answer. We then understand what 
notion of obligation is determining Jones's use of 
"should." 

If, for example, Jones is after what she should 
prudentially believe (instead of what she epistemi-

Notes 

Some reliabilists, following Alvin Goldman (1979, 
pp. 602-3; 1980, pp. 28-9), treat the explanatory 
project as involving complex causal and historical 
considerations that preclude applicability for evalua
tion. 

2 I shall not pursue the exact reason for the latter point, 
as it would take us too far afield. For pertinent dis
cussion on the analogous topic of endless regresses of 
justification, see Cornman (1980, pp. 135-8), Post 
(1987, pp. 87-91), and Moser (1985, pp. 107-15; 
1989, pp. 56--60). 

3 As this is only a rough illustration, we may overlook 
the difficult question, for reliabilists, of what actual 
or counterfactual situations must exemplify the 
truth-conduciveness of belief-forming processes 
that confer justification. On that question, see 
Pollock (1984), Feldman (1985), and Moser (1989, 

pp. 196--202). For attempts at an answer, see Gold
man (1988), Sosa (1991, pp. 281-4), and Schmitt 
(1992, ch. 6). 

4 The former definition, made prominent by Roderick 
Chisholm, has been endorsed by Pollock (1986, pp. 
7-8) and Alvin Goldman (1986, p. 59), among others; 
the latter, by Alston (1989, ch. 4). 

5 Such a view seems to be suggested, if only vaguely, at 
various places in Wittgenstein's On Certainty (1969, 

Justification, Meta-Epistemology, and Meaning 

cally or morally should believe, for example), we 
shall ask what notion of justification is conducive 
to prudential belief in the relevant sense - a sense 
that may itself need specification.13 The only 
remaining problem is practical, a problem of 
applying pertinent standards. Gones may, of 
course, be asking something indeterminate for her
self; in that case, we shall not have a determinate 
question to answer.) This recourse to an operative 
notion, to what one means, obviously fits with 
semantic foundationalism. It ultimately resolves a 
typical normative philosophical question by 
semantic considerations. 

Semantic foundationalism clearly bears on 
nonepistemic and epistemic species of justifica
tion. If one seeks to give an instrumental justifica
tion for something, this justification will rest on 
considerations about a notion of instrumental jus
tification relative to which certain factors can and 
do provide such justification. Corresponding 
points hold for moral, aesthetic, and legal justifica
tion, for example. Semantic foundationalism thus 
ranges widely, over any domain of justification. 

sections 608-20). The following two sections return 
to this view. 

6 Cf. Alvin Goldman (1989, p. 143): "Whatever one 
thinks about justice or consciousness as possible 
natural kinds, it is dubious that knowledge or justi
ficational status are [sic] natural kinds." 

7 On the role of exemplars in meaning, see Rosch 
(1978, 1983), Rosch and Mervis (1975), and Lakoff 
(1987, pp. 39-57; 1989). 

8 We may now leave open the question whether the 
relevant terms might occur only in a language of 
thought, rather than in a socially shared natural 
language. 

9 We shall see in the next subsection that semantic 
foundationalism applies to operative principles of 
inductive and deductive logic as well as to other 
justificatory standards. Semantic foundationalism 
thus fits with the suggestion of F eigl (1950, p. 118) 
that "we may say that the rules of logic in their 
totality [that are operative for us] define what we 
mean by correct reasoning." 

10 Here I agree with C. I. Lewis (1926, 1929). C[ 
Waismann (1939) and Carruthers (1987). 

11 For evidence that Wittgenstein's influential views 
on privacy are no threat here, see Moser (1991, 
1992) and Baker and Hacker (1985, pp. 173-9). 
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12 Semantic foundationalism is logically compatible 
with, but does not entail, a sort of realism about 
the extension of concepts. For some discussion of 
such realism, see Anscombe (1976) and Hacker 
(1986, ch. 11). My own commitment to semantic 
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Reflective Equilibrium, Analytic 
Epistemology, and the Problem of 
Cognitive Diversity 

Stephen Stich 

This is a paper abou1 different ways of thmking 
or cognitive diversity, as I shall sometimes say -
and die problem ur choosing among them. In the 
pages to foUow I will defend a pair or claims. The 
first is thar one inlluenrial proposal for solving the 
problem of cognitive diversity, a proposal th.al 

invokes die notion of reflective equilibrium, will 
not work. The second is much more radical. What 
I propo5c to .argue is that although some of the 
ubjecrions to the reflective equilibrium solution 
turn on derails or that idea, the most scnous objec
tion generalizes mlo an argument agamst an entire 
epislemological tradition the tradition that I shall 
call "analytic epistemology." Before attending lO 
either of these claims, however, I will have to say 
something about how I concei11e of cognitmn and 
cognitive diversity 

I Cognition end Cogmt1ve D1vcr-s1ty 

Let me begm wllh a s1mplifvmg assumption that I 
hope you will nm find wildly implausible I shall 
assume that in humans and other higher animals 
there 1s a d1snnct category of mental states whose 
function 1t is to store information about die world. 
When tbe organisms in Question are nonnal, adult 
humans in a culrure not loo remote from our own, 
folk psychology labels these states hd1efs. Whether 
or not this folk label can be used appropriately for 

Or1ginally published In Synthese 74 (1988), pp. 391-
413: reprlnted with kind permission from Kluwer Aca

demic Publishers. 

the belief-like stales or ammals. automata. voung 
children and exotic folk is a Question of consider
able controversy.1 For presenl purposes, however, 
111s a conrroversy best a1101dcd Thus I propose ro 
adopt die tenn "cognitive state" as a broad cover 
tenn whose extension includes nm only beliefs 
properly so-called, bur also the bel1cf-hke mfonna
tion-storing mental states of animals. young child
ren and those adult humans, if any there be, 
whose cognitive lives differ substannally from 
our own. 

Our beliefs, and the cognitive states of other 
crearures. arc in a constant stale of flux. New 
ones are added and old ones removed as the rcsult 
of percepl!On, and as a TC!iUlt of various processes 
1n which cognitive states inleract wilh each other. 
In familiar cases, folk psychology provides us with 
labels like "thinking" and "reasoning" for these 
processei;, lhough once ag:ain the propriety ohhese 
labels becomes controversial when tbe cognitive 
states being modified are rhose of children, animals 
or exotic folk. So I will ui;e die tenn "cognilive 
processes" as a cover tenn whose extension 
includes our own reasoning processes, the up-dat
ing of our beliefs as rhe result of perception, and 
die more or less similar processes that occur in 
other organism~. 

Cogniti,·e processes arc biological processes; 
diey are somc1hing rhat brains do. And, like 
01ber biological processes, they have been lihaped 
by narural !ielcction. Thus it is to be expected lhat 
our genes excrl an imporlant influence on the sons 
of cognitive processes we have. It is also to be 
expected th.al the cognitive processes or other 
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species with other needs and other natural envir
onments will be in varying degrees different from 
those to be found among humans. But from the 
fact that genes inevitably exert a major influence 
on cognitive processes it does not follow that all of 
our cognitive processes are innate, or, indeed, that 
any of them are. 

To see the point, we need only reflect on the 
case of language. My ability to speak English is a 
biological ability; processing English is something 
my brain does. Moreover, my genes are surely 
heavily implicated in the explanation of how I 
came to have a brain that could process English. 
Still, English is not innate. The ability to process 
English is an ability I acquired, and had I been 
raised in a different environment I might have 
acquired instead the ability to speak Korean or 
Lapp. This is not to deny that something relevant 
to language is innate. All normal human children 
have the ability to acquire the language spoken 
around them. And that is a very special ability. 
There is no serious evidence indicating that mem
bers of any other species can acquire human lan
guages or anything much like them. 

Now the point I want to stress is that, as far as we 
know, human cognitive processes may be like 
human language processing abilities. They may be 
acquired in ways that are deeply dependent on 
environmental variables, and they may differ quite 
radically from one individual or culture to another. 
Of course, it is also possible that human cognitive 
processes are much less plastic and much less under 
the influence of environmental variables. It is pos
sible that cognition is more similar to digestion than 
to language. To make matters a bit messier, there is 
no reason a priori for all cognitive processes to be at 
the same point on this continuum. It may be that 
some of our cognitive processes are shared by all 
normal humans, while others are a part of our 
cultural heritage. 2 I am inclined to think that this 
last possibility is the most plausible one in the light 
of available evidence, and for the remainder of this 
paper I will take it for granted. But it must be 
admitted that the evidence is both fragmentary 
and very difficult to interpret.3 

If we suppose that there is a fair amount of 
acquired diversity in human cognitive processes, 
and that patterns of reasoning or cognitive proces
sing are to some substantial degree molded by 
cultural influences, it adds a certain urgency to 
one of the more venerable questions of epistemol
ogy. For if there are lots of different ways in which 
the human mind/brain can go about ordering and 

reordering its cognitive states, if different cultures 
could or do go about the business of reasoning in 
very different ways, which of these ways should we 
use? Which cognitive processes are the good ones? 
It is just here that the analogy with language breaks 
down in an illuminating way. Most of us are 
inclined to think that, at least to a first approxima
tion, one language is as good as another. The one 
you should use is the one spoken and understood 
by the people around you. 4 By contrast, most of us 
are not inclined to accept this sort of thorough
going relativism about cognitive processes. If pri
mitive tribesmen or pre-modern scientists or our 
own descendants think in ways that are quite dif
ferent from the ways we think, few of us would be 
inclined to suggest that all of these ways are 
equally good. Some ways of going about the busi
ness of belief revision are better than others. But 
just what is it that makes one system of cognitive 
processes better than another, and how are we to 
tell which system of reasoning is best? In the 
remaining sections of this paper I want to consider 
one influential answer to this question. I shall 
argue that both the answer itself and the 
philosophical tradition it grows out of should be 
rejected. 

2 Reflective Equilibrium as a Criterion 
for Assessing Cognitive Processes 

The answer I will disparage was first suggested 
about three decades ago when, in one of the more 
influential passages of twentieth century philoso
phy, Nelson Goodman described a process of 
bringing judgments about particular inferences 
and about general principles of inference into 
accord with one another. In the accord thus 
achieved, Goodman maintained, lay all the justifi
cation needed, and all the justification possible for 
the inferential principles that emerged. Other wri
ters, most notably John Rawls, have adopted a 
modified version of Goodman's process as a pro
cedure for justifying moral principles and moral 
judgments. To Rawls, too, we owe the term 
"reflective equilibrium" which has been widely 
used to characterize a system of principles and 
judgments that have been brought into coherence 
with one another in the way that Goodman 
describes. 5 

It is hard to imagine the notion of reflective 
equilibrium explained more eloquently than 
Goodman himself explains it. 



How do we justify a deduction? Plainly by show
ing that it conforms with the general rules of 

deductive inference. An argument that so con
forms is justified or valid, even if its conclusion 

happens to be false. An argument that violates a 

rule is fallacious even if its conclusion happens 

to be true .... Analogously, the basic task in 

justifying an inductive inference is to show 

that it conforms to the general rules of induc
tion .... 

Yet, of course, the rules themselves must 
ultimately be justified. The validity of a deduc
tion depends not upon conformity to any purely 

arbitrary rules we may contrive, but upon con

formity with valid rules. When we speak of the 

rules of inference we mean the valid rules - or 

better, some valid rules, since there may be alter

native sets of equally valid rules. But how is the 

validity of rules to be determined? Here ... we 
encounter philosophers who insist that these 

rules follow from some self-evident axiom, and 
others who try to show that the rules are 

grounded in the very nature of the human 
mind. I think the answer lies much nearer to 

the surface. Principles of deductive inference 
are justified by their conformity with accepted 

deductive practice. Their validity depends upon 
accordance with the particular deductive infer

ences we actually make and sanction. If a rule 
yields unacceptable inferences, we drop it as 

invalid. Justification of general rules thus 
derives from judgments rejecting or accepting 

particular deductive inferences. 
This looks flagrantly circular. I have said that 

deductive inferences are justified by their con

formity to valid general rules, and that general 
rules are justified by their conformity to valid 

inferences. But this circle is a virtuous one. A 
rule is amended if it yields an inference we are 

unwilling to accept; an inference is rejected if it 
violates a rule we are unwilling to amend. The 

process of justification is the delicate one of 

making mutual adjustments between rules and 

accepted inferences; and in the agreement thus 
achieved lies the only justification needed for 

either. 
All this applies equally well to induction. An 

inductive inference, too, is justified by conform

ity to general rules, and a general rule by con
formity to accepted inductive inferences. 6 

There are three points in this passage that demand 
a bit of interpretation. First, Goodman claims to 

The Problem of Cognitive Diversity 

be explaining what justifies deductive and induc
tive inferences. However, it is not clear that, as he 
uses the term, inference is a cognitive process. It is 

possible to read Goodman as offering an account of 

the justification of principles of logic and of steps 

in logical derivations. Read in this way, Good
man's account of justification would be of no 

help in dealing with the problem of cognitive 

diversity unless it was supplemented with a suit
able theory about the relation between logic and 
good reasoning. But as several authors have lately 

noted, that relation is much less obvious than one 
might suppose.7 It is also possible to read Good
man as speaking directly to the question of how we 

should go about the business of reasoning, 8 and 
offering a solution to the problem of cognitive 

diversity. This is the reading I propose to adopt. 

A second point that needs some elaboration is 

just what status Goodman would claim for the 

reflective equilibrium test he describes. It is clear 

Goodman thinks we can conclude that a system of 
inferential rules is justified if it passes the reflect

ive equilibrium test. But it is not clear why we can 

conclude this. Two different sorts of answers are 
possible. According to one answer, the reflective 
equilibrium test is constitutive of justification or 

validity. For a system of inferential rules to be 
justified just is for them to be in reflective equili

brium. Another sort of answer is that if a set of 
inferential principles passes the reflective equili

brium test, this counts as good evidence for them 

being valid or justified. But, on this second view, 

being in reflective equilibrium and being justified 

are quite different. One is not to be identified with 
the other. I am inclined to think that it is the 

former, constitutive, view that best captures 
Goodman's intentions. But since my concern is 

to criticize a view and not an author, I don't 
propose to argue the point. Rather, I will simply 
stipulate that the constitutive reading is the one 
I'm stalking.9 

The third point of interpretation concerns the 

status of the claim that reflective equilibrium is 

constitutive of justification. On this point, there 
are at least three views worth mentioning. The 

first is that the claim is a conceptual truth - that it 

follows from the meaning of "justification" or 
from the analysis of the concept of justification. 

Like other conceptual truths, it is both necessarily 
true and knowable a priori. If we adopt this view, 

the status of the claim that reflective equilibrium is 
constitutive of justification would be akin to the 
status of the claim that being a closed, three-sided 
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plane figure is constitutive of being a triangle, 
though the claim about justification is, of course, 
a much less obvious conceptual truth. A second 
view is that the claim is a non-conceptual neces
sary truth that is knowable only a posteriori. This 
would accord it much the same status that some 
philosophers accord to the claim water is H20. 
Finally, it might be urged that the claim is being 
offered as a stipulative proposal. It is not telling us 
what our pre-existing concept of justification 
amounts to, nor what is essential to the referent 
of that concept. Rather, in a revisionary spirit, it is 
proposing a new notion of justification. Actually, 
the divide between the first and the last of these 
alternatives is not all that sharp, for one might start 
with an analysis of our ordinary notion and go on 
to propose modifications in an effort to tidy the 
notion up a bit here and there. As the changes 
proposed get bigger and bigger, this sort of"expli
cation" gradually shades into pure stipulation. So 
long as the changes an explication urges in a pre
existing concept are motivated by considerations of 
simplicity and don't result in any radical depar
tures from the ordinary concept, I'll count them as 
a kind of conceptual analysis. I think a good case 
can be made that Goodman took himself to be 
providing just such a conservative explication. 
But again, since it is a view rather than an author 
that I hope to refute, I will simply stipulate that 
the conceptual analysis or conservative explication 
interpretation is the one to be adopted here. 

3 Does the Reflective Equilibrium 
Account Capture our Notion of 
Justification? 

Goodman, as I propose to read him, offers us an 
account of what our concept of justified inference 
comes to. How can we determine whether his 
analysis is correct? One obvious strategy is to ask 
just what systems of inferential rules result from 
the process of mutual adjustment that Goodman 
advocates. If the inferential systems generated by 
the reflective equilibrium process strike us as sys
tems that a rational person ought to invoke, this 
will count in favor of Goodman's analysis. If, on 
the other hand, the reflective equilibrium process 
generates what we take to be irrational or unjusti
fied inferential rules or practices, this will cast 
doubt on Goodman's claim to have captured our 
concept of justification. Since we are viewing con
ceptual explication as a kind of analysis, we should 

not insist that Goodman's account coincide per
fectly with our intuitive judgments. But if there 
are lots of cases in which Goodman's account 
entails that a system of inferential rules is justified 
and intuition decrees that it is not, this is a symp
tom that the analysis is in serious trouble. 

In an earlier paper, Nisbett and I exploited the 
strategy just described to argue that the reflective 
equilibrium account does not capture anything 
much like our ordinary notion of justification. 10 

On the basis of both controlled studies and anec
dotal evidence, we argued that patently unaccep
table rules of inference would pass the reflective 
equilibrium test for many people. For example, it 
appears likely that many people infer in accordance 
with some version of the gambler's fallacy when 
dealing with games of chance. These people infer 
that the likelihood of throwing a seven in a game of 
craps increases each time a non-seven is thrown. 
What is more, there is every reason to think that 
the principle underlying their inference is in 
reflective equilibrium for them. When the princi
ple is articulated and the subjects have had a 
chance to reflect upon it and upon their own 
inferential practice, they accept both. [ndeed, one 
can even find some nineteenth century logic texts 
in which versions of the gambler's fallacy are 
explicitly endorsed. (ln a delightful irony, one of 
these books was written by a man who held the 
same chair Goodman held when he wrote Fact, 
Fiction and Forecast.11) lt can also be shown that 
many people systematically ignore the importance 
of base rates in their probabilistic reasoning, that 
many find the principle of regression to the mean 
to be highly counter-intuitive, that many judge the 
probability of certain sequences of events to be 
higher than the probability of components in the 
sequence, etc. 12 [n each of these cases, and in many 
more that might be cited, it is very likely that, for 
some people at least, the principles that capture 
their inferential practice would pass the reflective 
equilibrium test. If this is right, it indicates there is 
something very wrong with the Goodmanian ana
lysis of justification. For on that analysis, to be 
justified is to pass the reflective equilibrium test. 
But few of us are prepared to say that if the 
gambler's fallacy is in reflective equilibrium for a 
person, then his inferences that accord with that 
principle are justified. 

Of course, each example of the infelicitous 
inferential principle that allegedly would pass the 
reflective equilibrium test is open to challenge. 
Whether or not the dubious principles that appear 



to guide many people's inferential practice would 
stand up to the reflective scrutiny Goodman's test 
demands is an empirical question. And for any 
given rule, a Goodmanian might protest that the 
empirical case has just not been made adequately. I 
am inclined to think that the Goodmanian who 
builds his defenses here is bound to be routed by 
a growing onslaught of empirical findings. But the 
issue need not turn on whether this empirical 
hunch is correct. For even the possibility that the 
facts will turn out as I suspect they will poses a 
serious problem for the Goodmanian story. It is 
surely not an a priori fact that strange inferential 
principles will always fail the reflective equili
brium test for all subjects. And if it is granted, as 
surely it must be, that the gambler's fallacy (or any 
of the other inferential oddities that have attracted 
the attention of psychologists in recent years) 
could possibly pass the reflective equilibrium test 
for some group of subjects, this is enough to cast 
doubt on the view that reflective equilibrium is 
constitutive of justification as that notion is ordi
narily used. For surely we are not at all inclined to 
say that a person is justified in using any inferen
tial principle - no matter how bizarre it may be -
simply because it accords with his reflective infer
ential practice. 

Faced with this argument the friends of reflec
tive equilibrium may offer a variety of responses. 
The one I have the hardest time understanding is 
simply to dig in one's heels and insist that if the 
gambler's fallacy (or some other curious principle) 
is in reflective equilibrium for a given person or 
group, then that principle is indeed justified for 
them. Although I have heard people advocate this 
line in conversation, I know of no one who has 
been bold enough to urge the view in print. Since 
no one else seems willing to take the view ser
iously, I won't either. 

A very different sort of response is to urge that 
the notion of reflective equilibrium is itself in need 
of patching - that some bells and whistles must be 

added to the justificatory process Goodman 
describes. One idea along these lines is to shift 
from narrow Goodmanian reflective equilibrium 
to some analog of Rawls's "wide reflective equili
brium. "13 Roughly, the idea here is to broaden the 
scope of the judgments and convictions that are to 
be brought into coherence with one another. 
Instead of attending only to our assessments of 
inferential principles, wide reflective equilibrium 
also requires that our system of inferential rules is 
to cohere with our semantic, epistemological, 
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metaphysical, or psychological views. Just how 
various philosophical or psychological convictions 
are supposed to constrain a person's inferential 
principles and practice has not been spelled out 
in much detail, though Norman Daniels, whose 
papers on wide reflective equilibrium are among 
the best around, gives us a hint when he suggests, 
by way of example, that Dummett's views on logic 
are constrained by his semantic views.14 It would 
also be plausible to suppose that the classical intui
tionists in logic rejected certain inferential princi
ples on epistemological grounds. 

A rather different way of attempting to preserve 
a reflective equilibrium account of justification is 
to restrict the class of people whose reflective 
equilibrium is to count in assessing the justifica
tion of inferential principles. For example, Nisbett 
and I proposed that in saying an inferential prin
ciple is justified, what we are saying is that it 
would pass the (narr~w) reflective equilibrium 
test for those people whom we regard as experts 
in the relevant inferential domain. 15 

A dubious virtue of both the wide reflective 
equilibrium and the expert reflective equilibrium 
accounts is that they make clear-cut counter-exam
ples harder to generate. That is, they make it 
harder to produce actual examples of inferential 
rules which the analysis counts as justified and 
intuition does not. In the case of wide reflective 
equilibrium, counter-examples are hard to come 
by just because it is so hard to show that anything 
is in wide reflective equilibrium for anyone. 
("Would she continue to accept that rule if she 
thought through her epistemological and metaphy
sical views and came to some stable equilibrium 
view?" Well, God knows.) In the case of the expert 
reflective equilibrium account, the dubious but 
reflectively self-endorsed inferential practice of 
the experimental subject or the Las Vegas sucker 
just don't count as counter-examples, since these 
people don't count as experts. 

But though clear-cut cases involving actual peo
ple may be harder to find, each of these elabora
tions of the reflective equilibrium story falls victim 
to the argument from possible cases offered earlier. 
Consider wide reflective equilibrium first. No 
matter how the details of the wide reflective equi
librium test are spelled out, it is surely not going to 
turn out to be impossible for a person to reach 
wide reflective equilibrium on a set of principles 
and convictions that includes some quite daffy 
inferential rule. Indeed, one suspects that by 
allowing people's philosophical convictions to 
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play a role in filtering their inferential principles, 
one is inviting such daffy principles, since many 
people are deeply attached to outlandish philoso
phical views. The expert reflective equilibrium 
move fares no better. For unless experts are picked 
out in a question-begging way (e.g. those people 
whose inferential practices are in fact justified) it 
seems entirely possible for the expert community, 
under the influence of ideology, recreational 
chemistry, or evil demons, to end up endorsing 
some quite nutty set of rules. 16 

4 A "Neo-Goodrnanian" Project 

At this point, if the friend of reflective equilibrium 
is as impressed by these arguments as I think he 
should be, he might head off to his study to work 
on some further variations on the reflective equili
brium theme that will do better at capturing our 
concept of justification. Despite a string of fail
ures, he might be encouraged to pursue this pro
ject by a line of thought that runs something like 
the following. I'll call it the neo-Goodmanian line. 

It can hardly be denied that we do something to 
assess whether or not an inferential practice is 
justified. Our decisions on these matters are 
certainly not made at random. Moreover, if 
there is some established procedure that we 
invoke in assessing justification, then it must 
surely be possible to describe this procedure. 
When we have succeeded at this we will have 
an account of what it is for an inferential prac
tice to be justified. For, as Goodman has urged, 
to be justified just is to pass the tests we invoke 
in assessing an inferential practice. Our proce
dures for assessing an inferential practice are 
constitutive of justification. Granted, neither 
Goodman's narrow reflective equilibrium story 
nor the more elaborate stories told by others has 
succeeded in capturing the procedure we actu
ally use in assessing justification. But that just 
shows we must work harder. The rewards pro
mise to repay our efforts, since once we have 
succeeded in describing our assessment proced
ure, we will have taken a giant step forward in 
epistemology. We will have explained what it is 
for a cognitive process to be justified. In so 
doing we will have at least begun to resolve the 
problem posed by cognitive diversity. For once 
we have a ,clear specification of what justification 
amounts to, we can go on to ask whether our 

own cognitive processes are justified or whether, 
perhaps, those of some other culture come clo
ser to the mark. 

There is no doubt that this neo-Goodmanian line 
can be very appealing. I was myself under its sway 
for some years. However, I am now persuaded that 
the research program it proposes for epistemology 
is a thoroughly wrong-headed one. In the pages 
that follow I will try to say why. My case against 
the neo-Goodmanian project divides into two 
parts. First I shall raise some objections that are 
targeted more or less specifically on the details of 
the neo-Goodmanian program. Central to each of 
these objections is the fact that the neo-Goodma
nian is helping himself to a healthy serving of 
empirical assumptions about the conceptual struc
tures underlying our commonsense judgments of 
cognitive assessment, and each of these assump
tions stands in some serious risk of turning out to 
be false. If one or more of them is false, then the 
project loses much of its initial attractiveness. In 
the following section I will set out a brief catalog of 
these dubious assumptions. The second part of my 
critique is much more general and I'll be after 
much bigger game. What I propose to argue is 
that neither the neo-Goodmanian program nor 
any alternative program that proposes to analyze 
or explicate our pre-systematic notion of justifica
tion will be of any help at all in resolving the 
problem posed by cognitive diversity. But here I 
am getting ahead of myself. Let me get back to the 
neo-Goodmanian and his dubious empirical pre
suppositions. 

5 Some Qµestionable Presuppositions 
of the Neo-Goodrnanian Project 

Let me begin with a fairly obvious point. The neo
Goodmanian, as I have portrayed him, retains his 
allegiance to the idea of reflective equilibrium. We 
last saw him heading back to his study to seek a 
more adequate elaboration of this notion. But 
nothing the neo-Goodmanian has said encourages 
us to expect that reflective equilibrium or anything 
much like it plays a role in our procedure for 
assessing the justification of a cognitive process. 
So even if it is granted that we have good reason 
to work hard at characterizing our justification
assessing procedure, we may find that the notion 
of reflective equilibrium is simply a non-starter. 
Confronted with this objection, I think the only 



move open to the neo-Goodmanian is to grant the 
point and concede that in trying to patch the 
notion of reflective equilibrium he is simply play
ing a hunch. Perhaps it will turn out that some
thing like reflective i;:quilibrium plays a central role 
in our assessments of justification. But until we 
have an accurate characterization of the assessment 
process there can be no guarantees. 

Two further assumptions of the neo-Goodman
ian program are that we ordinarily invoke only one 
notion of justification for inferential processes, and 
that this is a coherent notion for which a set of 
necessary and sufficient conditions can be given. 
But once again these are not matters that can be 
known in advance. It might be that different peo
ple mean different things when they call a cogni
tive process "justified" because there are different 
notions of justification in circulation. These dif
ferent meanings might cluster around a central 
core. But then again they might not. There are 
lots of normatively loaded terms that seem to be 
used in very different ways by different individuals 
or groups in society. I would not be at all surprised 
to learn that what I mean by terms like "morally 
right" and "freedom" is very different from what 
the followers of the Revd Falwell or admirers of 
Col. Khadafi mean. And I wouldn't be much more 
surprised if terms of epistemic evaluation turned 
out to manifest similar interpersonal ambiguities. 

Even discounting the possibility of systematic 
interpersonal differences, it might be that in asses
sing the justification of a cognitive process we use 
different procedures on different occasions, and 
that these procedures have different outcomes. 
Perhaps, for example, our intuitive notion of jus
tification is tied to a nun;iber of prototypical exem
plars, and that in deciding new cases we focus in 
some context-sensitive way on one or another of 
these exemplars, making our decision about justi
fication on the basis of how similar the case at hand 
is to the exemplar on which we are focusing. This 
is hardly a fanciful idea, since recent work on the 
psychological mechanisms underlying categoriza
tion suggests that in lots of cases our judgment 
works in just this way. 17 If it turns out that our 
judgments about the justification of cognitive pro
cesses are prototype or exemplar based, then it will 
be a mistake to look for a property or characteristic 
that all justified cognitive processes have. It will 
not be the case that there is any single test passed 
by all the cognitive processes we judge to be justi
fied. I am partial to a reading of the later Wittgen
stein on which this is just what he would urge 
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about our commonsense .notion of justification, 
and I am inclined to suspect that this Wittgenstei
nian story is right. But I don't pretend to have 
enough evidence to make a convincing case. For 
present purposes it will have to suffice to note that 
this might be how our commonsense concept of 
justification works. If it is, then the neo-Good
manian program is in for some rough sledding. 

A final difficulty with the neo-Goodmanian 
program is that it assumes, without any evidence, 
that the test or procedure we use for assessing the 
justification of cognitive processes exhausts our 
concept of inferential justification, and thus that 
we will have characterized the concept when we 
have described the test. But this is hardly a claim 
that can be assumed without argument. It might be 
the case that our procrustean concept of justifica
tion is an amalgam composed in part of folk epis
temological theory specifying certain properties or 
characteristics that are essential to justification, 
and in part of a test or cluster of tests that folk 
wisdom holds to be indicative of those properties. 
Moreover, the tests proposed might not always (or 
ever) be reliable indicators of the properties.18 I 
don't have any compelling reason to believe that 
our commonsense notion of justification will turn 
out like this. But I wouldn't be much surprised. 
Though our understanding of the mechanisms 
underlying commonsense concepts and judgments 
is still very primitive, as I read the literature it 
points to two important morals. First, the mental 
representation of concepts is likely to turn out to 
be a very messy business. Second, it is no easy job 
to sep~rate commonsense concepts from the folk 
theories in which they are enmeshed. All of this 
bo_des ill for the neo-Goodmanian who hopes that 
the analysis or explication of our concept of justi
fication will yield some relatively straightforward 
elaboration of the reflective equilibrium test. 

6 Against Analytic Epistemology 

The problems posed in the previous section shared 
a pair of properties. They all turned on empirical 
assumptions about the nature of our ordinary con
cept of justification, and they were all targeted 
fairly specifically at the neo-Goodmanian pro
ject. 19 In the current section I want to set out a 
very different sort of argument, an argument 
which if successful will undermine not only reflec
tive equilibrium theories but also the ~hole family 
of epistemological theories to which they belong. 
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To give some idea of the range of theories that 
are in the intended scope of my critique, it will be 
helpful to sketch a bit of the framework for epis
temological theorizing suggested by Alvin 
Goldman in his recent book, Epistemology and 
Cognition. 20 Goldman notes that one of the major 
projects of both classical and contemporary epis
temology has been to develop a theory of epistemic 
justification. The ultimate job of such a theory is 
to say which cognitive states are epistemically jus
tified and which are not. Thus, a fundamental step 
in constructing a theory of justification will be to 
articulate a system of rules evaluating the justifi
catory status of beliefs and other cognitive states. 
These rules (Goldman calls them justificational 
rules or J-rules) will specify permissible ways in 
which a cognitive agent may go about the business 
of forming or updating his cognitive states. They 
"permit or prohibit beliefs, directly or indirectly, 
as a function of some states, relations, or processes 
of the cognizer. " 21 

Of course, different theorists may have different 
views on which beliefs are justified or which cog
nitive processes yield justified beliefs, and thus 
they may urge different and incompatible sets of 
J-rules. It may be that there is more than one right 
system of justificational rules, but it is surely not 
the case that all systems are correct. So in order to 
decide whether a proposed system of J-rules is 
right, we must appeal to a higher criterion which 
Goldman calls a "criterion of rightness." This 
criterion will specify a "set of conditions that are 
necessary and sufficient for a set of J-rules to be 
right."22 

But now the theoretical disputes emerge at a 
higher level, for different theorists have suggested 
very different criteria of rightness. Indeed, as 
Goldman notes, an illuminating taxonomy of epis
temological theories can be generated by classify
ing theories or theorists on the basis of the sort of 
criterion of rightness they endorse. Coherence the
ories, for example, take the rightness of a system of 
J-rules to turn on whether conformity with the 
rules would lead to a coherent set of beliefs. 
Truth linked or reliability theories take the right
ness of a set of J-rules to turn in one way or 
another on the truth of the set of beliefs that 
would result from conformity with the rules. 
Reflective equilibrium theories judge J-rules by 
how well they do on their favored version of the 
reflective equilibrium test. And so on. How are we 
to go about deciding among these various criteria 
of rightness? Or, to ask an even more basic ques-

tion, just what does the correctness of a criterion of 
rightness come to; what makes a criterion right or 
wrong? On this point Goldman is not as explicit as 
one might wish. However, much of what he says 
suggests that, on his view, conceptual analysis or 
conceptual explication is the proper way to decide 
among competing criteria of rightness. The correct 
criterion of rightness is the one that comports with 
the conception of justifiedness that is "embraced 
by everyday thought or language."23 To test a 
criterion we explore the judgments it would entail 
about specific cases, and we test these judgments 
against our "pretheoretic intuition." "A criterion 
is supported to the extent that implied judgments 
accord with such intuitions, and weakened to the 
extent that they do not. " 24 Goldman is careful to 
note that there may be a certain amount of vague..: 
ness in our commonsense notion of justifiedness, 
and thus there may be no unique best criterion of 
rightness. But despite the vagueness, "there seems 
to be a common core idea of justifiedness" 
embedded in everyday thought and language, and 
it is this common core idea that Goldman tells us 
he is trying to capture in his own epistemological 
theorizing. 25 

The view I am attributing to Goldman on what 
it is for a criterion of rightness to itself be right is 
hardly an idiosyncratic or unfamiliar one. We saw 
earlier that a very natural reading of Goodman 
would have him offering the reflective equilibrium 
story as an explication or conceptual analysis of the 
ordinary notion of justification. And many other 
philosophers have explicitly or implicitly adopted 
much the same view. I propose to use the term 
analytic epistemology to denote any epistemological 
project that takes the choice between competing 
justificational rules or competing criteria of right
ness to turn on conceptual or linguistic analysis. 
There can be little doubt that a very substantial 
fraction of the epistemological writing published in 
English in the last quarter of a century has been 
analytic epistemology.26 However, it is my conten
tion that if an analytic epistemological theory is 
taken to be part of the serious normative inquiry 
whose goal is to tell people which cognitive pro
cesses are good ones, or which ones they should 
use, then for most people it will prove to be an 
irrelevant failure. 

I think the most intuitive way to see this point is 
to begin by recalling how the specter of culturally 
based cognitive diversity lends a certain urgt:ncy to 
the question of which cognitive processes we 
should use. If patterns of inference are acquired 



from the surrounding culture, much as language or 
fashions or manners are, and if we can learn to use 
cognitive processes quite different from the ones 
we have inherited from our culture, then the ques
tion of whether our culturally inherited cognitive 
processes are good ones is of more than theoretical 
interest. If we can go about the business of cogni
tion differently, and if others actually do, it is 
natural to ask whether there is any reason why 
we should continue to do it our way. Even if we 
cannot change our cognitive processes once we've 
acquired tpe)11, it is natural to wonder whether 
those processes are good ones. Moreover, for 
many people the absence of a convincing affirma
tive answer can be seriously disquieting. For if we 
cannot say why our' cognitive processes are any 
better than those prevailing elsewhere, it suggests 
that it is ultimately no more than an historical 
accident that we use the cognitive processes we 
do, or that we hold the beliefs that those processes 
generate, just as it is an historical accident that we 
speak English rather than Spanish and wear trou
sers rather than togas. 

Consider now how the analytic epistemologist 
would address the problem that cognitive diversity 
presents. To determine whether our cognitive pro
cesses are good ones, he would urge, we must first 
analyze our concept of justification (or perhaps 
some other commonsense epistemic notion like 
rationality). If our commonsense epistemic notion 
is not too vague or ambiguous, the analysis will 
give us a criterion of rightness for ]-rules (or 
perhaps a cluster of closely related criteria). Our 
next step is to investigate which sets of ]-rules fit 
the criterion. Having made some progress there, 
we can take a look at our own cognitive processes 
and ask whether they do in fact accord with some 
right set of ]-rules. If they do, we have found a 
reason to continue using those processes; we have 
shown that they are good ones because the beliefs 
they lead to are justified. If it turns out that our 
cognitive processes don't accord with a right set of 
]-rules, we can try to 'discover some alternative 
processes that do a better job, and set about train
ing ourselves to use them. 

It is my contention that .something has gone 
very wrong here. For the analytic epistemologist's 
effort is designed to determine whether our cogni
tive states and processes accord with our common
sense notion of justification (or some other 
commonsense concept of epistemic evaluation). 
Yet surely the evaluative epistemic concepts 
embedded in everyday thought and language are 
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every bit as likely as the cognitive processes they 
evaluate to be culturally acquired and to vary from 
culture to culture.27 Moreover, the analytic epis
temologist offers us no reason whatever to think 
that the notions of evaluation prevailing in our 
own language and culture are any better than the 
alternative evaluative notions that might or do 
prevail in other cultures. But in the absence of 
any reason to think that the locally prevailing 
notions of epistemic evaluation are superior to 
the alternatives, why should we care one whit 
whether the cognitive processes we use are sanc
tioned by those evaluative concepts? How can the 
fact that our cognitive processes are approved by 
the evaluative notions embraced in our culture 
alleviate the worry that our cognitive processes 
are no better than those of exotic folk, if we have 
no reason to believe that our evaluative notions are 
any better than alternative evaluative notions? 

To put the point a bit more vividly, imagine that 
we have located some exotic culture that does in 
fact exploit cognitive processes very different from 
our own, and that the notions of epistemic evalua
tion embedded in their language also differ from 
ours. Suppose further that the cognitive processes 
prevailing in that culture accord quite well with 
their evaluative notions, while the cognitive pro
cesses prevailing in our culture accord quite well 
with ours. Would any of this be of any help at all in 
deciding which cognitive processes we should use? 
Without some reason to think that one set of 
evaluative notions was preferable to the other, it 
seems clear that it would be of no help at all. 

In the philosophical literature there is a tradi
tion, perhaps traceable to Wittgenstein, that would 
reject the suggestion that our evaluative notions 
should themselves be evaluated. Justifications, this 
tradition insists, must come to an end. And once 
we have shown that our practice accords with our 
evaluative concepts, there is nothing more to show. 
Our language game (or form of life) does not 
provide us with any way to go about evaluating 
our evaluative notions. There is no logical space in 
which questions like "should we hold justified 
beliefs?" or "should we invoke rational cognitive 
processes?" can be asked seriously. If a person did 
not recognize that the answers to these questions 
had to be affirmative, it would simply indicate that 
he did not understand the logical grammar of 
words like "should" and "justified" and 
"rational." 

I am inclined to think that there is at least a 
kernel of truth in this "Wittgensteinian" stand. 
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Justifications do ultimately come to an end. How
ever, it is, I think, a disastrous mistake to think 
that they come to an end here. For there are lots of 
values that are both widely shared and directly 
relevant to our cognitive lives, though they are 
quite distinct from the "epistemic values" that lie 
behind our ordinary use of terms like "justified" 
and "rational." It is against the background of 
these non-epistemic values that our socially shared 
system of epistemic evaluation can itself be evalu
ated. Thus, for example, many people attach high 
value to cognitive states that foster happiness 
(their own or everyone's), and many people value 
cognitive states that afford them the power to 
predict and control nature. Some people share 
Mother Nature's concern that our cognitive lives 
should foster reproductive success. And, on a 
rather different dimension, many people care 
deeply that their beliefs be true. 28 Each of these 
values, along with many others that might be men
tioned, affords a perspective from which epistemic 
values like justification and rationality can be eval
uated. We can ask whether the cognitive states and 
processes endorsed by our notions of epistemic 
value foster happiness, or power, or accurate pre
diction, or reproductive success, or truth. More 
interestingly, we can ask whether the cognitive 
states and processes we actually have or use foster 
happiness, power, or the rest. And if they do not, 
we can explore alternatives that may do a better 
job, though there is of course no guarantee that all 
of these values can be maximized together.29 

At this point, it might be protested that the 
values I am proposing to use in evaluating our 
socially shared notions of epistemic evaluation are 
themselves lacking any deeper justification. If 
someone can accept these as ultimate values, why 
couldn't someone do the same for justification or 
rationality? My reply is that of course someone 
could, but this is no objection to the view I am 
urging. There are many things that people might 
and do find ultimately or intrinsically valuable. 
Some of these values may be rooted more or less 
directly in our biological nature, and these we can 
expect to be widely shared. Other values, includ
ing intrinsic, life-shaping values, may be socially 
transmitted, and vary from society to society. Still 
others may be quite idiosyncratic. It is entirely 
possible for someone in our society to attach enor
mous value to having justified beliefs or to using 
rational inferential strategies - that is, to having 
beliefs or inferential processes that fall within the 
extension of "justified" or "rational" as they are 

used in our language. Similarly, it is entirely pos
sible for someone in another society to attach 
enormous value to having cognitive states that 
fall within the extension of the terms of cognitive 
evaluation current in that society. In each case the 
evaluation may be either instrumental or intrinsic. 
A person in our culture may value the states and 
processes that fall within the extension of 
"rational" or "justified" because he thinks they 
are likely to be true, to lead to happiness, etc., or 
he may value them for no further reason at all. And 
a person in another culture may have either sort of 
attitude in valuing what falls within the extension 
of his language's terms of cognitive evaluation. 
Where the value attached is instrumental, there is 
plenty of room for productive inquiry and dia
logue. We can try to find out whether rational or 
justified cognitive processes do lead to happiness 
or power or truth, and if they do we can try to 
understand why. But where the value accorded to 
one or another epistemic virtue is intrinsic, there is 
little room for debate. If you value rationality for 
its own sake, and the native of another culture 
values some rather different cognitive characteris
tic ("shmashinality" as Hilary Putnam might put 
it) for its own sake, there is not much you can say 
to each other. Moreover, there is not much I can 
say to either of you, since on my view the fact that 
a cognitive process is sanctioned by the venerable 
standards embedded in our language of epistemic 
evaluation, or theirs, is of no more interest than the 
fact that it is sanctioned by the venerable standards 
of a religious tradition or an ancient text - unless, 
of course, it can be shown that those standards 
correlate with something more generally valued. 30 

But I do not pretend to have any arguments that 
will move the true epistemic xenophobe. If a per
son really does attach deep intrinsic value to the 
epistemic virtues favored by folk epistemology, 
then dialogue has come to an end. 

Finally, let me say how all of this relates to 
analytic epistemology. The analytic epistemologist 
proposes to arbitrate between competing criteria of 
rightness by seeing which one accords best with 
the evaluative notions "embraced by everyday 
thought and language." However, it is my conten
tion that this project is of no help whatever in 
confronting the problem of cognitive diversity 
unless one is an epistemic xenophobe. The pro
gram of analytic epistemology views conceptual 
analysis or explication as a stopping place in dis
putes about how we should go about the business 
of cognition. When we know that a certain cognit-



ive process falls within the extension of our ordin
ary terms of epistemic evaluation - whatever the 

analysis of those terms may turn out to be - we 

know all that can be known that is relevant to the 

questions of how we should go about the business 

of reasoning. But as I see it, the only people who 

should take this information to be at all relevant to 
the question are the profoundly conservative peo

ple who find intrinsic value in having their cognit-
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nearer. (p. 162) 

12 For an excellent survey of the literature in this area 
see Nisbett and Ross (1980); a number of important 
studies are collected in Kahneman, Slovic, and 
Tversky (1982). 

13 Rawls (1974). 
14 Daniels (1979, 1980a, 1980b). 
15 Stich and Nisbett (1980). 
16 As Conee and Feldman (1983) point out, the situa

tion is actually a bit worse for the version of the 
expert reflective equilibrium analysis that Nisbett 
and I offered. On that account, different groups 
may recognize different people as experts. And ir is 
surely at least possible for a group of people to 
accept as an expert some guru who is as bonkers 
as he is charismatic. But we certainly don't want 
to say that the followers of such a guru would 
be rational to invoke whatever wild inferential 
principle might be in reflective equilibrium for 
their leader. 

17 For a good review of the literature, see Smith and 
Medin (1981). 

18 For some insightful observations on the potential 
complexity of commonsense concepts and the ways 
in which intuitive tests can fail to capture the exten
sion of concepts, see Rey (l 983). 

19 Actually, the last three of my four objections might, 
with a bit of reworking, be generalized so as to apply 
to all of analytic epistemology, as it is defined below. 
But I don't propose to pursue them since, as we shall 
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see, analytic epistemology has more pressing prob
lems. 

20 Goldman (1986). 
21 Ibid., p. 60. For the reader who wants a more hands

on feel for Goldman's nocion of a J-rule, the quote 
continues as follows: 

For example, J-rules might permit a cognizer to 
form a given belief because of some appropriate 
antecedent or current state. Thus, someone being 
"appeared to" in a certain way at t might be 
permicted to believe p at t. But someone else not 
in such a state would not be so permicted. Alter
natively, the rules might focus on mental opera
tions. Thus, if S's believing p at t is the result of a 
certain operation, or sequence of operations, then 
his belief is justified if the system of J-rules per
mits that operation or sequence of operations. 

22 Ibid., p. 64. 
23 Ibid., p. 58. 
24 Ibid., p. 66. 
25 Ibid., pp. 58--9. 
26 For an extended review of part of this literature see 

Shope (1983). As Shope notes, relatively few of the 
philosophers who havt;_ tried their hands at con
structing an "analysis" of knowledge (or of some 
other epistemic notion) have been explicit about 
their objectives (see pp. 34-44). However, absent 
indications to the contrary, I am inclined to think 
that if a philosophical project proceeds by offering 
definitions or "cruth conditions," and testing them 
against our intuitions about real or imaginary cases, 
then the project should be viewed as an actempt at 
conceptual analysis or explication. Unless one has 
some pretty strange views about intuitions, it is hard 
to see what we could hope to gain from capturing 
them apart from some insight into the concepts that 
underlie them. 

27 Evidence on this point, like evidence about cross
cultural differences in cognitive processes, is hard to 
come by and hard to interpret. But there are some 
intriguing hints in the literature. Hallen and Sodipo 
( 1986) studied the terms of epistemic evaluation 
exploited by the Yoruba, a West African people. It 
is their contention that the Yoruba do not have a 
distinction corresponding to our distinction between 
knowledge and (mere) true belief. They do, how
ever, divide beliefs into cwo other categories: those 
for which a person has immediate, eyewitness evid
ence, and those for which he does not. In the 
standard Yoruba-English dictionaries, the Yoruba 
term for the former sort of belief, "mo," is trans
lated as "knowledge" while the term for the latter 
sort, "gbagbo," is translated as "belief." However, 
Hallen and Sodipo argue that these translations are 
mistaken, since "mo" has a much narrower exten
sion than "knowledge." Most of what we would 

classify as scientific knowledge, for example, would 
not count as "mo" for the Yoruba, because it is 
based on inference and secondhand report. Since 
the Yoruba do not draw the distinction between 
knowledge and (mere) true belief, they have no use 
for our notion of epistemic justification, which earns 
its keep in helping to draw that distinction. Instead, 
the Yoruba presumably have another notion which 
they exploit in distinguishing "mo" from "gbagbo." 
Hallen and Sodipo do not indicate whether the 
Yoruba have a single word for this notion, but if 
they do, it would be a miscake to cranslate the word 
as "(epistemic) justification." Clearly, ifHallen and , 
Sodipo are right, the Yoruba categories of epistemic 
evaluation are significantly different from our own. 

28 I should note, in passing, that I think it is a mistake 
to include truth on the list of intrinsically valuable 
features of one's cognitive life. But that is a topic for 
another paper, (see Stich, in preparation) and I will 
ignore the point here. 

29 The point I am making here is really just a general
ization of a point made long ago by Salmon (1957), 
Skyrms (1975) and a number of other authors. 
Strawson (1952) argued that the rationality or rea
sonableness of inductive reasoning was easy to 
demonstrate, since being supported by inductive 
inference is part of what we mean when we say that 
an empirical belief is reasonable. To which Salmon 
replied that if Strawson is right about the meaning 
of "reasonable" it is not at all clear why anyone 
should want to ~easonable. What most of us do 
care about, -safmon notes, is that our inferential 
methods be those that are "best suited to the actain
ment of our ends" (p. 41). "If we regard beliefs as 
reasonable simply because they are arrived at induct
ively and we hold that reasonable beliefs are valuable 
for their own sake, it appears that we have elevated 
inductive method to the place of an intrinsic good" 
(p. 42). The analytic epistemologist elevates being 
within the extension of our ordinary terms of epis
temic evaluation to the place of an intrinsic good. In 
so doing, the analytic epistemologist embraces a 
system of value that few of us are willing to share. 

30 Let me try to head off a possible misunderstanding. 
Some analytic epistemologists claim that our ordin
ary notions of epistemic evaluation are conceptually 
linked to truth. On Goldman's account, for example, 
the rightness of a set of J-rules is a function of how 
well the processes sanctioned by those rules do at 
producing truths. If this is right, then a person who 
actached intrinsic value to having true beliefs would, 
of course, have reason to be interested in whether his 
cognitive states and processes were sanctioned by 

the standards embedded in our language. But here 
it is the appeal to truth that is doing the work, not 
the appeal to craditional standards. For if Goldman 
is wrong in his conceptual analysis and "(epistemic) 
justification" is not conceptually tied to truth, the 



person who values truth will stay just as interested in 
whether his cognitive processes reliably lead to 
tn1th, though he may have no interest whatever in 
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