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Introduction

SUSAN SCHNEIDER AND MAX VELMANS

Listen to the sound of Beethoven’s Ninth Symphony, taste the flavor of a strong espresso,
or feel the heat of a summer day. There is something that it’s like to have these experiences;
something that it’s like to be conscious. Indeed, anything that we are aware of at a given
moment forms part of our consciousness, making conscious experience at once the most
familiar and most mysterious aspect of our lives.

One distinctive thing about consciousness is that it can be studied both from “the
inside,” that is, from the perspective of the conscious subject, and from the “outside,” that
is, by any of the academic fields that study the mind. Indeed, over the last 15 years or so,
many scholars have developed an intense interest in consciousness. Some of its features
are beginning to be understood in detail, and some amazing and surprising discoveries
have been made. This interest has given rise to a new discipline which has consciousness
as its primary focus - “consciousness studies” “Consciousness studies” is an umbrella term
for the multidisciplinary study of consciousness in fields such as neuroscience, psychology,
philosophy, artificial intelligence, and linguistics. Over the brief period of its existence, this
field has become extensive. For example, as we write this introduction, a Google Scholar
search yields over 600,000 books and articles with “consciousness” in the title!

This Companion contains chapters that both introduce and refine ideas that are at the
heart of the new discipline. We hope that those new to consciousness studies will use this
book to learn the main trends and issues in the field, and thereby be better able to navigate
through its extensive publications. Over and above this function, we hope that this book
makes it possible for academics in one subdiscipline to have better access to what might be
highly relevant work in other disciplines. In addition, the book is designed to serve students
by both introducing issues key to their own primary areas of study, and forging connections
to work in other areas of consciousness studies. It is our view that if students fail to take an
interdisciplinary approach to consciousness, they risk being unaware of work outside of
their own discipline that has a direct bearing on the questions they wish to address.

Given that our readers will include both students and seasoned members of the con-
sciousness studies community, we have encouraged our authors to offer new information
or a fresh perspective, while at the same time providing comprehensive, accessible surveys
of the terrain. For example, where authors were invited to present their own, well-known
views, they were also encouraged to deal with any major objections to those views, espe-
cially new ones. Many of the chapters also detail new areas of work.
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Unusually, for a book of this kind, a wide range of contemporary experts, including an
extensive editorial advisory board, have been involved in the selection of chapter topics and
authors. In addition, nearly all chapters, including those of the editors and advisory editors,
have been anonymously refereed, following procedures more common to academic jour-
nals than to edited books. We have been fortunate in that many of the 55 chapters in this
volume have been written by some of the best writers, researchers, and thinkers in the field.
Inevitably, even with 55 chapters, there were many fine authors who we could not include.
In some cases, these authors were kind enough to act as advisors or referees. In other cases,
competing commitments, illness, or even death, sadly intervened. Given the wide range of
the chapters and the extensive bibliography, we nevertheless hope that most authors who
have made a major empirical or theoretical contribution to contemporary consciousness
studies will find some reference in the Companion to sources of their work, and we offer our
sincere apologies to those that we have missed.

The Scope of the Volume

As will be clear from the Table of Contents, the book largely focuses on consciousness
studies as it has developed in the West over the last 100 or so years, particularly in psy-
chology, philosophy, neuroscience, and related disciplines. While this has mainly been
a development within conventional third-person science, it has also tacitly and, at times
explicitly, drawn on and developed a form of first-person science, and in this regard, along
with recent work, we are pleased to be able to include some overviews of more ancient tra-
ditions of consciousness studies that have developed in the East.

As will be apparent from the Table of Contents, Part I aims to provide some background
to current research and controversies in the field - how empirical studies of consciousness
originally developed in psychology and related sciences, and what the unique, enduring
philosophical problems surrounding consciousness seem to be.

Part IT charts many of the forms of consciousness that have been the subject of investiga-
tion and speculation, ranging from consciousness in young infants and nonhuman animals
to machine consciousness. The varieties of conscious experience that are most easily studied
are those in human adults, and here we deal both with the states of the brain that condition
its presence or absence in waking, sleeping, dreaming, and coma, and with some of the forms
(both normal and abnormal) that consciousness takes within those states. For example, in
this section, we focus on some aspects of cognition and emotion that might have a par-
ticular bearing on an understanding of consciousness, and then deal with a wide range of
altered states of consciousness, such as drug-induced altered states of consciousness, clini-
cal pathologies of consciousness, meditation, and mystical states. We then introduce some
of the major dissociations of consciousness that have emerged from neurological syn-
dromes, as well as an initial discussion of their philosophical implications. Given the major
neuroscientific contributions to recent studies of visual perception and the startling dis-
sociations of consciousness that result from brain damage or neurosurgery, we return to a
more detailed treatment of these topics in the section of the book that focuses specifically
on neuroscience (Part V).

In Part III, we turn to contemporary philosophical and scientific theories about the
nature of consciousness that address the following fundamental questions: What is con-
sciousness? Where is it? What does consciousness do? How does the phenomenology
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of consciousness relate to the workings of the brain? Are the problems of consciousness
ones that can be resolved by empirical research, or are there aspects of consciousness that
cannot be understood without major changes in the way that we conceptualize those prob-
lems? And what are the implications of the major positions on the nature of consciousness
for our understanding of mind, human nature, and the physical world? Finding answers
to such questions is widely thought to present a major challenge to contemporary science,
and in this section we deliberately sample from a wide range of approaches and theories
that reflect the controversy and ferment in this field. To some extent, these wide differ-
ences in theory reflect fundamental philosophical differences, for example, between those
who believe that everything of interest about consciousness can be explained in physical
terms or the functionalist terms used by cognitive science, and those who believe that what
it’s like to be conscious (from a first-person perspective) requires something more. While
some readers may initially find such controversies confusing, their resolution is likely to
have far-reaching implications for the ways that we think about ourselves and the world in
which we live.

Part IV deals with some of the topics that currently attract special interest among pro-
fessional philosophers. In many cases, work has been included because it is extremely
interdisciplinary, bringing together key issues in both the philosophy and science of
consciousness, and having an important bearing on both. Indeed, philosophers have
increasingly become engaged with scientific research. The chapters on sensory and per-
ceptual consciousness, the neurophilosophy of consciousness, and self-consciousness are
excellent examples of this tendency. In addition to including philosophical work that draws
from science, the remainder of the section concerns topics which are largely philosophi-
cal in nature, being state-of-the-art reviews or opinion pieces on topics of central import
to philosophical thinking on the nature of consciousness. Many of these chapters take as
their point of departure the simple observation that there is something that it’s like to be
conscious; that is, there is a felt quality to our experience. At least prima facie, it is diffi-
cult to grasp how an underlying scientific account of neural processes captures the essence
of such experience. Philosophers are very concerned with the relationship that our first-
person conscious experience has to the world that science investigates. Questions addressed
include: Is conscious experience entirely determined by the underlying states of the brain?
Is conscious experience capable of causing events in our brains and the larger world? What
is the relationship between the felt quality of experience, on the one hand, and the repre-
sentational aspect of certain conscious states, on the other? Philosophical work on such
questions is key to understanding foundational problems concerning the nature of con-
sciousness; an issue which, as Part III emphasizes, also concerns many scientists.

Part V focuses on further, leading edge, empirical studies of consciousness. The bulk of
contemporary consciousness studies is empirical, so this section is the largest in the book.
For convenience, the chapters are roughly grouped according to investigative approach,
that is, according to whether they adopt cognitive psychological, neuroscientific, or first-
person investigative methods. It will become apparent, however, that no clear separation
can be made between these. Depending on the problem, one might use one or two of these
investigative approaches simultaneously, or all three.

Cognitive studies of consciousness try to locate conscious experience within the human
information processing system, for example by specifying what kind of processing takes
place before consciousness arises, the conditions that determine whether and when con-
sciousness arises, and the function of consciousness (if any) once it does arise. Following
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classical traditions in this area, the cognitive chapters begin with studies of attention, long
thought to be one of the gateways to consciousness in human beings. The chapters then turn
to contrasts between mental processing that is unconscious, preconscious, or conscious
in perception, learning, and memory, as well as preconscious vs. conscious processing in
motor control. Such studies follow the traditional “method of contrasts” (see also Baars,
chapter 18). In contrasting conscious with nonconscious processing, researchers hope to
discover what might be special about conscious processing — although there are various
ways of interpreting such contrasts (for example, there is an enduring debate, dating back
to the time of Descartes, about what role consciousness experience might play in the mental
processing that it accompanies - see Velmans 1991, 2000, chs. 2 to 5).

Neuroscientific studies of the mind focus on the brain hardware (sometimes described
as “wetware”) that embodies mental processes of the kind studied by cognitive psycholo-
gists, and neuroscientific studies of consciousness traditionally focus on finding its neural
causal antecedents and correlates. Consequently this section begins with a broad review of
the neuroscientific methods used to study the neural causes and correlates of conscious-
ness along with some overall conclusions that one might draw from them. In recent years,
studies of the visual system have been particularly productive, so this is followed by two
alternative analyses of the neural underpinnings of consciousness based on investigations
of normal and disordered functioning in the visual system, and (later in the section) by a
review of surprising evidence that conscious visual experience may be at least partly disso-
ciated from the visual feedback required for motor control. The section goes on to review
broad insights that have been gained into conditions required for human consciousness
arising from studies of its global disorders, a review of evidence for what is currently one
of the most popular theories about what makes an integrated experience possible - the
large-scale temporal coordination of activity in the brain - and a review of the conditions
that determine presence or absence of consciousness in anesthesia. The section then con-
cludes with reviews of two areas of neuroscientific research that have some particularly
interesting philosophical, as well as scientific implications: the extent to which the qualia
of consciousness are determined by the functional relations of particular brain areas to
activities in the external world, and the neuroscience of free will (are voluntary actions
determined by conscious choices, by preconscious processes in the brain, or by both - and
what are the implications for ethics and legal responsibility?). Readers will note that scien-
tific controversies about the neural causes and correlates of consciousness and about the
implications of such empirical findings are as common as they are about some of the global
philosophical issues discussed in Part III. While all these chapters review extensive evi-
dence in support of their theoretical positions, and while their conclusions are convergent
in some respects, they also have some major differences. As elsewhere in the book, our
aim in the Companion is simply to present a representative sample of current research and
opinion in this field.

In the final section of Part V, “First-Person Contributions to the Science of Conscious-
ness,” we return to the question of how one can investigate conscious experience as such
(as opposed to its functionally or physically specified causes and correlates). This raises
issues that have concerned researchers from the dawn of psychological science, which, at its
inception, was thought of as the study of conscious experience. Although for much of the
twentieth century, psychology ostensibly tried to rid itself of the problems associated with
such a first-person science, it never did so consistently. For example, in studies of percep-
tion, cognition, emotion, etc., researchers commonly relied to some extent on subjective
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reports of experience, whether in the form of verbal reports, or some other overt response,
for example, pressing one button if subjects could see a difference between two stimuli and
another button if not, placing a mark on a rating scale, filling out a questionnaire (about
their feelings, thoughts, and behavior), and so on. Once consciousness itself becomes the
topic of study, such methods become particularly important. For example, although the
neuroscientific investigations introduced in the previous section are a very clear example
of how consciousness studies has become part of normal third-person science, nearly
all these investigations rely to some extent on subjects being able to report (at least in a
minimal way) on what they currently experience - for the reason that without such reports
it is impossible to know how observed activity in the brain relates to what subjects experi-
ence. In other areas of psychological and social research there has been a renewed interest
in investigating how subjects experience what it’s like to be in different social situations
with the use of “qualitative methods” as well as “quantitative methods” and there has also
been a revisiting of European and Eastern phenomenological traditions, which suggest that
by refocusing and training attention it is possible to investigate the finer detail of one’s own
conscious experience. Given his major contributions to the early study of consciousness and
to the development of psychological science, it is appropriate that this section begins with
a review of the contemporary relevance of the work of William James. We then introduce
some of the contributions of European and Eastern traditions (see also Fontana, chapters
11 and 12). The section, and the book, then closes with a re-examination of the status of the
different first- and third-person ways in which one can examine consciousness and suggests
how this might produce some subtle changes in the ways that we normally think about the
nature of science.
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studies, also died; his chapter in the Companion, co-authored with Christof Koch, is one of
his last writings on this subject.

We hope that we have kept errors and omissions to a minimum, and we take full respon-
sibility for those that have crept in. Although it was impossible to include work by all of
the leading scholars in this field, we have drawn from a wide spectrum and endeavored
to present a balanced sample. The aim of the Companion is to present a fair account of the
field as it is - intriguing, full of controversy, and constantly extending the boundaries of our
knowledge.

Susan Schneider and Max Velmans
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A Brief History of the Scientific
Approach to the Study of
Consciousness

CHRIS FRITH AND GERAINT REES

The Origin of Consciousness Studies: René Descartes

The attempt to develop a systematic approach to the study of consciousness begins with
René Descartes (1596-1650) and his ideas still have a major influence today. He is best
known for the sharp distinction he made between the physical and the mental (Cartesian
dualism). According to Descartes, the body is one sort of substance and the mind another
because each can be conceived in terms of totally distinct attributes. The body (matter) is
characterized by spatial extension and motion, while the mind is characterized by thought.
This characterization of the mind also renders it private, a precursor of the distinction
between the first-person and the third-person perspectives. Today, most scientists do
not accept dualism, believing that mind somehow emerges from the physical properties
of the brain. However, the distinction between mind and matter is still perceived as being
so clear cut that explaining how mind can emerge from matter, and reconciling the first-
person and third-person perspectives, remain the hardest problems facing the student of
consciousness.

Some consider that Descartes has impeded the scientific study of consciousness, since
his development of dualism placed consciousness outside the domain of science. However,
Descartes was an interactive dualist and, as such, was the first to think seriously about the
neural correlates of consciousness. He recognized that the brain has a key role for sensory
input and motor output, but this did not make it the basis of mind. He considered that non-
human animals did not have minds, but were unthinking automata for which a brain was
sufficient. There is an interesting parallel here with current distinctions between conscious
and unconscious processes. For Descartes, consciousness was a state of mind, with the brain
having a role restricted to nonconscious processes. Nevertheless the brain had a key role in
linking matter and mind. Physical bodies in the world have an impact on the sense organs.
This impact creates motion in the body’s nervous system that is somehow translated into
the mind’s experience of color, sound, and other sensations. These motions are transmitted
to the pineal gland where they act as cues to the rational soul, enabling this to have specific
types of conscious experience or ideas. We now know that Descartes was wrong about the
importance of the pineal gland. But his account is not that different from recent proposals
that, for example, neural activity in the fusiform region of the brain somehow leads to the
conscious experience of a face.
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Descartes also made a distinction between what would now be called “bottom-up” and
“top-down” processes. The passions, such as joy and anger, agitate and disturb the mind.
Conflicts between the passions and the will occur when the body (bottom-up) and the
soul (top-down) cause opposing movements in the pineal gland, that unique structure in
the brain where mind and body interact. The interplay between top-down and bottom-up
processes in determining the outcome of cognitive processes remains a common motif in
contemporary cognitive neuroscience.

After Descartes

Since Descartes much effort was devoted in trying to put the physical and the mental
back together again. Baruch Spinoza (1632-77) proposed that the mental and the phys-
ical are different aspects of the same substance (dual aspect theory), while Gottfried
Leibniz (1646-1716) proposed that the mind and the body were separate substances, but
constructed from the outset to run together in perfect harmony (psychophysical parallel-
ism). George Berkeley (1685-1753) denied the possibility of mindless material substances
(immaterialism). He proposed that things could only exist through being a mind or through
being perceived by a mind. In contrast materialism holds that matter is fundamental and is
the cause of mental events. This is an ancient idea championed by, among others, Julien
Offray de la Mettrie (1709-51) in his book Lhomme machine. La Mettrie extended to man
Descartes’s idea of animals as automata. In particular, he proposed that conscious and vol-
untary processes result simply from more complex mechanisms than involuntary and
instinctive processes. This is in essence the belief held by many of us who are searching for
the neural correlates of consciousness in the twenty-first century.

John Locke (1632-1704) and the empiricist philosophers who followed him were less
concerned with the mind-body distinction and more concerned with the problem of
knowledge: how the mind learns about the world. Locke contrasted outer sense, the mind’s
experience of things, with inner sense, the mind’s reflective experience of its own experience
of things. He also recognized the importance of the association of ideas, a concept taken
further by David Hartley (1705-57) and the direct precursor of associationism in psychol-
ogy. Hartley also proposed that sensations were paralleled by vibrations . . . or “elemental”
particles in the nerves and brain providing the basis for physiological psychology. Thomas
Reid (1710-96) developed Locke’s idea of inner sense to postulate that the mind contained
a number of innate faculties. It was from these faculties that Franz Joseph Gall (1758-1828)
derived his list of “powers of the mind” that he attempted to localize in the brain.

However, while the British empiricists were laying the foundation for a science of psy-
chology, Immanuel Kant (1724-1804) was denying that such a science was possible. Kant
pointed out that the scientific method requires the use of mathematics and experimenta-
tion. He considered that mathematics could not be applied to the description of mental
phenomena because these phenomena vary in only one dimension - time. Likewise, exper-
imentation could not be applied to psychology because mental phenomena are private and
therefore inaccessible to experimental manipulation. If we accept Kant’s ideas, then phys-
iology (the study of the brain) is a scientific discipline, while psychology (the study of the
mind) is not. As a result of this distinction psychology was long considered not to be a
proper subject for scientific enquiry, especially when restricted to the study of subjective
experience. Even today, many traces of this unfortunate notion remain. For example, one of
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the many websites we consulted in the course of writing this chapter names people who have
had an important role in the study of consciousness. The names are presented in three lists
headed: Philosophers, Psychologists, and Scientists. Furthermore, a very eminent academic
colleague of the authors recently informed us that he welcomed the advent of brain imaging
since this technique would permit an objective (i.e., physiological) measure of happiness.

The Scientific Study of the Mental in the Nineteenth Century

The development of the methods of psychophysics in the nineteenth century can be seen
as a reaction against the idea that mental phenomena are not amenable to experimental
study and mathematical modeling. The key figure in the development of psychophysics
was Gustav Fechner (1801-87). Fechner believed, against Descartes, that mind and body
were two aspects of a single entity. He also believed, against Kant, that mental processes
could be measured. His method of psychophysics (Fechner 1860) built on the demonstra-
tion by Herbart (1824) that mental experiences (sensations) vary in intensity and that there
is a threshold (or limen) such that below a certain stimulus intensity there is no sensation.
Fechner also built upon Weber’s concept of the just noticeable difference (JND) (Weber
1834). The JND is the smallest increase in stimulus intensity that is required to produce
a change in sensation. Fechner used the JND as the unit of measurement and showed that
there was a systematic relationship between JNDs (a subjective measure of sensation)
and intensity of the physical signal. Across many modalities he found that the relation-
ship between physical stimulus intensity and subjective sensation was logarithmic (the
Weber-Fechner law). He speculated that the relationship between intensity of sensation and
nervous activity would also be logarithmic, but had no way of measuring nervous activity.
Fechner succeeded in showing that the mental could be measured and was closely linked to
the physical. He also developed some of the basic methods of experimental psychology that
we still use today.

Helmbholtz’s unconscious inferences

In parallel with the emergence of experimental psychology great advances were made in
the understanding of the nervous system. A key figure in this development was Hermann
Helmbholtz (1821-94, enobled to von Helmholtz in 1882). Helmholtz began his studies of
physiology with Johannes Miiller. Like most biologists of his day, Miiller was a vitalist who
believed that living processes could never be reduced to the mechanical laws of physics and
chemistry. Life depended on a vital force that was not susceptible to experimental investiga-
tion. In particular, he believed that the nerve impulse was a vital function that could never
be measured experimentally since it was not extended in time. With proper disdain for the
beliefs of his PhD supervisor, Helmholtz developed the myograph and measured the speed
of travel of nerve impulses. He found that this was rather slow (~27 meters per second). The
slow speed of travel of nerve impulses raised the possibility that mental processes might
also be slow enough to measure, a possibility that led Donders to develop the reaction time
task (see below).

Helmbholtz made a particular study of the neural basis of perception (Helmholtz 1866).
Miiller had made the important observation (which he called the law of specific nerve
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energies) that sense organs cause the same subjective experience however they are stim-
ulated. A mechanical blow to my eye, a stimulation that has nothing to do with light,
nevertheless causes me to “see stars” Miiller proposed that there were specific kinds of
nerves associated with each sense organ that created the subjective quality associated with
each modality. Helmholtz took this idea a step further and proposed that there might be
different kinds of nerves supporting perception even within modalities. Since the experi-
ence of all hues can be created by mixing three primary colors, Helmholtz followed Young
(1802) in proposing that there were three different kinds of nerve fiber in the human eye
concerned with color. He calculated curves for the wavelength sensitivity of these three
kinds of receptor. These speculations were subsequently confirmed experimentally.

Helmholtz recognized that the law of specific nervous energies implied that sensations
do not provide direct access to objects, but are signs of reality that have to be interpreted.
He demonstrated this clearly in relation to the perception of depth in 3-D space. There are
many visual cues to the distance of objects from us. One is the disparity between the views
received by the two eyes. Another is motion parallax: the observation that, when we are
moving, nearby objects move across our eye much faster than objects that are far away.
Helmbholtz realized that, in order to create a percept from these sensory cues, the brain must
make inferences based on prior knowledge. He concluded that perception depends upon
unconscious inferences; unconscious because our experience of perception is that it is imme-
diate. We are not aware of the inferences being made. Through his concept of unconscious
inferences Helmholtz was anticipating the idea of the cognitive unconscious that became
a key feature of cognitive psychology 100 years later. He was also anticipating the recent
idea of perception as Bayesian inference (Kersten, Mamassian, & Yuille 2004). The idea
that inferences can be made unconsciously was controversial and Helmholtz subsequently
regretted using this term. “Recently I have refrained from using the phrase unconscious
inference in order to avoid confusion with what seems to me a completely obscure and
unjustified idea which Schopenhauer and his followers have designated by the same name.”
(Helmholtz 1878). He presumably had in mind Schopenhauer’s claim that the will is largely
unconscious and manifests itself in sexual desire. But there were additional reasons for the
controversy. Making inferences is an example of the rational decision-making that Des-
cartes proposed was the preserve of the soul. By taking decisions away from the soul and
assigning them to the brain, Helmholtz seemed to be undermining the idea of personal
responsibility, which many people continue to believe is the basis of moral behavior. Similar
arguments continue today in relation to free will and the brain (e.g., Wegner 2002; Banks &
Pockett, chapter 51).

Early progress in physiology and psychology

By the end of the nineteenth century much had been learned about the brain. Nerve fibers
had been identified as extensions of nerve cells. This paved the way for Ramon y Cajal to
propose the neuron doctrine, the idea that the nerve cell is the basic unit of the nervous
system (Jones 1994). Helmholtz’s fellow student, du Bois-Reymond, had demonstrated the
electrical basis of nerve impulses, leading to the idea that it was energy rather than motion
that was transmitted through neurons (Du Bois-Reymond 1848). Ferrier and others had
located motor and sensory regions in the brain and Korbinian Brodmann had begun to
identify the discrete brain regions that still bear his name (Brodmann 1909).



HISTORY OF THE SCIENTIFIC APPROACH 13

At the same time psychology had been established as a scientific discipline and Wilhelm
Wundt had founded the first psychology laboratory in Leipzig in 1879. Reaction Time had
been established by Frans Donders (1818-89) as an important technique for measuring the
duration of mental events. Donders found that simple reaction times (one stimulus and
one possible response) were always faster than choice reaction times (two stimuli and two
possible responses). He proposed that this difference reflected the purely mental process
of making a choice (Donders 1868). This “subtraction” method for isolating correlates of
mental processes later became the standard procedure in functional brain imaging (Posner
etal. 1988).

Wundt and other early psychologists used the reaction time method extensively, but
very differently from the way it is used today. Their emphasis was very much on the first-
person perspective. They wanted to measure pure apperception time (the time it takes to
perceive something for what it is) by subtracting away the motor response time. Subjects
were instructed to move in response to a stimulus and their reaction times were measured.
In one condition subjects were instructed to attend to the movement to be executed. This
condition gave a measure of the motor response time (or muscular reaction time). In the
other condition subjects were asked to attend to the sense impression received from the
stimulus (sensorial reaction time). The sensorial reaction time was supposed to be longer
than muscular reaction time because the apperception time was added onto the motor
time. In practice, the results were very variable and many subjects simply could not do the
task (Cattell 1893). Great introspective skill is required to decide when a stimulus has been
fully perceived.

The dominant figure in psychology at the end of the nineteenth century was William
James (1842-1910), whose two-volume textbook, Principles of Psychology, is still well worth
reading today. James identified consciousness with the stream of thought. He recognized
the power of attention to give a focus and a margin to consciousness (see Mangan, chapter
52). He also recognized the importance of unconscious processes.

Psycho-physical processes in attention

Given all these advances, everything was in place for renewed attempts to speculate about
the neural correlates of consciousness. One such speculation comes from an article in Brain
(1890), in which James Sully of University College London considers “Psycho-physical
processes in attention.” Three commentaries on this article appeared in a later issue of the
journal. The paper is about the neural correlates of selective attention. The discussion makes
an interesting comparison with discussions on the same topic over 100 years later.

In most cases of selective visual attention there is an obvious motor factor in that we
move our eyes to fixate the attended object. However, Sully recognized the importance of
covert attention. Once again it was Helmholtz who had pointed out this phenomenon. “It
is a curious fact . . . that the observer may be gazing steadily . . . yet at the same time he can
concentrate his attention on any part of the dark field he likes.” In the case of covert atten-
tion, Sully asks “where is the motor factor?” In his commentary, Alfred Fouillée concludes
that the answer “lies in the liberation of cerebral energy upon the sensory centers of vision,
not upon the ocular muscles. Certain parts of cerebral cortex are excited, others are inhib-
ited” Today the same ideas would be expressed with phrases such as “top-down modulation
of early visual areas” and “biased competition.” Attempts to discuss the neural correlates of
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selective attention in 1890 suffered from two major disadvantages. First, nervous activity
could be described only in terms of energy. The idea that neurons could transmit and store
information had yet to be developed (see below). Second, experimental studies of atten-
tion emphasized subjective experience rather than behavior. Researchers were concerned
to explore the experience of the act of attending and its consequences. “We are conscious
of the starting of the centrifugal (i.e., top-down) current at the instant it is liberated by the
brain” (the effort of will). “The effect of this current is to make the attended object appear
more vivid” (Sully 1890).

The behaviorist school arose in part because of the difficulty and unreliability of this experi-
mental study of subjective experience. Through their emphasis on the study of animals,
the behaviorists identified markers of mental processes that did not depend upon verbal
reports. The unintended legacy of behaviorism is that we now have many experimental
techniques that provide robust, objective markers of conscious and unconscious processes.

Developments in the Early Twentieth Century

This period is sometimes represented as a desert as far as consciousness studies are con-
cerned, but this is an exaggeration. It is true that John B. Watson tried to eliminate both
reference to consciousness and use of introspective methods from psychology, but he
did not succeed even in the United States. Woodworth’s introductory textbook of psy-
chology, which remained in print from 1921 to 1947 was subtitled a study of mental life.
Stanley S. Stevens, while avoiding mentalistic language, continued the psychophysical pro-
gramme of research started by Fechner (Stevens 1936). Of course, psychophysics depends
fundamentally upon introspection. Edward C. Tolman criticized the idea that behavior
could be fully explained by chains of stimulus-response associations and proposed that
both humans and rats used internal perceptual representations (cognitive maps) to guide
their behavior (Tolman 1948).

In Europe, Piaget studied the development of mental processes. Bartlett studied mental
processes in long-term memory. The Gestalt psychologists studied the mental processes
that underlie perception. The slogan of the Gestalt psychologists, “The whole is more than
the sum of its parts” implied that complex dynamic interactions in the nervous system were
fundamental to conscious experience. Of particular interest for later studies of the neural
correlates of consciousness are the various perceptual illusions in which subjective experi-
ence is decoupled from physical stimulation. Many such illusions, including binocular
rivalry, had already been described in the nineteenth century. However, the Gestalt psychol-
ogists emphasized the importance of these phenomena for understanding the mechanisms
of perception.

However, the key development in the early twentieth century was the introduction of
information theory by Hartley (1928) and Shannon and Weaver (1949). This is a mathemat-
ical technique that allows the amount of information in a signal, the rate of transmission
of information through a communication channel, and the capacity of a communication
channel to be quantified. The development of information theory was the first step in a
mathematical account of cognition. If we consider information to lie in the realm of the
mental rather than the physical, then information theory is also the first step in solving the
difficult problem of bridging the mental and the physical domains. It is important to note,
however, that the information in a signal is not the same as the meaning of a signal. Com-
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puters can transmit information but whether that information is meaningful depends on
whether the receiver can interpret it.

It was immediately recognized that the brain could be treated as a communications
system that processes and transmits information, rather than motion or energy. Conceiving
of the brain in this way allowed the realization that it was now possible to develop intelli-
gent machines. McCulloch and Pitts (1943) updated the neuron doctrine to state that the
neuron was not simply the basic anatomical unit of the central nervous system (as Cajal had
proposed) but the basic information processing unit. McCulloch and Pitts also proposed that
the brain could be modeled by artificial neural nets constructed from very simple informa-
tion processing units.

The Last 50 Years: The Triumph of Cognitive Psychology

Information theory had an immediate impact on psychology. Hick (1952) applied infor-
mation theory to choice reaction time and showed that response time was directly
proportional to the amount of information in the signal (i.e., log of the number of choices).
Miller (1956) applied information theory to psychophysical judgments and showed that
there was an upper limit (~2.6 bits, i.e., seven, plus or minus two items) to the number
of categories that could be handled. He also showed that there was an upper limit for the
capacity of immediate memory, but that this limit was determined by the number of items
(or chunks), not by information. This approach rapidly led to the development of cognitive
psychology in which psychological processes are described in engineering terms (Kenneth
Craik’s The Nature of Explanation also had a key role in this development) taken from com-
munication theory (e.g., channel capacity), control systems theory (e.g., feedback) and
computing (e.g., central processor, response buffer) (e.g., Broadbent 1958). Psychologists
began to use “box and arrow” diagrams, flow charts of systems in terms of processes and
information transmission.

While cognitive psychologists tended not to use the word “consciousness,” this was
nevertheless frequently the object of their study. Following James, the contents of “working”
or “active” memory as studied by Alan Baddeley and colleagues (Baddeley 1986), can be
equated (roughly) with the contents of consciousness. Deploying selective attention, as in
Broadbent’s dichotic listening task and Posner’s covert spatial attention task (Posner 1978),
requires a voluntary effort. However, cognitive psychologists tended not to use introspec-
tion as a direct source of data. Intuitions derived from introspection had to be confirmed
by behavioral data. For example, introspection suggests that, after reading a telephone
number, we maintain our consciousness of that number in working memory by saying it
to ourselves. This implies that the visual material has been converted to an auditory repre-
sentation. This intuition was confirmed when Conrad showed that confusion errors were
better predicted by auditory rather than visual similarity even though the numbers had
been presented visually (Conrad 1962).

The cognitive unconscious

Perhaps the major development for consciousness research during the past 50 years has
been the demonstration of unconscious, automatic psychological processes in percep-
tion, memory, and action, named the cognitive unconscious by John Kihlstrom (1987). The
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term subliminal perception, for example, describes the situation where the presentation
of a stimulus affects subsequent behavior of the observer even though the stimulus never
enters the consciousness of the observer (see Merikle, chapter 40). In the 1960s, claims
about subliminal perception were dismissed by experimental psychologists on the basis
of methodological inadequacy, but the development of more sophisticated experimental
techniques, such as priming (Marcel 1983) and analytic techniques such as signal detection
theory (Swets, Tanner, & Birdsall 1961) provided convincing evidence. Such unconscious
psychological processes were observed in more exaggerated form in patients with brain
damage. Some patients with lesions in visual cortex can make correct “guesses” about the
properties of visual stimuli that they cannot “see” (Weiskrantz & Warrington 1975; Weis-
krantz, chapter 13). Patients with dense amnesia can retain knowledge about stimuli they
have no memory of having seen before (Warrington & Weiskrantz 1968). Patient DE, with
damage to inferior temporal cortex, can use visual information of which she is unaware to
guide her movements (Goodale et al. 1991; see Goodale, chapter 48). More recently, social
psychologists have demonstrated that a whole range of unconscious processes influence
social behavior (Bargh & Chartrand 1999).

The problem for psychological studies of unconscious processes is that we need a marker
that such processing has taken place, but at the same time we do not want to draw the sub-
ject’s attention to the stimulus that they are unconsciously processing (Mack & Rock 1998).
The subject can tell us that they did not see a stimulus, but to know that they have neverthe-
less processed it we need additional markers, for example facilitation or interference with
the processing of subsequent stimuli of which they are aware. The development of brain
imaging techniques has provided additional markers of such unconscious processing. Using
these techniques, we can ask if unconscious processing is associated with a specific pattern
of brain activity. For example, Beck et al. (2001) showed that undetected faces in a change
blindness paradigm elicited activity in fusiform cortex (see Rees & Frith, chapter 43).

Many now believe that most of the processing undertaken by the brain occurs without
our awareness (Velmans 1991), but many have found the term “cognitive unconscious”
confusing. This confusion results from a shift in the meaning of the word “cognitive” Pre-
viously the term cognitive (as in the term cognitive therapy) referred to knowledge, beliefs,
and attitudes, all key components of consciousness. Furthermore, following Kant, sharp
distinctions were made between cognition (to do with knowledge), emotion (to do with
feelings) and conation (to do with will). Today, following Neisser’s 1967 book Cognitive
Psychology, many use cognitive (as in the terms cognitive psychology and cognitive neu-
roscience) to replace the older term “information processing” and to refer to what the
brain does. An account of a psychological or a neural system that included a box and arrow
diagram involving representations, transformations, and information flow would be called
a cognitive account. From this point of view cognitive processes exist in the computa-
tional domain that lies between neural activity on the one hand and behavior and conscious
experience on the other hand. Such cognitive processes need not lead to consciousness and
can be evoked to explain feeling and will as well as knowledge.

The demonstration of unconscious processes raises a new problem for the study of con-
sciousness. Just because subjects can detect or discriminate a stimulus, does not mean that
they are conscious of it. Their success may be the result of unconscious processes. From
their first person perspective they are just guessing.
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Introspection, Protocol Analysis, and Meta-cognition

While introspection was the method of choice for nineteenth-century psychologists,
this method was used far less in the twentieth century. It was not abandoned completely,
however. In particular it was used in the study of problem solving. In order to gain access
to the conscious processes used to solve a problem subjects were asked to “think aloud”
Indeed, the arch-behaviorist John B. Watson was a pioneer in the use of this method. “The
present writer has often felt that a good deal more can be learned about the psychology of
thinking by making subjects think aloud about definite problems, than by trusting to the
unscientific method of introspection” (Watson 1920). For Watson thinking aloud was not
introspection, but verbal behavior. However, it is not clear to us what someone “thinking
aloud” is doing, if not introspecting. The method was used extensively by Duncker (1945),
one of the Gestalt psychologists, and refined as “protocol analysis” by Ericsson and Simon
(1984). Nevertheless, methodologies for harnessing introspection as a source of data have
lagged behind those developed for behavioral tasks. In recent years there has been increas-
ing interest in developing such methods (Jack & Roepstorft 2004).

Thinking aloud is a form of meta-cognition since subjects must reflect upon and report
their thoughts. Meta-cognition has been used in a clever way to provide behavioral meas-
ures that reflect consciousness and hence a first-person perspective. For example, to make
the confidence ratings used in psychophysics experiments, subjects must think about their
perceptions. If the degree of confidence correlates with the accuracy of the judgments then
we can conclude that the subjects were conscious of the stimuli rather than just guessing
(Kunimoto, Miller, & Pashler 2001). This approach has been used in the study of animal
consciousness. Monkeys can be trained to make confidence judgments and these behav-
ioral responses can be used as evidence of whether or not they are conscious of stimuli
(Cowey & Stoerig 1997; Hampton 2001).

The same idea underlies the process dissociation technique developed by Jacoby (1992).
Subjects are asked to decide whether a word was previously presented in list A rather than
list B. The assumption is that subjects can reject a familiar word from list A only if they can
consciously recollect that it was in list B. Here again a behavioral response is being driven
by introspection.

The Current State of Consciousness Research

Despite much progress consciousness remains as elusive as ever. Some difficulties have been
resolved, but new ones have emerged. At the beginning of the nineteenth century, there
was little distinction between consciousness and life itself, with both depending upon vital
essences that were not amenable to experimental study. The monster created by Franken-
stein in Mary Shelley’s novel has not only life, but also an exquisite sensitivity to human
experience and suffering. Science gradually dispelled the need for vital essences to explain
life, but consciousness remained unexplained. By the early twentieth century, in James
Whale’s version, the monster lives, but is only dimly conscious. By the end of the century
the monster has evolved into a plague of zombies who behave like humans (Horne 1992),
while having no consciousness.

Zombies retain a surprisingly strong influence on contemporary philosophers of con-
sciousness. They (that is the philosophers) are interested in the existence of a particular
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kind of zombie, which is physically and behaviorally identical to us, but is not conscious.
Neuroscientists and psychologists, in contrast, are interested in a form of Haitian zombie
that is not conscious, but in which the cognitive unconscious (the zombie within) is intact
(Koch & Crick 2001). In what way would such a creature be distinguishable from us?

At the beginning of the twenty-first century, we know that life does not depend upon a
vital essence, but we are still not sure about consciousness. Perhaps there is a vital essence
that turns a zombie into a human. There are various proposals as to the nature of this vital
essence. Eliminative materialists (e.g., Paul and Patricia Churchland) have concluded
that consciousness is itself a vital essence and therefore does not really exist (see Mandik,
chapter 33). For functionalists, following in the footsteps of La Mettrie, the vital essence is
a computational algorithm of sufficient complexity. This can be instantiated in silicon just
as well as in neurons. If a machine has the right kind of complexity it will be conscious.
No new physical principles will be required to understand how it works (see Aleksander,
chapter 6). Others claim that some as yet undiscovered scientific process, such as quantum
entanglement at a macroscopic level, is needed to explain consciousness (e.g., Stuart Ham-
eroff, see Stapp, chapter 23). And finally mysterians think that the problem of consciousness
is so complex that the human brain can never explain it (e.g., Colin McGinn, see Rowlands,
chapter 26).

Meanwhile the scientific study of mental processes has revealed that consciousness is
not necessary for rational thought. Inferences can be drawn and decisions made without
awareness. This raises a new problem for our understanding of consciousness. Descartes
and his contemporaries took it for granted that consciousness was necessary for rational
thought and willed, as opposed to automatic, behavior. If not the basis of rational thought,
what is the function of consciousness? Again extreme positions have been taken up. On
the one hand, consciousness is considered to have no function. It is just an epiphenom-
enon, which can have no impact on the physical world (see Kim, chapter 32; and Banks
& Pockett, chapter 51). On the other hand, the followers of Darwin claim that conscious-
ness has evolved and must therefore give some advantage to those of us who have it (see
Polger, chapter 5). From this perspective the sophisticated forms of consciousness found in
humans may be associated with language and the creation of culture. Perhaps conscious-
ness is necessary for communicating mental states and sharing experiences? This is not a
new idea. Nietzsche made the conjecture “that consciousness in general developed itself
only under the pressure of the need to communicate”

Consciousness studies are frequently criticized for failing to define precisely what con-
sciousness is. In this respect there has been little change over the past few centuries. In
part the problem arises because consciousness remains a common-sense term rather than
a scientific one. Different people use the term to mean different things (see Tye, chapter 2).
Studies purporting to define the neural correlates of consciousness often address only one
aspect of consciousness (e.g., access consciousness) while leaving other aspects (e.g., phe-
nomenal consciousness) untouched. A likely consequence of the intellectual endeavors
promoted in this book is that this fractionation of consciousness will become more explicit
and the different components associated with specific operational definitions. In the
final section of this introduction we describe some specific problems in the study of con-
sciousness, which, when answered, will aid the development of such fractionations and
definitions.
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Scientific Questions

The historical developments that we have charted in this chapter have profoundly shaped
current thinking about the outstanding major scientific questions concerning conscious-
ness. Many of these questions, particularly those concerning the cognitive and neural basis
of consciousness, could not have been asked even 20 years ago. These are not questions
about the really hard problems of consciousness (see Chalmers, chapter 17). Rather they
are questions for which satisfactory answers will soon be found. When they are answered
the hard problems may seem easier.

A. Are there different kinds of consciousness?

A major section of this book is devoted to varieties of consciousness, so the answer to this
question must be affirmative (see the section on Some Varieties of Conscious Experience;
also Tye, chapter 2). However, we neither know the precise fractionation of consciousness,
nor yet know in what way these different kinds of consciousness will vary. Are the dif-
ferences simply quantitative, with dreaming, fringe consciousness and core consciousness
being just simplified versions of waking, focal and self-consciousness? Or are there qual-
itative differences between these different kinds of consciousness? These questions about
the varieties of consciousness can be answered through studying the cognitive and neural
correlates of the different varieties of consciousness (as well as introspective reports). Are
certain representations and computations only possible for certain kinds of consciousness?
Are different patterns of neural activity associated with different kinds of consciousness?
The questions can also be addressed by contrasting the consciousness of animals and
humans (Allen & Bekoft, chapter 4), or the consciousness of infants and adults (Trevarthen
& Reddy, chapter 3).

B. Are there biological markers of consciousness?

This question has been dramatically sharpened by the demonstration of multiple uncon-
scious processes. We can now ask about the differences between those processes that are
associated with consciousness and those that are not (see the section on Cognitive Psy-
chology of Consciousness and chapters by Crick & Koch (44), Baars (18), Merikle (40),
Kihlstrom, Dorfman, & Park (41) and Rees & Frith (43)). Do the processes associated with
consciousness involve specific kinds of computations and representations? Are they asso-
ciated with specific kinds of neural activity, and do they involve particular regions of the
brain? By contrasting conscious and unconscious processes we already know, for example,
that activity in a region of human fusiform cortex is necessary, but not sufficient for the
conscious experience of a face.

C. How do we determine the presence of consciousness?

This is an intensely practical question that confronts clinicians in the intensive therapy
unit and the operating theater (see Kihlstrom & Cork, chapter 49). Is this brain-damaged
patient in a coma (i.e., unconscious) or are they instead in a locked-in state: conscious of
everything that is being said, but unable to move any part of their body? Evidence of con-
sciousness is currently inferred behaviorally, but does the resulting classification of patients
into coma, minimally conscious, persistent vegetative state or locked-in syndrome accu-
rately reflect the underlying degree of consciousness of such patients?
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Precisely the same problem confronts anesthetists daily. The patient on the operat-
ing table cannot move because they have been injected with a muscle relaxant, but if they
become conscious in the middle of the operation they will sue the hospital. How can the
anesthetist tell if their patient is awake? The solution is to find reliable neural correlates
of consciousness, or to find some way of communicating with the patient. But how do we
determine consciousness when high-level communication is not available, as with animals,
infants, or machines? Neural markers of consciousness may be relevant for determining
consciousness in animals and infants with brains, but is not relevant for most machines. Is
there some cognitive process that is a marker of consciousness?

D. What is consciousness for?

The demonstration of unconscious processes has also sharpened our thinking on this ques-
tion. We can ask whether there is some kind of problem that can be solved by conscious
processes, but not by unconscious ones. In other words, although Hollywood zombies can
go shopping (Romero 1978), are there other tasks that they find more difficult, or cannot
perform? Various candidates have been proposed, for example, the analysis of complex or
novel input, the operation of working memory, learning of novel material, thinking and
planning, speech production and reading, and the performance of any task that is novel, or
that requires flexibility and feedback.

The reader will have noticed that all these questions are closely inter-related. Determining if
someone is conscious will depend upon finding markers of consciousness. Finding cogni-
tive markers of consciousness may give clues about what consciousness is for. Alternatively
if we knew what consciousness was for, then it might be easier to find markers of conscious-
ness, and so on. More importantly, by the end of this book, the reader should be convinced
that these are questions we are now in a better position to answer.

See also 2 Philosophical problems of consciousness; 43 Methodologies for identifying the neural
correlates of consciousness; 52 Cognition, fringe consciousness, and the legacy of William
James.
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Philosophical Problems of
Consciousness

MICHAEL TYE

Of our conscious mental states, some are inherently conscious. That is to say, some of our
mental states cannot fail to be conscious. For each such mental state, there is a subjective
perspective that goes along with it. This perspective is conferred upon the subject simply
by his or her undergoing the mental state. It is captured in everyday language by talk of
“what it’s like” There is something it’s like subjectively to feel an itch, to smell rotten eggs,
to taste a lemon, to feel elated. Furthermore, what it’s like to undergo one inherently con-
scious mental state can be compared with what it’s like to undergo another. For example,
what it’s like to experience bright red is subjectively more similar to what it’s like to experi-
ence bright orange than to what it’s like to experience dark green.

Mental states that are inherently conscious are said to be “phenomenally conscious” by
philosophers. But just which mental states are these? One not very informative answer is
that they are experiences. More helpfully, we can classify the relevant states into at least the
following categories:

1 Perceptual experiences, for example, experiences of the sort involved in seeing green,
hearing loud trumpets, tasting chocolate, smelling the sea air, running one’s fingers over
sandpaper.

2 Bodily sensations, for example, feeling a twinge of pain, feeling an itch, feeling hungry,
having a stomach ache, feeling hot, feeling dizzy. Think here also of experiences such as
those present during orgasm or while running flat-out.

3 Felt reactions or passions or emotions, for example, feeling anger, lust, fear, love, grief,
jealousy, regret.

4 Felt moods, for example, feeling happy, depressed, calm, bored, tense, miserable.

Some philosophers claim that there are also such experiences as, for example, the experi-
ence of suddenly remembering something or the experience of understanding a story.
Others insist that insofar as there are experiences in these cases, they are simply various
perceptual and/or bodily experiences that accompany memory and understanding.

Phenomenal consciousness attaches to mental states. What it’s like subjectively to under-
go a given phenomenally conscious mental state is known as the phenomenal character of
the state. Phenomenally conscious states vary in what it’s like subjectively to undergo them,
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and in so doing they vary in phenomenal character. Possession of a phenomenal character
by a mental state endows it with the property of being phenomenally conscious.

In everyday life, we often attribute consciousness to persons (and other sentient crea-
tures) in addition to mental states. We think of ourselves as being conscious of things (for
example, a rock, a tree, a car) and also of facts (for example, the fact that there is an apple on
the table). This kind of consciousness is standardly called “creature consciousness.” Some
philosophers also claim that there is a kind of consciousness that attaches to some mental
states simply by virtue of their being available for certain sorts of information processing.
This kind of consciousness is sometimes called “access consciousness.” Exactly how crea-
ture consciousness, access consciousness, and phenomenal consciousness are related is a
matter on which there is as yet no clear agreement in philosophy (Block 1995). But this
does not matter for present purposes, for there is broad agreement that phenomenal con-
sciousness is what makes consciousness so deeply puzzling. The problems presented below
(with the exception of the last one) all pertain directly to one or other aspect of phenome-
nal consciousness.

The Problem of Ownership

This problem is one which must be faced by any philosopher who wants to hold that phenom-
enally conscious states are physical. The problem is that of explaining how the mental objects
of experience and feeling — such as particular pains, after-images, tickles, itches — could be
physical, given that they are necessarily owned and necessarily private to their owners. Unless
these objects are themselves physical, the phenomenal states involving them, states like
having a yellow after-image or feeling a tickle, cannot themselves be physical either.

Let us take a concrete example to illustrate the problem. Suppose that you are lying in the
sun with your eyes closed. You have not a care in the world. Life is good. Suddenly you feel
intense pain in your right leg — a hornet, trapped beneath your leg on the grass, has stung
you. There is something it’s like for you at this decidedly unlucky moment.

This is an objective fact about you, not dependent for its existence on anyone else seeing
or thinking about your situation. But the pain you are feeling - that particular pain - is
private to you. It is yours alone, and necessarily so. No one else could have that particular
pain. Of course, conceivably somebody else could have a pain that felt just like your pain,
but only you could have that very pain. What is true for this one pain is true for pains gener-
ally. Indeed, it is true for all mental objects of experience. None of these items of experience
can be shared. I cannot have your visual images or feel your tickles, for example. Your
images and tickles necessarily belong to you.

The problem, in part, is that ordinary physical things do not seem to be owned in this
way. For example, my house is something you could own. Likewise, my tie or my car. But
the problem runs deeper. For any pain or itch or image is always some creatures pain or
itch or image. Each mental object of experience necessarily has an owner. So, pains in this
respect are not like dogs or tables or even legs. Legs can exist amputated, and dogs and
tables can belong to no one at all. Pains, however, must have owners.

The challenge for the philosopher, who wants to hold that experiences and feelings are
wholly physical, is to explain how it is that pains and other mental objects of experience can
have the above features, if they really are just ordinary physical things. This is the problem
of ownership.
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The Problem of Perspectival Subjectivity

Consider the experience of pain again. It seems highly plausible to suppose that fully com-
prehending this experience requires knowing what it’s like to undergo it. And knowing
what it’s like to undergo an experience requires a certain experiential point of view or per-
spective. This is why a child born without the capacity to feel pain and kept alive in a very
carefully controlled environment could never come to know what it’s like to experience
pain. Such a child could never herself adopt the relevant perspective. And lacking that per-
spective, she could never comprehend fully what that type of feeling was, no matter how
much information was supplied about the firing patterns in your brain, the biochemical
processes, and the chemical changes.

Phenomenally conscious states are perspectival in that fully comprehending them
requires adopting a certain experiential point of view. But physical states are not per-
spectival in this way. Understanding fully what lightning is, or gold, does not require any
particular experiential point of view. For example, there is no requirement that one undergo
the experiences normal human beings undergo as they watch the sky in a storm or examine
a gold ring. A man who is blind and deaf cannot experience lightning by sight or hearing at
all, but he can understand fully just what it is, namely a certain sort of electrical discharge
between clouds. Similarly, if gold presents a very different appearance to Martians, say, this
does not automatically preclude them from fully grasping what gold is, namely the element
with atomic number 79. Physical items, then, are not perspectival (Nagel 1979). They are, in
the relevant way, objective.

These points allow us to appreciate why some philosophers claim that an android who is
incapable of any feeling or experience lacks the resources to grasp the concept of phenom-
enal consciousness. Lacking any phenomenal consciousness herself, she would not know
what it’s like to be phenomenally conscious. And not knowing that, she could not occupy
any experiential perspective. So, she could not fully understand the nature of phenomenal
consciousness; nor could she properly grasp the meaning of the term “phenomenal con-
sciousness”

The problem of perspectival subjectivity can be illustrated in other ways. Consider a bril-
liant scientist of the future, Mary, who has lived in a black and white room since birth and
who acquires information about the world via banks of computers and black and white tele-
vision screens depicting the outside world (Jackson 1982; Alter, chapter 31). Suppose that
Mary has at her disposal in the room all the objective, physical information there is about
what goes on when humans see roses, trees, sunsets, rainbows, and other phenomena. She
knows everything there is to know about the surfaces of the objects, the ways in which they
reflect light, the changes on the retina and in the optic nerve, the firing patterns in the visual
cortex, and so on. Still, there is something she does not know. She does not know what it’s
like to see red or green or the other colors. This is shown by the fact that when she finally
steps outside her room and looks at a rose, say, she will certainly learn something. Only
then will she appreciate what it’s like to see red. So, physicalism is incomplete.

Alternatively, suppose that we make contact with some extraterrestrials, and that sci-
entists from Earth eventually come to have exhaustive knowledge of their physical states.
It turns out that their physiology is very different from that of any Earth creatures. Surely
our scientists can wonder what it feels like to be an extraterrestrial; whether their feelings
and experiences are the same as ours. But if they can wonder this, then they are not yetin a
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position to know everything by means of their objective, scientific investigations. For there
is something they do not yet know, namely, what it’s like for the extraterrestrials. This is
something subjective, something not contained in the information about the objective facts
already available to them.

The problem, then, can be put this way: What accounts for the fact that fully compre-
hending the nature of pain, the feeling of depression, or the visual experience of red requires
having the appropriate experiential perspective?

The Problem of Mechanism

Somehow, physical changes in the soggy gray and white matter composing our brains
produce feeling, experience, “technicolor phenomenology” (McGinn 1991). How is this
possible? What is it about the brain that is responsible for the production of states with phe-
nomenal character? These questions ask for a specification of the mechanism which underlies
the generation of phenomenally conscious states by physical states, and which closes the
explanatory gap we feel intuitively between the two (Levine 1983; Levine, chapter 29). This
explanatory gap was the one puzzling T. H. Huxley when he commented in 1866, “How it is
that anything so remarkable as a state of consciousness comes about as a result of irritating
nervous tissue, is just as unaccountable as the appearance of Djin when Aladdin rubbed his
lamp”

Here is a thought experiment which brings out the explanatory gap very clearly. Suppose
that scientists develop a device that can be attached to the head and that permits the recip-
ient to view physical changes in his own brain. This device, which is sometimes called “an
autocerebroscope,” can be thought of as being something like the virtual reality headgear
that is beginning to be marketed today except that what the recipient sees in this case, via
probes which pass painlessly through the skull, is the inside of his own brain. Suppose that
you put the device on your head, and lo and behold, firing patterns appear projected on to
a screen before your eyes! As you move a hand control, further firing patterns from other
regions of the cortex appear before you. Imagine now that whenever you are tickled with
a feather, you see that a certain fixed set of neurons in the somato-sensory cortex is firing.
At other times, when you are not being tickled, these neurons are dormant. Is it not going
to seem amazing to you that that electrical activity generates the subjective tickle feeling?
How, on earth, does that particular neural activity produce a feeling at all? And why does it
feel like that rather than some other way?

The need for a mechanism can also be appreciated once when we reflect upon some real
life examples from science. Consider the production of brittleness in a thin glass sheet or
liquidity in water or digestion in a human being. In each of these cases there is a mecha-
nism which explains how the higher-level property or process is generated from the lower
level one.

In the case of liquidity, for example, once we appreciate that liquidity is a disposition,
namely the disposition to pour easily, and we are told that in liquid water the H,O mole-
cules are free to slide past one another instead of being trapped in fixed locations (as they
are in ice), we have no difficulty in seeing how liquidity is generated from the underlying
molecular properties. There is no explanatory gap.

A similar account is available in the case of brittleness. Like liquidity, brittleness is a dis-
position. Brittle objects are disposed to shatter easily. This disposition is produced in a thin
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glass sheet via the irregular alignment of crystals. Such an alignment results in there being
weak forces between crystals holding them together. So, when a force is applied, the glass
shatters. The generation of brittleness is now explained.

Digestion is a matter of undergoing a process whose function is to change food into
energy. So digestion is a functionally characterized process. It follows that digestion takes
place in a given organism via any set of internal changes which performs the relevant
function for that organism. In this way, digestion is realized in the organism. In human
beings, for example, digestion is realized chiefly by the action of certain enzymes secreted
into the alimentary canal. These enzymes cause the food to become absorbable and hence
available as energy by dissolving it and breaking it down into simpler chemical com-
pounds. Once one grasps these facts, there is no deep mystery about how digestion is
generated.

What the above examples strongly suggest is that, in the natural world, the generation
of higher-level states or processes or properties by what is going on at lower neurophys-
iological or chemical or microphysical levels is grounded in mechanisms which explain
the generation of the higher-level items. So, if phenomenal consciousness is a natural phe-
nomenon, a part of the physical world, there should be a mechanism which provides an
explanatory link between the subjective and the objective. Given that there is such a mech-
anism, the place of phenomenally conscious states in the natural, physical domain is not
threatened. But what could this mechanism be? We currently have no idea. Nor is it easy
to see what scientific discoveries in biology, neurophysiology, chemistry, or physics could
help us. For these sciences are sciences of the objective. And no fully objective mechanism
could close the explanatory gap between the objective and the subjective. No matter how
deeply we probe into the physical structure of neurons and the chemical transactions which
occur when they fire, no matter how much objective information we acquire, we still seem
to be left with something that cries out for a further explanation, namely, why and how this
collection of neural and/or chemical changes produces that subjective feeling, or any sub-
jective feeling at all.

The problem of mechanism, then, can be put as follows: How do objective, physical
changes in the brain generate subjective feelings and experiences? What is the mechanism
which is responsible for the production of the “what it’s like” aspects of our mental lives?

The Problem of Duplicates

Hollywood zombies are not difficult to spot. They inhabit the world of films, wander-
ing around in a trance-like state, typically unable to control their behavior in a voluntary
manner. They are usually very pale, preferring the night to the day for their carnivorous
activities, and their clothes are normally disheveled and old. Hollywood zombies, then,
are significantly different from the rest of us at a functional level. Moreover, they need not
be wholly without phenomenal consciousness. Philosophical zombies are a very different
kettle of fish.

A philosophical zombie is a molecule-by-molecule duplicate of a sentient creature, a
normal human being, for example, but who differs from that creature in lacking any phe-
nomenal consciousness. For me, as I lie on the beach, happily drinking some wine and
watching the waves, I undergo a variety of visual, olfactory, and gustatory experiences. But
my zombie twin experiences nothing at all. He has no phenomenal consciousness. Since
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my twin is an exact physical duplicate of me, his inner psychological states will be func-
tionally isomorphic with my own (assuming he is located in an identical environment).
Whatever physical stimulus is applied, he will process the stimulus in the same way as I do,
and produce exactly the same behavioral responses. Indeed, on the assumption that non-
phenomenal psychological states are functional states (that is, states definable in terms of
their role or function in mediating between stimuli and behavior), my zombie twin has
just the same beliefs, thoughts, and desires as I do. He differs from me only with respect to
experience. For him, there is nothing it’s like to stare at the waves or to sip wine.

The hypothesis that there can be philosophical zombies is not normally the hypothesis
that such zombies are nomically possible, that their existence is consistent with the actual
laws of nature. Rather the suggestion is that the hypothesis is coherent, that zombie replicas
of this sort are at least immaginable and hence logically or metaphysically possible.

Philosophical zombies pose a serious threat to any sort of physicalist view of phenom-
enal consciousness. To begin with, if zombie replicas are possible, then phenomenal states
are not identical with internal, objective, physical states, as the following simple argument
shows. Suppose objective, physical state P can occur without phenomenal state S in some
appropriate zombie replica (in the logical sense of “can” noted above). But, intuitively, S
cannot occur without S. Pain, for example, cannot be felt without pain. So, P has a modal
property S lacks, namely the property of possibly occurring without S. So, by Leibniz’ Law
(the law that for anything x and for anything y, if x is identical with y then x and y share all
the same properties), S is not identical with P.

Second, if a person microphysically identical with me, located in an identical environ-
ment, can lack any phenomenal experiences, then facts pertaining to experience and feeling,
facts about what it’s like, are not necessarily fixed or determined by the objective micro-
physical facts. And this the physicalist cannot allow, even if she concedes that phenomenally
conscious states are not strictly identical with internal, objective, physical states. For the
physicalist, whatever her stripe, must at least believe that the microphysical facts determine
all the facts; that any world that was exactly like ours in all microphysical respects (down to
the smallest detail) would have to be like our world in all respects (having identical moun-
tains, lakes, glaciers, trees, rocks, sentient creatures, cities, and so on).

So, the physicalist again has a serious problem. Phenomenal states, it seems, are not
identical with internal, objective physical states, nor are they determined by physical states.
This is the problem of microphysical duplicates.

Philosophical zombies are microphysical duplicates that lack phenomenal con-
sciousness. Other duplicates lacking consciousness have also concerned philosophers.
In particular, there has been considerable debate about possible functional duplicates
that are not philosophical zombies. So, for example, one writer (Block 1980) asks us to
imagine that a billion Chinese people are each given a two-way radio with which to com-
municate with one another and with an artificial (brainless) body. The movements of the
body are controlled by the radio signals, and the signals themselves are made in accord-
ance with instructions that the Chinese people receive from a vast display in the sky,
which is visible to all of them. The instructions are such that the participating Chinese
people function like individual neurons, and the radio links like synapses, so that
together the Chinese people duplicate the causal organization of a human brain down
to a very fine-grained level. Block claims that intuitively, this system does not undergo
any experiences or feelings. Since the system is possible and it is functionally equiva-
lent to a normal human being, it supposedly presents an illustration of the absent qualia
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hypothesis. Block concludes that functional organization is not what determines or fixes
phenomenal consciousness.

It is important to understand what is being claimed about the China-Body system to
appreciate the full force of the example. The claim is not that the individual Chinese people
do not undergo experiences and feelings as they participate in the game. That obviously is
false. The claim is rather that we have a strong intuition that the system as a whole, of which
the individual Chinese people are parts, does not feel or experience anything - that it is the
wrong sort of thing to undergo experiences and feelings.

The problem of duplicates, then, amounts to the following questions: Are zombie rep-
licas possible? Are total functional duplicates without any phenomenal consciousness
possible? If so, what does this tell us about phenomenal consciousness?

The Problem of the Inverted Spectrum

The classic inverted spectrum argument goes as follows. Suppose that Tom has a very pecu-
liar visual system. His color experiences are systematically inverted with respect to those of
his fellows. When Tom looks at red objects, for example, what it’s like for him is the same as
what it’s like for other people when they look at green objects and vice versa. This peculiar-
ity is one of which neither he nor others are aware. Tom has learned the meanings of color
words in the usual way and he applies these words correctly. Moreover, his non-linguistic
behavior is standard in every way.

Now when Tom views a ripe tomato, say, in good light, his experience is phenomenally,
subjectively, different from the experiences you and I undergo. But his experience is func-
tionally just like ours. For his experience is of the sort that is usually produced in him by
viewing red objects (in the same sort of way that our experiences of red are produced) and
that usually leads him (again in parallel fashion) to believe that a red object is present. In
short, his experience functions in just the same way as ours. So the phenomenal quality of
Tom’s experience is not a matter of its functional role. This conclusion cannot be accepted
by any philosopher who wants to analyze, or understand, phenomenal consciousness func-
tionally. But what, if anything, is wrong with the above reasoning? This is the problem of the
inverted spectrum (Lycan 1973; Shoemaker 1982).

One way to fix the puzzle clearly in your mind is to imagine that you are operated upon
by microsurgeons who alter some of the connections between neurons in your visual system.
These alterations have the effect of making neurons that used to fire as a result of retinal cell
activity produced by viewing red objects now fire in response to such cell activity produced
by seeing green objects and vice versa. Upon awakening from the operation, you find the
world very weird indeed. Your lawn now looks red to you, the trees are varying shades of red
and purple, the flamingo statues that decorated your garden look light green instead of pink.
These changes in your experiences will be reflected in your behavior, for example, in your
verbal reports. So, there will be straightforward evidence that an inversion has occurred.

Now suppose that the microsurgeons operated upon you at birth, so that you learn to
apply color vocabulary to things with anomalous looks. For you, these looks are not anom-
alous, of course. So, you use color terms in precisely the same circumstances as everyone
else. Is this not imaginable? If we agree it is, however difficult it might be in practice to
produce such an inversion, then functionally identical inverted experiences are metaphysi-
cally possible. So functionalism cannot be the truth about phenomenal consciousness.
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The problem of the inverted spectrum is sometimes presented with respect to a single
individual who, after the operation described two paragraphs ago, adapts to it through time
and eventually forgets that things ever looked any different to him. In this case, it is sug-
gested (Putnam 1981; Block 1990), the later person is subject to visual experiences which
are functionally isomorphic to the earlier ones but which are subjectively different.

So, the problem of the inverted spectrum amounts to the following questions: Can two
people who are functionally identical undergo experiences that are phenomenally inverted?
Can one person, at different times, undergo experiences that are phenomenally inverted
but functionally identical? Can there be phenomenal inversion in the case of microphysical
duplication? What should we conclude about phenomenal consciousness from reflection
upon inverted experiences?

The Problem of Transparency

Suppose that you are standing before a tapestry in an art gallery. As you take in the rich and
varied colors of the cloth, you are told to pay close attention to your visual experience and
its phenomenology. What do you do? Many philosophers claim that you attend closely to
the tapestry and the details in it. You are aware of something outside you - the tapestry -
and of various qualities that you experience as being qualities of parts of the tapestry, and by
being aware of these things, you are aware of what it’s like for you subjectively or phenome-
nally. But your awareness of what it’s like, of the phenomenology of your experience, is not
awareness of the experience or its qualities. It is awareness that you have an experience with
a certain phenomenal character or “feel”

Here is another example to illustrate these preliminary points. Suppose that you have
just entered a friend’s country house for the first time and you are standing in the living
room, looking out at a courtyard filled with flowers. It seems to you that the room is open,
that you can walk straight out into the courtyard. You try to do so and, alas, you bang
hard into a sheet of glass, which extends from ceiling to floor and separates the courtyard
from the room. You bang into the glass because you do not see it. You are not aware of it,
nor are you aware of any of its qualities. No matter how hard you peer, you cannot discern
the glass. It is transparent to you. You see right through it to the flowers beyond. You are
aware of the flowers, not by being aware of the glass, but by being aware of the facing sur-
faces of the flowers. And in being aware of these surfaces, you are also aware of a myriad
of qualities that seem to you to belong to these surfaces. You may not be able to name or
describe these qualities but they look to you to qualify the surfaces. You experience them
as being qualities of the surfaces. None of the qualities of which you are directly aware
in seeing the various surfaces look to you to be qualities of your experience. You do not
experience any of these qualities as qualities of your experience. For example, if redness
is one of the qualities and roundness another, you do not experience your experience as
red or round.

If your friend tells you that there are several ceiling-to-floor sheets of glass in the house
and that they all produce a subtle change in the light passing through them so that things
seen from the other side appear more vividly colored than is usually the case, as you walk
gingerly into the next room, you may become aware that there is another partitioning sheet
of glass before you by being aware of the qualities that appear to belong to non-glass sur-
faces before your eyes. You are not aware of the second sheet of glass any more than you
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were aware of the first; but you are now aware that there is a sheet of glass in the room by
being aware of qualities apparently possessed by non-glass surfaces before you.

Visual experiences, according to many philosophers, are like such sheets of glass. Peer
as hard as you like via introspection, focus your attention in any way you please, and you
will only come across surfaces, volumes, films, and their apparent qualities. Visual experi-
ences thus are transparent to their subjects (Moore 1922). We are not introspectively aware
of our visual experiences any more than we are perceptually aware of transparent sheets of
glass. If we try to focus on our experiences, we see right through them to the world outside.
By being aware of the qualities apparently possessed by surfaces, volumes, etc., we become
aware that we are undergoing visual experiences. But we are not aware of the experiences
themselves. This is true, even if we are hallucinating. It is just that in this case the qualities
apparently possessed by surfaces, volumes, etc. before our eyes are not so possessed. The
surfaces, volumes, etc. do not exist.

Introspection, on the view just presented, is importantly like displaced perception or
secondary seeing-that. When I see that the gas tank is nearly empty by seeing the gas gauge
or when I see that the door has been forced by seeing the marks on the door, I do not see the
gas tank or the forcing of the door. My seeing-that is secondary or displaced. I am not aware
- I am not conscious - of either the gas tank or the forcing of the door. I am aware of some-
thing else — the gas gauge or the marks on the door - and by being aware of this other thing,
I am aware that so-and-so is the case.

Similarly, in the case of introspection of a visual experience, I am not aware or conscious
of the experience itself. I am aware that I am having a certain sort of experience by being
aware of something other than the experience of the surfaces apparently outside and their
apparent qualities (Tye 2000).

What is true for vision is true for the other senses. Attending to the phenomenology
of a perceptual experience, to its felt character, is a matter of attending to the ways things
look, smell, taste, sound, or feel by touch. In the case of bodily sensations, the object of your
attention is the way a certain part of your body feels. With emotions and moods, the atten-
tional focus is often on things outside — things perceived as dangerous, foul, or pleasing
- but there is also attention to the ways in which one’s body is changing (pounding heart,
shaky legs, higher blood pressure). More generally, attention to phenomenal character is a
matter of attention to the ways things other than the experience seem, that is, to qualities
that are not qualities of experiences.

Not all philosophers accept that experiences are transparent in the way described above.
But if the transparency thesis is correct, an explanation is needed for how experiences can
be transparent and yet also have phenomenal character. What is it about phenomenal con-
sciousness that is responsible for its diaphanous character?

The Problem of Unity

There is no one problem of unity for experiences, and there is no one kind of unity either.
One important focus of recent investigation in cognitive psychology and neurophysiology
has been how the visual system brings together information about shape and color. If I view
a green, circular object, the greenness and roundness I experience are represented in differ-
ent parts of my visual system. In my experience, however, the color and shape are unified. I
experience a single green, circular object. I notice and report on only one such object. How



32 MICHAEL TYE

can this be? How are the color and shape unified as belonging to a single object in my con-
sciousness? This is often called “the binding problem” and the kind of unity it concerns is
object unity.

One putative solution to the binding problem at the neurological level is that there is a
common neuronal oscillation (40 Hz) that binds together the relevant neural events. This
is known as the 40 Hz hypothesis (Crick & Koch 1990). The main philosophical problem
of unity for experiences does not concern object unity, however. It concerns phenome-
nal unity (see Dainton, chapter 16). One version of it may be brought out in the following
way. Suppose that at midday a wine taster is tasting a Cabernet Sauvignon. He sees the red
wine in the wine glass beneath his nose, as he brings the wine to his lips. He smells the rich
bouquet of the wine, as he tastes its fruity flavor in his mouth; and in tasting it, he experi-
ences the liquid touching his tongue and the back of his mouth. Perhaps, as he does this,
he flicks a finger against the glass, thereby producing a high-pitched sound. One way to
describe the wine taster’s phenomenal state is to say that he has an experience of a certain
colored shape, and further, he has an experience of a certain smell, and, in addition, he
has an experience of a taste and . .. etc. But intuitively, this is unsatisfactory. It misses
something out: the unity of these experiences. There is something it’s like for the wine
taster overall at midday, as he brings the wine to his lips and smells and tastes it. There is a
unified phenomenology. How can this be? After all, it is natural to suppose that the wine
taster here is subject to five separate experiences, each one produced by the operation of
a single sense. If this is the case - if the wine taster is undergoing five different simultane-
ous perceptual experiences — how can it be, phenomenologically, as if he were undergoing
one? How is it that the five experiences are phenomenologically unified? Of course, for
each of these experiences, there is something it’s like to undergo the experience. But
there is also something it’s like to have these experiences together. And that remains to be
accounted for.

Here is another example. Holding a ripe apple in my hand, I experience a red surface
and I experience a cold surface. These experiences are not experienced in isolation,
however. They are experienced together. This is part of the phenomenology of my
experience overall. There is a unity in my experience. Of what does this unity consist,
given that I am subject to two different particular experiences, one visual and one
tactual?

The above version of the philosophical problem of unity for experiences pertains to
unity at a time. But there is also a problem of unity through time too. As I rub my fore-
finger with my thumb and I feel the smoothness of the skin, my experience of smoothness
is not merely a succession of independent momentary experiences of smoothness. It is a
continuous sensation. This continuing of the sensation is not just an objective fact about
it. It is something I experience, or so it is standardly supposed. The streamlike quality
of the sensation is itself a phenomenal feature. This is true for experiences generally.
My experience of a dull pain that lasts several minutes has a continuous character to it
that is itself experienced. Change is experienced too. If my pain suddenly changes from
being dull and constant to throbbing, I experience this change in it. Thinking through
something, I undergo a sequence of successive thoughts. It is sometimes held that the
continuity in my thoughts, their succession one after another, is something I experience.
What accounts for the phenomenal unity of our experiences through time? As William
James (1952) put it:
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A succession of feelings, in and of itself, is not a feeling of succession. And since, to our succes-
sive feelings, a feeling of their own succession is added, that must be treated as an additional
fact requiring its own special elucidation . . .

This is the philosophical problem of unity through time.

The Problem of Divided Consciousness

The human brain is divided into two more or less symmetrical hemispheres. The surgical
removal of one of these hemispheres does not eliminate consciousness and neither does
cutting the many connections of the corpus callosum between hemispheres. The latter
operation, originally performed by Roger Sperry in the 1960s on some epileptic patients,
with the aim of controlling epileptic seizures, has a remarkable consequence. In addition
to reducing greatly the number and intensity of the seizures themselves, it also produces a
kind of mental bifurcation in the epileptic patients (Sperry 1968).

Here is an illustration. A subject, S, is told to stare fixedly at the center of a translucent
screen which fills his visual field. Two words are flashed onto the screen by means of a projec-
tor located behind, one to the left of the fixation point and one to the right. Let us suppose the
words used are “pen” and “knife” The words are flashed very quickly (for just 1/10 of a second)
so that eye movements from one word to the other are not possible. This arrangement is one
that ensures that the word on the left (i.e., “pen”) provides input only to the right hemisphere
of the brain and the word on the right (i.e., “knife”) provides input only to the left.

S is then asked what he saw. S shows no awareness, in his verbal responses, of “pen””
However, if S is asked to retrieve the object corresponding to the word he saw from a group
of objects concealed from sight, using his left hand alone, he will pick out a pen while reject-
ing knives. Alternatively, if S is asked to point with his left hand to the object corresponding
to the word he saw, he will point to a pen. Moreover, if S is asked to sort through the group
of objects using both hands, he will pick out a pen with his left and a knife with his right. In
this case, the two hands work independently with the left rejecting the knives in the group
and the right rejecting the pens. (For further detail, see Colvin and Gazzaniga, chapter 14.)

What are we to make of this phenomenon? Evidently, there is a kind of disunity in the
mental life of split-brain subjects. But just where psychologically is the unity best located?
Is it at the level of phenomenal consciousness? And what, if anything, does the behavior of
split-brain subjects tell us about the nature of persons and the relationship of personal iden-
tity to a unified consciousness? This is the problem of divided consciousness.

Philosophers who have discussed split-brain subjects have variously suggested that:

1 split-brain subjects are really two persons having two separate minds (Pucetti 1972);

2 that the responses produced by the right hemisphere are those of an unconscious autom-
aton (Parfit 1987);

3 that it is indeterminate how many persons split-brain subjects are and that the concept
of a person is thrown into jeopardy by the experimental results (Nagel 1971);

4 that split-brain subjects have a unified phenomenal consciousness but a disunified access
consciousness (Bayne & Chalmers 2003);

5 that split-brain subjects are single persons who undergo two separate streams of con-
sciousness that remain two from the time of the commissurotomy (Parfit 1987);
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6 that split-brain subjects are single persons whose phenomenal consciousness is briefly
split into two under certain special experimental conditions, but whose consciousness at
other times is unified (Marks 1980).

On some of these proposals, there is really no division in the consciousness of a single
person; on others, there is such a division but only at the level of access; on others, there is a
genuine split in the phenomenal consciousness of the subject.

These are not the only philosophical problems of consciousness, but they are some of
the most puzzling ones (see also Chalmers, chapter 17). Together they form perhaps the
hardest nut to crack in all of philosophy - so hard that some philosophers of mind, not gen-
erally opposed to substantive philosophical theorizing, see little or no hope of coming to a
satisfactory understanding of phenomenal consciousness.

See also 14 Split-brain cases; 15 Philosophical psychopathology and self-consciousness; 16 Coming
together: the unity of conscious experience; 17 The hard problem of consciousness; 29 Anti-
materialist arguments and influential replies; 30 Functionalism and qualia; 31 The knowledge
argument; 35 Sensory and perceptual consciousness.
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Consciousness in Infants

COLWYN TREVARTHEN AND VASUDEVI REDDY

Primary Human Consciousness: Its Natural Origins and Growth
in Human Company

In this chapter, we review evidence that infants, although they cannot speak to us about it,
are conscious, not just “preconscious.” We believe that it is important for an understanding
of adult consciousness that an infant is perceived to engage actively and emotionally with
the consciousness of other persons.

In the first two years, infants develop rational skills and gain a richer awareness by exer-
cising a range of innate capacities of body and brain that are specifically adapted to learn
from the inter-mental human world (Trevarthen 2004a). They acquire a cultural “human
sense” of things by communicating in humorous ways with other persons (Reddy 2003).
Their uniquely human awareness has conspicuous biological foundations. Organs of per-
ception and action for communicating consciousness with other people form in the body
and brain of a fetus, and there are signs that foetal expressions and senses are active and
responsive before birth (Trevarthen 2004b; Trevarthen et al. 2006).

We focus on intention in the earliest movements. Conscious awareness is adapted to
detect the prospects for actions that have definite purposes in the outside world. Infants
apparently sense that their bodies are separate from that world. We look for signs that
infants perceive that objects and persons are different and have different uses. We trace evi-
dence for grades of conscious agency that depend on innate emotions of sympathy for other
persons’ rhythmic, “musical,” patterns of intention, and that lead to understanding of what
older persons’ more elaborately conscious minds are knowing and intending (Trevarthen
1998). Finally, we will consider what infant consciousness contributes to language learning
— how narrative-making talk becomes a tool for a child’s conventional, socially adapted self-
consciousness and personality (Trevarthen 2004c).

We define primary consciousness as manifested in how the body of any animal is
coordinated in its movements as a single agent, or “self;” engaged with the world, and how
the body-related anticipations of these movements in the brain project feelings onto the
perceived world’s properties, determining what will and will not be learned. Conscious-
ness, as herein conceived, is the integrated neural activity in body-representing systems
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that coordinates perception-in-action-in-the-environment, enabling an animal to move in
its world as it intends, safely, and with benefit to felt needs (Merker 2005).

Primary human consciousness, much evolved from humbler ways of life, has unique
powers, especially in the social or interpersonal realm (Donaldson 1992). Many highly
developed social animals respond with insight to the impulses and feelings of individuals of
their own and other species, showing intersubjective consciousness (Smuts 2001). Human
infants, however, show evidence of a richer sociability — a cultural intersubjectivity. Trans-
mission of intelligence from generation to generation in many artificial forms, including
language, depends on inherent capacities for acting in intimate mutual awareness of the
intentions, feelings, and beliefs of other individuals in ways that no other species of animal
can do.

How Can Infant Consciousness Be Proved?

Philosophers, psychologists, and now brain scientists, frequently examine conscious aware-
ness by a combination of introspection and verbal report. Most investigations are carried
out with fabricated visual stimuli, and with the subject doing little with their bodies but
respond to experimental questions. Research on the control of movements and the learning
of new skills in moving is more relevant to investigation of infant consciousness (Lacerda,
von Hofsten, & Heimann 2001), and ecological perception theory broadens the enquiry,
proposing that what is perceived in all modalities are “affordances” for moving - informa-
tion the subject takes up to guide actions with appropriate prospective control (Lee 2004).

Infants, by definition, can give no verbal report, and they are not often cooperative sub-
jects in controlled experiments where they are expected to attend to what the experimenter
decides is the question. It is more productive to study the infant’s preferences. Evidence
of the limits and sensitivity of their awareness has been obtained by stimulus-response
methods and “classical conditioning,” but the richest data have been gained by recording
preferential looking at pairs of stimuli, by examining the recovery from habituation when
a repeating stimulus changes, and by “operant conditioning,” in which the infant actively
generates stimuli and learns from what they cause to happen. In his classical investigations
of the development of object concepts Piaget (1954) used a “clinical method” of testing,
matching problems to be solved to the infant’s own actions of orientation and manipulation.
Variations of this experimental method have been employed to greatly enrich understand-
ing of the growth of cognitive abilities before language.

Infant psychology has been an intensely active field for several decades (see Donaldson
1992; Lacerda, von Hofsten, & Heimann 2001; Trevarthen & Aitken 2003). The movements
infants make to track the motions, appearances and disappearances, and transforma-
tions of objects prove that they are capable, even in early months, of predicting paths of
motion to intercept objects. Their awareness of the location, three-dimensional form and
substance of things can be revealed by recording how they control their actions - sucking,
looking, touching, tracking, reaching, and grasping. This research has found that the timing
of movements is crucial to their prospective control, voluntary movements being rhythmic
and guided to their goals with a periodicity and a modulation of acceleration imposed from
the brain (Lee 2004). But, all these ways of experimenting with infants’ sentience and dis-
criminations have an important limitation — they consider infants as individuals, and fail to
investigate their precocious talents for communicating with people.
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A quite different view of the infant mind has come from microanalysis of film and video
records of the expressive movements the infant makes in communication, while they are
engaged in immediate response to the expressive movements of another person (Newson
1977; Bullowa 1979). This has led to recognition of emotional life specific to intersubjec-
tive relationships (Trevarthen 1998). Research on early social consciousness meets that
concerned with infant mental health, and the dependence of a child’s future well-being
on intimate affectionate regulation within parental care (Bowlby 1988; Trevarthen 2005b;
Trevarthen et al. 2006). Evidence of infants’ consciousness of persons as companions in
learning has also become of central importance for guiding early education (Rogoff 2003).

Infant Consciousness Is Active, Emotional, and Communicative

An infant shows consciousness by moving in interested, selectively attentive, and well-
coordinated volitional ways, showing emotions about what happens. This is demonstrated,
for example, when a 3-month-old “works” in an “operant” apparatus in which the baby can
control the presentation and timing of audible or visible stimuli by head or limb move-
ments (e.g., Papousek 1967). The baby repeats actions to control the contingent events, and
learns to make predictions. If these predictions are correct and bring the expected result,
the infant shows joy; if they fail, for whatever reason, the infant shows annoyance or disap-
pointment and becomes avoidant. As Papousek says, the infant reacts “in human ways” to
the events — with expressions that invite sharing of feelings about what they do, and about
what happens.

The same kind of emotional responses to interruptions in “the game” are seen when
the mother of a 2-month-old presents an artificially impassive and unresponsive “still”
or “blank” face after communicating cheerfully, or when, in a double video communica-
tion set-up, in which mother and baby are in different rooms and communicating with
one another’ televised image, the recording of the mothers normal chatting behavior is
replayed so the infants expectations of contingent communicative response are violated
(Murray & Trevarthen 1985; Trevarthen 2005a; Tronick 2005). Close observation of young
infants communicating demonstrates that an “expectation” of well-timed and harmoniously
modulated responses from a partner in communication is innate, and that it is regulated by
dynamic emotional, rhythmic, expressions of sympathetic “attunement” (Papousek et al.
1990; Malloch 1999; Trevarthen 1999, 2005a; Stern 2000, 2004; Jaffe et al. 2001; Tronick
2005).

Infants’ emotions compare in general features with the emotions generated by inherent
“affective neural systems” in other mammals that regulate vital functions of the individ-
ual, engagements with the environment and social contacts and relationships (Panksepp
2000; see also Panksepp, chapter 8; Trevarthen 2005a, 2005b). They communicate with
voice, face, and hands both curiosity about the world and their felt needs for comfort and
security. Movements of eyes, pupils, lids, and brows, show the aim and intensity of inter-
est and changes in how the infant feels about the success of expectations. The lower face
expresses joy and sadness, wonder and anger, and liking or loathing, all important to other
persons (Darwin 1872). There is disagreement about how to classify facial expressions of
emotion, whether of infants or adults, but they are of rich variety in infants and have imme-
diate emotive effects on parents (Oster 2005). The search for simple basic emotion “action
units” has limited success, and there is evidence that complex dynamic social emotions,
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including moral ones of “pride,” “shame,” “jealousy;” “shyness,” and “showing oft” that make
interpersonal evaluations, are felt and expressed by infants with powerful effect on others
(Reddy 2003, 2005; Trevarthen 2005b).

> <

Innate Rhythms of the Infant Mind, and Their Importance in
Communication and the Development of Consciousness

Infants are born exhibiting the rhythmic pulse of action that coordinates several limbs and
many senses in regulated ways (Trevarthen 1999). This pulse divides what the self sees,
hears, and feels, inside and outside its body, into “moments of contact” in phenomenal
awareness (Stern 2004). For sure, conscious experience is enormously enriched in child-
hood by learning the features, categories, and qualities of things that can be known and
communicated about in language, out of time and out of place - but these semantic ele-
ments that guide more intelligent actions and thoughts, and elaborate their sequential
coordination or syntax, are first learned by means of carefully chosen experiences shared
nonverbally (Trevarthen 2004c). The first real-world experience is driven wordlessly by
inherent motives that determine the timing of object-directed, emotionally regulated and
ordered actions (Trevarthen 2005a).

The rhythms and expressive qualities of infants’ actions are immediately appreciated by
the awareness of human partners who share the thinking implied in them (Hobson 2002).
Recent research has proved that, from birth, infants have flexible parameters of timing and
regulation of expression or dynamic control in movement that match those demonstrated
as basic in adult actions and communicative expressions (Trevarthen 1999; Jaffe et al. 2001).
However, although the fundamental rhythms of adults and infants appear to be the same,
one difficulty for a researcher seeking to fathom the consciousness of infants is that infants
“think,” or track events, slowly. When an experimenter wants to test responses to change
with an infant who is already showing attention to the proftered lure or target, it is necessary
to moderate the rate of change or displacement. For example, under the age of 4 months,
an infant cannot match the velocity of an object in motion with a smooth trajectory of eye
movements — tracking is a “saccadic” series of steps (Trevarthen & Aitken 2003).

Our adult capacity for “multi-tasking” in thought appears to be dependent on multiple
recollections of action in the world, including the social world where many distinct protag-
onists, with their own intentions, may be represented. A young infant appears to act in the
present, in one-on-one encounters, later gaining capacities to predict changes and to make
quick shifts of purpose, and gaining adroit sociability. Margaret Donaldson (1992) judges
that infants are conscious in the “point mode” of “here and now.” But, experiments show
that a baby a few months old can connect experiences lived at different times or consider
several factors that could affect the outcome of his or her actions, especially when those
factors are other persons.

Experimental research on infants’ “knowing” seeks evidence about how the infant
“constructs” schemas to know objects and physical events by acting to test and learn their
properties. These schemas are retained to represent the “permanence” of object identi-
ties (Piaget 1954; Lacerda, von Hofsten, & Heimann 2001). “Object relations” with other
humans are, likewise, described as persistent internal working models of life events with the
attachment figure, their construction being directed by innate responses of a mammalian
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kind that seek proximity to a protective mother and that feel comfort from her touch, breast
milk, loving eyes, and affectionate voice, attracting her as an “external regulator” of physio-
logical states (Bowlby 1988).

Processing information and regulating emotions in attachment relationships are indeed
vital activities, but an infant seeks more from emotional experiences in human company
(Hobson 2002; Trevarthen 2004a, 2005b). To understand the development of consciousness
of meaning in the world, we must observe, without preconceptions, how the infant chooses
to engage with the perceived world in its natural richness, and with others (Stern 2004;
Tronick 2005). Expressions of infants’ feelings as they attempt to perform tasks give infor-
mation about what they want the world to be like (Papousek 1967; Trevarthen 2005a). By
tracing age-related events, it is possible to give an account of how the biological endowment
for being a conscious and communicative human being is elaborated and enriched through
infancy by learning from experience (Trevarthen & Aitken 2003).

Newborn Consciousness (Figure 3.1)

Evidence that a premature newborn can be conscious comes from observing how an
“aroused” baby can move in coordinated ways and with selective orientation to events
outside the body (Lecanuet et al. 1995). The power and “grace” of these movements appear
to signal regulation of the risks and benefits of moving as these are detected by the new-
born’s “affective consciousness” (Panksepp 2000). They are important clinical signs of
neurological health (Lecanuet et al. 1995; Trevarthen & Aitken 2003). A full-term newborn
turns to track and may point or vocalize to a moving object nearby, or to the sound of a
mother’s voice. A touch on the cheek attracts the mouth for suckling. The heart slows with
intent looking or listening. Blinking and conjugate saccades above a few degrees are well
developed and newborns can look to a gentle voice in the dark. Vision has low resolution at
first, but acuity develops rapidly in the first two months (Trevarthen & Aitken 2003).

Cognitive psychologists propose that infants are born with “core concepts” or stra-
tegies for learning that are adapted to perceive natural phenomena (Lacerda, von Hofsten,
& Heimann 2001). But a newborn is not just conceiving solid continuous objects, concave
spaces, physical motions or pattern changes. He or she is particularly sensitive to stimuli
from people and is ready to identify a caregiver (Trevarthen 1998; Stern 2000; Hobson
2002). Inborn skills assisting maternal care include grasping hold of the mother, orienting
to and feeding from her breast, recognizing her odor and voice, and seeking to look at and
know her face (Lecanuet et al. 1995; Trevarthen et al. 2006). Complex suckling movements
are guided prospectively by patterns of neuron activity so the baby can interrupt breathing
to draw in then swallow milk without choking (Lee 2004).

A baby looks longer at the mother’s face than a stranger’s a few hours after birth, even
when all other sensory cues are excluded. Knowing the mother’s voice and odor from pre-
natal experience helps this rapid visual learning. The baby reacts to facial expressions of
emotion and can imitate “artificially marked” expressions of another person, for example,
emphatic eye closing, tongue protrusion or finger extensions (Meltzoff & Moore 1999). Imi-
tations of face, voice, and hand gestures within minutes of birth prove to be intentional acts,
multimodally regulated, that are adapted to engage with other sympathetic or “respect-
ful” persons, as Giannis Kugiumutzakis has demonstrated (see Hobson 2002), and these
responses show up individual differences (Heimann 2002). A baby is born motivated to
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Figure 3.1 Primary human consciousness of objects and persons.

Left: A newborn baby, 20-minutes old, is evidently interested in an object outside his body and
orients his eyes, mouth, ears, hands, and one foot to track it. Right: A baby girl, 30-minutes old, takes
an active part in imitating the expressions of an adult. (photos Kevan Bundell)

know human beings and their emotions in a personal, self-related way, and to communi-
cate this knowing in other-awareness.

A newborn infant can also “invite” or “provoke” an imitation, taking the initiative (Nagy
& Molndr 2004). The exchange then becomes a dialog, animated by the adult’s anticipation
and pleasure and by the infant’s emotions: the pulse of the baby’s heart accelerates just before
the baby imitates a movement, but slows when the baby is about to “provocate.” Occasionally,
the imitated infant may smile. The infant and adult have feelings of a subtle sympathy pro-
moting co-consciousness (Hobson 2002; Tronick 2005), not just “external regulation” of one
another’s physiological state. From the start, the dynamic generation of sympathetic rhythms
is a bridge of “attunement” between the vitality of minds (Stern 2000). They take turns in
“asserting” or “showing” and “apprehending” or “receiving” human will and interest.

The “Musicality” of Protoconversation at 2 Months

By 6 weeks, the infant responds to contingent human signals with smiles, hand gestures,
and cooing in the first “protoconversations” (Bullowa 1979; Trevarthen 1998). The infant
shares rhythms of address and reply (Newson 1977; Jaffe et al. 2001), and the affection-
ate talk of a parent that pleases a young baby has the formal structure of music or poetry
(Trevarthen 1999; Dissanayake 2000).

A mother “chatting” with a 2-month-old responds intuitively to the expectant gaze and
expressions of hands, face, and voice. Cycles of excitement, with expressions of affectionate
pleasure, display “socio-dramatic episodes,” or “emotional narrative envelopes” extending
beyond the few seconds of the “psychological present” (Stern 2004). As described above,
when the “dance” between infant and mother is ruptured by experimental procedures, the
infant expresses withdrawal and distress, and a depressed mother who cannot sympathize
with her infant’s efforts to communicate is also confronted with discomfort and withdrawal
(Murray & Cooper 1997).

The mechanism for regulating a flexible rhythmic “improvisation” of moving with another
person is innate (Trevarthen 1999). A 2-month-premature infant (32 weeks gestational age)
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has been videoed in an intimate vocal exchange with the father while resting under his shirt
against his chest in “kangarooing.” Spectrographic microanalysis of the short “coo” sounds, in
which the father imitated the infant, shows that both infant and adult were “imagining” the
same intervals of time, for syllables (0.7 seconds) and phrases (4.0 seconds), to pace the alter-
nation of sounds (Malloch 1999). When the father paused, the infant sustained expectation
over several seconds, and regulated the intersubjective contingency of events with that time
base. She had an “internal guide” or action clock (Lee 2004) that estimated when the father
should “coo” to be “in time” with her.

From 6 Weeks to 6 Months: Tightening up Movements and
Sharpening Awareness; Exploring and Using Things

As the infant’s body grows, head and limb action become stronger, and the baby spends
more hours awake and alert. The world away from the body is sensed more clearly and
examined more deeply. Reaching out and fingering with the hands under visual guidance
increases after 3 months. Turning the head and arms tracks objects smoothly, and resting
postures are more coherent. Evidently the “feel” of the body is “tighter” Locating hidden
sounds also becomes more accurate, especially in light. Anticipatory heart-rate change
when attention is narrowed to one modality, to look or listen or to feel with the hands,
develops over 2 to 6 months, and the infant becomes skilled at shifting attention quickly
between lateral and central parts of the visual field (Trevarthen & Aitken 2003).

Infants over 3 months are curious, learning categories of objects and animals and noting
spatial relations between manipulated objects. Sensitivity to contingent motion helps
learning of live movements and animate displays (Markova & Legerstee 2006). Cognitive
achievements (what is being perceived and learned) are part of the infant’s powers of inten-
tion, and they grow as intentions grow. Infants are more playful and socially “self-other
conscious” from this time on, attracted to have “fun” with willing playmates, which escapes
the attention of studies that are directed to elucidating the infants’ mastery of physical phe-
nomena, or their reactions to events as “little scientists” They expect to have particular
“games” with individuals they know well, and are receptive to others’ feelings about them.
But by 3 months, infants look about more, are less attentive to the mother for herself, and
are gaining interest for sharing games with objects they want to look at and grasp in the
hands (Trevarthen 2004a, 2005a). A simple disruption of communication is not so distress-
ing for a baby as it was at 2 months. The infant can now shift interest to somewhere else to
escape an unresponsive person; indeed the older infant can take the lead in “disrupting”
communication playfully, to “tease” or make a “joke” (Reddy 2003, 2005).

After 4 months, infants are cooperative subjects in tests of what they can see and hear.
They watch displays and listen attentively, track motions, and orient quickly, and they soon
become bored or “habituated” with repeated stimuli, alerting when a new event occurs.
Their choices between stimuli in tests prove that they develop stereoscopic vision to detect
small differences in the 3-D image of nearby objects, which aids precise manipulation, and
they have a rich color vision that detects people, earth, and sky, and the substance of objects.
In the past 50 years, much has been discovered about what a baby can be conscious of,
and the results have surprised philosophers and psychologists. Age-related advances reflect
changes in investigative motives for handling, seeing, and hearing things, as well as motives
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to communicate and play with other people - they are not just manifestations of the influ-
ence of mere exposure to stimuli from physical configurations and events (Lacerda, von
Hofsten, & Heimann 2001; Trevarthen & Aitken 2003).

Tests of what infants notice about what other people do have been especially rewarding.
Vocal pattern recognition is proficient at 6 months, rhythms of syllabic sounds are quickly
learned and native language contrasts in speech begin to affect the baby’s vocalizations.
Words for objects that interest the infant are noticed first — both frequency and social value
of utterances clearly influence learning (Locke 1993; Lacerda, von Hofsten, & Heimann 2001;
Trevarthen 2004c). The detection of speech depends on sight as well as hearing. Infants expect
mouth movements of speakers facing them to match and synchronize with the sounds pro-
duced in the speech. But the greatest sensitivity and interest of infants at this age is, as it was
earlier, in the affective tone of utterances. Babies are sensing the qualities of human experiences
in the very complex sound world of the home (Lacerda, von Hofsten, & Heimann 2001).

Sharing Routines and Rituals: Performing “Musically,” and
Showing Off a Personality (Figure 3.2)

Four- or 6-month-olds exhibit growing talents of “communicative musicality” (Malloch
1999). They are attracted to rhythmic melodies and dance to simple songs, responding
to changes of pulse, loudness, pitch, and “voice quality” or vocal timbre of the singer, and
are especially alert to rhyming vowels that mark the climaxes and conclusions of princi-
ple phrases (Papousek et al. 1990; Trevarthen 1999). Parents use baby songs and nonsense
“chants,” crooning, humming, etc., to entertain the baby, to regulate activity or “arousal,”
or to distract and calm one who is tired, angry, or in pain. An alert and cheerful infant
anticipates the climax and resolution in a song game, moving in rhythm and synchroniz-
ing pleasure vocalizations with the closing cadence. Long before the infant can stand, the
innate pulses of walking, from presto to largo, form the time base of their expressive actions,
as in the diverse cultural traditions of music. The beat of experience on the move is born in
us and used to communicate, even while the brain is acquiring mastery of emergent bio-
mechanical problems presented by a growing body, and attempting new ways of using the
environment (Clark 1999; Lee 2004).

A baby who has learned to display hand rhythms for a clapping song may respond to a
prompt by showing clapping, with an intent regard and a broad smile of pride (Trevarthen
2005a, 2005b; Figure 3.2). The showing is a “declaration” referring to a past event charged
with emotion, offered for sharing with known others. The fact that the behavior so pre-
sented is marked as something valued or “special” makes it a work of art (Dissanayake
2000). We conclude that sharing meaning with prideful artistry is a primary human motive
for cultural learning. It attracts “teaching” by “intent participation” - a kind of teaching/
learning where a more experienced person works with a novice in construction and com-
pletion of a well-intended or “meaningful” task, scaffolding what the learner does and
sharing inventions, purposes, and evaluations (Rogoff 2003). Without the kind of satisfac-
tion of shared learning that comes with the interest and admiration of others to whom the
child is attached, the child’s life with all others can lose its energy and pleasure.

Around the middle of the first year, infants become adventurous, playful, and emo-
tionally demonstrative, and they watch the emotions others display to events and objects,
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Figure 3.2 Sharing songs and games, and showing pride in performance, but shame with a stranger.

Six-month-olds enjoy sharing games with songs, such as “Round-and-round-the-garden” and
“Clappa-clappa-handies,” with their parents. Emma, who is shown practicing with her mother on the
lower left, smiles with pride in knowing the ritual when, sitting on her father’s knee, she responds to
her mother’s request to show “clap handies” Emma is not confident (below) when she tries to show a
stranger, who does not understand. (photos Colwyn Trevarthen, and John and Penelope Hubley)

learning what is good and safe, and what to fear and avoid by “emotional referencing” They
exclaim with surprise, show off, respond to playful teasing with laughter, and may act silly
or “naughty” (Reddy 2003, 2005). All these signs of social “self-awareness” and play with
signs and skills disappear if a child is severely frightened, neglected, or abused. Recovery
from such neglect can be supported by careful incitement to play, reactivating shared joy
(Trevarthen 2005b; Trevarthen et al. 2006).

At the same time as babies “show off” with those they know well, unfamiliar persons are
regarded with a new suspicion as “strangers,” and an awkwardness is expressed by the infant
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Figure 3.3 Confidence in sharing a task and consciousness of meaning.

A one-year-old girl eagerly cooperates with her mother in a shared task and shows satisfaction when
praised. (photos Colwyn Trevarthen)

In aliterate world she is happy at home studying a book while her mother reads. (photo John and
Penelope Hubley)

that may take on an appearance of “embarrassment” or “shame” (Figure 3.2). Even much
younger babies display awareness of the regard of unfamiliar others by watchful caution, or
by “coy” withdrawal with a smile (Reddy 2003). Infants show constitutional “individual dif-
ferences” in timidity or self-confidence (Kagan 1994).

The baby’s growing curiosity and demonstrative sociability stimulates adults to offer
objects for play, and infants attend more to a toy someone is presenting, looking less at
other toys. A parent holds the infant’s attention by talking and acting playfully while sharing
the interest, inviting the infant to look at and touch toys or other interesting objects. When
an infant of 7-10 months encounters a problem in attempting to reach over a barrier the
infant may look up at the experimenter for guidance, then successfully reach to and pick up
the object. The infant is developing a lively sharing of purposes, attentions, and feelings or
evaluations, and this is the natural process of development that opens the way to the world
of cultural meanings (Trevarthen 2004a, 2005a).

From 9 to 18 Months: Making Sense of a Human-Made World
(Figures 3.4 and 3.5)

In the last months of the first year, infants pass through five stages of mastery of negotiating
barriers or remove covers in the object retrieval task, at the same time as they master the
A-not-B “object permanence” task (Piaget 1954; Lacerda, von Hofsten, & Heimann 2001).



CONSCIOUSNESS IN INFANTS

51

z .
iy = s & B
£ 2 26 = 5
Birth 2 I T h3 ) -y
Embryo atterm £ Z s & s 8 E 2 5 7
: Early Mid Last Z 2 g £ ] R g 2
Early ‘Lat: fetus fetus ‘ trimester ‘ T = o o= L@ b
o B b 3 € ‘ A B C D E F G
100 — o
SR | ETT
80 o - /€ o s ‘03\10 5 & X
& [ = [ s | ]:f &) &8 [ & oo ¥
O 3} ¢ £ S AT Y < S
BB | F NS S o e A
40 ~ S SN
RS RSV AR A e
;:; Q8“/ O / %&* @ W \0- ¥
0 W b A AT e T
0 4 8 12 16 20 24 28 32 36 40/0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 64 72 74
Weeks
0 3 6 9/0 9 12 15 18
Months
E
! ! | | | | | | |
o~ Protoconversation Conversation [
2 2
E] S Protolanguage Language (elementary lexicogrammar)
= o
e g E Protodialog Dialog and narrative B
; 18 Protodiscourse
al B 51 T T
g212 218 i [ i
-3 g E ‘g -é‘ ‘é 4 Sense of emergent self
aTEigo 21 282
gc:% = g ElE g Sense of core self
FTEIogolEEE — C
S ol 5l g % Sense of subjective self
T REIERE >
0128l af | = = = Sense of verbal self
ZzEi292if3 | g S T3
SEEIELEiEE] 2 g 3 &
Eo=18 018 45| 35 5 = °
e Ei T8 . 8 5 - 5 1588
52 &E Hel8 el B2 &= ) -2 zE = .
EEmiESEiEE Y CE BT o3 £s ! B 12EE| £
Socl2- 3!z 3; S S & S < £ BT 1B El
R 228152 2 22 ° 55 122881253 3
a8y s =ET =2 ] 2 E |§==<5! g o D
SEEIBsSig a2 EE N g E o8 83 12531828 k:
BoE18¢€c1 78 o g = = 27T 185 2 A1 v 2
g1 5§01 %2 L9 S g 1y Y= g w4
TEEiLEE e E Bl B S e s
12528l 2¢ 58 E s =B T o= B
EEHIEERIE R IR - Nl EEREES IR
S<aiB el BE| & A 21 L g 1o B« Sg|l 28
T A o
0 8 16 24 32 40/0 8 16 24 32 40 48 56 64 72 80 88 96 104 112 120 128 136 144
Weeks
0 3 6 9/0 3 6 9 12 15 18 21 24 27 30
Months

Figure 3.4 The first 30 months of human life. Phases of human sociable consciousness that have
been charted in the period before language.

A: Developments from conception to 18 months after birth at full term - formative, latent and
nascent consciousness in utero, and the first elaborations of emergent consciousness in infancy. Every
stage depends on interaction with the accessible human world, and the processes are transformed by
the developing motives of the child, first inside the mother’s body, then in communication with her

and other persons (Trevarthen & Aitken 2003; Trevarthen et al. 2006).

B: Stages in the acquisition of communication and language, or “learning how to mean” (Halliday
1975).

C: Emerging senses of the self, according to Stern (2000).
D: Developments in and infant’s communication with the mother (Sander 1964).

E: Actions and awareness in the three months of gestation (Piontelli 2002; Trevarthen et al. 2006).
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That is, when the infant is watching an object they want to get hold of, they can keep track
of steps another person takes to hide the object under one of two containers and shift their
positions. There is variation between infants, but performances of the two tasks by a given
infant change at the same rate. Both tasks are interpreted as requiring the “information-
maintenance component” of “working memory.” Alternatively, they can be explained as
reflecting developments in “seeking” motivation, which change a child’s ability to attend to
how to get to the “reward””

One-year-olds can watch what other people are doing, taking increasing interest in new
uses for objects, sensing the expressive kinematics in human movements. They are dis-
mayed by robots that move “mechanically” on their own, apparently sensing that machines
do not move in a humanly aware way. Infants of this age are proficient at “delayed imitation”
of an action they saw some time before, which shows their recognition and retention of
ideas about what other persons intend. This is also the time when speech awareness begins
— the detecting and learning of rhythmic and prosodic contrasts that define the speaker’s
intentions and “name” important things. One-year-olds are starting to remember common
words designating objects and actions of common interest, and beginning to use speech for
denotation, social sharing, and recall (Halliday 1975; Locke 1993).

Between 18 months and 2 years, there is a “vocabulary burst,” two- and three-word sen-
tences appearing followed by inflection and function words (Trevarthen 2004c). Thinking
in words, the child can “decenter” and master navigational maps or orienteering descrip-
tions. Language is about shared “sense,” not just perceived entities (Donaldson 1992; Locke
1993; Hobson 2002). At 2 years, a toddler is actively comparing words and their referents,
learning meaning in “intent participation” (Rogoft 2003). There is great variation in the
paths followed by individual children (Locke 1993), and the child’s talk reflects the sharing
of imaginative mimetic play with friends of all ages.

Consciousness Before Birth?

If we accept that the newborn is already conscious and ready for enrichment of experi-
ence by communicating with other persons’ consciousness, what happens before birth in
body and brain to make this possible? Study of the embryos of birds and mammals have
revealed that there are elaborate anatomical preparations for a future mobile and intelligent
life (Lecanuet et al. 1995). Brain systems and sensory and motor structures of the body are
complex before they become active and responsive to the environment, and, in fact, every
animal embryo makes integrated movements before it senses anything.

Human motor nerves move muscles to make the body bend in the embryo, at 7 weeks,
before the sensory nerves connect to the central nervous system. The first nerve tracts are
those that will activate movements to express different orientations and emotional states.
In the fetus, after 8 weeks, the networks of the neocortex are shaped by the same intrinsic
core neurochemical systems of the subcortical brain that will select and evaluate experi-
ences throughout life. The developmental rule is that intentions are mapped out inside the
embryo brain and body, and then elaborated in sought-for engagement with the environ-
ment (Trevarthen 2004b; Trevarthen et al. 2006).

The human brain and body are shaped for an intimate social life long before birth. In the
fetus, organs of expressive communication - eyes and retina, facial muscles, vocal system,
ears and auditory receptors, and hands - gain their special adaptive forms, and they are
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Figure 3.5 Left: How the sensory-motor organs of the 8-week human fetus are formed in readiness
for communication. Right: The rhythm of behaviors in protoconversation with a 2-month-old child.

functional before term, such that a premature baby can use them to communicate (Figure
3.5). The affective motor capacities of mammals, that produce the expressions of seeking,
fear, anger, social love and so forth (Panksepp 2000), are built within the central nervous
system of the embryo and fetus.

During gestation, sensory inputs are incorporated to guide movement, first by pro-
prioception, monitoring displacement of body parts relative to one another or in the
gravitational field, then by touch exteroception and ex-proprioception, sensing immediate
surroundings outside the body and changes with body displacement. Human fetuses ten-
tatively touch the placenta, umbilicus, and the uterine wall with their hands at 11 weeks.
They make jaw movements and swallow amniotic fluid, expressing pleasure or disapproval
at tastes injected into it by sucking and smiling or grimacing with disgust. Complex move-
ments of trunk, arms, and legs position the body, and may react to the mother’s body
movements and the contractions of the muscles of her uterus (Lecanuet et al. 1995; Pion-
telli 2002; Trevarthen et al. 2006).

After 20 weeks, hand movements explore the fetus’s own body and surroundings and
eyes turn in coordination with head movements. Twins touch one another and adjust posi-
tions in the confined space. “Temperamental” differences between twins in activity and
reactivity recorded in ultra-sound movies around mid gestation persist through to several
years after birth (Piontelli 2002). Fetuses hear from 20 weeks, and tests of babies’ recogni-
tion of their mother’s voice immediately after birth prove that a baby can distinguish her
speech or singing from that of another woman. A pregnant woman feels the life of her fetus
from mid gestation, and this prompts her to imagine the baby she will meet at birth, and
sometimes she talks to the expected one.

By 24 weeks, heart rate changes of a fetus are coupled to episodes of movement - the
autonomic system is starting to make prospective regulations to supply the energy and
nourishment for vital activities that provide the energy for behavior. The last trimester of
gestation, after 27 weeks, completes preparation for a more independent self-regulated life,
free of the placental link with the mother’s body. In protective care, the infant can now
live by its own breathing and sleeping. At term, 40 weeks after conception, the actions and
responses of the newborn baby show that body and brain are prepared for consciousness of



54 COLWYN TREVARTHEN AND VASUDEVI REDDY

a larger space inhabited by persons whose communications are perceived by touch, sound,
and sight (Lecanuet et al. 1995; Trevarthen et al. 2006).

The methods of functional brain imaging to identify activity in conscious subjects have
recently identified systems that represent the intentions and emotions of other individu-
als, coupled with expressive states to communicate with them, and these are present in a
young infant, laying the foundations for mutual awareness and cultural learning (Tzourio-
Mazoyer et al. 2002; Gallese, Keysers, & Rizzolatti 2004; Trevarthen et al. 2006).

Summarizing Our Case

We can summarize our review of evidence on early human consciousness by presenting the
following developmental scheme (Figure 3.4).

1 Inthe embryo and early fetus, the biological potential for acting with consciousness is in
formation, laid out in anatomical and physiological preparations of body and brain that
are adapted to serve future conscious action.

2 In a late fetus, conscious life is latent, beginning to act toward and engage with what
may be sensed of surroundings, and getting equipped for dealing with a bigger world,
showing special sensitivity for messages from the mother’s body and for her voice, and
beginning to be in an attachment relation to her (Figure 3.5).

3 Inanewborn, consciousness is nascent, coming to active life in real exploration of things
that may be sensed to come from outside the body, and finding its complement in the
conscious attentions and emotions of other human beings (Figure 3.1).

4 In an infant, a child, and an adult human, consciousness is developing or emergent, as
knowledge and skills build their scope and power within the making and breaking of
collaborative relationships (Figures 3.2 and 3.3).

5 With the internalization of language and through education in this and other con-
ventional and symbolic arts of culture, consciousness is increasingly reflective and
transcendent.

Coda: If Consciousness Is a Naturally Developing Function of
Animal Life, Why Then Do Philosophers and Psychologists Have
Problems with It?

The nature of consciousness defined in subtle ways has frustrated the understand-
ing of philosophers, and acceptance of a form of consciousness in non-verbal creatures,
including infants, has eluded natural scientists. Why has it been so difficult? What stands
in the way? Two related habits of thought, deeply embedded in our language and in our
meta-theoretical assumptions, appear to have contributed: first, thinking of organisms as
fundamentally separated from their environments, and second, assuming a categorical
division between the intentional or mental and the physical or behavioral. These divisions
- or dualisms - grant the scientist analytic ease and fluency. However, there are problems
inherent in them, which have been pointed out frequently enough: by William James, Lev
Smeonivitch Vygotsky, John Dewey, and many others. The assumption of an organism/
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environment separation has been strongly criticized many times, and has been identified as
a problem in applied cognitive science and robotics (e.g., Clark 1999).

The traditional dualistic assumptions lead us to believe that consciousness can live as
thoughts, locked away inside the brain of each animal rather than in its relations with its
physical and social world, and that it is only indirectly inferable from the animal’s actions.
Consciousness in human infants, who do not have language to confirm our inferences,
becomes unchartable territory.

The research reported in this chapter on infants’ behaviors with other people supports
an approach to consciousness that is both less disembodied and less individualist. It sug-
gests that infants are conscious of the world (and indeed of themselves) in a different way
when they are in normal relation with other people.

We conclude with the words of Evan Thompson, with whom we are in full agree-
ment, excepting one “semantic” quibble. The word “empathy” derives from the Greek
empatheia, which means an egocentric, one-sided, “projection” of feeling. We, with Adam
Smith (1759), would call the motive for human encounters “sympathy” — meaning equal
sharing of purposes, experiences, and feelings of all kinds. Unfortunately “empathy” has
become favored in English. We believe this misrepresents the natural relating between
persons.

(1) Individual human consciousness is formed in the dynamic interrelation of self and other,
and therefore is inherently intersubjective. (2) The concrete encounter of self and other fun-
damentally involves empathy, understood as a unique and irreducible kind of intentionality.
(3) Empathy is the precondition (the condition of possibility) of the science of consciousness.
(4) Human empathy is inherently developmental: open to it are pathways to non-egocentric or
self-transcendent modes of intersubjectivity. (Thompson 2001, p. 1)

See also 8 Affective consciousness.
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Animal Consciousness!

COLIN ALLEN AND MARC BEKOFF

There are many reasons besides sheer fascination with animals to be interested in animal
consciousness. First, one way in which we, as humans, may seek to understand ourselves
is to compare and contrast ourselves with whatever in nature is most similar to us, i.e.,
other animals. Second, the problem of determining the nature of animal consciousness
raises challenging questions about the limits of knowledge and scientific methodology.
Third, animal consciousness is of considerable moral significance given the dependence
of modern societies on mass farming and the use of animals for biomedical research,
education, and entertainment. Fourth, while general theories of consciousness are fre-
quently developed without special regard to questions about animal consciousness,
the plausibility of such theories can be tested against the results of their application to
animals.

Questions about animal consciousness are just one corner of a more general set of ques-
tions about animal cognition and mind. The so-called “cognitive revolution” that took place
during the latter half of the twentieth century has led to many innovative experiments by
comparative psychologists and ethologists probing the cognitive capacities of animals.
Despite all this work, the topic of consciousness per se in animals has remained controver-
sial, even taboo, among many scientists, even while it remains a matter of common sense to
most people that many other animals do have conscious experiences.

Concepts of Consciousness

In discussions of animal consciousness there is no clearly agreed upon sense in which the
term “consciousness” is used. Having origins in folk psychology, “consciousness” has a mul-
titude of uses that may not be resolvable into a single, coherent concept (Wilkes 1984).
Nevertheless, several useful distinctions among different notions of consciousness have
been made, and with the help of these distinctions it is possible to gain some clarity on the
important questions that remain about animal consciousness.

Two ordinary senses of consciousness that are not in dispute when applied to animals
are the sense of consciousness involved when a creature is awake rather than asleep or in
a coma, and the sense of consciousness implicated in the basic ability of organisms to per-
ceive and thereby respond to selected features of their environments, thus making them
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conscious or aware of those features. Consciousness in both these senses is identifiable in
organisms belonging to a wide variety of taxonomic groups.

A third, more technical notion of consciousness, access consciousness, has been intro-
duced by Block (1995) to capture the sense in which mental representations may be poised
for use in rational control of action or speech. Block himself believes that many animals
possess access consciousness (he does not make speech a requirement), but clearly an
author such as Descartes, who, we will see, denied speech and language to animals, would
also deny access consciousness to them. Those who follow Davidson (1975) in denying
intentional states to animals would likely concur.

Two additional senses of consciousness that cause controversy when applied to animals
are phenomenal consciousness and self-consciousness.

Phenomenal consciousness refers to the qualitative, subjective, experiential, or phe-
nomenological aspects of conscious experience, sometimes identified with qualia. (In this
chapter we also use the term “sentience” to refer to phenomenal consciousness.) To contem-
plate animal consciousness in this sense is to consider the possibility that, in Nagel’s (1974)
phrase, there might be “something it’s like” to be a member of another species. Nagel dis-
putes our capacity to know, imagine, or describe in scientific (objective) terms what it’s like
to be a bat, but he assumes that there is something it’s like. There are those, however, who
would challenge this assumption directly. Others would less directly challenge the possi-
bility of scientifically investigating its truth. Nevertheless, there is broad common-sense
agreement that phenomenal consciousness is more likely in mammals and birds than it is in
invertebrates, such as insects, crustaceans, or molluscs (with the possible exception of some
cephalopods), while reptiles, amphibians, and fish constitute an enormous gray area.

Self-consciousness usually refers to an organism’s capacity for second-order representa-
tion of the organism’s own mental states. Because of its second-order character (“thought
about thought”) the capacity for self-consciousness is closely related to questions about
“theory of mind” in nonhuman animals - whether any animals are capable of attributing
mental states to others. Questions about self-consciousness and theory of mind in animals
are a matter of active scientific controversy, with the most attention focused on chimpan-
zees and to a more limited extent on the other great apes. As attested by this controversy
(and unlike questions about animal sentience) questions about self-consciousness in
animals are commonly regarded as tractable by empirical means.

The bulk of this chapter deals primarily with the attribution of consciousness in its phe-
nomenal sense to animals. However, because one of the most sustained attacks on the
notion of phenomenal consciousness (Carruthers 1998a, 1998b, 2000) invokes the absence
of “theory of mind” capacities that have been linked to self-consciousness, the next section
provides some background on this topic.

Self-Consciousness

The systematic study of self-consciousness and theory of mind in nonhuman animals has
its roots in an approach to the study of self-consciousness pioneered by Gallup (1970). It
was long known that chimpanzees would use mirrors to inspect their images, but Gallup
developed a protocol that appears to allow a scientific determination of whether it is merely
the mirror image per se that is the object of interest to the animal inspecting it, or whether
it is the mirror image qua proxy for the animal itself that is the object of interest. Gallup’s
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protocol has been repeated with other great apes and some monkey species, but chimpan-
zees and orangutans are the only primate species who consistently “pass” the test. Reiss and
Marino (2001) have recently provided positive evidence of mirror self-recognition in two
bottlenose dolphins.

According to Gallup et al. (2002) “Mirror self-recognition is an indicator of self-
awareness.” Furthermore, he claims that “the ability to infer the existence of mental states
in others (known as theory of mind, or mental state attribution) is a byproduct of being
self-aware” He describes the connection between self-awareness and theory of mind thus:
“If you are self-aware then you are in a position to use your experience to model the exist-
ence of comparable processes in others.” A full assessment of Gallup’s reasoning cannot be
provided here, but the chapters in Parker et al. (1994) and Heyes (1998) cover much of the
debate (see also Shumaker & Schwartz 2002).

The theory of mind debate has its origins in the hypothesis that primate intelligence in
general, and human intelligence in particular, is specially adapted for social cognition (see
Byrne & Whiten 1988, especially the first two chapters, by Jolly and Humphrey). Conse-
quently, it has been argued that evidence for the ability to attribute mental states in a wide
range of species might be better sought in natural activities such as social play, rather than
in laboratory designed experiments that place the animals in artificial situations (Allen &
Bekoft 1997; see esp. ch. 6; see also Hare et al. 2000; Hare et al. 2001; and Hare & Wrangham
2002). Furthermore, it is possible that the mirror test is not an appropriate test for theory
of mind in most species because of its specific dependence on the ability to match motor to
visual information, a skill that may not have needed to evolve in a majority of species, for
example those species that depend more on chemical or auditory cues.

Along similar lines, Bekoff and Sherman (2004) develop three categories (or degrees)
of “self-cognizance” - a phrase they introduce to standardize terminology and to cover
a continuum from “self-referencing” (a non-cognitive capacity for perceptual discrim-
ination of self and other) to self-consciousness. They suggest a broader perspective on
self-consciousness should include “body consciousness” and a sense of possession -
“mine-ness” (“my body;,” “my territory”). These are features that could lead to empirical
studies that are more relevant to species’s evolved capacities. Alternative approaches that
have attempted to provide strong evidence of theory of mind in nonhuman animals under
natural conditions have generally failed to produce such evidence (e.g., the conclusions of
Cheney & Seyfarth 1990), although anecdotal evidence tantalizingly suggests that research-
ers still have not managed to devise the right experiments.

Phenomenal Consciousness: Basic Questions - Epistemological
and Ontological

Among philosophers of mind, the topic of consciousness in nonhuman animals has been
primarily of epistemological interest. Two central questions are:

1 Can we know which animals beside humans are conscious? (The Distribution Ques-
tion)

2 Can we know what, if anything, the experiences of animals are like? (The Phenomeno-
logical Question)
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In his seminal paper “What is it like to be a bat?” Thomas Nagel (1974) simply assumes that
there is something that it’s like to be a bat, and focuses his attention on what he argues is the
scientifically intractable problem of knowing what it’s like. Nagel’s confidence in the exist-
ence of conscious bat experiences would generally be held to be the common-sense view,
but there are those who would argue that the Distribution Question is just as intractable as
the Phenomenological Question.

The two questions might be seen as special cases of the general skeptical “problem of
other minds,” which, even if intractable, is nevertheless generally ignored to good effect by
psychologists. However, it is often thought that knowledge of animal minds - what Allen &
Bekoft (1997) refer to as “the other species of mind problem” - presents special methodo-
logical problems because animals cannot be interrogated directly about their experiences
(see Sober 2000 for an alternative approach to tractability within an evolutionary frame-
work). Although there have been attempts to teach human-like languages to members
of other species, none has reached a level of conversational ability that would solve this
problem directly. Furthermore, except for some language-related work with parrots and
dolphins, such approaches are generally limited to those animals most like ourselves, par-
ticularly the great apes. But there is great interest in possible forms of consciousness in a
much wider variety of species than are suitable for such research, both in connection with
questions about the ethical treatment of animals (e.g., Singer 1975/1990; Regan 1983; Rollin
1989; Varner 1999), and in connection with questions about the natural history of con-
sciousness (Griffin 1976, 1984, 1992; Bekoft 2002; Bekoff et al. 2002; Griffin & Speck 2004).

Griflin’s agenda for the discipline he labeled “cognitive ethology” features the topic of
animal consciousness and advocates a methodology, inherited from classical ethology, that
is based in naturalistic observations of animal behavior (Allen 2004a). This agenda has been
strongly criticized, with his methodological suggestions often dismissed as anthropomor-
phic (see Bekoff & Allen 1997 for a survey). But such criticisms may have overestimated the
dangers of anthropomorphism (Fisher 1990; Keeley 2004) and many of the critics them-
selves rely on claims for which there are scant scientific data (e.g., Kennedy 1992, who
claims that the “sin” of anthropomorphism may be programmed into humans genetically).

While epistemological and related methodological issues have been at the forefront of
discussions about animal consciousness, the main wave of more general recent philosoph-
ical attention to consciousness has been focused on ontological questions about the nature
of phenomenal consciousness. One might reasonably think that the question of what con-
sciousness is should be settled prior to tackling the Distribution Question - that ontology
should drive the epistemology. In an ideal world this order of proceeding might be the pre-
ferred one, but as we shall see in the next section, the current state of disarray among the
ontological theories makes such an approach untenable.

Applying Ontological Theories

Nonreductive accounts

Whether because they are traditional dualists, or because they think that (phenomenal)
consciousness is an as-yet-undescribed fundamental constituent of the physical Universe,
some theorists maintain that consciousness is not explainable in familiar scientific terms.
Such nonreductive accounts of consciousness (with the possible exception of those based in



62 COLIN ALLEN AND MARK BEKOFF

anthropocentric theology) provide no principled ontological reasons, however, for doubt-
ing that animals are conscious. Cartesian dualism is, of course, traditionally associated with
the view that animals lack minds. But Descartes’s argument for this view was not based
on any ontological principles, but upon what he took to be the failure of animals to use
language conversationally, or to reason generally. On this basis he claimed that nothing in
animal behavior requires a non-mechanical (mental) explanation; hence he saw no reason
to attribute possession of mind to animals.

There is, however, no ontological reason why animal bodies are any less suitable vehi-
cles for embodying a Cartesian mind than are human bodies. Hence dualism itself does
not preclude animal minds. Similarly, more recent nonreductive accounts of consciousness
in terms of fundamental properties are compatible with the idea of animal consciousness.
None of these accounts provides any constitutional reason why those fundamental proper-
ties should not be located in animals. Furthermore, given that none of these theories specify
empirical means for detecting the right stuff for consciousness, and indeed dualist theories
cannot do so, they seem forced to rely upon behavioral criteria rather than ontological cri-
teria for deciding the Distribution Question.

Reductive accounts

Other theorists have tried to give reductive accounts of (phenomenal) consciousness in terms
either of the physical, biochemical, or neurological properties of nervous systems (physicalist
accounts) or in terms of other cognitive processes (functionalist-reductive accounts).

Physicalist accounts of (phenomenal) consciousness, which identify it with physical or
physiological properties of neurons, do not provide any particular obstacles to attributing
consciousness to animals, given that animals and humans share the same basic biology. Of
course there is no consensus about which physical or neurological properties are to be iden-
tified with consciousness. But if it could be determined that phenomenal consciousness was
identical to a property such as quantum coherence in the microtubules of neurons, or brain
waves of a specific frequency, then settling the Distribution Question would be a straight-
forward empirical matter of establishing whether or not members of other species possess
the specified properties.

Functionalist-reductive accounts have sought to explain consciousness in terms of other
cognitive processes. Some of these accounts identify phenomenal consciousness with the
(first-order) representational properties of mental states. Such accounts are generally quite
friendly to attributions of consciousness to animals, for it is relatively uncontroversial that
animals have internal states that have the requisite representational properties; for example,
consider Dretske’s (1995) claim that phenomenal consciousness is inseparable from a crea-
ture’s capacity to perceive and respond to features of its environment. Likewise, Tye (2000)
argues, based upon his first-order representational account of phenomenal consciousness,
that it extends even to honeybees.

Functionalist theories of phenomenal consciousness that rely on more elaborately structured
cognitive capacities can be less accommodating to the belief that animals do have conscious
mental states. For example, some twentieth-century philosophers, while rejecting Cartesian
dualism, have turned his epistemological reliance upon language as an indicator of conscious-
ness into an ontological point about the essential involvement of linguistic processing in human
consciousness. Such insistence on the importance of language for consciousness underwrites
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the tendency of philosophers such as Dennett (1969, 1995, 1997) to deny that animals are con-
scious in anything like the same sense that humans are (see also Carruthers 1996).

For Carruthers (1998a, 1998b, 2000) the issue is not language but the capacity for higher-
order thought (thoughts about thoughts), sometimes called “theory of mind.” According to
Carruthers, a mental state is phenomenally conscious for a subject just in case it is availa-
ble to be thought about directly by that subject. Furthermore, according to Carruthers, such
higher-order thoughts are not possible unless a creature has a “theory of mind” to provide it
with the concepts necessary for thought about mental states. But, Carruthers argues, there
is little, if any, scientific support for theory of mind in nonhuman animals, even among the
great apes (with the possible exception of chimpanzees), so he concludes that there is little
support either for the view that any animals possess phenomenological consciousness.

In contrast to Carruthers’s higher-order thought account of sentience, other theorists,
such as Armstrong (1980), and Lycan (1996), have preferred a higher-order experience
account, where consciousness is explained in terms of inner perception of mental states, a
view that can be traced back to Aristotle, and also to John Locke. Because such models do
not require the ability to conceptualize mental states, proponents of higher-order experi-
ence theories have been slightly more inclined than higher-order theorists to allow that
such abilities may be found in other animals.

Limits of Ontology

It is beyond the scope of this chapter to survey the strong attacks that have been mounted
against the various accounts of consciousness, but it is safe to say that none of them seems secure
enough to hang a decisive endorsement or denial of animal consciousness upon it. Accounts of
consciousness in terms of basic neurophysiological properties, the quantum-mechanical prop-
erties of neurons, or sui generis properties of the Universe are just as insecure as the various
functionalist accounts. And even those ontological accounts that are, in general outline,
compatible with animal sentience are not specific enough to permit ready answers to the Dis-
tribution Question. Hence no firm conclusions about the distribution of consciousness can be
drawn on the basis of the work to date by philosophers on the ontology of consciousness.

Where does this leave the epistemological questions about animal consciousness? While
it may seem natural to think that we must have a theory of what consciousness is before
we try to determine whether other animals have it, this may in fact be putting the concep-
tual cart before the empirical horse. In the early stages of the scientific investigation of any
phenomenon, putative samples must be identified by rough rules of thumb (or working
definitions) rather than complete theories. Early scientists identified gold by contingent
characteristics rather than its atomic essence, knowledge of which had to await thorough
investigation of many putative examples — some of which turned out to be gold and some
not. Likewise, at this stage of the game, perhaps the study of animal consciousness would
benefit from the identification of animal traits worthy of further investigation, with no firm
commitment to the idea that all these examples will involve conscious experience.

Of course, as a part of this process some reasons must be given for identifying spe-
cific animal traits as “interesting” for the study of consciousness, and in a weak sense such
reasons will constitute an argument for attributing consciousness to the animals possess-
ing those traits. These reasons can be evaluated even in the absence of an accepted ontology
for consciousness. Furthermore, those who would bring animal consciousness into the
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scientific fold in this way must also explain how scientific methodology is adequate to
the task in the face of various arguments that it is inadequate. These arguments, and the
response to them, can also be evaluated in the absence of ontological certitude. Thus there
is plenty to cover in the rest of this chapter.

Evaluation of Arguments Against Animal Consciousness

Similarity arguments

One kind of strategy that has been used to deny animal consciousness is to focus on certain
similarities between animal behaviors and behaviors that may be conducted unconsciously
by humans. Thus, for example, Carruthers (1989, 1992) argued that all animal behavior can
be assimilated to the nonconscious activities of humans, such as driving while distracted
(“on autopilot™), or to the capacities of “blindsight” patients whose damage to visual cortex
leaves them phenomenologically blind in a portion of their visual fields (a “scotoma”) but
nonetheless able to identify things presented to the scotoma. (He refers to both of these as
examples of “unconscious experiences.”)

This comparison of animal behavior to the unconscious capacities of humans can be
criticized on the grounds that, like Descartes’s pronouncements on parrots, it is based
only on unsystematic observation of animal behavior. There are grounds for thinking that
careful investigation would reveal that there is not a very close analogy between animal
behavior and human behaviors associated with these putative cases of unconscious experi-
ence. For instance, it is notable that the unconscious experiences of automatic driving are
not remembered by their subjects, whereas there is no evidence that animals are similarly
unable to recall their allegedly unconscious experiences. Likewise, blindsight subjects do
not spontaneously respond to things presented to their scotomas, but must be trained to
make responses using a forced-response paradigm (Stoerig & Cowey 1997). There is no evi-
dence that such limitations are normal for animals, or that animals behave like blindsight
victims with respect to their visual experiences (Jamieson & Bekoff 1992).

Dissimilarity arguments

The Cartesian argument against animal consciousness, which is based on the alleged failure
of animals to display certain intellectual capacities, is illustrative of a general pattern of
using certain specific dissimilarities between animals and humans to argue that animals
lack consciousness. Descartes dismissed parrots vocalizing human words because he
thought it was merely meaningless repetition. This judgment may have been appropriate
for the few parrots he encountered, but it was not based on a systematic, scientific investiga-
tion of the capacities of parrots. Nowadays many would argue that Pepperberg’s studies of
the African Grey parrot “Alex” (Pepperberg 1999, 2002) should lay the Cartesian prejudice
to rest. These studies, along with several on the acquisition of a certain amount of linguis-
tic competence by chimpanzees and bonobos (e.g., Gardner et al. 1989; Savage-Rumbaugh
1996; Fouts et al. 2002) would seem to undermine Descartes’s assertions, even if it remains
true that other animals have not fully mastered the recursive phrase structure grammar of
natural human languages (Hauser et al. 2002).
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Convinced by evidence of sophisticated cognitive abilities, most theorists these days agree
with Block that something like access consciousness is properly attributed to many animals.
Nevertheless, when it comes to phenomenal consciousness, dissimilarity arguments may
give pause to defenders of animal sentience, for surely most would agree that, at some point,
the neurological, anatomical, and behavioral dissimilarities between normal adult humans
and members of other species (the common earthworm Lumbricus terrestris, for example)
are so great that it is unlikely that such creatures are sentient. A gray area arises because few
can say how much dissimilarity is enough to trigger the judgment that sentience is absent.

Methodological arguments

Many scientists remain convinced that even if questions about self-consciousness are
empirically tractable, no amount of experimentation can provide access to phenomenal con-
sciousness in nonhuman animals. This remains true even among those scientists who are
willing to invoke cognitive explanations of animal behavior that advert to mental representa-
tions or cognitive states. Opposition to dealing with consciousness can be partly understood
as a legacy of behavioristic psychology, first because of the behaviorists’ rejection of terms
for unobservables unless they could be formally defined in terms of observables, and second
because of the strong association in many behaviorists’ minds between the use of mental-
istic terms and the twin bugaboos of Cartesian dualism and introspectionist psychology
(Bekoff & Allen 1997). In some cases these scientists are even dualists themselves, but they
are strongly committed to denying the possibility of scientifically investigating conscious-
ness, and remain skeptical of all attempts to bring it into the scientific mainstream.

Because consciousness is assumed to be private or subjective, it is often taken to be beyond
the reach of objective scientific methods (Nagel 1974). This claim might be taken in either of
two ways. On the one hand it might be taken to bear on the possibility of answering the Dis-
tribution Question, that is, to reject the possibility of knowledge that a member of another
taxonomic group (e.g., a bat) has conscious states. On the other hand it might be taken to
bear on the possibility of answering the Phenomenological Question, that is, to reject the
possibility of knowledge of the phenomenological details of the mental states of a member
of another taxonomic group. The difference between believing with justification that a bat
is conscious and knowing what it’s like to be a bat is important because, at best, the privacy of
conscious experience supports a negative conclusion only about the latter. To support a neg-
ative conclusion about the former one must also assume that consciousness has absolutely no
measurable effects on behavior, that is, one must accept epiphenomenalism. But if one rejects
epiphenomenalism and maintains that consciousness does have effects on behavior then a
strategy of inference to the best explanation may be used to support its attribution.

Evaluation of Arguments for Animal Consciousness

Similarity arguments

Most people, if asked why they think familiar animals such as their pets are conscious,
would point to similarities between the behavior of those animals and human behav-
ior. Similarity arguments for animal consciousness thus have roots in common-sense
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observations. But they may also be bolstered by scientific investigations of behavior and
neurology as well as considerations of evolutionary continuity (homology) between
species. Many judgments of the similarity between human and animal behavior are
readily made by ordinary observers. The reactions of many animals, particularly other
mammals, to bodily events that humans would report as painful are easily and automat-
ically recognized by most people as pain responses. High-pitched vocalizations, fear
responses, nursing of injuries, and learned avoidance are among the responses to noxious
stimuli that are all part of the common mammalian heritage. Similar responses are also
visible to some degree or other in organisms from other taxonomic groups. Less acces-
sible to casual observation, but still in the realm of behavioral evidence are scientific
demonstrations that members of other species, even of other phyla, are susceptible to the
same visual illusions as we are (e.g., Fujita et al. 1991) suggesting that their visual experi-
ences are similar.

Neurological similarities between humans and other animals have also been taken to
suggest commonality of conscious experience. All mammals share the same basic brain
anatomy, and much is shared with vertebrates more generally. A large amount of scientific
research that is of direct relevance to the treatment of conscious human pain, includ-
ing on the efficacy of analgesics and anesthetics, is conducted on rats and other animals.
The validity of this research depends on the similar mechanisms involved and to many it
seems arbitrary to deny that injured rats, who respond well to opiates for example, feel
pain. Likewise, much of the basic research that is of direct relevance to understanding
human visual consciousness has been conducted on the very similar visual systems of
monkeys.

Such similarity arguments are, of course, inherently weak for it is always open to critics
to exploit some disanalogy between animals and humans to argue that the similarities don’t
entail the conclusion that both are sentient (Allen 1998). Even when bolstered by evolu-
tionary considerations of continuity between the species, the arguments are vulnerable,
for the mere fact that humans have a trait does not entail that our closest relatives must
have that trait too. There is no inconsistency with evolutionary continuity to maintain that
only humans have the capacity to learn to play chess. Likewise for consciousness. Perhaps a
combination of behavioral, physiological, and morphological similarities with evolutionary
theory amounts to a stronger overall case. But in the absence of more specific theoretical
grounds for attributing consciousness to animals, this composite argument — which might
be called “the argument from homology” — despite its comportment with common sense, is
unlikely to change the minds of those who are skeptical.

Inference to the Best Explanation

One way to get beyond the weaknesses in the similarity arguments is to try to articulate
a theoretical basis for connecting the observable characteristics of animals (behavioral or
neurological) to consciousness. Inferences of this kind would be strengthened by a good
understanding of the biological function or functions of consciousness. If one knew what
phenomenal conscious is for then one could exploit that knowledge to infer its presence in
cases where that function is fulfilled, so long as other kinds of explanations can be shown
less satisfactory — an inference to the best explanation.

If phenomenal consciousness is completely epiphenomenal, as some philosophers
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believe, then a search for the functions of consciousness is doomed to futility. In fact, if con-
sciousness is completely epiphenomenal then it cannot have evolved by natural selection.
On the assumption that phenomenal consciousness is an evolved characteristic of human
minds, at least, and therefore that epiphenomenalism is false, then an attempt to under-
stand the biological functions of consciousness may provide the best chance of identifying
its occurrence in different species.

Such an approach is nascent in Griffin’s attempts to force ethologists to pay attention to
questions about animal consciousness. (For the purposes of this discussion we assume that
Griffin’s proposals are intended to relate to phenomenal consciousness, as well, perhaps,
as to consciousness in its other senses.) In a series of books, Griffin (who made his sci-
entific reputation by carefully detailing the physical and physiological characteristics of
echolocation by bats) provides examples of communicative and problem-solving behavior
by animals, particularly under natural conditions, and argues that these are prime places
for ethologists to begin their investigations of animal consciousness (Griffin 1976, 1984,
1992). Although he thinks that the intelligence displayed by these examples suggests con-
scious thought, many critics have been disappointed by the lack of systematic connection
between Griffin’s examples and the attribution of consciousness (see Alcock 1992; Bekoft &
Allen 1997; Allen & Bekoff 1997). Griffin’s main positive proposal in this respect has been
the rather implausible suggestion that consciousness might have the function of compen-
sating for limited neural machinery. Thus Griffin is motivated to suggest that consciousness
may be more important to honeybees than to humans.

If compensating for small sets of neurons is not a plausible function for conscious-
ness, what might be? The commonsensical answer would be that consciousness “tells” the
organism about events in the environment, or, in the case of pain and other proprioceptive
sensations, about the state of the body. But this answer begs the question against higher-
order accounts of consciousness for it fails to respect the distinction between phenomenal
consciousness and mere awareness (in the uncontroversial sense of detection) of environ-
mental or bodily events.

Perhaps more sophisticated attempts to spell out the functions of consciousness are
similarly doomed. But Allen & Bekoff (1997, ch. 8) suggest that progress might be made
by investigating the capacities of animals to adjust to their own perceptual errors. Not all
adjustments to error provide grounds for suspecting that consciousness is involved, but
in cases where an organism can adjust to a perceptual error while retaining the capac-
ity to exploit the content of the erroneous perception, then there may be a robust sense
in which the animal internally distinguishes its own appearance states from other judg-
ments about the world. (Humans, for instance, have conscious visual experiences that they
know are misleading - i.e., visual illusions - yet they can exploit the erroneous content of
these experiences for various purposes, such as deceiving others or answering questions
about how things appear to them.) Given that there are theoretical grounds for identify-
ing conscious experiences with “appearance states,” attempts to discover whether animals
have such capacities might be a good place to start looking for animal consciousness. It is
important, however, to emphasize that such capacities are not themselves intended to be
definitive or in any way criterial for consciousness.

Carruthers (2000) makes a similar suggestion about the function of consciousness, relat-
ing it to the general capacity for making an appearance-reality distinction; of course he
continues to maintain that this capacity depends upon having higher-order concepts that
are beyond the grasp of nonhuman animals.
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Broader Implications

Many of the issues raised above are couched abstractly, but questions about animal con-
sciousness, especially sentience, are also enormously important for practical matters of
applied animal welfare (Bekoff 2002; Mendl & Paul 2004). The authors of animal welfare
laws struggle to define sentience in a way that makes objective legal enforcement possible
(Allen 2004b). The topic of animal consciousness connects to theoretical issues in ethics
because of wide, although by no means universal, acceptance of the biconditional statement
[A]: animals deserve moral consideration if and only if they are sentient (especially pos-
sessing the capacity to feel pain). Many are inclined to take it for granted that animals are
conscious, regarding any theory of consciousness that denies this as defective, and conclud-
ing from [A] that animals deserve moral protection. In this connection it is also sometimes
argued that if there is uncertainty about whether other animals really are conscious, the
morally safe position is to give them the benefit of the doubt. Others, however, are inclined
to use [A] in the other direction, denying that animals are sentient and concluding that
animals do not deserve moral consideration. Indeed Carruthers (1989) even argued that
given their lack of sentience, it would be immoral not to use animals for research and other
experimentation if doing so would improve the lot of sentient creatures such as ourselves.
He has more recently backed off this view (1998b), denying [A] by claiming that sentience
is not the sole basis for moral consideration, and claiming that animals qualify for consid-
eration on the basis of frustration of their unconscious desires. Varner (1999) disagrees
with Carruthers by arguing for conscious desires throughout mammals and birds, but like
Carruthers he also rejects [A], arguing for an even more inclusive criterion of moral con-
siderability in terms of the biological “interests” that all living things have.

Neuroscientists regularly use animal models for empirical investigation of conscious
phenomena. For most philosophers, however, the topic of animal consciousness is of
peripheral interest to their main project of understanding the ontology of consciousness.
Because of their focus on ontological rather than epistemological issues, there is often a
disconnection between philosophers and scientists on these issues. Nevertheless, there are
encouraging signs that interdisciplinary work between philosophers and behavioral sci-
entists is beginning to lay the groundwork for addressing some questions about animal
consciousness in a philosophically sophisticated yet empirically tractable way (Allen et
al. 2005; Aydede 2005). In some ways, perhaps, we are not much further along than the
cave artists of Lascaux, painting animals on the walls of their cave 17,000 years ago. These
ancient hunters were no doubt careful observers of the wild behavior of the animals they
depended on for survival. We shall never know, but we might reasonably guess that, not
being very different from ourselves, these early naturalists would have wondered what it
was like to be the aurochs, horses, and deer they depicted. A modern, integrated science of
animal consciousness must combine functional understanding derived from naturalistic
observation with the latest techniques from the lab. Philosophers, in particular, have much
to gain and to contribute by getting out of the armchair and into the field. The stakes are
high - answers inform where humans fall in the evolutionary scheme of things and influ-
ence how animals are treated — and more detailed interdisciplinary studies are needed.

See also 3 Consciousness in infants; 8 Affective consciousness; 21 Higher-order theories of con-
sciousness.
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Note

1 This chapter is adapted from Allen, C. (2003) Animal consciousness. In Edward N. Zalta (ed.),
Stanford Encyclopedia of Philosophy (Summer 2003 edn.), http://plato.stanford.edu/archives/
sum2003/entries/consciousness-animal/.
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Rethinking the Evolution of
Consciousness

THOMAS POLGER

Introduction

Suppose that consciousness is a natural feature of biological organisms, and that it is a
capacity or property or process that resides in a single organ. In that case there is a straight-
forward question about the consciousness organ, namely: How did the consciousness organ
come to be formed and why is its presence maintained in those organisms that have it?
Of course answering this question might be rather difficult, particularly if the conscious-
ness organ is made of soft tissue that leaves at best indirect fossil records, or if it has been
fixed in the populations for such a long time that there are few available examples of organ-
isms that lack the consciousness organ on which to conduct comparative experiments. No
doubt there are other confounding practical obstacles as well. But these are just the compli-
cations that face biologists and natural historians on a regular basis, and they do not reflect
any special problems about the study of consciousness. This is just to say that if conscious-
ness is a natural feature of biological organisms then its origins and history can be studied
in the same manner as other features of the biological world. It is a hard business, but biolo-
gists are pretty good at it.

The situation that I have asked you to imagine is a caricature that lies somewhere between
simplification and sheer fantasy. In all likelihood there is no consciousness organ. But then
again, there is no single circulatory organ, or respiratory organ, or digestive organ. Never-
theless, it is a respectable pursuit to inquire about the natural histories of circulation,
respiration, and digestion; and to inquire about the organs and systems that enable those
capacities and activities. The idea that hearts by themselves circulate blood is fine for grade
school. But full understanding of the metabolic interdependence of the totality of systems
that compose an organism surely reveals the idea of an isolable circulatory system as a gross
simplification. This, of course, is no obstacle to studying the natural history of circulatory
systems. (For qualifications see Allen 2002.) Indeed, although complexity makes the task
hard it also provides some of the most compelling evidence.

What, then, of the imaginary consciousness organ? Is this idea a useful simplification or
a misleading fantasy? My own view is that the imaginary consciousness organ is more like a
simplification than a fable, just like the grade school stories about hearts, lungs, and stomachs.
Conscious experiences are natural features or processes that occur in biological organisms. I
doubt that there is a single consciousness organ that is localized and modular. This does not



RETHINKING THE EVOLUTION OF CONSCIOUSNESS 73

mean that the goals of discovering the mechanisms and natural history of conscious experi-
ences are hopeless. It does suggest that the task will be difficult. Later, I will return to consider
what such projects might look like, and what progress may have been made.

But most discussion of the origins and maintenance of consciousness is not about the
relative merits of one or another natural history explanation of consciousness. Instead, the
focus tends to be on various lines of reasoning that purport to show that if some particular
explanation (or general class of explanations) of the history of consciousness were correct,
then this would reveal something about the fundamental nature of consciousness. In con-
trast to the relatively straightforward “natural history” reasoning about consciousness, this
second kind of consideration concerns theoretical connections between the etiology of con-
sciousness and philosophical theories of its nature. These lines of reasoning are speculative
or philosophical; they focus on what some evidence might show rather than on what evi-
dence we actually have. In this way, discussions concerning the origins of consciousness are
different from those about the origins of hearts, lungs, and stomachs. And it is these lines of
reasoning that concern me in this chapter.

There is a third line of reasoning about the etiology of consciousness that I will mention
only to set aside. These are the so-called teleological or teleofunctional theories of con-
sciousness. Roughly speaking, these are theories according to which conscious mental states
are a special kind of representational or functional state of brains or nervous systems, and
according to which representational or functional states must be understood in terms of
biological function. The most explicit applications of such theories to consciousness come
from William Lycan (1987), Fred Dretske (1995), and Robert Van Gulick (1980). Likewise,
Jerry Fodor (1968), Daniel Dennett (1991), and Owen Flanagan (1992) have hinted at such
a theory for some mental states, if not conscious mental states specifically. Although the
teleofunctional view of mind is perhaps most often associated with Ruth Millikan (1984,
1993), she does not seem to offer it as a theory of consciousness. I will now set these theories
aside because they are best thought of as representational theories of consciousness which
also take a teleological or etiological approach to explaining representation. This is not to
suggest that they have nothing to say concerning the natural history of consciousness —
see especially Dretske (1995). But my focus here is on the second kind of reasoning about
consciousness.

Natural History, Adaptation, and Just-So Stories

Excepting the title of this chapter, I have not yet used the term “evolution” or any of its
related terms. Instead I have spoken only about the origins and natural histories of bio-
logical organisms, and their features, capacities, or organs. Now I will begin to use the
terminology of evolutionary theory, the theory of the origins and natural histories of organ-
isms and their traits.

If conscious experience is a natural trait of biological organisms then there is an evo-
lutionary explanation for its presence in those organisms. But we must be cautious. Not
every property of an organism is a trait — Stephen J. Gould famously argued that the panda’s
“thumb” and the shape of human chins are not traits. And not all evolutionary explanations
of traits are adaptation explanations, for not all traits are formed or maintained by a process
of adaptation through natural selection. Some traits could be formed or sustained by chance
- mutation or drift - or by self-organization. Nevertheless, adaptation explanations are the
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default explanations for complex traits. (Needless to say, deciding what is a complex trait
directs our attention back to my first caution, concerning which features of organisms are
genuine traits.) Traits formed by natural selection are adaptations, and they are sometimes
said to have evolutionary, etiological, or “proper” functions.

Many people who have only a casual familiarity with evolutionary theory think that
all evolutionary explanations are adaptation explanations — that every evolved trait is an
adaptation. But this is not correct. There is an important difference between evolution and
selection. The panda’s “thumb” evolved, but if Gould (1980) is right it was not selected for
by natural selection, so it is not an adaptation. Additionally, we have already noted that not
all properties exhibited by organisms are traits at all - so it is with the shape of the human
chin, and probably the ability to do calculus as well. (Though both the shape of the chin
and the ability to do calculus are good candidates for features that are made possible by the
adaptation of other traits — of the developmental path and shape of our jaw bones, and the
structure of the brain, respectively.) Also, some features of organisms that originally appear
by chance may later prove to be useful and subsequently be favored in the process of natural
selection. The length of the bone that forms the panda’s “thumb” may be one such case of
exaptation (Gould & Vrba 1982). Finally, some people identify evolution with gradualist
theories of change over time, according to which descent with modification occurs slowly
and continuously. My discussion of evolution will be entirely neutral about whether evolu-
tionary change is gradual, or “punctuated,” or sometimes both. These disputes concern not
whether adaptation is the primary mechanism that shapes organisms on our planet, but
how dominant it is, just how it works, and what other biological processes also play a role in
evolution. Such disagreements are, as they say, in-house.

Now we have the resources we need to restate our questions about consciousness. If con-
sciousness is a natural biological trait, or is a system of such traits, then we should expect
that there is an evolutionary explanation for its presence in those organisms that have it. If it
is complex or is part of a complex system, then we should expect that there will be an adap-
tation explanation for it, or for some of its features, or for the organization of the complex
system. I claimed that there will be evolutionary explanations for conscious experiences.
Moreover, I expect that some of these will be adaptation explanations - that some sorts of
consciousness, at least, were selected for by natural selection. Just what these explanations
might be is a topic that we will return to later. But as I indicated above, most discussion of
the evolution of consciousness does not concern how such evolutionary explanations ought
to go. They concern, instead, whether consciousness is a natural phenomenon at all, if so
whether it is a trait in the special sense relevant to evolutionary theory, and if not, whether
anything can be inferred about its origins. These lines of reasoning concern whether there
are general considerations about consciousness or about evolution that can help settle the
questions of whether consciousness is a trait, or an adaptation, or a natural phenomenon at
all. Such are the most prominent questions about the evolution of consciousness.

Before we examine some arguments concerning the evolution of consciousness, we
need to understand what a good explanation of the adaptation of consciousness would look
like. Such an explanation would ideally include (i) evidence that selection has occurred,
(ii) an ecological explanation of adaptive advantage, (iii) evidence that the trait is herit-
able, (iv) information about the population structure, and (v) phylogenetic information
about trait polarity (Brandon 1990, pp. 165-74). Of course, most actual adaptation expla-
nations are not ideally complete, but that does not undermine the regulative ideal. In this
framework we can make some general observations about the evolutionary explanations
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of consciousness that have been offered. Most theories of the evolution of consciousness
simply take for granted that trait polarity (v) favors consciousness — that conscious crea-
tures evolved from nonconscious creatures. Practically no theorist says anything at all about
the population structures in the proposed adaptive environment of consciousness (iv). But
almost every theorist assumes that consciousness or the capacity for consciousness is (or
is dependent on) a biological trait (or set of traits) that can be passed from parent to off-
spring (iii). And almost every so-called evolutionary explanation of consciousness is in fact
an ecological story about the purported adaptive advantage of consciousness (ii). Often it is
argued that such a story, given the presence of consciousness in some creatures, shows that
consciousness could have evolved; but practically no theorist bothers to give evidence that
consciousness did in fact evolve (i).

My purpose in making these observations is not to offer a blanket critique of evolu-
tionary theories of consciousness, but only to draw attention to their incompleteness. It is
important to notice that most stories of the “evolution” of consciousness are stories about
what adaptive advantage consciousness might have had in some hypothetical environment.
These are ecological stories of the sort that are sometimes ridiculed as “just-so” or “how-
possibly” stories. One reason that just-so stories are derided is that typically no evidence is
offered that supports any claims about the adaptive environment for the evolution of con-
sciousness - for example, no evidence is given regarding the other organisms that were
competing in the environment. Lacking that information, we have no evidence that crea-
tures with consciousness were more fit than their nonconscious peers, no evidence that
consciousness conferred any advantages at all. Such omissions are what separates these
works of historical fiction from genuine explanations. Converting “how possibly” stories
into adaptation explanations requires filling in the other parts of the explanation to show
that adaptation not only could have occurred but did in fact occur.

The above complaint would be devastating to any theory that mistook a “just-so” story
for an explanation. But most philosophical and psychological theorists writing about con-
sciousness are not aspiring to give ideally complete adaptation explanations, or even to
approximate them. So while we should keep the ideal of complete adaptation explanations
in mind, we should also look at the other uses for how-possibly stories. It seems that many
theorists, rather than aiming to establish the facts of natural history, are arguing that the
availability (or lack thereof) of some evolutionary or ecological story helps (or would help)
to favor some theories of the nature of consciousness over others. As we shall see, there are
problems with this methodology that are more serious than the mere failure to satisfy an
explanatory ideal.

Questions About the Natural History of Consciousness

Later I will outline a few explanations of the etiology of consciousness that attempt to go
beyond just-so stories. Only time and evidence will tell us whether any of those particular
explanations is on the right track. What we can presently evaluate is the role that evolu-
tionary explanations are claimed to play in broader theorizing about consciousness. In this
section I will consider some of the most prominent questions that arise in evolutionary rea-
soning about consciousness. There are four basic questions and each comes in two versions.

Q1la. If consciousness can be shown to have evolved, does that establish that it is a natural
phenomenon? This is an odd question, admittedly - for how could we know ahead of time
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that consciousness has evolved? But it is just another way of asking whether consciousness
could evolve if it were not a natural phenomenon. Without further constraint, the answer
is clearly that nonnatural consciousness could have evolved. Versions of dualism are easy to
think of, and it is not hard to concoct an epiphenomenalist version according to which con-
sciousness is a free-rider that manifests itself in certain animals. Perhaps Thomas Huxley
held such a view. Perhaps David Chalmers (chapter 17 and 1996) holds this view; and, if
Chalmers is right, then all nonreductive physicalists are stuck with this view. If we want
to know what such a view would look like, just imagine a dualist panpsychism according
to which the nonnatural properties need to be organized in a certain way in order to con-
stitute consciousness, and then let evolution of animals happen to sometimes form that
arrangement. Consciousness, on this picture, is a nonnatural feature that supervenes on the
natural features.

At this point it is useful to say something about the distinction between natural and
nonnatural phenomena. I have been assuming that any philosophical theory of conscious-
ness that is broadly dualist will also be one that counts consciousness as nonnatural. This
is not an unusual assumption. Nevertheless, it should be noted that some theorists adopt
an expanded conception of the “natural” which allows for at least certain kinds of dualis-
tic properties to count as “natural” (e.g., Chalmers, chapter 17 and 1996; Velmans, chapter
27 and 2000). These do not count as versions of naturalism for me. But this may be a merely
terminological stipulation. The crucial point, as will become clear, is not the distinction
between natural and nonnatural but between causal and noncausal. I hold that these dis-
tinctions go together: natural with causal, nonnatural with noncausal. But for present
purposes this can be regarded as a terminological stipulation. In this chapter I am not con-
cerned to establish the truth of any particular theory. Rather, I am concerned about the
relationships between claims of naturalism or epiphenomenalism on the one hand, and
claims about the evolution of consciousness on the other.

Because consciousness could evolve even if it were nonnatural or noncausal (epiphe-
nomenal), the mere claim that it evolved will not tell us whether or not it is natural or
causally potent. So the negative answer to Q1a has little to do with evolution, and much to
do with creative freedom of theorizing about nonnatural phenomena.

Q1b. If consciousness can be shown to have been selected for by natural selection, does that
establish that it is a natural phenomenon? While it is easy to imagine the evolution of non-
natural or noncausal consciousness, it is harder to see how such consciousness could be
selected for. That is because selection requires causal interaction; it requires that conscious-
ness make a difference in the world by making a difference for the creature that has it. If
immaterial or otherwise nonnatural consciousness can causally interact with the world,
then I suppose that it could be selected for. In that case, the fact that consciousness was
selected for (that it is an adaptation) does not show that it is a natural phenomenon. But if,
as I suppose, only natural phenomena can causally interact, then consciousness could not
have been selected for unless it is a natural phenomenon. I conclude that if consciousness
is an adaptation then it is a natural phenomenon. (Although Descartes would disagree, the
position that consciousness is both nonnatural and causally efficacious is not prominent
among contemporary theorists.)

Q2a. If consciousness can be shown to have evolved, does that show that it is causally
potent? For the same reasons mentioned in answering Qla, consciousness need not be
causally efficacious in order for it to have evolved. Consciousness can be an impotent imma-
terial or nonnatural free-rider, a side effect of the evolution of natural organisms. But, also
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following Q1a, this conclusion is too weak to be of much interest. The mere claim that con-
sciousness evolved does not tell us much about the nature of consciousness at all. For the
evolution of consciousness is compatible with any (noneliminativist) account of its nature.

Q2b. If consciousness can be shown to have been selected for by natural selection, does that
establish that it is causally potent? Consciousness would have to be causally potent in order
to be selected for. If consciousness makes no difference in the world, then there would be
no ecological advantage for the things that have it over the things that do not, which could
be the basis for selection. There might, of course, be other differences between the con-
scious and nonconscious creatures, such that the ones that are conscious happen to have
some selection advantage. But that is precisely the Qla/Q2a scenarios, in which conscious-
ness evolves without having been selected for. Per Q1b, if consciousness was selected for - if
itis an adaptation - then it is causally efficacious.

Given my terminological stipulation concerning naturalism and causal powers, Q2a
and Q2b only repeat Qla and Q1b, respectively. But if causal efficacy and naturalness come
apart, the Q1 and Q2 questions will be distinct in the ways noted.

Q3a. If consciousness is necessary for some capacity ¢ in creature C, does that show that it
is causally potent with respect to the @-ing of C? Some theories of consciousness hold that it is
causally impotent, that it is not capable of bringing about causal effects. Against this kind of
epiphenomenalism, some have argued that consciousness must have causal effects because
it is necessary for some capacity that conscious creatures actually have. This line of response
appears to be valid. If some creature C can do ¢ and if only consciousness enables one to ¢,
then it seems clear that consciousness is causally responsible for the ¢-ing of C. So, yes, if
consciousness is necessary for some capacity ¢ in creature C (and creature C can ¢), then con-
sciousness is causally potent with respect to C’s -ing. But is there any such ¢?

Many theories of consciousness attempt to identify a feature or ability ¢ that cannot
occur nonconsciously. Among the most popular options are flexible behavior (William
James), creativity (Selmer Bringsjord), communication or mental rehearsal (Peter Car-
ruthers), self-knowledge (Nicolas Humphreys), mentalistic language (Todd Moody) and
self-awareness of a special sort (Daniel Dennett). Of course different theorists have differ-
ent ideas about the nature of consciousness, and so these proposals may seem more or less
radical. What concerns me, however, is the general form of the claims: that there is some
¢ that cannot be performed (by creature C) without having trait T — where T is conscious-
ness, in the case at hand. If this is true, then consciousness is a very unique trait, indeed.
Is there any other biological trait for which an analogous claim would be true? You might
think that, say, birds cannot fly without wings. Since birds do fly, and they do have wings,
then it looks as though we have a valid argument that wings are causally efficacious in bird
flight. And since the conclusion is true, the reasoning looks good. But is it really true that
birds could not fly without wings? Birds, being as they are, cannot fly when their wings are
damaged in certain ways. But with a bit of ingenuity we can imagine that the ancestors of
birds could have come to fly without evolving wings — by evolving sails, or parachutes, or
balloons, or rockets or some such. These alternatives are fantastic, but fantasy is all that it
takes if our only task is to undermine the incredible and overly strong claim that wings are
necessary for flight — that there is no way to fly without wings.

Less fancifully, the purported example assumes that “winged” is a trait. But birds and
insects and bats each have a specific kind of wing, as does each kind of bird. Once we
notice this variation, is it particularly plausible that it would be impossible for sparrows
to fly if they didn’t have the exact wings that they do? After all, they could have wings of a
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different sort — perhaps even wings more like those of bats or insects than those of other
birds. Of course if “wing” is just a stand-in for whatever produces lift to allow birds to fly,
then the argument looks sound. But then we have only the empirically empty claim that
birds cannot fly without some flight-enabling structure.

Question Q3a arises in the context of trying to establish some theory of the nature of
consciousness. If on theory T consciousness is necessary for the capacity to ¢ and we are
@-ers then we are entitled to conclude that consciousnessT (consciousness as explained by
theory T) is what enables us to ¢, and thereby entitled to conclude that T is the correct
theory of consciousness. (This line of reasoning is usually paired with the negative argu-
ment discussed in Q3b, below, to the effect that no other theory of consciousness can
explain why consciousness is necessary.) But I do not see that we have reason to suppose
that there is any ¢ that is necessary for any capacity of biological organisms in the strong
sense that would be required to infer the presence of ¢ from the presence of the capacity.

Q3b. If consciousness is not necessary for some capacity ¢ in creature C, does that show that
it is not causally potent with respect to the ¢-ing of C? One reason that many theorists seem
to think that consciousness must be necessary for some capacity ¢ or other is the fear that
consciousness will otherwise prove to be epiphenomenal (Polger & Flanagan 2002). If there
is no ¢ for which consciousness is necessary, then we do not know what consciousness
does (or why nature would contrive to provide us with consciousness — see Q4b, below),
and we should conclude that consciousness is epiphenomenal after all. But this line of rea-
soning is fallacious. Carburetors are not necessary for mixing air and fuel in combustion
engines (the job can be done by fuel injectors, among other devices), but it does not follow
that carburetors do not mix air and fuel in those vehicles that have them. Bird wings are not
necessary for flight (rockets, helicopters, and insects can all fly), but it does not follow that
bird wings are causally impotent with respect to flight. Four chambered hearts are not nec-
essary for circulation, but it does not follow that some of the chambers of human hearts are
epiphenomenal. The argument form that moves from inessentialism to epiphenomenalism
is clearly invalid (Flanagan 1992; Polger & Flanagan 2002). It is hard to understand why it
seems to be so attractive to so many thinkers, yet it appears over and over.

It may be useful to notice that reasoning from conscious inessentialism to epiphenome-
nalism is not mistaken only in the difficult case of consciousness. In general, from the fact
that x is not necessarily P it does not follow that x is not P. The argument is not even tempt-
ing in its simple forms. Consider: Sally’s car is not necessarily silver, therefore Sally’s car is
not silver. But for some reason this argument form has proven unusually alluring for those
thinking about the evolution of consciousness. If some theory T asserts that consciousness
gives us some capacity ¢, then the opponent objects by telling a just-so story (T*) about
how ¢ can be had without consciousness or without consciousness being implemented in
the way that theory T supposes. The availability of the just-so story is taken to show that
consciousness does not do @, for a creature without consciousnessy - a zombie - could do
¢. Since T says that consciousness does @, we are urged to conclude that T is false. But the
line of reasoning from “does not necessarily” to “does not” is invalid.

Notice that the emphasis in the inessentialist reasoning suggested by Q3b is on positing
an alternative theory, T*, to explain ¢. Offering an alternative explanation is quite different
from showing that T is false by experimentally showing that mechanism M invoked by T
can be interfered with without disrupting ¢ - experimentally dissociating M (hypothesized
by T) from ¢. The former aims to show that M is not necessary for ¢, that it is inessential.
The latter aims to show that M is insufficient for ¢. This illustrates the difference between
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merely possible dissociations and actual deficit studies. Seen in this light, what is posing
as an “evolutionary” argument against a theory of consciousness is revealed to be simply a
skeptical argument: Because it is possible that theory T is not correct, it is concluded that T
is false.

Q4a. If consciousness is necessary for some capacity ¢ in creature C, does that show that it
has the evolutionary function of ¢-ing in C? If consciousness is necessary for capacity ¢ in
creature C, and C is a ¢-er, then consciousness is causally effective in the ¢-ing of C. This
was the answer to Q3a, though I expressed my doubt that there is any such ¢. Now we are
asking whether, if consciousness is necessary for ¢ in C, and C is a @-er, then we can con-
clude that consciousness was selected by natural selection for (i.e., given the evolutionary
function of) ¢-ing in C. This stronger claim is too strong. But there is a related claim that is
quite reasonable: Suppose that there are some features of creatures that are in fact necessary
for some activities of those creatures. Again, I doubt this occurs, but let us pretend that bird
wings are in some sense necessary for flight in birds. If so, then this is strong evidence that
the trait in question was selected for by natural selection. However, the evidence is defeasi-
ble, and it could turn out that the trait was not selected for the capacity to ¢, and so does not
have the function of ¢-ing. A trivial example is having mass, which is necessary for many
terrestrial activities but was not selected for by natural selection. In fact, in such cases of
trivial and universal features like having mass, their necessity even suggests that they were
not selected for. After all, mass is had by all creatures. Science fiction aside, there were no
massless creatures relative to which the massed creatures could have selective advantage.
There was no opportunity for selection for “having mass” (It is doubtful that having mass
is a biological trait at all. That is another reason for doubting that having mass has a biolog-
ical function.)

A less trivial but still silly example is the ability to do calculus. Whereas we may suppose
that various brain structures are necessary (in some sense) for our ability to do calculus, it
does not follow that those structures have the evolutionary function of permitting us to do
calculus. It may be that those structures came about for other reasons, and were co-opted
for doing calculus. The point here is that not every ability ¢ is one that is selectively relevant
for a particular creature in a particular environment. If consciousness is necessary for some
ability that did not make a fitness difference in its selective environment, then it will not
have the function of ¢-ing.

Evolution and natural selection produce contingent features in the world. We do not need
evolution to explain necessary features of organisms. We need evolution precisely to explain
those features that are not necessary, for example particular size, or the presence of eyes.

Q4b. If consciousness is not necessary for some capacity ¢ in creature C, does that show that
it does not have the evolutionary function of ¢-ing in C? The fact that a trait is necessary for
some ¢ does not entail that it was selected for ¢. But if it is not necessary for ¢-ing, then does
that show that it was not selected for that ability? Of course not. As I have emphasized above,
evolution is an engine of contingency. It takes in contingencies and spits out contingencies.
Human beings have opposable thumbs, which come in handy. We are able to do many things
with our opposable thumbs. Opposable thumbs are not necessary. They are a contingent
feature, but one which evidently put some of our ancestors at a selective advantage over their
peers. I do not know exactly how to explain what opposable thumbs have the function of
doing; that is, I do not know exactly for which capacity of the capacities that they enable they
were selected by natural selection. But there is good reason to think that they do have some
such function or functions; that opposable thumbs are adaptations (Gould 1980).
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Unfortunately, like the bad reasoning explained in Q3b, the line of reasoning in Q4b has
tempted many theorists to despair that an adaptation explanation for consciousness can be
found if consciousness is not necessary for some capacity or other. These theorists are gen-
erally resistant to my claim that there is no capacity ¢ for which consciousness or wings are
strictly necessary. Sometimes that is because they are taken in by the Q3b reasoning, and
then wonder whether a causally impotent trait could be an adaptation. (They correctly con-
clude that it cannot.) Others succumb directly to the fallacious argument from conscious
inessentialism to adaptive irrelevance. Carruthers (2000), who is usually cautious, argues
that higher-order perception (he says “experience”) theories of consciousness are implau-
sible on these grounds. Carruthers reasons that evolving higher-order perceptions require
that we already have higher-order thoughts. But once we have higher-order thoughts we do
not need higher-order perceptions; they are inessential. So we ought to reject the higher-
order perception theory. That is, since higher-order perceptions are not necessary, the
implication is that evolution is unlikely to have provided us with them. (There is an alterna-
tive reading of this argument, which claims not that higher-order perception is inessential
but that it is redundant. I maintain that redundancy arguments presuppose inessentialist
reasoning. See Polger 2004, ch. 6.)

Now it is true that Carruthers stops at the claim that evolving unnecessary traits is
unlikely, and does not go so far as to claim that it is impossible. But even the likelihood con-
clusion is unwarranted. From the fact that we can tell a just-so story about how a creature
could do without some trait, nothing at all follows about what the trait actually does (its
efficacy, per Q3b), about its history (whether it has an evolutionary function, per Q4b), or
about the likelihood of its occurrence.

Consciousness and the Complexity Argument

The problematic lines of reasoning discussed in the previous section run into trouble for
two general reasons. One is that some mistakenly try to draw conclusions about the actual
state of affairs based solely on considerations about what states of affairs are or are not nec-
essary. Another is that they try to make reasoning about the natural world into a deductive
enterprise. They ask whether some facts about consciousness or evolution entail others,
rather than asking what kinds of evidence we have for claims about consciousness. This is
why even the positive results are not very interesting, for example, that if bird wings are (in
some sense) necessary for flight in birds, then bird wings are causally efficacious in actual
bird flight.

There is at least one line of evolutionary reasoning that avoids these pitfalls. As noted
in passing above, evolution by natural selection is the most likely source of complex
traits in living creatures. When we find a complex trait in a living thing we can reasona-
bly expect that the trait was formed by natural selection. The connection is defeasible, of
course. Complexity may sometimes come about and be maintained by chance alone. But as
a line of reasoning about empirical contingencies, the complexity argument is a good one.
Grantham and Nichols (1999) have done the most to defend the application of complexity
considerations to the evolution of consciousness.

Grantham and Nichols begin with the general principle of evolutionary reasoning and
apply it to the case of consciousness: “According to contemporary evolutionary biology, it is
reasonable to assume that complex biological structures are adaptations — even if we do not
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know precisely how the organ functions or how it evolved. The complexity of phenomenal
consciousness thus provides an argument that phenomenal consciousness is an adaptation”
(2000, p. 649). The burden, then, is to argue that consciousness is complex in the appropri-
ate way. Grantham and Nichols proceed cautiously because they are concerned to keep at
bay the critic who adopts a skeptical or epiphenomenalist critique. Working under these
constraints, they outline evidence for thinking that some systems implicated in conscious
perception are anatomically complex. (They are unwilling to accept evidence of merely
functional complexity because it is more vulnerable to epiphenomenalist concerns.) Their
conclusion is that “if given an abstract characterization of the structure of phenomenal con-
sciousness, biologists wouldn't even entertain the hypothesis that the system is functionless”
(2000, p. 664). Thus anatomical complexity is evidence of adaptation.

I do not think that Grantham and Nichols’s gambit of relying on structural complex-
ity works out, but it is not one that they ought to require anyhow. They recognize that their
success must be qualified:

For those with an abiding metaphysical conviction that phenomenal consciousness can't be
causally relevant, [the] complexity argument is unlikely to carry much weight. However, if we
view phenomenal consciousness from the perspective of biology rather than metaphysics, we
have good reason to think that phenomenal consciousness is an evolutionary adaptation and
hence causally relevant. (Grantham & Nichols 2000, p. 664)

The troubles are twofold. First, the epiphenomenalist skeptic will not be satisfied by
restricting one’s concerns to only the anatomical complexity of consciousness, even if that
is successful. For such a critic will be willing to be skeptical about those systems as well.
Second, it is unclear how the anatomy of consciousness can be located without any appeal
to evidence of functional organization. (Nor do Grantham and Nichols suppose that it can,
entirely.) The mapping of the functional and phenomenal structures of experience onto
anatomical structures in the nervous system is part of the argument for identifying those
neural structures as the locus of consciousness (Polger & Flanagan 1999; Polger & Sufka
2006). Without that mapping we cannot be sure that we are considering the right anatomi-
cal features.

The lesson is that one should not try to fend off the skeptical epiphenomenalist and
provide a positive theory of the evolution of consciousness at the same time. And if I
am right, there is no need to pursue these goals simultaneously. For the main arguments
appealed to by skeptical epiphenomenalists are those considered above, which reason from
the fact that consciousness is not causally or evolutionarily necessary for some or any ¢ to
the conclusion that consciousness does not do ¢. We have seen that these arguments are
invalid, so we can safely set aside these kinds of epiphenomenalist worries when it comes to
giving an account of the natural history of consciousness.

It is important that what we are setting aside are the inessentialist-based epiphenom-
enal concerns, epitomized by the reasoning discussed with respect to Q3b and Q4b. If
there are other reasons to consider epiphenomenalism about consciousness, then those
will have to be settled. Some will think that the timing studies discussed by Libet (1993),
Wegner (2002), or Gray (2004) give such reasons. (For an alternative interpretation of these
experiments, see Nahmias 2002.) If we are independently convinced that consciousness is
epiphenomenal then the complexity argument will cut no ice, for epiphenomenalists will
be prepared to think of consciousness as a mere byproduct of that complexity. Of course, as
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epiphenomenalists, they will also eschew any adaptationist explanation for the features of
consciousness, per Q1b and Q2b, and our interest in the evolution of consciousness will be
rather limited, per Qla and Q2a. At best one would be able to say that an epiphenomenalist
theory of consciousness is not incompatible with the evolution of the systems with which
consciousness is associated. And, of course, epiphenomenalists will not be able to explain
the complexity of conscious experience in terms of the complexity of the systems on which
(they may agree) consciousness depends.

If we are not worried about epiphenomenalism, the evidence of the complexity of
conscious experience is obvious and abundant. My own favorite example is the rich phe-
nomenal and functional structure of color vision. Human color experience varies along
the dimensions of hue, saturation, and brightness; these factors interact to yield a dis-
tinctive asymmetric color space that appears to be different from the perceptual spaces of
other species, that is well explained by the anatomical organization of the visual system
(and by differences between our anatomy and, say, pigeon anatomy), and that is well-tuned
for guiding activity within the constraints of our spectral environmental (Hardin 1988;
Thompson 1995; Purves et al. 2003). Once we understand that evolution produces con-
tingencies and that consciousness is part of nature, then visual consciousness evolved if
eyes and brains did. The complexity argument gives us reason to think that eyes and visual
systems evolved even if we had no other evidence that they did and even if we did not know
what they are good for. Of course, in the case of conscious visual perception we have a
pretty good idea what it does for us, so the complexity argument is not our only source of
information.

Just-So Stories and Beyond

A general pitfall in evolutionary reasoning about consciousness, and about evolution-
ary psychology broadly, is the use of just-so stories to postulate the existence of neural or
psychological mechanisms that could have, should have, or must have evolved. Since evo-
lution is an engine of contingency, this kind of reasoning is likely to go awry. It is simply
not the case that evolutionary forces should have, or must have, produced anything at all.
So it is foolhardy to try to reason from evolutionary stories to the existence of physiological
structures (Grantham & Nichols 1999).

A better methodology is to instead think about the evolutionary history of features that
are known and understood. But this is hard work - this is evolutionary biology. Good theo-
rizing requires a tremendous amount of historical and comparative study, much of which is
hard to do with soft tissue systems such as the neural mechanisms that presumably mediate
conscious experience. But there is, for example, some elegant comparative work on color
vision across animal species (see Thompson 1995 and Clark 1993 for discussion) that can
be used in reasoning about the etiology and functions of color vision.

Once one adopts the view that consciousness is a natural process that occurs in some
kind of creatures, then there is no philosophical puzzle about how consciousness evolved,
just the hard work of evolutionary biology. Eyes have always been central to the discussion of
human evolution. No scientist now doubts that our eyes and brains are products of evolution
by natural selection. None doubt that brain areas V1-V5 are implicated in visual process-
ing, and that their structures are products of natural selection. Activation in visual cortex
is also associated with conscious visual sensations. Understanding exactly how sensations
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are manifested by brains is a difficult problem indeed, and the object of much scientific and
philosophical theorizing. The naturalist holds that whatever the evolutionary explanation of
how the visual system came to be how it is, that will be the story of how visual conscious-
ness came to be how it is. It is utterly irrelevant whether the same information-gathering
capabilities could be achieved by some system that has different conscious experiences or
none at all, or whether our visual system could be replaced with a silicon prosthetic. In us,
those capabilities are performed by conscious mechanisms.

Consider the case of blindsight (Weiskrantz, chapter 13 and 1986). Philosophers and
cognitive scientists have tended to focus on what you might think of as the silver lining
for blindsight patients, which is that they seem to demonstrate that some perceptual infor-
mation can be processed in the absence of visual sensation. After all, this is the surprising
part of the phenomenon. But let us not forget that blindsight is a deficit, and that visual
consciousness is lacking because there is damage to the visual system. It is true that blind-
sighters perform better than chance at certain tasks. But normally sighted persons perform
almost perfectly in the same tasks. So at the same time that blindsight suggests that visual
sensation is (in some sense) not necessary for visual information gathering, it also provides
evidence that conscious mechanisms — as a matter of contingent fact — play an important
role in normal human perception. Of course the evidence is subject to further investigation.
If we had actual evidence of double-dissociation between conscious visual experience and
visual competence - for example, actual evidence of “super-blindsight” patients who show
no performance deficit while reporting lack of visual sensation, rather than the mere phil-
osophical possibility of such (Block 1995) — we would have experimental reason to doubt
that consciousness itself is doing some work. But the mere possibility of super-blindsight at
best shows that consciousness is inessential, not that it is inefficacious, per Q3b. It gives us
no reason to doubt that consciousness is implicated in (rather than merely correlated with)
our visual processing.

There are also some deflationary evolutionary explanations, which take what we know
about existing brain systems as evidence that some manifestations of conscious experience
are not adaptations. Flanagan (1995, 2000) argues that dream consciousness is not an adap-
tation, but a spandrel. His reasoning does not depend on the claim that brains could do
what they do without consciousness, though that might be true. Instead, he argues that the
best current theories of dreaming and brain activity during sleep do not invoke a role for
conscious visual experience. The best candidates for the function of brain activity during
sleep are memory consolidation and memory purging. But experiments show that dream
experiences do not have the content that they would be predicted to have if the conscious
content of dreams were to play a role. We do not dream about things that our brains are
trying to remember, nor about things that we are trying to forget. Instead, the stimula-
tion of conscious experience during sleep appears to be a side effect of those other brain
activities.

Similarly, Sufka (2000) argues that chronic pain sensation does not serve an adaptive
function. Sufka assumes that the acute pain system is an adaptation. But, he argues, the neu-
ronal changes that seem to explain chronic pain are part of the basic cellular mechanisms
in neurons, not special to the pain sensory system. The cellular changes involved in chronic
pain are nearly identical to those thought to be involved in the cellular basis of learning and
memory. Sufka speculates that these basic cellular mechanisms are adaptations for learning
and memory and that they are universal in neurons. Chronic pain, then, is the byprod-
uct of two systems that are adaptations, the pain sensory system and the cellular learning
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mechanisms. The result is that the pain sensory system can, in effect, learn to be in pain.
Something like this account may apply to some mood disorders such as depression and
anxiety.

These evolutionary explanations of the experiences of dreaming and chronic pain are
deflationary in that they deny that some kind of consciousness is an adaptation. And in
each case it should be conceded that little evidence is provided to support the claim that
consciousness is a spandrel of some other trait that is an adaptation. Still, these accounts
are at least off on the right foot because they begin with empirical consideration of known
neural mechanisms. These deflationary theories may not be borne out in the long run. But,
if so, it will be because they do not stand up to the evidence, not because someone has an
account according to which consciousness is necessary for any familiar or heretofore unno-
ticed capacity of human beings. Though there are many potential flaws in these accounts,
they are the typical flaws of empirical theories. They are subject to experimental disconfir-
mation. But they avoid the pitfall of relying on claims of evolutionary necessity.

Conclusion

Clinical cases like blindsight lend credibility to philosophical intuitions that consciousness
is not (in a sense) necessary for vision. But the empirical cases also suggest that conscious-
ness is crucial to the ordinary operation of human cognitive and perceptual systems. The
lesson, I have urged, is that it is a mistake to think about consciousness — and especially
about the evolution of consciousness — in terms of necessity or lack thereof.

If birds were aware that their wings are what enables them to fly away from predators,
they would be right to think that having wings was awfully important. One might even
say that having wings is essential to birds being the kinds of creatures that they are. But
that does not show that wings had to evolve to “solve” some evolutionary challenge in the
ancestors of birds. Evolution might have pushed the bird ancestors in a different direction,
making them fast runners or whatever. This does not show that wings are not for flight; it
just shows that wings never had to come into existence at all.

We humans are conscious creatures. We are aware of, and appreciate that, we are con-
scious creatures. We value our consciousness, for among other reasons we think that we
could not be the kinds of creatures we are without being conscious. In this sense we regard
consciousness as necessary for, and essential to, our form of life. All this is true, but it does
not show that consciousness is necessary for any particular capacity that we have. Con-
sciousness may, of course, be necessary for our way of doing things. But that will not show
that consciousness had to occur unless it is also necessary that we evolved to be as we are
- which surely it is not. The sense in which consciousness is necessary for us is quite a con-
tingent sort of necessity, but that is the only kind that evolution provides.

None of these considerations undermines the claims that we are conscious beings, that
consciousness plays a role in our psychology, or that consciousness has evolved. But saying
more about the nature of consciousness, what it does, and where it came from, will require
hard empirical work, not more “just-so” stories.

See also 8 Affective consciousness; 13 The case of blindsight; 17 The hard problem of conscious-
ness; 21 Higher-order theories of consciousness; 32 The causal efficacy of consciousness.
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Machine Consciousness

IGOR ALEKSANDER

Introduction

Increasingly, scientists are trying to understand consciousness as the product of the most
complex machine on Earth: the living brain. Machine modeling of consciousness (MMC)
is the name given to the work of those who use not only their analytic skills but also their
ability to design machines to understand better what “being conscious” might mean as the
property of a machine.

While science progresses through a process of analysis of complex matter, engineering
advances through a process of synthesis based on knowledge gleaned from analysis. A
complex example of such synthesis is the control system for a jet airplane. This can only
be created by bringing together aerodynamics, jet engine behavior equations, fuel science,
mathematical control theory, computing, electronics, and much else. From all of this emerges
the comfort, safety, and convenience of airline passengers. Similarly, designing machine
models of consciousness is an exceedingly multidisciplinary process that not only involves
computing, mathematics, control theory, chaos theory, and automata theory but also all that
can be gathered from the contributions of psychologists, neuroscientists, and philosophers.

This approach to the understanding of consciousness is a relatively new enterprise.
Although suggestions for the constructive method were fielded in the 1990s (e.g., Ale-
ksander 1996, and Taylor 1999), May 2001 was a seminal date for establishing a machine
consciousness paradigm. Philosopher David Chalmers of Arizona State University, neu-
rologist Christof Koch and computer engineer Rod Goodman of the California Institute
of Technology, organized a small meeting of computer scientists, neuroscientists, and
philosophers at Cold Spring Harbor Laboratories (CHSL) in New York. To keep the pro-
ceedings informal, no written record of this meeting was kept. Its task was to discuss the
extent to which attempting to design a conscious machine could contribute to an under-
standing of consciousness in general. The seminal nature of this meeting, coming as it
did after more than fifty years of claims that intelligent machines have been constructed,
needs some explaining. The machine modeling of consciousness sets out by distinguish-
ing the activity from classical Al and Neural networks. As we shall see below, the modeling
fits the “consciousness” appellative if and only if it addresses the mental state of a machine
either as an explicit, symbolic model of the world with the machine computation explicitly
represented within it (the functional stance) or if it addresses mechanisms that materially
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are capable of such representations in a cellular non-symbolic way (the material stance).
Only the latter addresses some of the phenomenological issues associated with conscious-
ness, but this does not cut out the former, where one looks for behavioral clues for the
presence of consciousness. At the CHSL meeting there was a surprising degree of agree-
ment that the concept was beneficial for the following reasons. To define a conscious
machine one has to be clear, with the precision of designing a jet airplane, about the dif-
ference between a machine that is said to be conscious and one that is not. Of course this
is not a current achievement although we shall see that in the functional work of Sloman
and Chrisley and the material work of Aleksander that a start has been made with the cre-
ation of frameworks that attempt to achieve this precision. Such schemas not only allow the
mechanisms of consciousness to be discussed with precision, but also lead to methods for
confirming formally whether a seemingly conscious object conforms with a well stated set
of rules for being conscious. This helps to address the third-person problem of discerning
consciousness in organisms whether human, animal or, indeed, machines.

In this chapter, I pursue some of the arguments initiated at the CHSL meeting and others
that have taken place since (a symposium at the 2003 meeting of the Association for the Sci-
entific Study of Consciousness in Memphis, Tennessee; workshops by the European Science
Foundation in Birmingham, UK in 2003 and by the European Community complexity
community in Turin in 2003, and Antwerp in 2004). I review various typical contributions
to MMC, recognizing that there are also many others.

Criteria for a Conscious Machine

Because the paradigm is still evolving, different designers justify different criteria to dis-
tinguish work on conscious machines from more conventional Al. Anticipating the details
of some designs, some emerging criteria are listed below. These are stated in different engi-
neering frameworks ranging from the functional to the materially neurological.

1 There needs to be a demonstrable representation of a multi-featured world with the organ-
ism within it. This is evident in the work of Holland and Goodman (2003) as a dynamic
system, Aleksander (2005) as a “depictive” cellular system and Haikonen (2003) as a cel-
lular scheme of features of world and self.

2 The machine must show a sufficient understanding of its human interlocutors to be judged
to be potentially conscious. This is a strong feature of the work of Franklin (2003).

3 Reactive, contemplative and supervisory levels of reasoning must be discernible in the
architecture that links perception to internal processing to action. This is the “schema” for
conscious machines devised by Sloman and Chrisley (2003).

4 The machine could be characterized by low-level mechanisms that are equivalent to those
known to be crucial to consciousness in the neurology of living organisms. This is the
approach taken by Taylor (2002) and Cotterill (2003).

5 The machine must have means of demonstrably depicting and using the out-thereness of
the perceived world and be able to use such depictions to imagine worlds and the effect of
its actions. This is the stance taken by Aleksander (2005) in his depictive scheme.

6 Having adhered to some of the criteria above, the design must qualify what is meant by
an emotional evaluation of the content of consciousness. Most of the authors below have
included this criterion in their work.
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Clearly, these criteria are currently more useful in defining what it is to contribute to the
MMC paradigm than in defining what it is for a machine to be conscious. At least some
of the criteria need to be embraced to argue that consciousness is under scrutiny. Some
might argue that most Al programs fit some of these criteria. But I demur from this as, for
example, were I to be working on a classical chess-playing algorithm, I would not satisfy cri-
terion (1) due to the narrow nature of the representation of board states. I would fail (2) as
the only understanding of the human opponent would be lodged in an assumption that he
adheres to a move optimization algorithm which does not easily lead the non-naive human
player to treat the machine as being conscious. While the chess machine could satisfy (3) in
its architecture, it need not do so and usually does not do so. I would not be able to benefit
from (4) as this is stated at too physical a level to incorporate into a symbolic algorithm.
Equally inappropriate would be to insist on the depictive attitude of (5). Some emotional
evaluation (6) could be introduced but this would be without the context of any of the other
criteria, which does not satisfy the emotion criterion as stated.

Why Build Conscious Machines?

The key intention of the MMC paradigm is to clarify through synthesis the notion of what it is
to be conscious. Of course, whatever is synthesized can also be built, and if the resulting arti-
fact captures consciousness in some way, then it can, in some sense, be said to be conscious.
At the end of this chapter I return to this point. But whichever way a machine can be said
to be conscious, there might be a performance payoff brought by the influence that attempt-
ing to capture consciousness in a machine has on its design. It is likely that a “conscious”
machine will produce an advance in ability with respect to the artificial intelligence and neural
network machines produced to date. This is to be found in better autonomy, freedom from
pre-programming, and an ability to represent the machine’s own role in its environment. This
would improve the capacity for action based on an inner “contemplative” activity rather than
reactive action largely based on table-lookup of pre-stored contingency-action couplings.
Whether this is beneficial or not, conscious machine designers argue that having consciousness
rather than intelligence as a target, focuses design on the excellence of internal representations
and their acquisition as indicated in the above criteria. This provides a machine with a signifi-
cant opportunity for dealing with circumstances unforeseen by the programmer.

A Spectrum and a Paradigm

Not all designers approach MMC in the same way. While what unites them is the desire
to clarify, what often distinguishes between them is whether the isomorphism with brain
mechanisms is important or not. In fact, the differences reflect the functionalist/physical-
ist spectrum in theories of consciousness. That is, at the functionalist end of the spectrum,
the main concern with the mental state is the way it serves the purposes of the organism.
Consciousness is said to be in evidence in what the organism does, where the details of
the mechanism responsible for the mental state are not important. Among physicalists,
however, the concern is largely with the material nature of mechanisms and what it is about
these that can be said to capture a conscious state. This inevitably examines living neurolog-
ical machinery for appropriate design clues.
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Figure 6.1 The Sloman-Chrisley CogAff schema.

Technologically, the functional work relates more closely to conventional computation
and “artificial intelligence” styles of programming where achieving a certain behavior is
paramount. The physicalist end is closer to neural network ideas where network dynamics
and their emergent properties are important elements of conscious machine model design.
Obviously, some models fall between the two extremes drawing on the useful aspects of
each method.

At the time of writing, MMC workers have shown considerable determination to accept
the work anywhere on this spectrum as contributing to the MMC paradigm, hoping to
learn from one another and work toward a unified understanding. There is also considera-
ble shared hope that the improved machinery mentioned earlier will arise from this effort
as dictated by the need for achieving as yet unattained performance. For example, using
systems that follow an appropriate group of criteria mentioned earlier it might be possible
to design exploratory robots that understand the mission, are aware of their environment
and their own self in it, where currently they rely heavily on pre-programmed control or
human intervention from the control base. It needs to be stressed that while AI systems may
be written that are so well endowed with contingency rules and analyses of their environ-
ment, it is not their performance that is under discussion here. The point is that conscious
machine designers feel that they have an alternative principled way for creating inner rep-
resentations. This is in its infancy and future maturity is thought to provide opportunities
for the design of machines that overcome some of the limitations of Al of needing solu-
tion algorithms. Machine modeling of consciousness is seen as a way of getting closer to
the methods of a conscious organism. Other applications are systems that go beyond intel-
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ligence, requiring understanding and sensitivity of the behavior of their environment or
their users as seen in the next example.

Franklin’s IDA System

A good example of a machine that requires understanding and sensitivity is the intelli-
gent distribution agent designed by Stan Franklin of Memphis University (Franklin 2003).
Based on Bernard Baars’s global workspace theory of consciousness (see chapter 18), Fran-
klin’s IDA was designed to replace human operators in a seaman billeting task. The focus
of this model is a competitive arrangement where many partial thoughts that come from a
variety of memory mechanisms (short-term, episodic, etc.) compete, and for the winner to
enter a consciousness area. The content of this is broadcast to address the memories afresh,
generating a new set of “thoughtlets” for competition. The sequence of the states of the con-
sciousness area represents a developing thought.

In IDA, the communication link between a seaman seeking a new billet and the
machine is e-mail. The intelligent distribution agent receives information about the
current postings, the seaman’s skills, and desires for a new location. It then attempts to
match this to the current state of available billets, perhaps having several cycles of inter-
action in order to achieve a result. The key feature is that the seaman using the system
should not feel that there has been a change from human billeters to a machine in terms
of the sensitivity and concern with which their case is handled. This could be mistaken for
passing some kind of Turing test. But this is a little too superficial. The IDA generates an
important and useful emotion in the user: it makes the user feel that the machine is inter-
ested in him. A Turing test is passed if the human user mistakenly thinks that the machine
is intelligent enough to be human. The test can be passed even if the machine engenders
no emotions in the user whatsoever except perhaps for a shallow “oh it’s human.” The IDA
is more like the classical Eliza psychotherapy program but without the bluff. The global
workspace machinery develops the output from a model of the user rather than playing
set linguistic games with the interlocutor that have no internal model whatsoever. The
system contains processing modules that implement, in traditional computing formats,
various forms of memory (working, autobiographical, associative, and episodic). These
are addressed from external stimuli (“I, sailor, need to work in a warm climate”) as well as
internal stimuli (“I, IDA might suggest Florida”). Memories produce cues and associations
that compete to enter the area of “consciousness.” In IDA, this takes the form of a coali-
tion manager, an attention mechanism and a broadcast mechanism. Communication is
based on “codelets,” that are structured programs also called “mini agents” in computing.
So the content of the consciousness area starts as a partially formed thought that broad-
casts information back to address memory areas. This results in new cues and the process
repeats until the “thought” is sufficiently well formed to activate an action selection mech-
anism that communicates with the sailor and initiates a new set of internal and external
inputs for further consideration. In recent versions of IDA, “emotional” information (such
as “guilt” for, say, not achieving all of a sailor’s requests) enters the operation of a large
number of modules.

Franklin makes no claim that there is any phenomenological consciousness in this
system and is content with the functional stance that is sufficiently effective to leave users
satisfied that they are interacting with a system that is “conscious” of their needs.



92 IGOR ALEKSANDER

Consciousness in Virtual Machines

In the United Kingdom, Aaron Sloman of the University of Birmingham and Ron Chrisley
of the University of Sussex have set out to discuss functional, computational ideas as a way of
clarifying seemingly arbitrary opinions that enter discussions about consciousness (Sloman
& Chrisley 2003). For example, some think that dreams are in consciousness, others do not,
some think that consciousness is a matter of degree, others think it is either-or, and so on.
They argue that a computational model has the power of making these issues explicit.

The authors evoke the concept of a virtual machine that can possess a mixture of states
that are important in clarifying consciousness. Virtuality permits one to distinguish the
properties of an emulated machine that models aspects of consciousness from those of the
underlying host mechanism, that is, a general-purpose computer. This “virtual machine
functionalism” is illustrated by an architectural “schema” (a discussion framework for archi-
tectures of consciousness) called CogAff (cognition and affect) and a specific architecture
called H-CogAft (human-like architecture for cognition and affect). The CogAff scheme
provides a framework for discussing specific aspects of consciousness that will be men-
tioned later (see Figure 6.1).

With information processes rather than physical processes being the elements of the
schema, these can be structured to represent perception, internal processing, and action
as well as the relationships between them. This “three-tower” vertical division is further
divided into three horizontal layers. The first is for reactive mechanisms that link percep-
tion to action in a direct way (e.g., reflexes). The second represents deliberative mechanisms
which are capable of “what-if” computations for planning (“I use a stick to knock the
banana off the tree”). The third is a meta-management layer that senses the lower planning
process and is capable of modifying it (“Using sticks is unfriendly, I should try something
else”). Nestling among the reactive mechanisms is an “alarm” process that has rapid access
to all the other parts of the architecture should an emergency be discovered.

Sloman and Chrisley’s virtual-machine functionalism (VMF) is distinguished from a
more general (atomic) form of functionalism where the latter treats a mental state as just
one overall internal state of a machine from which stems the organism’s behavior. However,
VMF permits models of interacting architectural features that give rise to many, concur-
rently acting, interacting mental states. There are several characteristics of VMF that permit
the modeling of phenomena that, at the outset, appear puzzling. For example, Chrisley and
Sloman see emotion is an ill-defined concept which, in their scheme, becomes separated out
as being of at least three types that relate closely to the horizontal layers. These are reactive
emotions such as anger, deliberative ones such as frustration, and meta-management dis-
ruptions such as grief or jealousy. Another example where modeling is helpful is in vision
where there are multiple “what” and “where” paths that are explicit in the CogAff struc-
ture, clarifying their parallel functions and interactions. Further, localized disruptions due
to lesions can be modeled, explaining how some functions are disadvantaged, while others
are left intact. The model makes clear how resources that control learning must be distrib-
uted. The authors also use the model to approach explanations of perceptual failures such as
inattention blindness (we think we see everything, but we only see that to which we attend).
Abstract thinking, as when doing mathematics, becomes a task for the meta-management
layer. Finally, “qualia” are explained as the observation exercised by the meta-layer on the
activity of lower layers and its ability to monitor and interpret these lower-level processes.
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Cognitive Neural Architectures

Pentti Haikonen of the Nokia Company in Helsinki, Finland, has created architectural
models that capture consciousness by having a comprehensive set of cognitive competences
(Haikonen 2003). This relies heavily on the ability of recursive or re-entrant neural net-
works to store and retrieve states. Based very roughly on the operation of a brain cell, an
artificial neuron is a device that receives input signals and “learns” to output an appropriate
response. Recursive networks have stable states by virtue of the fact that neurons not only
receive signals from external sources such as vision or audition, but also from the signals
generated by other neurons in the same network. Of course, timing issues arise in this type
of model: how does the internal state follow a changing input, and so on. The reader is
advised to read Haikonen’s work to get a full understanding of his mechanisms. So, say that
a network has learned to represent the image of a cat, this image can be sustained as each
neuron will output its feature of the cat image in response to other neurons outputting cat
features. This means that such a network can store several images as stable states and, if the
net is given only a fragment of an image “it knows” it will reconstruct the whole image as
more and more neurons will be recruited to output the same image. The mechanism works
not only for single unchanging inputs, but also it can track a time-varying input. This kind
of re-entrant, dynamic mechanism is thought to be important in living brains and it is for
this reason that Haikonen’s models are sited closer to the physicalist end of the functional/
physicalist spectrum than the earlier examples in this article.

Haikonen’s cognitive architecture is based on a collection of similar modules. Each
module consists of sensory input and a preprocess that extracts important features from the
input. This is followed by a perception generator that feeds “a distributed representation of
a percept” (say a set of features of a cat) to a neural network called the inner process. But the
network also feeds back to the perception generator. The resulting feedback loop causes the
system to be able to represent both sensory inputs and inner reconstructions of meaningful
states in the absence of input.

There is one such module for each sensory modality. Some modalities, primarily vision,
are divided into more detailed submodules that specialize in features such as shape, color,
and motion, which reflect some divisions that are known to exist in the brain. The key feature
of this architecture is that there is feedback at an even higher level: each inner process of a
module receives input from the perception generators of other modules. That is, a module
is influenced by what other modules are representing, leading to overall states in the system
that are capable of associating, for example, the features of a cat represented in a visual
module with the word “cat” represented in another module. This collection of modules is the
cognitive part of the architecture. Haikonen also envisages a “motor” part that processes the
state of the cognitive part, leading to actions such as the generation of speech or motion.

Another feature of the architecture is that one of the modules is positioned to act at a
level higher than the sensory processing of the others. What it does is to monitor the pat-
terns of activity of the lower level modules. This can assign word meaning to this overall
state which can then make use of the word “I” in a meaningful way. Emotions too are not
neglected. They are the product of central sensing of the reactions to certain sensory input
(e.g., forward-going for pleasure and retracting for fear). Haikonen sees “conscious” as
being an accurate term to describe the normal modes and styles of operation of his archi-
tecture. He distinguishes between conscious and unconscious modes through the degree
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of engagement that the inner mechanisms have with a task. For example, he quotes “the
bedtime story effect” where a parent reads automatically to a child while thinking of some-
thing else. The reading does not reach consciousness as it goes directly from sensor to
actuator without entering the representational loops. In summary, in common with other
physicalist approaches, Haikonen suggests that consciousness is a product of the firing of
neurons, which sometimes can be due to sensory information and importantly, at other
times, to the sustained states of several levels of feedback in the machinery of the artificial
or the living brain. In terms of our criteria, the claim for consciousness is based mainly on
(1) and (6). One notes that Haikonen’s system respects the CogAff structure while making
use of the emergent properties of his components: CogAft does not concern itself with that
level of functional detail.

Attention and Consciousness

Close to the physicalist end of the spectrum is the work of John Taylor, a mathematician and
theoretical physicist at King’s College London. The key to his model (CODAM: COrollary
Discharge of Attention Movement) is based on the principle that without attention to an
input there can be no awareness of it (Taylor 2002). Consequently, he investigates a spe-
cific brain mechanism called the “corollary discharge” that is responsible for changes in
attention. He expresses this within a framework of control engineering. The control model
involves an object map within which objects are selected for “coming into consciousness”
by a competitive process involving working memory and the corollary discharge mecha-
nism. Taylor identifies a “pre-reflective self,” that is, the feeling of ownership of the content
of being conscious, with the corollary discharge, and distinguishes it from “pure conscious-
ness experience.” He reasons that there exists a buffer in the model, the neural activity of
which is the correlate of the consciousness of the organism. The corollary discharge signal
appears in this buffer briefly, to be immediately followed by the sensory signal of that which
has been attended as selected by the discharge. Therefore, the pure content state is a tempo-
ral extension of the contentless pre-reflective self state.

The CODAM model allows Taylor and his colleagues to arrive at several important con-
clusions. For example, they explain the meditational processes aimed at achieving a state of
“pure consciousness” found in several Eastern religions. They argue that advanced forms
of meditation force the attentional corollary discharge to block sensory input and turn
attention to attending only to itself. Another application is the explanation of the atten-
tional blink which occurs when someone is asked to attend to several objects presented
in succession to one another. Schizophrenia, inattention blindness and blindsight are also
approached through the CODAM model.

At the Physicalist End of the Spectrum

Rodney Cotterill, a British scientist working at the Danish Technical University in Copen-
hagen, contributes to MMC by searching for consciousness in a young developing child
(Cotterill 2003). Called “Cyberchild,” this simulation is a comprehensive model not only of
the cortical regions that may be present and necessary in a very young child, but also of the
endocrine system (blood control system), the thalamic regions, and the autonomic nervous
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system. The model makes it possible to study a biochemical state that could be described
as hunger. It can then be given “milk” to increase its simulated glucose levels. Should these
fall to zero, the system stops functioning and the child dies. However, the child has a vocal
output that enables it to cry and alert an observer that action is needed either to provide
milk or change the nappies as the model is capable of urinating and sensing a wet nappy.
The crying reaction is built into the system. The model has only two sensory modalities,
hearing and touch, these being dominant in the very young child and sufficient to model
the effect of sensory input.

Cotterill raises important questions as to whether even a perfectly executed model of
a young child is likely to be conscious in some way. He remains skeptical of this, claim-
ing only that his work provides a deep understanding of the complex neural mechanisms
of a living child: a step that has to be taken if one is to understand its consciousness. With
respect to the criteria set out in this article, Cotterill firmly operates on the basis of criterion
4 and identifies the inner mechanisms of the outward signs that a baby can emit. It would
be wrong, however, to interpret this as a sign of consciousness in every mammal that cries.
Cotterill’s philosophy is just the opposite: crying is an element of a vast and intricate electro-
chemical machine, the simulation of which gives us a grip on its complexity.

A Depictive Model

Also close to the physicalist end of the spectrum, the author’s own approach has sought to
identify mechanisms which, through the action of neurons (real or simulated), are capable
of representing the world with the “depictive” accuracy that is felt introspectively in report-
ing a sensation (Aleksander & Dunmall 2003; Aleksander 2005). The model of being
conscious stems from five features of consciousness that appear important through intro-
spection. Dubbed “axioms” (as they are intuited but not proven) they are:

perception of oneself in an “out-there” world;
imagination of past events and fiction;

inner and outer attention;

volition and planning;

emotion.
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This is not an exhaustive list, but is felt to be necessary for a modeling study. In the belief
that consciousness is the name given to a composition of the above sensations, the meth-
odology seeks a variety of mechanistic models each of which can support a depiction of at
least one of the above basic sensations.

Perception requires a neural network that is capable of registering accurately (i.e., depict-
ing) the content of a current perceptual sensation. “Out-thereness,” particularly in vision,
is ensured through the mediation of muscles: eye movement, convergence, head move-
ment, and body movement all create signals that integrate with sensory signals to produce
depictions of being an entity in an out-there world. Imagination requires classical mecha-
nisms of recursion in neural networks. That is, memory of an experienced state creates a
re-entrant set of states in a neural net or set of neural modules with feedback (as explained
for Haikonen’s work, above). That this is experienced as a less accurate version of the orig-
inal stems from the known characteristic of recursive networks that their depictive power
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Figure 6.2 A minimal architecture with axiomatic/depictive properties.

weakens as the network learns a significant number of states. The experience of being able
to create a memory of environments (technically very much like the memory of experi-
enced environments) uses a mechanism where memory states are created and entered as
controlled from natural language sensory input, a property that has been demonstrated in
simulations. Outer attention (such as foveal movement) is due to a completion of the loop
of objects being depicted and triggering further need for muscular movement to complete
the depiction. Inner attention requires a “vetoed” movement signal (that is the initiation of
a movement which is not actually carried out) to imagine, say, looking around a remem-
bered scene. Mechanisms that lead to sensations of volition, planning, and emotions have
been shown to emerge from the interaction of neural modules that are involved in imag-
ination (in which state sequences constitute “what if” plans) and particular modules that
non-depictively (unconsciously) evaluate emotions associated with predicted outcomes
of planned events. This methodology has led to an integrative physical, cellular structure
shown in Figure 6.2.

This indicates that two major areas (perception and imagination) contribute to con-
sciousness and cohere through muscle-controlled depiction, while unconscious areas of
emotion and action interact with them.

The scheme has been used in a variety of applications ranging from the assessment of
distortions of visual consciousness in Parkinson’s sufferers to identifying the possibility of
a brain-wide spread of the neural correlates of “self” It has also resulted in models of visual
awareness that explain inattention and change blindness.
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The Emerging Paradigm

So is there evidence to show that MMC serves to clarify concepts of consciousness? This
chapter has described a spectrum of methods that attempt to achieve an understanding of
consciousness through synthesis based on notions gleaned from psychology, neurology, and
introspection. While the differences between approaches have been highlighted, important
common ground has also been found that contributes to an emerging explanatory para-
digm. First, most designers see the role of the brain as a control mechanism which ensures
that the organism deals appropriately with its environment and its internal parameters. But
consciousness is not present in all control mechanisms. Room thermostats are not con-
scious. Ricardo Sanz, a control engineer at Madrid University points out that only control
systems with non-trivial representational powers qualify as “being conscious of something”
This has been refined by Owen Holland of the University of Essex and Rod Goodman
(2003), who argue that the internal representation required for consciousness can be engi-
neered through a structure that contains both a world model and an agent model. These
are control systems where the two models are interconnected and improve their mutual
performance.

It was said at the outset that the MMC paradigm helps to assess the presence of
consciousness in an organism. This mainly relies on the discovery of the presence of
the above control mechanisms with the ability to model the world and themselves. It
cuts out thermostats but includes bees and properly designed planetary exploration
robots. So the “sense” in which a robot could be said to be conscious is that it passes the
structural and architectural assessments that satisfy the conditions of world and self
modeling.

Another point of agreement is that consciousness should be seen as having differ-
ent degrees. A robot conscious of the needs of an exploratory mission on Mars may not
have the complex consciousness of a human immersed in daily life, but may have a higher
level of consciousness than a bee on a pollen-finding mission. These differences are due
to mechanisms that are similar at some level of abstraction and so constitute a model that
explains what is needed by an organism to be conscious. It does not trivialize the differ-
ence between the content of the consciousness of a bee and that of a human: it teaches us
to respect it. At least, this is the promise of the emergent paradigm of machine models of
consciousness.

See also 17 The hard problem of consciousness; 29 Anti-materialist arguments and influential
replies; 30 Functionalism and qualia.

Further Readings
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Normal and Abnormal States of
Consciousness

J. ALLAN HOBSON

The changes in brain state that result in normal and abnormal changes in the state of the
mind all share a common process: an alteration in the influence of lower centers, princi-
pally located in the brain stem, upon the thalamus and cortex located in the upper brain.
This means that consciousness is state dependent and that understanding the mechanisms
of brain state control contributes indirectly to a solution of the mind-brain problem.

The normal and abnormal variations in conscious state operate through three physiolog-
ical processes: activation (A), input-output gating (I), and modulation (M).

The goal of this chapter is to give an account of the phenomenology of the variations
in conscious state and to show how the three mediating brain processes interact so as to
account for those variations in a unified way. A four-dimensional model called AIM, which
pictorializes both normal and abnormal changes in brain state, will be presented.

In chapter 10, drug effects on consciousness will be described in terms of the concepts
and model presented here.

Definition and Components of Consciousness

Consciousness may be defined as our awareness of our environment, our bodies, and our-
selves. Awareness of ourselves implies an awareness of awareness, that is, the conscious
recognition that we are conscious beings.

The approach taken here is based upon the author’s discoveries concerning cellular
and molecular mediation of the brain states underlying waking and sleeping. The current
position of the reciprocal interaction model of sleep cycle control is present in full and its
assertions are debated by peers in Hobson et al. (2000). The associated activation-synthesis
theory of dreaming and other conscious states focuses on differences between wake-state
cognition and that of dreaming by objectively mapping formal aspects of mentation from
and to the brain states with which they are associated. The current theory, called AIM
because it describes and accounts for activation (A), input-output gating (I), and modu-
lation (M) is also presented in full and discussed in detail by peers (Hobson et al. 2000).
Both the physiological and psychophysiological models are complex and controversial. The
account that follows is admittedly oversimplified in the interests of brevity and clarity.
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Formal Capacities of Mind

To develop an experimental, scientific approach to the study of consciousness, it is conven-
ient to subdivide the mental elements that constitute consciousness. We may discern at least
nine distinct capacities of mind defined in Table 7.1. These are the faculties of the mind
which have been investigated by scientific psychologists since their formation by William
James in 1890. From an examination of this table, it can be appreciated that consciousness is
componential. That is to say, consciousness is made up of the many faculties of mind which
are seamlessly integrated in our conscious experience.

Only human beings fulfill all of the demands of the definition given in the text and the
components listed in the table. And humans are only fully conscious when they are awake.
It is evident that higher mammals have many of the components of consciousness and may
thus be considered partially conscious. Consciousness is thus graded in both the presence
and intensity of its components.

In Edelman’s terms, animals possess primary consciousness (composed of sensory aware-
ness, attention, perception, memory (or learning), emotion and action) (Edelman 1992).
This point is of more than theoretical interest since so much that we know about the brain
physiology upon which consciousness depends comes from experimental work in animals.
In making inferences about how our own conscious experience is mediated by the brain, the
attribution of primary consciousness to animals is not only naturalistic but strategic.

What differentiates man from his fellow mammals, and gives man what Edelman calls
secondary consciousness, depends upon language and the associated enrichment of cog-
nition that allows humans to develop and to use verbal and numeric abstractions. These
mental capacities contribute to our sense of self as agents and as creative beings. It also
determines the awareness of awareness that we assume our animal collaborators do not
possess.

Since the most uniquely human cognitive faculties are likely to be functions of our
massive cerebral cortex, it is unlikely that the study of animal brains will ever tell us what
we would like to know about these aspects of consciousness. Nonetheless, animals can and
do tell us a great deal about how other components of consciousness change with changes
in brain physiology. The reader who wishes to learn more about the brain basis of con-
sciousness may wish to consult Hobson (1998).

Conscious state paradigm

It is obvious that when we go to sleep we lose sensation and the ability to act upon the
world. In varying degree, all the components of consciousness listed in Table 7.1 are
changed as the brain changes state. According to the conscious state paradigm, conscious-
ness changes state in a repetitive and stereotyped way over the sleep-wake cycle. These
changes are so dramatic that we can expect to make strong inferences about the major phys-
iological underpinnings of consciousness.

Two conclusions stem from this recognition: The first is that consciousness is graded
within and across individuals and species. The second is that consciousness is more rad-
ically altered by diurnal changes in brain state than it has been by millions of years of
evolution. We take advantage of these two facts by studying normal sleep in man and in
those subhuman species with secondary consciousness.



NORMAL AND ABNORMAL STATES OF CONSCIOUSNESS 103

Table 7.1 Definition of the components of consciousness

Perception Representation of input data

Attention Selection of input data

Memory Retrieval of stored representations
Orientation Representation of time, place, and person
Thought Reflection upon representations

Narrative Linguistic symbolization of representations
Instinct Innate propensities to act

Intention Representations of goals

Volition Decisions to act

The Sleep-Waking Cycle

When humans go to sleep, they rapidly become less conscious. The initial loss of aware-
ness of the external world that may occur when we are reading in bed is associated with
the slowing of the EEG that is called Stage I (see Figures 7.1 and 7.2). Frank sleep onset is
defined by the appearance of a characteristic EEG wave, the sleep spindle (see again Figure
7.1) that reflects independent oscillation of the thalamocortical system.

Consciousness is altered in a regular way at sleep onset. While awareness of the outside
world is lost, subjects may continue to have visual imagery and associated reflective con-
sciousness. Sleep onset dreams are short-lived and their content departs progressively
from the contents of previous waking consciousness. They are associated with Stage I
EEG, rapidly decreasing muscle tone, and slow rolling eye movements. As the brain activa-
tion level falls further, consciousness is further altered and may be obliterated as the EEG
spindles of Stage II NREM sleep block the thalamocortical transmission of both external
and internal signals within the brain (see Figure 7.2). When the spindles of Stage II are
joined by high voltage slow waves in over half the record, the sleep is called NREM Stage III
and NREM Stage IV when the whole record comes to be dominated by them.

Arousal from Stage NREM 1V is difficult, often requiring strong and repeated stimu-
lation. On arousal, subjects evince confusion and disorientation that may take minutes to
subside. When asked about their mental activity after sleep lab awakenings, they often give
long, elaborate reports, which judges score as dreams even though they may continue to
evince slow waves in their EEG as they give the reports, raising questions about their valid-
ity. The tendency to return to sleep is strong. This process, which is called sleep inertia, is
enhanced in recovery sleep following deprivation (Dinges et al. 1997).

As the activation level is falling resulting in the sequence of sleep Stages I to IV,
muscle tone continues to abate passively and the rolling eye movements cease. In Stage
IV, the brain is maximally deactivated and responsiveness to external stimuli is at its
lowest point. Consciousness, if it is present at all, is limited to low-level, non-progressive
thought (see Figure 7.2). It is important to note three points about these facts. The first is
that since consciousness rides on the crest of the brain activation process, even slight dips
in activation level lead to lapses in waking vigilance. The second is that even in the depths
of Stage IV NREM sleep when consciousness is largely obliterated, the brain remains
highly active and is still capable of processing its own information. From PET and single
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Figure 7.1 Sleep cycle basics.

NREM sleep is divided into four stages, corresponding to increasing depth of sleep as indicated by
progressive dominance of the EEG by high-voltage, low-frequency (“synchronized”) wave activity.
Such low-frequency waves dominate the deepest stages of NREM (stages III and IV, also termed
“slow-wave” sleep). Stage Il NREM is characterized by distinctive sleep spindle and K-complex
waveforms as well as a slow (<1Hz) oscillation which influences their timing. Panel a shows the
characteristic wave forms of the different sleep stages.

NREM and REM sleep alternate in each of the four or five cycles that occur in each night of adult
human sleep. Early in the night, NREM sleep is deeper and occupies a disproportionately large time,
especially in cycle I when the REM epoch may be short or aborted. Later in the night, NREM sleep is
shallow and more of each cycle is devoted to REM. Panel b illustrates these changes over the course of
anight’s sleep. Panel a depicts, in detail, features of an early-night sleep cycle in which NREM reaches
its greatest depth at stage IIl and IV (delta) sleep.

neurone studies, it can safely be concluded that the brain remains about 80 percent active
in the depths of sleep.

These conclusions not only emphasize the graded and state dependent nature of
consciousness. They also indicate how small a fraction of brain activation is devoted to con-
sciousness and that most brain activity is not associated with consciousness. From this it
follows that consciousness, being evanescent, is a very poor judge of its own causation and
of information processing by the brain. It is evident that consciousness requires a very spe-
cific set of neurophysiological conditions for its occurrence.

REM sleep

In 1953, Aserinsky and Kleitman reported that the sleep EEG was periodically activated
to near waking levels and that rapid eye movements (the REMs) could then be recorded.
When aroused from this REM sleep state, subjects frequently reported hallucinoid dream-
ing (Dement & Kleitman 1957). It was later discovered by Jouvet and Michel (1959) that the
EMG of the cat was actively inhibited as the brain was sleep activated and the same inhibi-
tion of motor output occurs in man during REM (Hodes & Dement 1964).
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Figure 7.2 Behavioral states in humans.

Body position changes during waking and at the time of phase changes in the sleep cycle. Removal
of facilitation (during stages I-IV of NREM sleep) and addition of inhibition (during REM sleep)
account for immobility during sleep. In dreams, we imagine that we move, but no movement

occurs. Tracings of electrical activity are shown in ~20-s sample records. The amplitude of the
electromyogram (EMG) is highest in waking, intermediate in NREM sleep, and lowest in REM sleep.
The electroencephalogram (EEG) and electroculogram (EOG) are activated in waking and REM
sleep and inactivated in NREM sleep.

As can be seen in Figure 7.1b, the overnight tendency is for the periods of Stage I-IV brain
deactivation to become shorter and less deep while the REM periods become longer and more
intense. As the brain is more and more activated, the differentiation in consciousness is simi-
larly less marked with reports from early morning Stage IT coming more and more to resemble
those of Stage I. Dreaming, it can thus be reasonably concluded, is our conscious experience
of brain activation in sleep. Since brain activation is most intense in REM sleep, dreaming is
most highly correlated with that brain state (see Figure 7.2). The fact that reports of dream-
ing can be elicited in other states (such as sleep onset, Stage I, and late night Stage II) can be
explained by AIM as manifestations of REM-like brain conditions (Nielsen 2000). The possi-
bly artefactual quality of Stage IV “dream” reports needs to be further investigated.
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Table 7.2 Contrasts in the phenomenology of waking and dreaming consciousness

Function Nature of difference Causal hypothesis
Sensory input Blocked Pre-synaptic inhibition
Perception (external) Diminished Blockade of sensory input
Perception (internal)  Enhanced Disinhibition of networks storing sensory
representations
Attention Lost Decreased aminergic modulation causes a
(decrease in) signal to noise ratio
Memory (recent) Diminished Because of aminergic demodulation activated
representations are not restored in memory
Memory (remote) Enhanced Disinhibition of networks storing mnemonic
representations increases access to
consciousness
Orientation Unstable Internally inconsistent orienting signals are
generated by cholinergic system
Thought Reasoning ad hoc Loss of attention memory and volition leads to
Logical rigor weak failure of sequencing and rule inconstancy
Processing hyper- Analogy replaces analysis
associative
Insight Self-reflection lost Failure of attention, logic, and memory weaken

Language (internal)

Emotion

Instinct

Volition

Output

(failure to recognize
state as dreaming)

Confabulatory

Episodically strong

Episodically strong

Weak

Blocked

second (and third) order representations

Aminergic demodulation frees narrative
synthesis from logical restraints

Cholinergic hyperstimulation of amygdala
and related temporal lobe structures triggers
emotional storms, which are unmodulated by
aminergic restraint

Cholinergic hyperstimulation of hypothalamus
and limbic forebrain triggers fixed action motor
programs, which are experienced fictively but
not enacted

Top down motor control and frontal executive

power cannot compete with disinhibited sub-
cortical network activation

Post-synaptic inhibition

Table 7.2 contrasts waking and dreaming consciousness along many of the dimensions
shown in Table 7.1. It can be seen that while dreaming constitutes a remarkable percep-
tual and emotional simulacrum of waking it has equally remarkable cognitive differences.
The internally generated visual percepts of dreaming are so rich and vivid that they regu-
larly lead to the delusion that we are awake. When they are associated with strong emotions
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(principally joy-elation, fear-anxiety, and anger), they can even be surreal: as Leonardo da
Vinci pointed out, dream consciousness may be even more intense than that of normal
waking: “Why does the eye see a thing more clearly in dreaming than when we are awake?”
Such phenomenology suggests that perception and emotion centers of the brain are acti-
vated (or even hyperactivated) in REM sleep and this is indeed the case.

At the same time that the perceptual and emotional components of consciousness are
enhanced in dreams, such cognitive functions as memory, orientation, and insight are
altered. It is not only difficult upon awakening to remember one’s dreams, but it is also dif-
ficult to remember previous scenes as the dream unfolds (Fosse et al. 2002). It has recently
been shown that even well-remembered dreams do not faithfully reproduce waking experi-
ence (Fosse et al. 2002), although dream characters and events may be dredged up from
the distant past. Perhaps related to the memory defect is the microscopic disorientation
called dream bizarreness which results in extreme inconstancy of the unities of time, place,
person, and action (Fosse, Stickgold, & Hobson 2001). It is these unities that constitute the
anchors of waking consciousness.

Reports of thinking are rare on arousal from REM sleep and the thinking that is reported,
while logical within the fanciful assumptions of the dream (Kahn & Hobson 2005), is almost
wholly lacking in insight as to the true state of the mind (Fosse, Stickgold, & Hobson 2001).
Thus, in dreams, we typically assume we are awake when we are in fact asleep. The con-
verse almost never occurs, weakening the thesis of such skeptical philosophers as Malcolm
(1956), who hold that we never know certainly what state we are in and that reports of
dreaming are fabricated upon awakening.

The Neurophysiology of Sleep with Special Reference
to Consciousness

The deactivation of the brain at sleep onset is seen as the characteristic EEG changes and
is experienced as an impairment of consciousness. It is related to decreases in activity of
the neurones that constitute the brain stem core. This finding is in concordance with the
classical experiments of Moruzzi and Magoun (1949), who showed that arousal and EEG
activation were a function of the electrical impulse traffic in the reticular formation of the
brain stem.

Since 1949, the reticular activating system has been shown to be anything but non-
specific (Hobson & Brazier 1980). Instead, it consists of highly specific interneurones that
project mainly locally but also reach upward to the thalamus and downward to the spinal
cord. By means of these connections, reticular formation neurones regulate muscle tone,
eye movements, and other sensorimotor functions necessary to waking consciousness.
The fact that these changes in neuromodulation are progressive in NREM sleep means that
that state is neurophysiologically as well as temporally intermediate between waking and
REM. No wonder subjects often confound waking and sleep and no wonder they some-
times report dreaming as NREM sleep.

The reticular formation also contains chemically specific neuronal systems whose axons
project widely throughout the brain where they secrete the so-called neuromodulators,
dopamine, norepinephrine, and serotonin (on the aminergic side) and acetylcholine (on
the cholinergic side). The state of the brain and consciousness is thus determined not only
by its activation level but also by its mix of neuromodulators.
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Single cell recording studies

In cats, single cell recording studies have revealed that in REM sleep, when global brain
activation levels are as high as in waking, the firing of two aminergic groups is shut oft
(Hobson, McCarley, & Wyzinski 1975; McCarley & Hobson 1975). Thus the activated brain
of REM sleep is aminergically demodulated with respect to norepinephrine and serotonin.
Since norepinephrine is known to be necessary for attention (Foote, Bloom, & Aston-Jones
1983) and serotonin is necessary for memory (Martin et al. 1997), we can begin to under-
stand the cognitive deficiencies of dreaming consciousness in physiological terms.

What about the enhancement of internal perception and emotion that characterizes dream
consciousness? Could it be related to the persistence of the secretion of dopamine and the
increase in output of the cholinergic neurones of the brainstem? It turns out that the cholin-
ergic neurones of the reticular formation are indeed hyperexcitable in REM; in fact, they fire
in bursts that are tightly linked in a directionally specific way to the eye movements that give
REM sleep its name. The result is that such forebrain structures as the amygdala (in the limbic,
emotion mediating brain) and the posterolateral cortex (in the multimodal sensory brain) are
bombarded with cholinergically mediated internal activation waves during REM.

In the transition from waking to REM, consciousness has shifted from exteroceptive
perception to interoceptive and from moderated to unmoderated emotion. To explain this
shift, cholinergic hypermodulation together with persistent dopaminergic modulation is a
candidate mechanism. The mind has simultaneously shifted from oriented to disoriented
and from mnemonic to amnesic cognition. To explain this shift, aminergic demodulation is
the best current candidate mechanism.

Input-output gating

If the brain is activated in sleep, why don’t we wake up? One reason is the aminergic demod-
ulation. Another powerful reason is that in REM sensory input and motor output are
actively blocked. This closing of the input and output gates is an active inhibitory process
in the spinal- and the motorneurones which convey movement commands to the muscles.
Sensorimotor reticular formation neurones inhibit the sensory afferent sensory fibers
coming from the periphery.

The net result is that in dreams we are not only perceptually and emotionally hyper-
conscious but cognitively deficient and off-line to sensory inputs and motor outputs. That
is to say, we are anesthetized and paralyzed in addition to being hallucinated, emotional,
disoriented, and amnesic. This is the activation-synthesis theory of dreaming (Hobson &
McCarley 1977). What other evidence can be brought to test these hypotheses?

A Four-Dimensional Model of Conscious State

Three factors, activation level (A), input-output gating (I), and neuromodulation ratio (M)
determine the normal changes in the state of the brain that give rise to changes in the state
of consciousness that differentiate waking, sleeping, and dreaming. Because these three
variables can be measured in animals, it is appropriate and heuristically valuable to model
them. In so doing, we replace the traditional two-dimensional model (shown in Figures 7.1
and 7.2) with the four-dimensional model shown in Figures 7.3 and 7.4 below.
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Figure 7.4 Normal transitioning within the AIM state space from waking to NREM and then to REM.

In the AIM model, time is the fourth dimension because the instantaneous values of A,
I, and M are points that move in the three-dimensional state space forming an elliptical tra-
jectory that represents the sleep-wake sequence as a cyclical function rather than as the
stairway that is represented in the traditional two-dimensional model where activation is
plotted against time.

To understand the AIM model, it is helpful to grasp the fact that the waking domain is in
the upper right corner of the state space. It is there, and only there, that activation (A) level
is high, input-output gates (I) are wide open, and the modulatory mix (M) measured as the
aminergic/cholinergic ratio is also high. Since all three measures change from moment to
moment, the AIM points form a cloud in the waking domain of the state space.

When sleep supervenes, all three AIM variables fall. The net result is that the NREM
(N) sleep domain is the center of the state space. With the advent of REM, the activation
level rises again to waking levels but the input-output gates are actively closed and aminer-
gic neurones shut off. Factors I and M therefore fall to their lowest possible levels. The REM
sleep domain (R) is thus in the right anterior lower corner of the state space.

The AIM model clearly differentiates REM from wake. It also affords a valuable
picture of how and why the conscious states of waking and dreaming differ in the way
that they do.

As shown by the arrowed lines forming an elliptical trajectory through the state space,
the sleep-wake cycle is represented as a recurrent cycle. Actually the sequential cycles of
sleep move to the right (as activation level increases overnight) and downward as the brain
comes to occupy the REM domain for longer and longer periods.
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Lucid dreaming

Lucid dreaming is a normal variation in conscious state which serves to illustrate and
emphasize the value of the AIM model. When subjects learn to recognize that they are
dreaming while they are dreaming, they obviously have elements of both REM and waking
consciousness. They can continue to hallucinate but they are no longer deluded about the
provenance of the imagery. Lucid dreamers typically report that while they may learn to
watch and consciously influence the course of their dreams and even to voluntarily awaken
to enhance recall, lucidity is difficult to maintain and they often are either pulled back
down into non-lucid dreaming or wake up involuntarily. The lucid dreaming domain lies
between REM and wake in the middle near the right side wall of the state space. Subjects
normally cross the REM-wake transition zone rapidly suggesting that lucid dreaming is a
forbidden zone of the state space. Such unwelcome processes as sleep paralysis and hypno-
pompic hallucinations occur when subjects wake up but one or another REM process
persists.

Brain Imaging and Lesion Studies in Humans

Over the past decade, two parallel lines of scientific inquiry have contributed striking
insights to the brain basis of conscious experience via the conscious state paradigm.

Brain imaging

Taking advantage of PET technology, three separate independent groups have imaged the
human brain in normal waking and sleep (Braun et al. 1997; Nofzinger et al. 1997; Maquet
et al. 2000). At sleep onset, the blood flow to all regions of the brain declines. When REM
sleep supervenes, most brain regions resume the wake state brain perfusion levels (from
which we infer a restored activation level compared to waking). But several brain regions
are selectively hyperactivated in REM. They include the pontine reticular formation (which
previous animal studies have shown to regulate REM sleep), the amygdala and the deep
basal forebrain (which are thought to mediate emotion), the parietal operculum (which is
known to be involved in visuospatial integration), and the paralimbic cortices (which inte-
grate emotion with other modalities of conscious experience).

It is important to stress again the important advantages of MRI over PET and to explain
why it has been difficult to use MRI in sleep studies.

With PET imaging, the investigator gets one and only one look at the regional activation
pattern. And the subject must be exposed to a radioactive isotope to yield that single image.
This means that all of the marvelous studies of sleep using PET are “snapshots,” not movies
or even time-lapse photographs.

While PET and MRI both have limited degrees of spatial resolution, the temporal res-
olution of MRI far exceeds PET. With MRI, a continuous succession of images can be
collected across the entire night of sleep. This allows second-to-second comparison of acti-
vation to be made. That is the good news. The bad news is that MRI depends upon the
frequent induction of magnetic field changes. To achieve these changes, the magnet literally
clanks and the noise is as disrupting of sleep as the fields are disruptive of the electrographic
recordings we use to objectify the brain states.
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Spontaneous brain damage

Patients who have suffered brain damage due to stroke, report a complete cessation of
dreaming when their lesion impairs either the parietal operculum or the deep frontal white
matter (Solms 1997). This suggests that those structures mediate connections that are
essential to dream consciousness. When damage is restricted to the visual brain, subjects
continue to dream; they lack visual imagery but otherwise dream vividly.

Intentional lobotomy

Solms (1997) has also reported that the clinical histories of patients with mental illness who
had undergone frontal lobotomy in the 1950s revealed an effect on dreaming. This surgi-
cal procedure was designed to cut the fibers connecting the frontal lobes to other parts of
the limbic lobe on the assumption that the emotion which was thought to be driving the
patient’s psychosis was mediated by these fibers. Some patients did indeed benefit from the
surgery, but many reported a loss of dreaming, again suggesting that fronto-limbic connec-
tions were as essential to that normal hallucinatory process as they were to psychosis.

Other abnormal conditions

When traumatic brain damage or stroke affects the brain stem, the resulting injury to neu-
rones mediating activation, input-output gating, and modulation can render subjects
comatose for long periods of time. Such subjects may be unable to wake or to sleep normally
in which case they are said to be in a chronic vegetative state. They have been permanently
moved to the left half of the AIM state space. As they move further and further, to the left,
they may lose the capacity to activate their thalamocortical system even to the NREM sleep
level. A flat EEG indicates a complete absence of activation and intrinsic oscillation.

Locked-in syndrome

Patients with amytrophic lateral sclerosis (popularly known as Lou Gehrig’s disease) remain
conscious during waking but are unable to signal out because of motor-neuronal death. Recent
research suggests that they can be taught to signal out and say “yes” or “no” by raising or low-
ering their cortical DC potentials (Wolpaw et al. 2002). It is not known whether these subjects
have normal sleep cycles but the assumptions of the AIM model predict that they should.

Temporal lobe epilepsy and ‘dreamy states”

When neuronal excitability is locally altered (as in temporal lobe epilepsy), the patients
sometimes experience the intrusion of dream-like states into waking consciousness. This
phenomenon serves to illustrate both the value and the limitations of the AIM model.

If the abnormal discharge of the epileptic focus in the temporal lobe is strong enough, it
can come to dominate the rest of the brain and cause it to enter an altered state of waking
consciousness akin to dreaming. This shift, which is caused by an increase in internal stim-
ulus strength, causes a change in the I dimension of AIM in the direction of REM. Such
a formulation is compatible with the PET finding of selective temporal lobe activation in
normal REM sleep. It is reasonable to propose that the kinship of temporal lobe epilepsy
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“dreamy” states and normal dreaming is due to a shared selective activation of limbic
structures.

But this local excitability change cannot be easily modeled by AIM because the acti-
vation measure is global and, as PET studies indicate, the activation of REM (and TLE) is
regionally selective, there being some brain areas (such as the limbic lobe) that are turned
on and others (such as the dorsolateral prefrontal cortex) that are turned off.

The only way to deal with this reality is to add brain regions as a fifth dimension to the
AIM model. Because it is impossible to represent brain regions within the state space of AIM,
the easiest way to represent and visualize this modification is to see the brain as a regionally
diverse set of AIM models. Thus the value of the AIM may be locally altered with profound
effects upon consciousness.

Conclusions

By studying the way in which consciousness is normally altered when we fall asleep and
when we dream, it is possible to obtain insights about how the brain mediates conscious-
ness. So stereotyped and so robust are the corresponding changes in brain and conscious
state as to assure the following conclusions:

1 Consciousness is componential. It is composed of many diverse mental functions which,
in waking, operate in a remarkably unified fashion to mediate our experience of the
world, our bodies, and ourselves.

2 Consciousness is graded. Within and across species, animals are continually more or less
conscious depending upon the componential complexity and the state of their brains.

3 Consciousness is state dependent. During normal sleep, consciousness undergoes both
global and selective componential differentiation as the brain regions mediating the
components of consciousness are globally or selectively activated and deactivated.

4 Conscious state is a function of brain state. Experimental studies of sleep have identified
three factors which determine brain state. They are activation level (A), input-output
gating (I), and modulation (M). With time as a fourth dimension, the resulting AIM
model represents the sleep cycle as an ellipse and more clearly differentiates waking and
REM as the substrate of the conscious states of waking and dreaming.

5 Recent brain imaging and brain lesion studies in humans indicate that activation (A)
is not only global, but also regional and that selective activations and inactivations
of specific brain subregions contribute to differences in conscious experience. A fifth
dimension must therefore be added to AIM.

6 Armed with the 5-D AIM model, it is possible to obtain a unified view of the genesis of a
wide variety of normal and abnormal changes in conscious experience.

Further Readings

Solms, M. (2002) The neurochemistry of dreaming: cholinergic and dopaminergic hypotheses. In
E. Perry, H. Ashton, and A. Young (eds.), The Neurochemistry of Consciousness. Advances in Con-
sciousness Research series (M. Stamenov, series ed.), 123-31. Amsterdam: John Benjamins.
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Affective Consciousness

JAAK PANKSEPP

Evolution of Affective and Cognitive Processes

A most difficult problem in neuroscience is how conscious mind emerges from brain activ-
ities. To make headway on this, we may need to focus more on the vast neuronal contexts
that unconditionally enable phenomenal experience rather than on the specific contents of
consciousness. From this perspective, consciousness was initially built on fundamental sur-
vival concerns of organisms. Psychologically, such concerns may have been first instantiated
in the glimmers of affective feelings — basic, internally felt neurodynamics reflecting intrin-
sic survival values that are experienced but not necessarily reflected upon. Unfortunately,
affective experience has been profoundly neglected in consciousness studies.

It is commonly assumed that consciousness cannot be scientifically studied without
linguistic reports of subjective experiences. That premise arbitrarily limits consciousness
studies to humans. A neuro-evolutionary view suggests that primary-process conscious-
ness emerged long before organisms had enough brain matter to speak or to cognitively
reflect on their experiences. In any event, current knowledge supports the conjecture that
primary-process affective experience emerged in brain evolution much earlier than the
cognitive processes that allow us to think and talk about our internal experiences (i.e., sec-
ondary and tertiary forms of consciousness). As we begin to accept that various emotional
behaviors in other animals may be excellent indicators of primal affective states (Panksepp
2005a), it may be wise to consider that the neural substrates of such experiences are suffi-
ciently distinct from those that are essential for cognitive variants of consciousness — those
sensorially-based “information-processing” functions of the brain that parse the many dif-
ferences in the external world to generate the highly variable contents of consciousness.

Most of the neural systems that are essential for unconditioned emotional behaviors in
animals and affective states in humans are situated in medial and ventral regions of the
brain. Those cognitive processes that detect changes in the external world are situated more
laterally and dorsally in the brain (neural areas that blossomed more recently in brain evo-
lution). In general, the former functions of the brain are more ancient than the latter. It
seems that affect preceded cognitions in brain evolution, providing a useful heuristic for
animals to anticipate life challenging situations. It is better to anticipate survival needs (e.g.,
to feel hunger with modest energy depletion) than to respond to them when in dire need
(e.g., when one’s internal energy resources are severely compromised). Similarly, emotional
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feelings provide animals with “simple” anticipatory codes of value. The only reason such
neural codes have been long ignored is because no “mindscopes” exist for skeptical neuro-
scientists to achieve agreement.

To adequately understand the cognitive experiences that arise from more recent brain-
mind developments, we may first need to understand the pre-propositional nature of
affective experience. It is possible that cognitive variants of consciousness remain criti-
cally linked to the integrity of those earlier stages of brain-mind evolution. For instance,
we may never understand why we mentally dwell on a lost love, with all the torments of
broken-hearted feelings, until we understand the ache of physical pain (Panksepp 2005b).
All forms of consciousness may remain tethered to that solid neural platform that consti-
tutes primary-process emotional actions and affective experience.

Cognitive forms of consciousness are bound to vary more across mammalian species
than the more ancient affective foundations. For instance, much of the neocortex of the
platypus is devoted to analyzing the inputs from an electro-sensory detector in their bills
that guide such creatures through murky waters in search of food (Pettigrew, Manger, &
Fine 1998). However, their felt urge to seek resources may be a primitive psycho-behavioral
function shared with other mammals. Similarly, much of the neocortex of the star-nosed
mole, with the 22 fleshy tentacles surrounding the nose, may be devoted to the construction
of a tactile world that is as hard for us to imagine as the sound-based world of bats (Catania
& Kaas 1997). But such creatures may also forage with the same primal emotional behaviors
and affective “energies” that remain conserved across all mammals. Such basic emotional
action urges, sustained by brain dopamine facilitated seeking circuitry, may be evolution-
arily homologous across all mammals. There are many other emotional operating systems,
each with their apparent quota of feelings, which constitute the ancestral, genetically pro-
vided tools for living (Panksepp 1998a).

Arousal of such complex survival systems help constitute affective feelings. Such primor-
dial states, as difficult to describe linguistically as pain, may be the bedrock for subjective
experience. With cerebral encephalization, pre-existing raw feelings may have set the stage
for the emergence of various cognitive-perceptual experiences, with ever increasing species
variability as different organisms adapted to vastly different environments. In any event,
this chapter is premised on the assumption that cognitive consciousness, which helps parse
environmental events, was built upon a solidly embodied platform of complex instinctual
emotional action tendencies. The resulting affective feeling states may have constituted the
first glimmers of consciousness in brain evolution since they were each organism’s major
compasses for survival.

Presumably organisms as cerebrally complex as mammals possess many affective
abilities as genetic birthrights, although all are refined in the caldron of environmental
experiences. At minimum, affective consciousness can be parsed into at least three general
varieties: (i) the exteroceptively driven sensory-affects that reflect the pleasures and aver-
sions of worldly objects and events; (ii) the interoceptively driven homeostatic-affects, such
as hunger and thirst, that reflect the states of the peripheral body along the continuum of
survival, and (iii) the emotional-affects that reflect the arousal of brain instinctual action
systems that are built into sub-neocortical regions of the brain as basic tools for living -
to respond to major life challenges such as various life-threatening stimuli (leading to
fear, anger, and separation-distress) and the search for various life-supporting stimuli and
interactions (reflected in species-typical seeking and playfulness, as well as socio-sexual
eagerness and maternal care).
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Table 8.1 Distinct attributes of types of cognitive and affective consciousness (see Panksepp 2003)

Affective Cognitive

State functions Channel functions

Less computational More computational

More analog More digital

Intentions-in-action Intentions-to-act

Action-to-perception Perceptions-to-action

Neuromodulator codes (e.g., neuropeptides) No apparent neurotransmitter codes (e.g.,

heavily general purpose glutamatergic)

More sub-neocortical More neocortical

Ever since Wilhelm Wundt’s initial analysis, affective feelings have been parsed along
three dimensions - (i) feelings of goodness or badness (positive and negative affective
valence), (ii) with various degrees of arousal, and (iii) penetrance into all mental experience
(i.e., their power or surgency). How such pre-propositional affective features of mental life
interact with the capacity of organisms to be aware of the objects and events of the exter-
nal world - raw sensory-perceptual phenomenology - remains empirically uncultivated
territory. However, conjoint interactions of such primary process variants of affective and
cognitive consciousness, within extended representational spaces permitted by cortical
encephalization, may be essential substrates for the brain to generate thoughts (secondary
consciousness) and eventually thoughts about thoughts and feelings (a tertiary form of con-
sciousness which may be unique to species that have linguistic abilities).

The failure to distinguish between the evolutionary layers of consciousness can lead
to many conceptual conundrums and communicative confusions. For instance, the ten-
dency of some emotion researchers to envision that affective feelings arise from the highest
neocortical reaches of the human brain (e.g., LeDoux 1996) may not advance our under-
standing of the fundamental sources of raw feelings. The implicit species-dualism of
such views retards our understanding of emotional feelings. A focus on cortico-cognitive
processes will inform us of the emergence of emotional awareness and how ideational con-
sciousness is buffeted by emotional storms, but not how raw affects first emerged within
brains (Panksepp 1998a, 1998b; Damasio 1999; Parvizi & Damasio 2001).

My initial aim here is conceptually to distinguish affective and cognitive forms of con-
sciousness, and to highlight how emotional affects might be best understood empirically
through the detailed study of instinctual brain action systems all mammals share as evo-
lutionary birthrights. The overriding general principle is that primary-process affective
consciousness is critically related to the instinctual-emotional action tendencies that are
genetically constructed within para-median, sub-neocortical circuits of the brain. Affective
consciousness may be more dependent on motor-action urges than in the sensory-cognitive
parsing of world events. Then I will highlight seven core emotional systems that could elab-
orate distinct affective feelings. Finally, I will consider the implications of a cross-species
affective consciousness for novel scientific predictions in humans as well as other animals. For
instance, all emotional systems have neuropeptidergic codes that concurrently regulate behav-
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Cognitions ElllOthlilS
instigate cor%tr.o
emotions — cognitions

Positive

feedback

3
Gating
of inputs

Unconditional
sensory inputs 2

Coordinated physiological
and behavioral outputs

7 Affect arises from activity of the whole system

Figure 8.1 Neural definition of an emotional system.

The various neural interactions that are characteristics of all major emotional systems of the brain:
(1) various sensory stimuli can unconditionally access emotional systems; (2) emotional systems can
generate instinctual motor outputs, as well as (3) modulate sensory inputs; (4) emotional systems
have positive-feedback components that can sustain emotional arousal after precipitating events have
passed; also (5) these systems can be modulated by cognitive inputs, and (6) can modify and channel
cognitive activities. In addition (7), the important criterion that emotional systems create affective
states is not included, but it is assumed that arousal of the executive circuit for each emotion is
essential for elaborating emotional feelings within the brain, perhaps by interacting with other brain
circuits for self-representation such as those that exist in extended centromedial mid-brain circuits
(e.g. PAG) that interact with anterior cingulate, insular, and frontal cortical systems (adapted from
Figure 3.3 in Affective Neuroscience (Panksepp 1998a), with permission of Oxford University Press).

ioral output and the corresponding affective feeling states, all of which are candidates for the
development of novel and affectively precise psychiatric drugs (Panksepp & Harro 2004).

Neuro-conceptual Distinctions between Affective and Cognitive
Variants of Consciousness

Can meaningful neurobiological distinctions be made between cognitive and affec-
tive forms of consciousness, or are they comprised essentially of the same type of neural
cloth? There are various ways to distinguish between these two general types of conscious-
ness, with considerable overlap among the attributes (Table 8.1). My thesis is that valenced
biological values (affects) are ultimately linked to the neural infrastructure of ancient
emotional operating systems, rather than the overarching cognitive apparatus devoted to
exteroceptive information-processing. However, our ability to reflect on feelings, and to
become aware of their role in our existence, requires many higher processes.

There are presently two very distinct ways to envision how affect emerges from brain
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activities. The traditional “geocentric” view is that primitive unconscious emotional
information has to interact with higher cognitive circuits in order to emerge into a neocor-
tically based consciousness. (I use the term “geocentric” because such theories are based
on a very anthropocentric cognitive view of how the mental world is organized.) How this
read-out from “implicit” to “explicit” processes is accomplished remains totally mysterious,
and has a neuro-dualistic flavor that helps distinguish us from the rest of the animal estate.
The alternative, a dual-aspect monism perspective advanced here, is that the sub-neocortical
emotional action apparatus is sufficiently complex to generate not only emotional behav-
iors but the corresponding affective feelings. For a resonant discussion of dual aspect
monism see Velmans (2000). The present physicalist perspective is that the sub-neocortical
emotional action apparatus generates brain processes that have two coordinated aspects:
(a) instinctual emotional behaviors and (b) raw experiential states. In this, affect emerges
largely from the primordial viscero-somatic self-representation circuitries that exist within
those core brain systems that generate instinctual emotional actions (Panksepp 1998b).
With cortical encephalization such “energies” come to be parsed and regulated by higher
cognitive processes.

The traditional cognocentric view of mind envisions affect to be an information-
processing function of the brain. The affect-centered perspective advanced here is that raw
emotional feelings largely reflect the operations of large-scale neurodynamics (Figure 8.1)
whose basic character is closer to those energetic metaphors that were discarded in psychol-
ogy at the beginning of the computer-driven cognitive revolution. Affective consciousness
(Panksepp 2003) may be more closely linked to the contextual-background activities of the
brain that consume more cerebral energy than the cognitive activities that generate the per-
ceptual-foreground contents of consciousness (Shulman & Rothman 2004).

State functions vs. channel functions

Some aspects of the brain operate via discrete information channels linked to stimuli in the
external world (e.g., sensory-perceptual processes), while others operate more endogenously
and globally to control wide swaths of more endogenously sustained brain activities. Exam-
ples of the latter are the biogenic amine transmitters, such as norepinephrine and serotonin,
which regulate neuronal arousability through most of the brain. They do not control specific
emotional or cognitive states, even though they elaborate and modulate all of them. Neuro-
peptide systems operate in similar, albeit in functionally more discrete ways, and appear to
regulate specific affective tendencies (Panksepp & Harro 2004). Others, for instance gaseous
transmitters such as nitric oxide, operate on no neuronal receptors, but directly on neuro-
nal metabolic controls. They also act in global ways, but quite rapidly. The channel-state
distinction appears essential to understand processes that produce highly resolved percep-
tual cognitive-type qualia vs. those affective aspects of consciousness that are more holistic,
reflecting evolutionary qualia (i.e., ancestral “memories” which arise from genetically pre-
scribed emotional and motivational circuits concentrated in medial strata of the brain).

Computational vs. non-computational forms of consciousness

Brain state processes may be so integrally linked to organic processes, at such deep sub-
cortical network levels, that they are not as susceptible to computational solutions as the
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more highly resolved cognitive channel functions, which are neural systems devoted to dis-
crete information processing that are essential for perceptual and linguistic processing. The
traditional computational view of mind claims that cognitive channel functions, since they
are dependent on the coding of neuronal firing patterns in anatomically delimited channels,
can be instantiated on any computational platform that can simulate the correct symbolic
infrastructures of mind. However, affective consciousness may be so deeply dependent on
certain kinds of organic state processes, that it may not be instantiated on inorganic man-
made information-processing devices. If certain types of organic platforms are essential for
affective state functions, it may be a category error to believe that one can compute any-
thing more than pale and affectively superficial shadows of real emotional feelings. From
this perspective, it is inconceivable that anyone will ever compute an orgasm that had a real
phenomenological feel to it.

Analog vs. digital distinctions

Affective systems depend on extensive networks in which the patterns of firings of individ-
ual neurons do not convey discrete information; rather, ensembles of neurons create certain
types of holistic action tendencies that, according to the dual-aspect monism perspective
advanced here, may objectively reflect how emotional feelings emerge from large-scale
brain dynamics. Emotional affect may be a fundamental property of broad-scale analog
networks for the generation of emotional-instinctual action tendencies (Figure 8.1).

Intentions-in-action vs. intentions-to-act

During mind-brain evolution, the instinctive state-control systems of the brain were critical
for creating fundamental forms of intentionality — intrinsic-action readiness - that are inte-
gral features of different emotional states (Panksepp 1998a, 1998b). Obviously, soon after
birth, organisms must have various forms of intrinsically organized (instinctual) action
tendencies at their disposal for confronting the archetypal survival challenges of the world.
Core emotional feelings may be fundamentally based on these genetically ingrained forms
of intentionality, providing value-laden infrastructures that allow young organisms to learn
about the life-supporting and life-detracting features of the world, gradually molding cog-
nitive structures from which more elaborate, learned forms of intentionality can emerge.
This distinction between affectively rich intention-in-action and perceptually-cognitively
rich intentions-to-act, as conceptualized by John Searle, allows us to envision how intrinsic
emotional abilities and the associated core affects are related to inherited genetic processes
(emotional motor-action apparatus) on the one hand and to epigenetically derived cogni-
tive mechanisms (sensory-perceptual functions) on the other.

Emotional action-to-perception processes vs. cognitive
perception-to-action processes

This distinction, similar to the previous one, is that affective/emotional state-control systems
promote action processes that help focus perceptual fields. For instance, when organisms
are angry, they zero in on the potential source of irritation; when sexually aroused, they
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focus on various intrinsic sexual cues. However, cognitive information-parsing processes
generate perceptions that can lead to actions. With learning and conditioning, namely
when the two modes of processing become intermixed, adaptive responses are extended
into the world in ever more subtle ways.

Differential neurochemical controls

There exist meaningful neurochemical distinctions between affective and cognitive vari-
ants of consciousness. Neuroscientists have long recognized that a distinction needs to be
made between the rapidly acting neurotransmitters that directly generate action potentials
in discrete information channels (with glutamate being the prime example of an excitatory
transmitter, and GABA the main inhibitory transmitter), and those neuromodulatory state
influences that more broadly bias how effectively the rapidly acting transmitters operate.
Neuropeptides are prime examples of neuromodulators that may regulate emotionally and
motivationally specific state variables in widely ramifying neural networks. These peptides
are also enriched in the visceral-enteric nervous systems, helping explain why strong emo-
tions are typically accompanied by gut feelings, much of which may depend on visceral
homunculi in the brain. This is not to suggest that the affective and cognitive controls are
not highly interpenetrated in the mind. They simply have different evolutionary histories
and many distinct characteristics.

Sub-neocortical vs. neocortical locus of control

Anatomically, the neural system characteristics of affective-limbic regions are sufficiently
distinct from those of the exteroceptive-cognitive apparatus. The neural principles that
apply to one are not as evident in the other (Panksepp 2003). While many neocortical
areas are uniquely devoted to perceiving and parsing the many differences in the exter-
nal world (and the extension of the affective “self” into world events), the core affective
brain systems devoted to elaborating the internal world of the self are more medially
situated, concentrated in viscerally based circuitry extending from the mesencephalic
central gray regions to cingulate and orbitomedial frontal cortices. The cognitively
enriched neocortical areas devoted to sensory-perceptual analyzers toward the back of
the brain and the working memory regions toward the front (e.g., dorsolateral prefron-
tal regions) are also in intimate contact with basal ganglia (e.g., dorsal striatum) and
thalamic sensory relay nuclei. The more ancient, affectively rich limbic circuits are inti-
mately related to midline mesencephalic and diencephalic systems and closely associated
frontal and cingulate cortices. The activities of those midline brain regions, devoted to
elaborating the basic emotions and motivations, are often aroused in reciprocal relation
to the more cognitive brain zones (Goel & Dolan 2003; Liotti & Panksepp 2004; Northoft
et al. 2004).

In sum, affective states may need to be understood in terms other than those that have
become second nature in our traditional information-processing views of the brain. A
better recognition of such distinctions may loosen the grip of information-processing com-
puter metaphors that remain au courant in most cognitively oriented approaches to mind
science. The rest of this essay will focus on the paramedian limbic emotional circuits that
are critical for the phenomenal feel of affective states.
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Sub-neocortical Systems for Affective Consciousness

Because of the critical importance of sub-neocortical sources of affective consciousness for
mental life, let us dwell briefly on relevant empirical issues. The weight of evidence indicates
that basic affective states can be elaborated in the absence of most, perhaps all, of neocortex.

Evidence from neo-decortication studies

If one surgically eliminates neocortical influences in very young mammals, especially “prim-
itive” mammals such as laboratory rats, one consistently obtains adult animals that are
outwardly indistinguishable from normal (Panksepp et al. 1994). After neo-decortication
most instinctual operating systems remain intact, even disinhibited. For instance, once I
prepared a set of neonatal decorticated rats and presented fully grown pairs (one decorticate,
and one normal) to each of 16 students in a neuroscience practicum. During a lab session
devoted to the observation of behavior, the students’ task was to identify which animal of
each pair was missing approximately a third of their brain. The result was that 12 of 16 stu-
dents selected the decorticated animals as being normal. This statistically significant mistake
apparently emerged because the decorticates readily exhibited their subcortical “instinctual
energies” They were more active, explored and investigated their environments more vigor-
ously, while the normals were comparatively inactive, and seemingly more timid.

Of course, comparable brain damage in mature animals yields more obvious behavioral
deficits. Once behavior comes to be controlled by higher brain functions, neocortical abla-
tions produce more evident behavioral impairments. Such patterns have also been observed
in humans. Massive deficits in higher cerebral functions that would, in adults, lead to the
unconsciousness of persistent vegetative states (Watt & Pincus 2004), do not have compa-
rable effects in children. Infants born with very extensive higher cortical deficits exhibit
evident wakefulness and clear emotional/affective responsivity throughout development,
especially clearly if they have been reared in socially supportive and loving environments
(Shewmon, Holmes, & Byrne 1999).

The retention of an affective/instinctual life following neonatal neo-decortication affirms
that lower regions of the brain suffice to sustain organismic emotional-affective coher-
ence. The fact that such animals exhibit normal patterns of the most complex instinctual
tendencies, including those that require complex interaction with other animals, such as
rough-and-tumble play (Panksepp et al. 1994), affirms that the higher cognitive regions
of the brain are not essential for the generation of emotionality. Frontal neocortical areas
inhibit and regulate emotionality. One could argue that such animals are unfeeling “zombies”
but that is an unlikely inference. Indeed, one cannot impose comparatively modest damage
subcortically and expect consciousness to continue (Watt & Pincus 2004). Many other lines
of evidence suggest that basic emotional systems have a mind of their own.

Evidence from localized electrical stimulation of the brain

In animals, localized electrical stimulation of the brain (ESB) can evoke a series of core
instinctual behaviors, and to the best of our ability to evaluate such issues animals are expe-
riencing the stimulation as either desirable or aversive (Panksepp 1998a, 2005a). Animals
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work vigorously to sustain such affective states (i.e., they self-stimulate for the ESB) and
they escape and/or avoid stimulation that evokes aversive behavior patterns. They also
exhibit conditioned place preference and aversions for environments paired with such stim-
ulation, and exhibit conditioned positive and negative vocalizations when confined in those
environments where they experience such ESB (Knutson, Burgdorf, & Panksepp 2002).

Such effects are concentrated in sub-neocortical paramedian limbic regions, and a few
frontal cortical areas where such systems project. Human studies yield the same patterns.
One can provoke feelings of anxiety, anger, desire, and many of the social feelings such as
sadness, sexual arousal, and mirth by stimulating the same brain regions where comparable
effects are obtained in other animals (Heath 1996). It is noteworthy that with our ability to
non-invasively stimulate and inhibit neocortical regions with transcranial magnetic stim-
ulation (TMS), no clear evidence has emerged that one can arouse emotional states via
localized neocortical activations. Although mood can be mildly modified by TMS to frontal
cortical regions, those effects may reflect indirect sub-neocortical arousal rather than direct
neocortical processing of affect (Nahas et al. 2004).

Evidence from chemical stimulation of the brain

There is abundant evidence that pharmacological modulation of the same brain systems
that lead to positive reward effects in animals can lead to various positive feelings in
humans. Especially striking examples come from addictive drugs. Opiates and psycho-
stimulants, that lead to persistent affect-mediated addictive behaviors in humans lead to
vigorous self-administration patterns in animals. Although the major loci of control have
not been worked out in humans, brain self-injection studies in animals indicate that such
effects are readily obtained from sub-neocortical sites (Panksepp 2005a).

There are abundant predictions about human feelings that can already be made from our
understanding of the neurochemical controls of animal emotional tendencies, especially
among the many visceral neuropeptides that can regulate emotional behaviors (Panksepp
& Harro 2004). For instance, oxytocin in the mammalian brain reduces separation distress
and facilitates social attachments and positive engagements. It could be predicted, from
existing animal data and a few straightforward psychological extensions, that intra-nasal
administration of oxytocin (the only path presently available for getting exogenous oxy-
tocin into the human brain) will reduce various negative emotional feelings, especially
those related to sadness and social loss, and strengthen feeling of being more strongly con-
nected to social networks. It should reduce shyness and increase confidence, and facilitate
one’s capacity for giving and sharing, and perhaps the capacity for forgiveness. Considering
that this system is almost exclusively sub-neocortical, it will be most interesting to see how
cognitions change when the affective fabric of experience is modified with this and many
other neuropeptide manipulations.

Evidence from human brain imaging

Modern brain imaging only provides correlative evidence for the locus of control for brain-
mind functions. It says little about causal issues. Also, such indirect measures (e.g., blood
flow changes) are highly biased in that they neglect most of the background (contextual)
activity of the brain, which consumes over ten times the energetic requirements of the
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brain than the small changes typically monitored in modern brain imaging (Schulman &
Rothman 2004). We should not construct our understanding of mind on methods that only
envision a narrow slice of the pie. Transient blood flow changes more clearly reflect rapidly
firing networks of fairly large neocortical regions which integrate cognitive information
processing than identifying the locations of slowly firing, highly concentrated subcortical
neural systems for basic emotions and motivations that overlap extensively, often in oppo-
nent-process ways. Investigators who seek to understand brain emotional processes by
presenting cognitive-type emotional information to subjects rarely monitor either global
affective changes (valence, arousal and surgency) nor the more specific emotional feelings
(see part IV). They have been more interested in the perceptions and cognitions associated
with brief exposures to emotional stimuli. Thus, most fMRI brain-imaging studies of emo-
tions have highlighted the perceptual-cognitive processes that instigate and/or accompany
emotional-affective arousal - brain state changes that are hard to bring under temporal
control and hence are often “smeared” across experimental conditions as background error
variance.

The best estimates of hot spots for affective change in human brains, as achieved with
metabolic PET studies (e.g., Damasio et al. 2000), highlight paramedian limbic cortical
and sub-neocortical loci-of-control for the processing of affect (Liotti & Panksepp 2004;
Northoft et al. 2004). Thus, internally generated emotional affects are accompanied by
increased arousal of sub-neocortical brain areas that have been implicated in the generation
of instinctual emotional action tendencies in animals, and decreased arousal of neocortical
areas devoted to cognitive processes. Certain areas are bound to be more important than
others in the genesis of affective states. It is natural to try to reserve that role for the higher
regions, such as the anterior cingulate cortex and insula, but I think the whole network is
essential (Figure 8.1), and developmentally some of the lowest integrative reaches, such as
the periaqueductal gray (PAG), may be more essential for developmentally bootstrapping
the whole system with affect.

Summary of Emotional Systems

The underlying dual-aspect monism premise of affective neuroscience is that core emo-
tional feelings arise from basic emotional systems that govern the respective instinctual
urges. Seven emotional systems — lust, care, panic, play, fear, rage, and seeking — appear to
be necessary brain substrates for the affective feelings of nurturance, anxiety, eroticism,
joyfulness, sadness, anger, and desire, respectively. These systems are in italics to highlight
that specific neural circuits are being discussed, each with characteristics that constitute a
neural definition of emotional systems (Figure 8.1). The italicization of vernacular terms
is also intended to highlight that animal brain research can reveal the command structure
of these affect-relevant, brain-emotional operating systems of humans, while acknowledg-
ing that the interactions with the human cognitive apparatus need to be clarified largely
through human research. The animal data may tell us comparatively little about the cogni-
tive side of the affective equation - the second-order awareness and metacognitions — that
are associated with each of the emotions, and about which much has been written in the
human literature (e.g., Manstead, Frijda, & Fischer 2004). The following short introduction
to the main emotional systems is designed to whet appetites for a more detailed coverage
(see Panksepp 1998a, 2005a).
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1 Lust: How would mammals propagate if they did not have brain systems to feel erotic
desire? The neural seeds of male and female sexual systems are laid down early in devel-
opment, while babies are still gestating, but they do not fully germinate until puberty,
when the maturing gonadal hormones begin to fertilize male and female sexual arous-
als (heavily centered on vasopressinergic and oxytocinergic brain systems respectively).
However, because of the way the brain and body get organized, female-type desires can
also exist in male brains, and male-typical desires in female brains. Of course, learning
and culture persistently add layers of control and complexity to each emotional system
that cannot be disentangled through animal brain research.

2 Care: How would we mammals survive if we did not have brain systems to nurture each
other? The maternal instinct, so rich in every species of mammal (and bird too), allows
us to propagate effectively. To have left this to chance, or just the vagaries of individual
learning, would have assured the end of social species. These hormonally primed urges,
still present in humans, condition the way we respond to newborn babies. The changing
tides of peripheral estrogen, progesterone, prolactin, and brain oxytocin figure heavily in
the transformation of a first-time mother into a fully maternal state, through actions on
extensive sub-neocortical systems. Because males have intrinsically weaker care systems,
they require more emotional education to become fully engaged caretakers. Care chem-
istries may also be one cornerstone of love.

3 Panic: When young children get lost, they exhibit intense separation distress. They cry
out for care, and their feelings of sudden aloneness, verging on panic, may reflect
the ancestral pain codes upon which adult sadness and grief are built. Brain systems
yielding separation distress calls (crying) in mammals and birds have been identi-
fied using ESB techniques. They resemble each other so closely as to suggest a shared
ancestral heritage. Brain chemistries that exacerbate feelings of distress (e.g., cortico-
trophin releasing factor) and those that can powerfully alleviate distress (e.g., brain
opioids, oxytocin, and prolactin) figure heavily in the genesis of social attachments
(as well as sexuality and nurturance) and may ameliorate depression. These chem-
istries help create those inter-subjective spaces with others that allow organisms
to learn the emotional ways of our kind, paving the way for empathy and love. An
understanding of such social chemistries may eventually yield new psychiatric med-
icines to help those whose social emotional “energies” are more or less than they
desire. This knowledge may also link up with a better understanding of childhood
disorders such as autism. A subset of such children may be socially aloof because they
are addicted to their own self-released social-reward chemistries as opposed to acti-
vation by significant others.

4 Play: Young animals frolic with each other in order to navigate social possibilities in
joyous ways. The urge to play was also not left to chance by evolution, but is built into
the instinctual action apparatus of the mammalian brain. Indeed, such systems can even
promote a joyous “laughter” in other species (Panksepp & Burgdorf 2003). These are
“experience expectant” systems that bring young animals to the perimeter of their social
knowledge, to psychic places where they must pause to cognitively consider what they
can or cannot do to others. Such social activities help program brain circuits essential for
well-modulated social abilities, perhaps partly by activating genes that promote neuro-
nal growth and emotional homeostasis. Children who are not allowed sufficient time to
play may express such ancient urges in situations where they should not, thereby exhib-
iting symptoms of attention deficit hyperactivity disorders. Psychostimulants, which can
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help everyone to better attend to cognitive demands, are also strong anti-play drugs.
Perhaps many of these kids would benefit from enhanced daily rations of rough-and-
tumble activities.

5 Fear: The world has abundant dangers some of which can arouse the major fear system
of the brain. Although stimuli that intrinsically provoke fearfulness may differ among
species, the evolved core structure of aroused fear is similar across all mammalian
species. Many other external stimuli gain access to this circuitry through learning - via
cognitive-perceptual “high-roads” and more rapid, unconscious thalamic “low-roads”
(LeDoux 1996). However, it is the evolutionarily provided “royal road” - the uncon-
ditional fear circuitry that courses between the central amygdala to the PAG of the
midbrain - that concurrently controls the instinctual action apparatus and those deeply
aversive feelings that intrinsically help animals avoid dangers. It is more adaptive to feel
anticipatory fear than to be bitten.

6 Rage: Anger can be evoked by any of a variety of situations where there is stiff competi-
tion for resources. The rage system can be aroused by restraint, frustration, and various
other irritations. Anger is provoked when organisms do not get what they want. Just
like every sub-neocortical emotional system, higher cortico-cognitive systems are able
to provide inhibition, guidance, and other forms of emotional regulation. Adults can
modulate their anger in ways that children and animals cannot. Individuals with frontal
lobe damage exhibit more anger than those with intact brains (Berlin et al. 2003). We
presently have no psychotropic medications that can specifically control pathological
anger, but the neuroscientific analysis of rage circuitry has revealed neuropeptide con-
trols, such as opioids and substance P, which may eventually yield new pharmacological
tools to facilitate such emotional self-regulation.

7 Seeking: This remarkable system mediates all appetitive desire to find and harvest
the fruits of the world. This dopamine-facilitated seeking system energizes all our
goal-directed urges and positive expectancies about the world. Animals vigorously self-
stimulate this system in addictive ways, and the neural substrates are critical for humans
and other animals to obsessively self-administer all varieties of addictive drugs and to
crave more and more. The underlying system is the one that mediates our intense appe-
titive motivation to obtain the fruits of the environment, and highlights how a basic
state control system that mediates the primary process phenomenology of appetitive
actions can readily link up with cognitive systems that mediate thoughtful awareness
and appraisals (Ikemoto & Panksepp 1999).

There may be other core emotional systems, such as those for social dominance, but it
is currently easy to envision how such processes, and many other higher-order emo-
tions (shame, jealousy, greed, disgust, etc.), could be created epigenetically from the basic
emotional circuits interacting with cognitive systems. Thus, even though there may exist
additional core emotional systems, as well as many poorly understood interdependen-
cies among the various networks, only the above list can be well defended on the basis of
essential neural criteria (Figure 8.1) and the weight of evidence based on the neuro-psycho-
behavioral triangulation strategy that is the hallmark of affective neuroscience (Panksepp
1998a). Of course, there are other affects (e.g., many sensory and homeostatic ones), but
the above systems are ones that belong properly in the emotion category (Figure 8.1). Each
allows organisms to “move out” dynamically to engage and feel their environment in char-
acteristically emotional ways.
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Pervasive Cognition-Emotion Interactions

The identification of the primary loci of control for affective processing is critical for how
we develop hard scientific strategies to decode the neural nature of affect. The evidence is
strong for a paramedian brain localization running from frontal to mesencephalic central
gray (PAG) regions. My own advocacy of a primary sub-neocortical locus of control for
emotional affects is premised on the likelihood that this will allow us to utilize animal
neuro-ethological models, where “spontaneous” emotionality can be studied directly, to
clarify the neural nature of raw affective processes that contribute so heavily to psychiatric
disorders (Panksepp & Harro 2004).

The dual-aspect monism strategy advanced here is that the weight of evidence indicates
that raw emotional affects are part and parcel of the extended genetically inbuilt and epi-
genetically refined emotional action systems of ancient medial regions of the mammalian
brain extending from centromedial midbrain structures such as the PAG to medial frontal
cortical regions. A striking recent example of this principle is evident in the PET imaging
of human orgasms, where brain arousal corresponds well to what we know about brain cir-
cuits that control animal sexuality (Holstege et al. 2003). Likewise, the passions of REM
dreams appear to be elaborated by widespread limbic arousal that is disconnected from the
more deliberative and rational-cognitive regions of our brains (Braun et al. 1997). During
waking, projection of such limbic processes into the more lateral neocortical working-
memory spaces may allow us to dwell on our feelings, but there is no evidence that those
higher brain regions can create raw affective experience on their own or even through some
yet undemonstrated type of “read-out” of lower brain processes. The subcortical affective
systems may directly provide the experiential background “context” for all of the rest of
conscious mental activity.

If one believes that affective feelings are a neocortical function, a critical test would be
to inhibit attribute #6 in Figure 8.1 to see if affective feelings disappear. Such tests are cur-
rently empirically feasible in animals using conditioned place preference and aversion
paradigms with localized neurochemical and ESB manipulations in conjunction with inhi-
bition of those ascending pathways. In this context, it should be re-emphasized that the
more thoughtful dorsolateral regions of the cortex that mediate working memories tend
to be inhibited when the more medial affective regions are aroused (Goel & Dolan 2003;
Northoff et al. 2004). At the same time, there is abundant evidence that emotional arousal
can dictate and guide thinking, suggesting that affective neuroscience approaches to cogni-
tions need as much attention as the cognitive neuroscience approaches to emotions.

Since emotional states are so effective in channeling perceptual and cognitive processes,
an increasing number of investigators have been eager to conflate cognitive and affective
processes during the current “emotion revolution” that has captivated cognitive science.
Although it is essential eventually to understand how emotional and cognitive processes
interact so massively at both neuronal and psychological levels, only modest progress can be
made in grasping such interactions until the details of the individual emotional systems are
better understood. That simply cannot be achieved without animal brain research, which
makes it so important to resolve whether other animals do have emotional experiences.

Obviously the existence of subjectivity in other animals cannot be “proved” with
mathematical-syllogistic rigor. Such issues must be adjudicated on the basis of the weight
of relevant evidence, and the fruitfulness of new predictions that can be generated. If other
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mammals do share homologous foundations of affective consciousness, then we can use
animal models to predict general principles by which affective states are constructed in the
human mind (Panksepp 2005a). Neurochemical evidence for specific emotional and moti-
vational controls derived from animal studies can be validated in humans who can provide
propositional feedback about their internal subjective experiences. Animals cannot, even
though their emotional actions speak loudly about their affective states, just as with babies
before they talk. So far, it is clear that our understanding of addictions, appetite control, and
new ideas for psychiatric medicines to control emotional affective energies, are emerging
most clearly from the animal work (Panksepp & Harro 2004).

Within cognitive realms, species differences are bound to be so vast that the general
principles to be derived from animal learning will be more modest than those from a
study of their basic emotions and motivations. Although the animal data may tell us little
about how we can reflect on our affective states with higher-order, thoughtful aspects of
human consciousness, it is equally important to consider how cold non-emotional cog-
nition becomes so easily drenched with affectively “hot” animalian appraisals. Part of this
emerges simply from classical conditioning principles (LeDoux 1996), but that is only a
fraction of the story. It is possible that cognitions become hot because they easily become
embedded in the global state processes of emotional dynamics. In any event, the cogni-
tive-emotional interactions, so important for all artistic and humanistic endeavors are best
resolved through the study of human minds.

Although there is still a persistent desire in cognitive neuroscience to envision con-
sciousness as a unitary process, critically dependent on cortico-cognitive structures, the
wider recognition of an affective-emotional-motivational consciousness may help solve
many foundational problems that a cognition-only view may never overcome. For instance,
since emotional instinctual behaviors reflect intrinsic evolved action plans of organisms, we
can now envision that all forms of consciousness are firmly grounded on the brain’s capac-
ity to encode biological values in action readiness. Such contextual issues, which consume
a great deal of brain activity, not usually differentiated in human brain imaging studies
(Shulman & Rothman 2004), may be essential for understanding the evolutionary bedrock
of consciousness.

My premise here is that this bedrock is not just “permissive” but is differentiated in
terms of various affective qualities. Although this mental background of affective con-
sciousness may become peri-conscious in the “glare” of intense cognitive processing
(like stars fading in the glare of Times Square), it is likely that those higher mental abil-
ities remain critically dependent on the intrinsic, neurobiologically instantiated brain
values of our various affective states — brain processes that are grounded in ancient
neurosymbolic viscero-somatomotor virtual body representations (Panksepp 1998b;
Damasio 1999).

Affective pre-adaptations may have provided a solid platform for the emergence of the
more sensorial-perceptual forms of consciousness that characterize cognitive life, where
rational discourse was eventually possible. An understanding of pre-propositional affec-
tive consciousness may also afford new inroads for bridging the seemingly uncrossable
explanatory gaps that characterize consciousness studies. It is easier to envision why certain
affective experiences have the phenomenological feel that they do than rational cognitive
processes. The dynamics of emotional feelings may have more than a passing resemblance
to the psychodynamics of instinctual emotional actions. It is possible that such large-
scale neurodynamics provide self-referential envelopes that are able to ensnare perceptual
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cognitive states into various attractor basins. In sum, affective consciousness - a primary
process kind of phenomenology — may have been an essential, and highly conserved, evo-
lutionary platform for the emergence of more cognitively resolved forms of awareness,
where much vaster species differences have emerged in the neuro-evolutionary emergence
of mind.

See also 4 Animal consciousness; 5 Rethinking the evolution of consciousness.
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Clinical Pathologies and Unusual
Experiences

RICHARD P. BENTALL

Defining Psychopathological States

It is true, although only in a relatively trivial sense, that most if not all commonly recog-
nized forms of psychopathology involve some kind of abnormality of conscious awareness.
For example, depressed patients are usually excessively aware of negative aspects of them-
selves, and are often tormented by memories of enterprises that have ended in failure.
Anxious patients, however, are typically extremely vigilant for potential threats in their
environment. On first sight, therefore, the task of delineating the relationship between clin-
ical pathologies and abnormal consciousness involves simply generating a list describing
how consciousness is altered in each condition. In reality, however, the task is much more
complex for at least two reasons.

First, and most obviously, a simple descriptive account of the relationship between
abnormal consciousness and psychopathology is unlikely to be entirely satisfactory. Ideally,
we would like to know why experience is abnormal in different psychiatric conditions, and
this will require reference to the relevant psychological processes and etiological factors.

Second, in order to generate such a list it would first be necessary to define the various
types of psychopathology. In fact, arguments about how many different kinds of psycho-
pathology there are, whether or not they are qualitatively different from normal functioning,
and whether or not they should be considered analogous to physical diseases, have raged
since the first systematic attempts to construct a science of psychopathology. Modern
diagnostic systems used by psychiatrists and clinical psychologists (e.g., the American Psy-
chiatric Association’s Diagnostic and Statistical Manual for Mental Disorders, currently in
its fourth edition (American Psychiatric Association 1994) and the World Health Organi-
zation’s International Classification of Disease, currently in its tenth edition (World Health
Organization 1992) are based on several assumptions about mental illness made by psy-
chiatrists in the late nineteenth century, namely that there is a clear difference between
“abnormal” and “normal” mental states, that there are a number (in principle, a count-
able number) of qualitatively different types of psychopathology (leading to a categorical
approach to classification), and that these different disorders are best regarded as “diseases”
or medical conditions (see Bentall 2003 for a historical account).

It is easy to see the limitations of this approach by considering the diagnosis of schizo-
phrenia. Examination of the criteria for schizophrenia as listed in DSM-IV reveals that they
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consist of several symptoms that apparently involve alterations in consciousness, includ-
ing hallucinations, abnormal beliefs, and problems of attention. However, none of these
symptoms is either necessary or sufficient to determine that someone is schizophrenic,
as the diagnosis is a disjunctive category and it is possible for two patients to qualify as
“schizophrenic” without having any symptoms in common. This kind of problem should
not seem surprising when it is recalled that current approaches to psychiatric diagno-
sis have been developed largely on the basis of clinical intuition and folklore, rather than
as a consequence of scientific research. The designers of widely used diagnostic manuals
such as DSM-IV and ICD-10 simply determined their diagnostic criteria by seeking con-
sensuses among their fellow clinicians. In as much as research played any role in this
process, it tended to focus on the reliability of psychiatric diagnoses (whether or not differ-
ent clinicians can apply the diagnostic guidelines consistently) rather than on their validity
(whether different diagnoses single out patients with common difficulties resulting from
common etiological factors, and whether they are useful in predicting either long-term
outcome or response to particular kinds of treatment).

In fact, when research into the validity of psychiatric disorders has been carried out,
it has consistently revealed that the standard diagnostic systems fail to “cleave nature at
its joints” Although details of these kinds of research studies are too complex to consider
here (see Bentall (2003) for details), a few examples will suffice to illustrate the point. In
general, studies have shown that, when traditional diagnoses are used, “comorbidity” - the
tendency for people to meet the criteria for more than one diagnosis - is the norm, imply-
ing that they are failing to divide patients into groups with qualitatively distinct conditions.
Whereas less serious psychiatric conditions are usually divided into depression and anxiety
disorders, research has consistently shown that depression and anxiety are highly correlated
in both clinical and non-clinical samples (Goldberg & Huxley 1992), so that the assignment
of patients to either one category or the other is often arbitrary. In the case of the more
severe “psychotic” disorders (see below), patients also fail to fall clearly into the two major
categories of schizophrenia and the affective psychoses (psychotic depression and bipolar
disorder) as supposed by the major diagnostic systems, and many patients present with a
mixture of “schizoaffective” symptoms (Bentall 2003).

As a consequence of these difficulties, most standard accounts of mental illness contain
something of a theoretical chasm. Whereas a rich literature on descriptive psychopathology
that dates back to before the nineteenth century contains many detailed accounts of abnor-
mal mental states, modern theories that attempt to explain psychiatric disorders in terms of
neurobiological or etiological processes make few, if any, references to the patient’s subjec-
tive experiences, which are seen more as pointers to diagnoses than phenomena of interest
in their own right.

In recent years, this chasm has begun to be bridged by researchers employing the tools of
cognitive psychology. For the most part, research in this area has tended to avoid the prob-
lems of psychiatric classification by focusing on particular psychological complaints (what
psychiatrists describe as “symptoms”) rather than broad diagnostic categories.

Common Psychological Conditions

Depression and anxiety are the most common reasons why people seek psychiatric or
psychological treatment and, as we have already seen, these emotions are usually highly
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correlated (Goldberg & Huxley 1992). In the standard diagnostic systems, distinctions are
often made between different kinds of anxiety disorders, for example generalized anxiety
disorder (in which the patient feels anxious for no obvious reason) and panic disorder (in
which panic attacks occur, usually triggered by particular stimuli), but the high levels of
comorbidity that are often observed between these different types suggest that these dis-
tinctions may not be particularly important.

Although the common psychiatric disorders are not typically thought of as involving
abnormal consciousness, an impressive body of evidence accumulated over the past three
decades suggests that they are associated with systematic biases in the extent to which dif-
ferent kinds of stimuli become available to awareness. For example, numerous studies have
shown that depressed patients preferentially recall negative information compared to pos-
itive information, whereas a similarly impressive body of evidence has shown that feelings
of anxiety are associated with excessive attention to threat-related stimuli. Whether these
processes are diagnostically specific seems doubtful (see Harvey et al. (2004) for a review of
this issue).

Research with patients with obsessional problems has raised the interesting possi-
bility that dysfunctional attempts to control the contents of consciousness may help to
maintain some common psychological disorders. Unwanted, intrusive thoughts (e.g.,
about embarrassing past experiences) seem to be an almost universal phenomenon
and obsessional patients appear to differ from ordinary people in their catastrophiz-
ing response to these kinds of experiences (Salkovskis 1998). Consistent with this idea,
obsessional patients often harbor dysfunctional metacognitive beliefs (beliefs about
their own cognitive processes), for example by having excessive expectations about their
mental efficiency, catastrophic fears about losing control of their thoughts, and supersti-
tious beliefs about the consequences of this happening (“If I did not control a worrying
thought, and then what I worried about really happened, it would be my fault”) (Wells &
Papageorgiou 1998).

The Psychoses

It is the psychotic disorders, rather than the more common depressive and anxiety disor-
ders, that are usually associated with unusual experiences, and hence distortions of normal
conscious awareness. Although the use of the term “psychosis” has changed somewhat
during the history of psychiatry, in current usage it refers to the broad class of psychiatric
disorders in which patients experience hallucinations and delusions (abnormal beliefs) and
appear to “lose contact with reality” In practice, “schizophrenia,” “bipolar disorder,” and
“delusional disorder” are the most common diagnoses given to psychotic patients, depend-
ing on the exact combination of symptoms experienced. Because these disorders have been
seen as consequences of neuropathology, psychological researchers have usually focused on
gross cognitive deficits when trying to explain them.

This approach can be traced back to the work of Emil Kraepelin (1899-1990), who first
proposed the concept of schizophrenia, and who argued that problems of attention were
central features of the disorder:

The slightest degree of increased distractibility can be observed as a temporary phenomenon in
the state of distraction as it occurs in progressive fatigue. In spite of all efforts we are no longer
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able methodologically to follow a series of coherent sensory impressions, but realize again and
again that we are diverted by other impressions or ideas and that we can only grapple with the
task in a fragmentary way. This disorder is developed to a higher degree in chronic nervous
exhaustion, in the period of convalescence following severe mental or physical diseases, to an
even higher degree in acute exhaustion psychoses strictly speaking moreover in mania, often
also in paralysis and dementia praecox. Here in many cases, an exclamation, a single word,
even the exhibition of an object suffices for immediately diverting the direction of attention
and suggesting quite complex conceptions.

More than sixty years later, interest in the attentional difficulties of psychotic patients was
renewed following the publication of a study by McGhie and Chapman (1961), who inter-
viewed a small group of schizophrenia patients about their subjective experiences. The
majority reported subjective cognitive difficulties such as increased distractability, height-
ened sensory impressions, and awareness of processes that would normally be automatic.
For example, one patient reported that:

My concentration is very poor. I jump from one thing to another. If T am talking to someone
they only need to cross their legs or scratch their heads and I am distracted and forget what I
am saying.

And another said that:

I have to do everything step by step, nothing is automatic now. Everything has to be considered.

In the four decades since McGhie and Chapman reported their findings, numerous studies
have demonstrated that schizophrenia patients perform poorly on objective measures
of attention. For example, in an influential series of studies conducted in the 1970s, Olt-
manns and Neale (1978) reported that schizophrenia patients perform poorly when asked
to repeat back a series of digits while a voice reads out irrelevant distraction digits in the
background; as a similar deficit was not observed when participants were asked to repeat
digits without the distracting stimuli present, the findings seemed to imply a specific dif-
ficulty in screening out irrelevant information, rather than a general performance deficit.
In other studies using the continuous performance test (CPT), participants were asked to
watch a computer screen and press a button whenever they saw a particular target, but
not when other stimuli were presented; numerous studies have shown that schizophrenia
patients have difficulty maintaining vigilance when performing this kind of task (Nuech-
terlein & Subotnik 1998).

Despite the consistency of the available research findings, it is questionable whether
cognitive deficits can provide a satisfactory explanation for psychotic illnesses as nor-
mally conceived. One problem is that, although the lion’s share of research on cognitive
performance and psychosis has been carried out on patients diagnosed as suffering from
schizophrenia, and appears to support Kraepelin’s original formulation of the disorder, in
fact similar cognitive deficits have been found in association with a range of diagnoses.
A related difficulty is that the cognitive deficits of schizophrenia patients do not correlate
with the severity of those symptoms - hallucinations and delusions — which most obviously
reflect distortions of conscious awareness (Green 1998).
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Hallucinations

Hallucinations are often reported by psychotic patients, and are most often experienced
in the auditory modality, although visual, tactile, and olfactory hallucinations are some-
times also experienced (Slade & Bentall 1988). The rules embodied in modern diagnostic
systems ensure that many patients with experiences of this kind are diagnosed as suffering
from schizophrenia, but patients diagnosed as suffering from bipolar disorder and psy-
chotic depression may also have this kind of experience. Recent epidemiological studies
have challenged the idea that hallucinations are necessarily associated with psychopathol-
ogy by revealing that a surprising proportion of the population experience them at some
point in their lives. For example, Tien (1991) estimated that the proportion of the 18,000
participants in the US Epidemiological Catchment Area Study who had experienced hal-
lucinations at some time in their lives was between 11 and 13 percent. In a similar study of
7,000 Dutch citizens, it was found that 1.7 percent of those interviewed had experienced
“true” hallucinations that could not be attributed to drug-taking or physical illness, but a
further 6.2 percent had experienced hallucinations that were judged not clinically relevant
because they were not associated with distress (van Os et al. 2000).

A distinction has sometimes been made between true hallucinations experienced as
originating outside the body and “pseudohallucinations” which are experienced as being
alien but nonetheless originating inside the head. However, this distinction has never
been meaningfully related to any other variable, and is not currently believed to be of sci-
entific or clinical importance. Patients may experience one or more hallucinated voices,
which may comment on the patient’s actions, or talk directly to the patient, sometimes
issuing commands. Clinicians seeing distressed voice hearers often gain the impression that
auditory-verbal hallucinations are typically highly negative in content, often deriding the
patient or issuing commands to carry out acts that are inconsistent with the individual’s
values of self-concept (e.g., goading the patient to assault other people or even to commit
suicide). However, even in patients seeking treatment, many voices are experienced as
being friendly and supportive, to the point that some patients would rather that they not
be removed. Perhaps not surprisingly, the voices of individuals who do not seek treatment
tend to be more positive than those of people who become psychiatric patients. Another
important distinction between psychiatric hallucinators and non-psychiatric hallucina-
tors concerns the individual’s attitude toward the voices; in the former group, the self is
often experienced as weaker than the voices whereas, in the latter group, the opposite is
often the case (Honig et al. 1998). Indeed, psychiatric patients’ beliefs that their voices are
omniscient and omnipotent have been identified as an important cause of distress, and
therefore a potential target for psychotherapeutic intervention (Chadwick & Birchwood
1994). Interestingly, hallucinating patients appear to have dysfunctional metacognitive
beliefs that are quite similar to those reported by patients with obsessional thoughts (Mor-
rison & Wells 2003).

When patients have been questioned about their life histories, evidence has emerged
of a relationship between the experience of trauma and hallucinations. For example, in a
study conducted in New Zealand, where psychiatric patients are routinely questioned
about unwanted sexual experiences, Read et al. (2003) found a specific association between
reports of childhood sexual abuse and hallucinations. In another recent study of patients
with a primary diagnosis of bipolar disorder who were receiving psychological treat-
ment, it was found that patients who had disclosed experiences of childhood sexual abuse
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to their therapists were especially likely to have suffered from auditory hallucinations
(Hammersley et al. 2003).

The normal phenomenon of “inner speech” provides a clue to the psychological mech-
anisms involved in auditory hallucinations. The ability to regulate one’s behavior by means
of self-directed speech develops in early childhood, when children first talk out aloud to
themselves before learning to internalize this process, culminating in adulthood in the
capacity for mature, verbal thought (Vygotsky 1962). Even in adulthood, this kind of
thought is accompanied by “subvocalization” - covert activations of the speech muscles that
can be detected by electromyography. It has been known for many years that auditory hal-
lucinations are also accompanied by subvocalization (e.g., Gould 1948). This observation
has inevitably suggested to many researchers that auditory hallucinations occur when inner
speech is misattributed to an external source.

Evidence for this hypothesis has become available from a number of studies which have
attempted to directly measure the capacity to distinguish between self-generated thoughts
and externally presented stimuli. For example, using signal detection paradigms, some
investigators have shown that people who hallucinate, or whose questionnaire responses
suggest that they are vulnerable to hallucinations, have an abnormal response bias, leading
to “false positive” responses, when asked to detect an externally presented voice against
a background of “white noise” (Bentall & Slade 1985). In another series of studies, Johns
et al. (2001) found that hallucinating patients were especially likely to mistake their own
voice, after it had been electronically distorted, for speech by someone else. The new neuro-
imaging technologies have provided a further source of evidence for the inner speech
hypothesis, as a number of studies have reported that hallucinations are associated with
activations in language-related brain regions (Woodruff 2004).

This account of hallucinations might help to explain the observed relationship between
hallucinations and trauma, as it is known that traumatic experiences often lead to a flood
of intrusive thoughts, which may be unusually vivid and hence difficult to source-monitor.
However, the causes of the hallucinator’s source monitoring errors are only beginning to
be understood. It has been suggested that they may reflect a general failure to monitor
one’s own intentional states. Blakemore et al. (2000) showed that psychotic patients
who experienced hallucinations were more able to tickle themselves than healthy indi-
viduals (whose unresponsiveness under these circumstances presumably reflected their
awareness of their own intentions during the tickling process). An important series of
electrophysiological studies recently conducted by Ford and Mathalon (2004) found more
direct evidence consistent with this account; they observed that talking and inner speech
resulted in a dampening of responsivity of the auditory perception areas in the temporal
lobes (a process that they identified as indicating a corollary discharge from the frontal
cortex which prevents one’s own speech from being attributed externally) but not in hal-
lucinating patients.

However, several studies (e.g., Haddock, Slade, & Bentall 1995), have also shown that
hallucinatory experiences can be influenced by suggestions indicating that voice-hearers’
beliefs and expectations may influence the extent to which they make source monitoring
errors. This kind of effect could help explain the well-documented cross-cultural differ-
ences in the prevalence of hallucinations (Al-Issa 1995), which are experienced more often
in non-industrialized countries (where expectations of confrontations with supernatural
agencies may be widespread) than in the developed world.
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Delusional beliefs

Like hallucinations, beliefs that are considered delusional by psychiatrists are often found in
people who do not seek psychiatric treatment; the findings from a recent study, for example,
suggested a hierarchical ordering of paranoid beliefs, with feelings of threat and suspicion
being quite common, but with the most bizarre forms of these beliefs being held only by a
small minority (Freeman et al. 2005).

Jaspers (1913/1963) argued that true delusions, unlike overvalued beliefs, are “ununder-
standable,” by which he meant that they are not amenable to empathy, and therefore cannot
be understood in the light of the patient’s personality and life experiences. This idea that
delusions are not true beliefs, but rather meaningless spasms of a damaged nervous system,
still enjoys some support today. However, recent research suggests that they may be amen-
able to psychological analysis.

Current definitions of delusions suggest that, in contrast to ordinary beliefs and atti-
tudes, they are “firmly sustained in spite of what almost everyone else believes and in spite
of what usually constitutes incontrovertible and obvious proof or evidence to the contrary”
(American Psychiatric Association 1994), but the same might be said to be true of minor-
ity political and religious belief systems. In fact, the patient’s conviction in their delusions
may wax and wane over time and conviction may correlate poorly with other important
aspects of experience, such as preoccupation with the belief or the distress experienced as
a consequence (Kendler, Glazer, & Morgenstern 1983). When the unusual beliefs of psy-
chiatric patients have been compared with those of members of religious sects, it is distress
rather than any other characteristic that seems to distinguish between the groups (Peters
etal. 1999).

The psychiatrist Kurt Schneider (1949/1974) long ago noted that, in the deluded patient,
“Abnormal significance tends mostly toward self-reference and is almost always of a special
kind: it is momentous, urgent, somehow filled with personal significance” It is certainly
true that most, if not all of the commonly reported delusional systems reflect that individu-
al’'s concern with their position in the social universe. The most frequently observed system
is paranoid or persecutory. It has recently been argued that these kinds of delusions fall into
two distinct types: “poor-me” paranoia, in which the individual feels unjustly victimized,
and “bad-me” paranoia, in which the individual feels that persecution is deserved because
of some terrible character defect or sin (Trower & Chadwick 1995). However, in a recent
study it was found that patients’ beliefs about whether their persecution is deserved fluc-
tuate across time, so that they sometimes shift from the “poor-me” to the “bad-me” belief
systems (Melo, Taylor, & Bentall 2006).

Grandiose delusions in which individuals believe that they have special status, talents,
or wealth, are also fairly common, especially in patients suffering from mania. Other delu-
sional systems commonly encountered in the psychiatric clinic are delusions of reference,
in which innocuous events are held to have some special significance for the patient, and
erotomania, in which the patient believes that he or she is secretly loved by someone who
is in fact indifferent (usually a person who is famous or holds a position of authority), and
delusional jealousy, in which the individual believes against all evidence to the contrary that
his or her partner is being unfaithful.

Three main kinds of theories have been proposed to account for delusions. Maher (1988)
has argued that they arise as a consequence of rational efforts to explain anomalous experi-
ences, and that cognitive or thinking errors are therefore not required for their occurrence.
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Some types of delusion appear to be explicable in this fashion. Perhaps the best known is
the quite rarely encountered Capgras delusion (named after the French psychiatrist who
first described the condition) in which the individual believes that a loved one has been
replaced by an impostor or doppelganger. As the majority of patients experiencing this kind
of delusion have demonstrable brain damage, and as the delusion only occurs in the visual
modality (patients do not accuse their loved ones of being impostors when talking to them
on the telephone), it has been suggested that this kind of belief arises following disruption
of the cerebral processes that generate the feeling of familiarity when recognizing faces.
Consistent with this account, Capgras patients, in contrast to healthy individuals, do not
show a change in skin conductance (indicative of brief emotional arousal) when viewing
familiar faces (Ellis et al. 2000).

Other delusional systems are perhaps better accounted for by cognitive biases
or errors of reasoning. For example, Garety, Hemsley, and Wessely (1991) found that
deluded patients tend to “jump to conclusions” (JTC) on probabilistic reasoning tasks
in which they were given the choice of making a guess or seeking more information to
test their hypotheses, and this finding has subsequently been widely replicated. More-
over, the JTC bias appears to be more marked when patients reason about personally
salient material (Dudley et al. 1997). Freeman et al. (2004) have also reported evidence
that deluded patients have difficulty when attempting to generate alternative hypothe-
ses to account for experiences which they have explained in a delusional way. However,
whether this deficit is sufficient to account for the JTC bias seems doubtful. In a version
of Garety’s task in which participants are first presented with evidence favoring one
hypothesis before being presented with evidence favoring another, Garety, Hemsley, and
Wessely (1991) reported that deluded patients changed their minds more readily than
healthy controls, a finding that seems paradoxical, given the apparent incorrigibility of
delusional beliefs.

Other researchers have explored motivational factors that might be responsible for
delusions, a possibility that is suggested by the social nature of most delusional beliefs.
Researchers inspired by psychoanalysis have suggested that paranoid beliefs might arise
from attempts by the individual to maintain self-esteem following failure experiences, or
that paranoia is a form of camouflaged depression (Zigler & Glick 1988). Following the
observation that paranoid patients tend to assume that negative events in their lives are
caused by external, stable (unchangeable), and global (likely to affect all aspects of life)
causes (e.g., Kaney & Bentall 1989), Bentall, Kinderman, and Kaney (1994) argued that
beliefs about persecution arise from patients” attempts to avoid explanations that are self-
blaming, and that would therefore have a negative effect on self-esteem. One objection to
this kind of account is that paranoid patients often have low self-esteem.

Trower and ChadwicK’s (1995) distinction between “poor-me” and “bad-me” paranoia
may help to clarify these findings. It will be recalled that actively deluded patients some-
times seem to switch between these two kinds of delusional systems. Melo, Taylor, and
Bentall (2006) observed that “poor-me” paranoia is associated with excessively external
attributions for negative events, whereas “bad-me” paranoia is not. Not surprisingly, in
the same study it was observed that “bad-me” paranoia is associated with higher levels
of depression than “poor-me” paranoia. These findings point to a complex, dynamic rel-
ationship between self-esteem and paranoid thinking, in which paranoid thoughts are
initially provoked by negative attitudes toward the self, until defensive processes are
activated.



138 RICHARD P. BENTALL

Conclusions and Clinical Implications

This brief review has highlighted some of the ways in which psychiatric conditions are man-
ifest in abnormal conscious experiences. Important advances in our understanding of the
cognitive processes underlying these experiences have been made in the past few decades.
These advances have been possible because researchers have focused on particular kinds
of experiences (e.g., obsessional thoughts, hallucinations, delusional beliefs) rather than
the broad diagnostic categories described in the standard diagnostic systems. Importantly,
studies have consistently found that these experiences are reported by ordinary people as
well as by psychiatric patients, raising the crucial question of why some people become
patients and others do not.

These advances have been accompanied by the development of clinical techniques to
manipulate the relevant cognitive processes, under the general banner of cognitive behav-
ior therapy. Most cognitive behavioral interventions involve challenging the dysfunctional
belief systems of patients, and these approaches have shown considerable promise in the
treatment of both the common psychiatric disorders and also the psychoses (Rector &
Beck 2001). However, there has been recent interest in the development of strategies to help
patients change their attitude toward their thoughts and feelings, rather than the thoughts
and feelings themselves. These approaches, which have borrowed from the mindful-
ness meditation techniques developed within the Buddhist tradition, have shown especial
promise in the treatment of patients with chronic, recurring conditions (Segal, Williams, &
Teasdale 2002).

See also 7 Normal and abnormal states of consciousness; 15 Philosophical psychopathology
and self-consciousness.
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Altered States of Consciousness:
Drug Induced States

EDWARD F. PACE-SCHOTT AND J. ALLAN HOBSON

The brain is the organ of consciousness. Since the brain is chemically composed and because
the brain uses specific chemical molecules both to permit communication between neurons
and to engineer major changes in its state, exogenous chemicals can exert a wide variety
of effects on consciousness via their interaction with endogenous chemical systems. We
will use a clinical framework for discussing drug effects on consciousness discussing first
anesthetics, then psychoactive prescription drugs and finally recreational drugs. An organ-
izing theme within each section is that psychoactive drugs exert their effects by mimicking
(agonism) or blocking (antagonism) endogenous substances with which groups of neurons
normally communicate with one another. The understanding of these chemically induced
changes is of enormous practical and theoretical interest (Snyder 1986; Hobson 2001).

The ubiquity of medical modifications of consciousness in modern everyday life under-
scores the intimate linkage between psychopharmacology and the physiological basis of
consciousness. Recently, much scientific and popular attention has focused on the nebulous
distinction between treatment of true mental disorders, pharmacological normalization
of socioculturally based behavioral standards, and “cosmetic psychopharmacology” to
enhance career or interpersonal achievement (Kramer 1993).

However, the pharmacological alteration of consciousness has been ubiquitous in societies
throughout the world. This includes dramatic changes in consciousness such as hallucinogen-
induced alterations of consciousness during religious practices or the profound narrowing
and debilitation of consciousness in addiction. But it also includes culturally normative
manipulations of consciousness undertaken by large segments of any given society. These
include enhancement of alertness via mild psychostimulants like caffeine and nicotine or, in
some cultures, chewed coca leaves (cocaine) or betel nut (arecholine). Similarly, ethanol is a
ubiquitous mood enhancer, anxiety reducer, and facilitator of sociability used throughout the
world while, in certain cultures, other mild intoxicants such as cannabis are similarly used.

Surgical Anesthesia

The fact that anesthetic agents can be used to suspend consciousness in a controlled way
makes modern surgery possible. A systematic discussion of the pharmacology of anesthesia
is beyond the scope of this chapter (but see chapter 49).
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Most general and local anesthetics act by interfering with neural function at the level of
the cell membrane. They block normal conduction of electrical impulses. It is the disable-
ment of neuronal function that renders anesthetic agents so potent and so useful. However,
even certain anesthetics act according to the general theme we have introduced via stim-
ulation of inhibitory or blockade of excitatory brain neurotransmitter systems as we will
illustrate below when we consider the barbiturates.

Most surgical procedures go smoothly. Patients lose consciousness completely during
the procedure and have no recollection of it afterward. There is, however, a small but sig-
nificant incidence of retained conscious awareness and later recall of conscious experience
that is troubling to both patient and physician (Sigalovsky 2003).

This is easily understood when the co-administration of a neuromuscular block-
ing agent makes it impossible for the subject to communicate distress. Such patients are
introgenically locked-in, a terrifying experience that can cause a syndrome similar to post-
traumatic stress disorder (Sigalovsky 2003), and their misfortune is actionable. Most of the
cases of recall of surgical pain do not fit into this category and remain unexplained.

A recent PET study by Finset et al. (1999) suggests a similarity between anesthesia and
sleep. During the progressive loss of consciousness with increasing levels of the anesthetic
propofol, there is seen a proportional decrease in blood flow to the thalamus and midbrain
(and, less proportionately, to much of the cortex). This finding suggests a similarity between
anesthesia and the progressive deactivation of the reticulothalamic system seen in descend-
ing non-REM sleep (Finset et al. 1999).

The main message of anesthesia during surgery is that interference with neuronal trans-
mission can wholly and reversibly obliterate consciousness.

Prescription Drugs

Many sedatives and other psychoactive drugs that are prescribed by physicians interact
with the neurotransmitter and neuromodulatory systems of the brain in robust and inform-
ative ways. The phenomena and proposed physiological mechanisms involved are further
described in the discussion of waking, sleeping, and dreaming states in chapter 7.

Manipulation of the dimensions of normal consciousness (e.g., mood, arousal, atten-
tion, aggression, extraversion) has become commonplace in our society. In this category
we include not only psychoactive prescription medicines (e.g., antidepressants, psycho-
stimulants, and atypical antipsychotics), but also over the counter medications (ephedra,
St. John’s Wort), social beverages (e.g., coffee, alcohol), “nutriceuticals” (e.g omega-3 fatty
acids) or the milder intoxicants (e.g., cannabis, alcohol). This section will deal with the
medical uses of psychoactive drugs but we will revisit several of these classes of drugs when
considering drugs of abuse.

Sedatives, Anxiolytics and Hypnotics

In keeping with our organizing theme of interaction of psychoactive drugs with endogenous
systems, we note that the sedatives, minor tranquilizers, and hypnotics all enhance the effect
of gamma-aminobutyric acid (GABA) on neurons. They are therefore termed GABAergic
drugs. Release of GABA is the most common way in which neurons inhibit the activity
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of other neurons in the brain. Sedatives, minor tranquilizers and hypnotics all render GABA
more effective at suppressing activity of neurons. These agents do so by binding to GABA
receptors on the surface of neurons, but different agents do this in different ways by binding
to different parts of the receptor (Malcolm 2003). The sedating, tranquilizing, and, in differ-
ent forms or doses, the sleep-inducing (hypnotic) effect of these drugs all result from their
GABAergic properties. Indeed, normal falling asleep involves extensive activation of GABA
receptors at many sites in the subcortical brain (Pace-Schott & Hobson 2002).

Before 1975, most sedatives were simply low doses of anesthetic agents. The barbiturates
(e.g., phenobarbital) are a good example of GABAergic anesthetics that were subsequently
used as sedatives. Barbiturates reliably attenuated consciousness thereby reducing anxiety
and facilitating sleep but they had relatively low margins of safety and were powerfully
addicting. Inadvertent and intentional overdoses caused coma and sometimes death by rad-
ically suppressing neuronal activation especially in the reticular formation, which includes
the respiratory center. Even at prescribed dose levels, the barbiturates suppress normal sleep
often eliminating both Stage IV and REM. Barbiturates specifically influence the thalamo-
cortical oscillator producing a spindle-like EEG waveform that is faster and longer than the
physiological spindles of Stage II sleep. The main point here is that the suppression of con-
sciousness that is necessary for sleep can be chemically induced but the physiology of the
“sleep” that is induced may be quite unlike that of normal sleep.

More recently, the benzodiazepines (e.g., Valium), another class of GABAergic drugs,
were introduced as selective suppressors of anxiety (anxiolytics), an unpleasant emotional
component of consciousness. When it was found that they were also effective sedatives and
hypnotics, they came to replace the barbiturates because they had a much wider margin of
safety and they did not suppress REM sleep (although they did suppress Stage IV). A spe-
cific benzodiazepine-binding site on the GABA receptor was identified in the brain and
shown to facilitate inhibitory neurotransmission leading to a generalized suppression of
brain activation. The suppression of Stage IV sleep by these agents is as yet unexplained but
their reduction of conscious awareness via generalized neuronal inhibition makes sense in
terms of the global activation model described in chapter 7. Benzodiazepines may cause con-
fusional states, especially in the elderly, and some cause amnesia in the waking periods that
follow their administration as sedatives. Moreover, like the barbiturates, they can be abused
and can result in a withdrawal syndrome when discontinued. New hypnotics such as zolpi-
dem (Ambien) were therefore developed. These drugs, like barbiturates and benzodiazepines,
exert their hypnotic effects by acting on the GABA receptor. However, they do not produce
euphoria at high doses and are less likely to be abused. But patients can become habituated
to these drugs, which, as a result, lose their hypnotic benefit. For this reason, behavioral tech-
niques have become the preferred method of treating long-term insomnia (Morin 1993).

Antipsychotics

Psychosis is defined by the presence of hallucinations and delusions that, in healthy individu-
als, are usually only experienced during dream consciousness. They are experienced in waking
in three major classes of mental illness: schizophrenia, affective disorder, and delirium.

The emptying of the mental hospitals after 1955 is widely attributed to the antipsychotic
effect, primarily in chronically schizophrenic patients, of a now very large number of agents
that include phenothiazines such as Thorazine. Thorazine was discovered by accident
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in Paris when patients who were being tested for the effects on cold symptoms of anti-
histamines (of which Thorazine is one), described an unexpected lessening of their anxiety.
In larger doses, which produced relatively little sedation, they were effective in reducing
hallucinations and delusions.

The antipsychotic efficacy of the phenothiazines as well as the newer (“atypical”) anti-
psychotics such as clozapine (Clozaril), olanzapine (Zyprexa) and risperidone (Risperdal)
has proved to be proportional to their ability to block the dopamine D2 receptors of the
brain, even though the atypical antipsychotics have powerful effects on other neuro-
modulatory systems (Andersson et al. 1998). Dopamine is an aminergic neuromodulator,
which, together with acetylcholine, may mediate dream consciousness because unlike
norepinephrine and serotonin, its liberation is not suppressed in REM (Gottesman 2002;
Pace-Schott & Hobson 2002).

The take home message is that antidopaminergic drugs like the phenothiazines can exert
relatively selective effects upon the emotional, hallucinatory, and delusional components of
consciousness via their blockade of dopamine.

Antidepressants

Depression is a painful suppression of interest in and energy for life. Consciousness in
depression assumes a bleak and even a black coloration as positive emotion fades and is
replaced by sadness, guilt, retardation of thought, obsessive rumination, anxiety, and even
suicidal ideation.

Most antidepressant drugs act by enhancing the effects of the endogenous biogenic
amines, serotonin, and norepinephrine. These neuromodulators mediate the mnemonic,
attentional, and emotional aspects of waking consciousness. The primary and most sought
after of these effects is an increase in energy and positive emotions, especially a sense of
interest in the social world and optimism about social transactions.

Some antidepressants enhance the effects of serotonin and norepinephrine by pre-
venting its re-uptake by the (pre-synaptic) neuron from which it was secreted, thereby
leaving more serotonin and norepinephrine in the tiny fluid-filled space between neurons
(synapse) where they can more greatly affect their target (post-synaptic) neurons. Selective
serotonin reuptake inhibitors (SSRIs such as Prozac) prevent reuptake of only serotonin,
others (SNRIs) selectively block norepinephrine reuptake (e.g., Strattera) while some block
reuptake of both (most of the older tricyclic antidepressants such as Elavil). The effects of
serotonin and norepinephrine can also be enhanced by blocking their enzymatic degra-
dation by monoamine oxidase inhibitors (MAOIs) such as Nardil or by a variety of other
mechanisms in newer, “novel” antidepressants (e.g., Wellbutrin, Serzone).

Psychostimulants

Like all psychoactive drugs, therapeutic psychostimulants such as methylphenidate (Ritalin)
and the amphetamines (e.g., Adderall) act upon endogenous neurochemical systems in the
brain. In this case, they act by increasing levels of dopamine available to stimulate post-
synaptic neurons by preventing its re-uptake by the cells from which it was secreted (the
presynaptic cell). This is exactly like the above action of the antidepressants on serotonin
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and norepinephrine re-uptake, and indeed, most psychostimulants also prevent serotonin
and norepinephrine re-uptake but, in addition, the amphetamines cause the neurons to
release more of these neuromodulators. These psychostimulants, along with a new, non-
amphetamine stimulant modafinil (Provigil) are used to prevent excessive sleepiness and
sleep attacks in the sleep disorder narcolepsy. However, the most well-known and contro-
versial use of therapeutic psychostimulants is in the treatment of attention deficit disorder
(ADD) in both children and adults (Stubbe 2000). It is believed that the attention promot-
ing effect of psychostimulants results from enhanced functioning of the prefrontal cortex,
an “executive” region of the brain involved in attention as well as self-control, which often is
also deficient in ADD.

Another class of aminergic drugs which mimic the effects of norepinephrine (agonists),
have psychostimulant side effects such as pseudoephedrine (Sudafed), which is used to treat
respiratory congestion. Pseudoephedrine’s naturally occurring cousin, ephedrine, a com-
ponent of plants of the genus Ephedra, has been sold as a “herbal” stimulant until its recent
ban in the US due to its dangerous cardiovascular effects. Given the stimulating effects of
norepinephrine agonists, it is not surprising that norepinephrine antagonists such as the
anti-hypertensive beta blockers sometimes produce depression.

A ubiquitous social psychostimulant is caffeine. It is believed that caffeine promotes
waking and alertness by blocking the adenosine receptors. Adenosine is believed to be the
endogenous substance whose buildup over continued waking produces a homeostatic drive
to sleep which, in combination with circadian rhythms, determines when we fall asleep
(Strecker et al. 2000). Other similar stimulating substances are found in asthma medic-
ations (theophylline) and chocolate (theobromides).

Cholinergic Agents

Like other psychoactive drugs, cholinergic agents act upon endogenous neuromodulatory
systems, in this case, the acetylcholine system. Acetylcholine is a neuromodulator which
enhances attention and memory by activating two classes of acetylcholine receptors. Nic-
otinic receptors are activated by nicotine (a cholinergic agonist), which explains why
cigarettes containing nicotine have such potent effects. Muscarinic receptors are acti-
vated by another cholinergic agonist, muscarine, found in the toxic mushroom Amanita
muscarica. The activity of the cholinergic system can also be enhanced by preventing the
breakdown of acetylcholine by the enzyme acetylcholinesterase as is done by the anti-
Alzheimer’s disease drug donepizil (Aricept).

Both peripheral (cardiovascular and muscular) and central effects are mediated by acetyl-
choline. Of great interest to students of consciousness is that REM sleep can be markedly
potentiated by muscarinic acetylcholine-like drugs when microinjected into the pontine
brain stem. Acetylcholine is released by two groups of neurons in the brainstem (Mesulam
2004, chs. 5 and 6) and by four nuclei in the basal forebrain (Mesulam 2004, chs. 1-4).
Basal forebrain cholinergic neurons project to the cerebral cortex where the release of acetyl-
choline is equally high in waking and REM sleep. Acetylcholine may thus mediate aspects
of both waking and dreaming consciousness.

When acetylcholine effects upon the brain are countered by cholinergic antagonists
(or anticholinergics) such as the mixed muscarinic and nicotinic blocking agent atro-
pine, subjects are often rendered delirious (as well as visually impaired, hyperthermic, and
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dehydrated). The medical students mnemonic for atropine intoxication is: blind as a bat,
dry as a bone, hot as a fire, and - mad as a hatter. It is not surprising, therefore, that a
cholinergic agonist, pilocarpine, is used to treat excessively dry eyes and mouth in Sjogren’s
syndrome. Other anticholinergics, such as cogentin, are used to treat the side effects of
other drugs like the phenothiazine antipsychotics.

It may seem paradoxical that both blockade and enhancement of acetylcholine lead to
changes in consciousness but the reader should remember that it is the balance (or ratio) of
neuromodulators that determine the mode of action of cortical circuits. Too much acetyl-
choline (in the presence of dopamine but in the absence of serotonin and norepinephrine)
may contribute to dream delirium, while too little (in the presence of all the aminergic
modulators) may mediate waking delirium.

The point is that consciousness is the product of a very delicate balance of neuro-
modulation as well as of generalized activation. Both processes are mediated by subcortical
neuronal systems.

“Nutriceuticals”

It can even be argued that food itself alters consciousness. This may take place in reference
to food constituents or lack thereof such as occurs in malnutrition, voluntary fasting, certain
forms of vegetarianism, or in psychological reaction to religious prescription or proscription.
The general characteristics of food itself (e.g., caloric) may affect aspects of consciousness
via interactions of appetite and satiation with alertness (Stahl, Orr, & Bollinger 1983). Sim-
ilarly, appetite and satiation interact with mood via the mediation of culturally conditioned
personality dimensions (e.g., body image stereotypes) or psychopathology (e.g., eating dis-
orders). Specific neurophysiological bases of nutrition-consciousness interactions are also
well documented. These include, for example, effects on arousal states by neural modula-
tors of hunger and satiety such as leptins and orexins (Sakurai 2003; Gale, Castracane, &
Montzoros 2004) and protein constituents such as tryptophan (e.g., Thorleifsdottir et al.
1989) as well as mood effects of omega-3 fatty acids (Freeman 2000) or reward effects of
desirable foods such as chocolate (Small et al. 2001) - see below.

Many such putative effects of these “nutriceuticals,” however, remain confounded by
the intervening variables of cognitions, beliefs, and biases, which are, more often than not
manipulated by advertising, “fads,” or other cultural influences. Recently, however, a brain
basis for even such psychosomatic or “placebo effect” phenomena has been documented
(Wager et al. 2004).

Recreational Drugs

Some prescription drugs are sold on the street for recreational purposes so the classification
of them is arbitrary. Recreational users of prescription drugs have made their own decisions
about use of the substances whether or not they have consulted physicians or co-opted
them to obtain the drugs.

Some recreational drugs, like prescription and over-the-counter drugs discussed above,
are used to adjust commonplace dimensions of consciousness such as mood states (e.g.,
alcohol, prescription sedatives, cannabis). Some investigators suggest such drug abuse con-
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stitutes “self-medication” of pathological states of consciousness such as depression, anxiety
disorders or even psychosis (Khantzian 1997), a theory that remains controversial (Mueser,
Drake, & Wallach 1998). Indeed, substance abuse is significantly more common among the
psychiatrically ill than in the population as a whole (Greenfield, Weiss, & Tohen 1995).

However, extreme human states of consciousness that only rarely occur spontaneously,
can result from more powerful, abused, recreational substances, most notably the hallucino-
gens. For example, religious epiphany is reported by users of indolamine and tryptamine
hallucinogens (e.g., LSD, DMT), “peak” experiences are reported by users of “entactogens”
(e.g., MDMA, MDE), paranoid schizophreniform states can occur in stimulant abusers
(e.g., cocaine, methamphetamine), dissociative or fugue-like states occur with NMDA-
blocking hallucinogens (e.g., ketamine, PCP) which, along with general anesthetics, have
been reported to produce “near-death experiences” (Ring 1996; Jansen 2000).

Therefore, almost the entire spectrum of conscious experience can be affected by pre-
scription and/or recreational drugs. This should not be surprising given the fact that psycho-
active drugs act upon endogenous neurochemical systems which are the basis of neuronal
communication in the brain. We will first discuss the recreational use of common mood
altering substances such as alcohol, sedatives, cannabis, and stimulants then we will discuss
the more extreme forms of consciousness produced by the hallucinogens.

Recreational Sedatives: Alcohol, Tranquilizers, and Opiates

Many people, even those with normal mood, enjoy feeling “high.” That is why alcohol is so
popular. There is a lightening of mood, and a lessening of social anxiety that occurs before
the CNS depressant effects set in. Like alcohol, these mood enhancing (euphoriogenic)
and anxiety reducing (anxiolytic) effects are sought by those recreationally using pre-
scription sedatives such as benzodiazepines, gamma-amino-hydroxybutyrate (GHB) and
barbiturates. As noted above, these sedating drugs enhance the action of GABA, our main
endogenous inhibitor of nerve activity, and at high doses can lead to sleep, unconscious-
ness, and respiratory depression.

Like GABAergic sedatives, the opiates (opium and its derivatives morphine and heroin as
well as their numerous synthetic analogs such as fentanyl and oxycodone) exert their effects
by binding to receptors for substances that occur endogenously in the brain, the endorphins
and enkephalins or “endogenous opiates” (Cooper, Bloom, & Roth 1996). The opiate drugs
bind specifically to the mu opiate receptor at several subcortical sites including the ventral
tegmental area (VTA) of the midbrain and the nucleus accumbens (NAc). These two struc-
tures, the “mesoaccumbens reward system,” are believed to be involved to varying degrees in
pleasurable (euphorigenic or reward) effects of all recreational drugs including even alcohol,
nicotine, the GABAergic sedatives and cannabis as well as natural rewards such as food or
sex (Koob 2003). In general, euphorigenic drugs act by increasing the release of the neuro-
transmitter dopamine, manufactured by cells of the VTA, at their termini in the NAc. The
NAg, in turn, sends GABAergic messages on to other subcortical sites eventually reaching
the prefrontal cortex where the drug effects are consciously perceived. Although far from
the whole story, this mechanism appears an important component of all drug reward.

In addition to the therapeutic uses of certain psychostimulants (see above), others such
as cocaine and methamphetamine, are major drugs of abuse worldwide. As noted above,
psychostimulants act by directly increasing levels of dopamine by re-uptake blockade as
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well as its enhanced release. They, therefore, directly affect the mesoaccumbens reward
system described above and in doing so are highly addictive. Their subjective effects
include extreme but short-lived euphoria (especially injected or smoked “crack” cocaine)
and a sense of alertness and energy without need for sleep that can be maintained for
extended periods of time during psychostimulant “binges.” Inevitably, however, a “crash”
occurs when stimulant effects wear oft. The subject may then find his consciousness to be
clouded by an even blacker mood than before the drug was taken. Worse yet, extended
use of psychostimulants may result in transient psychotic states, indistinguishable from
paranoid schizophrenia (Rosse et al. 1994). This again should not be surprising given the
anti-dopamine basis of the antipsychotic drugs (see above).

Marijuana

By far the most popular and commonly used consciousness altering drugs are the cannab-
inoids (e.g., delta-9-tetrahydrocannabinol or delta-9-THC) found in the plant Cannabis
sativa, also known as cannabis, marijuana, grass, or weed. The biological basis of mari-
juana’s effects has only recently been discovered and, like other psychoactive substances,
marijuana cannabinoids mimic endogenous substances, the endogenous cannabinoids
anandamide and 2-arachidonoylglycerol, which act upon endogenous cannabinoid recep-
tors. Animal models suggest an important role for endogenous cannabinoids in facilitating
the extinction of memory traces in the hippocampus, an important process if we are not to
have our important memories overwhelmed by the myriad daily input of our senses (Mar-
sicano et al. 2002). The well-known amnesic effects of cannabis may mirror this important
function of the endogenous cannabinoids.

People who smoke marijuana cigarettes claim that their consciousness is altered such
that they are less anxious and are better able to concentrate their attention on themselves
and issues that they consider to be important. They also claim that the drug makes them
euphoric or “high” which is not surprising given that THC, like other recreational drugs,
increases dopamine release in the nucleus accumbens (Gardner 2000). Some individuals
also experience cannabis intoxication as sedating and sleep-promoting and, interestingly,
substances closely related to anandamide such as oleamide possess powerful hypnotic
properties which can be blocked by cannabinoid receptor antagonists (Mendelson & Basile
1999). Because it is easily grown, it is widely available and because its effects are mild, many
experts feel that its use should be legalized. Marijuana is, arguably, less dangerous than
alcohol whose prohibition failed even after a constitutional amendment was passed. The
side effects are minimal and some may be advantageous and desirable: susceptibility to pain
from disease processes such as cancer may decrease; so may the nausea associated with gas-
trointestinal diseases or with chemotherapy.

Drug Craving

Drug craving is a drug-induced state of mind that accompanies addiction to many drugs,
particularly stimulants, opiates, and alcohol. Craving is a state of consciousness pathologi-
cally focused on the rewarding properties of the abused substance and is the most proximal
cause of addictive relapse. Craving may reflect a state of “allostasis,” whereby normal mood
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states and hedonic capacity are persistently altered by neuronal adaptations of the meso-
accumbens reward system (Koob 2003).

Psychedelic Drugs

The hallucinogens are substances that produce hallucinations, alterations of thinking,
emotional changes, and dissociated states with some features of dreaming in waking. Psyche-
delic drugs produce their hallucinatory effects by tipping the balance in sensory systems in
favor of endogenous stimulation. In the case of the visual system, the hallucinations arise
in activated cortical networks that usually process external data. Since the access of exter-
nal data is impeded by the drug’s blockade of modulators such as serotonin, the system
responds - as it does in dreaming - to endogenous stimuli.

One striking fact about hallucinogens is the diversity of endogenous neuromodulatory
systems by which they exert their effects. The most well known hallucinogenic substances,
the indolamines such as LSD and psilocybin, produce hallucinations and other effects by
interfering with the brain’s serotonin (or 5-HT) system. This is also true of the tryptamine
derivatives such as N,N-dimethyltryptamine (DMT) and the phenylethylamines such as
mescaline. The main site of action of these drugs are believed to be presynaptic 5-HT2A
receptors located on excitatory inputs to large neurons in a deep layer (layer V) of the cere-
bral cortex where they abnormally prolong excitation (Aghajanian & Marek 1999).

Serotonergic hallucinogens are often used in the religious ceremonies of traditional cul-
tures such as the Navajo, who believe that peyote cactus (mescaline) experiences provide
religious insight and treatment for alcoholism (de Rios, Grob, & Baker 2002). Similar
religious insight was attributed to serotonergic hallucinogen experiences (e.g., LSD) by
Western psychedelic users in the 1960s, a lucid account of which can be found in Ram Dass
(1971). A particularly interesting serotonergic intoxicant is the psychoactive drink Aya-
huasca used in religious ceremonies by indigenous people of the Amazon and Orinoco
rainforest as well as by more Westernized religious groups (Riba et al. 2001). This natural
source of DMT contains a mixture of herbally derived substances, which include the beta-
carbolines harmine and harmoline, natural MAOIs which prevent the breakdown of DMT
by monoamine oxidase allowing intoxication following oral intake (Riba et al. 2001).

Although the serotonergic hallucinogens are best known, other equally powerful psyche-
delic effects are produced by substances acting upon entirely different neurochemical
systems. Substances that block the action of the brain’s most common excitatory neuro-
transmitter, glutamate, on its NMDA receptor, produce profound dissociative experiences
with illusions of physical power (Rosse et al. 1994). These compounds include phencyclid-
ine (PCP), ketamine, MK-801 and high doses of the cough suppressant dextromethorphan.

Another powerful hallucinogen, salvinorin A, is a diterpene substance that acts as an agonist
of the kappa opioid receptor, an opioid receptor differing from the mu receptor mediating the
euphoriant and anesthetic actions of opiate drugs (Roth et al. 2002). This substance is derived
from the mint Salvia divinorum and is used in the religious ceremonies of the Mazatek native
population of Mexico. Plant derived hallucinogens which act upon cholinergic systems include
both anticholinergics such as atropine from Datura stramonium (Greene, Patterson, & Warner
1996) and the cholinergic agonist muscarine from the mushroom Amanita muscarica (Stephens
1999). Even cannabis products, gaseous neuroactive substances such as nitrous oxide, and sol-
vents contained in commercial chemicals (“inhalants”) can result in hallucinogen-like effects.
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Entactogens

There is debate how the methylenedioxyamphetamines such as MDMA, MDE, and
MDA, all usually sold as “ecstasy,” should be classified as their effects combine aspects
of both stimulants and hallucinogens. These drugs have been classified as “entac-
togens” because in addition to stimulant and mild hallucinogenic effects, they show
the unique properties of evoking feelings of happiness, emotional excitation, safety,
and closeness to others (Gouzoulis-Mayfrank et al. 1999). It is primarily these emo-
tional effects that made such “designer drugs,” staples of the “rave” culture of the 1990s.
These drugs are taken up by the presynaptic serotonin transporter and promote release
of serotonin stores from the presynaptic nerve terminal while also, like the stimulants,
enhancing dopamine neurotransmission (Liechti et al. 2000). Although the entactogens
have ongoing popularity, they represent a major public health hazard because of their
destructive effects on serotonin neurons with resulting cognitive and emotional dys-
function (Montoya et al. 2002).

In addition to potential addiction, the problem with the use of recreational drugs in
unsupervised settings is that dosage is uncontrolled and often unknown and drugs may
contain toxic adulterants. Also, because individual reactions to the drug can be idio-
syncratic, adverse effects such as poor risk judgment and potentially self-damaging
behaviors may be the cost of altering consciousness in an artificial way. Again, behaviorally
induced and harmless means of altering conscious state, such as meditation, exercise, and
artistic expression, are better advocated.

Drugs and Dreaming

Interestingly, from the point of view of the conscious state theory expounded in chapter 7,
the stimulants, alcohol, and barbiturates all suppress REM sleep during use. The rebound
that occurs during subsequent abstinence may be so intense as to create delirium. Toxic
delirium is characterized by visual hallucinations, disorientation, memory loss and con-
fabulation. It is, therefore, a pathological state of consciousness which shares many formal
features with dreaming.

Susceptible subjects need to realize that natural dreaming affords them with the same
sort of altered consciousness that they seek in drug use. The advantages of a natural psyche-
delic is obvious: it is free (i.e., costs nothing), and it is harmless (i.e., it has no side effects and
no withdrawal syndrome). Toward the end of increasing awareness and positive emotion in
dreams, lucidity training is quite useful (LaBerge 1990).

Conclusions

1 Consciousness is altered when drugs affect state control and other endogenous neuro-
modulatory systems of the brain by acting as their mimics (agonists) or blockers
(antagonists).

2 Consciousness can be ablated by anesthetics permitting surgery. Anesthetic agents act
by suppressing brain activity sometimes via the brain’s own inhibitory systems.
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3 Consciousness can be altered by chemically changing one or another of its component
systems. Drugs that disrupt consciousness change the delicate chemical balance medi-
ated by the sleep state control systems of the brainstem and subcortex as well as neuronal
systems controlling alertness, mood, thought, and perception.

4 Benzodiazepines and other hypnotic sedatives enhance sleep by enhancing GABAergic
inhibition of neurons throughout the brain.

5 Antipsychotics quell hallucinations and delusions by blocking dopamine neuromodulation.

6 Stimulants enhance energy and mood by enhancing synaptic levels of the neuromodula-
tor, dopamine.

7 The antidepressants enhance alertness, energy, and mood by increasing the synaptic effi-
cacy of serotonin and norepinephrine.

8 Abused euphorigenic substances all affect, to a greater or lesser extent, the brain’s endo-
genous mesoaccumbens reward system and drug craving may result from deregulation
of this natural reward system.

9 Abused substances are often prescription drugs taken in above-therapeutic doses and
acting upon the same systems as with their legitimate use.

10 Serotonergic psychedelics produce hallucinations by interfering with serotonergic neuro-
transmission in sensory and multimodal areas of the cerebral cortex while entactogens
also change serotonergic modulation of emotional systems. Disruption of many differ-
ent neuronal systems can result in hallucinations.

11 Many of the effects of drugs upon consciousness can now be understood in terms of the
neurophysiological mechanisms of normal conscious state control.

See also 7 Normal and abnormal states of consciousness.
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Meditation

DAVID FONTANA

There is no agreed definition for meditation, and accordingly I shall attempt to clarify
matters somewhat by first discussing the most common features of the practice. I shall also
touch on attempts to explain what may be happening during the meditation experience.
The chapter will conclude with a discussion of the relationship between meditation and
what many authorities consider to be a related area, namely mysticism (covered more fully
in chapter 12).

Common Features in Meditation

There are many forms of meditation, and not infrequently practitioners of one form tend
to dismiss other forms by failing to recognize that what is common between them all may
outweigh any differences. This commonality reduces to three things, namely concentration,
tranquillity, and insight, and I shall return to these in due course. But first, without doing too
much violence to the rich variety of practices that exist in both the Eastern and the Western
psycho-spiritual traditions (Fontana 1992; Walsh 1999), it is fair to say that the differences
between them reduce to two major strands with considerable overlap between them, namely
meditation with ideation, and meditation without ideation, the first sometimes referred to
in the East as meditation with seed and the second as meditation without seed.

Ideational meditation

The Western Christian tradition, as Naranjo and Ornstein (1972) point out, has tradi-
tionally focused upon meditation with ideation, which means in effect that the meditator
holds an idea or a group of ideas in the forefront of awareness, and uses them to stimulate
a directed course of intellectual activity. The best example of such meditation in this tra-
dition is the series of Spiritual Exercises developed in the sixteenth century by St. Ignatius
Loyola, and used ever since as an essential part of training within the Jesuit order which he
founded (see e.g., Corbishley (1963) for an accessible English translation). In these exer-
cises, sometimes referred to as contemplations, the meditator is progressively given scenes
by his spiritual director from the life of Christ which he learns to visualize with great clarity
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before “putting” himself imaginatively into each of them, and experiencing in consequence
the emotions of spiritual love and reverence that he would have experienced had he actu-
ally been present. The Exercises appear remarkably effective in arousing in the meditator
not only emotions whose strength and profundity he may never otherwise have experi-
enced, but also in developing in him the spiritual qualities with which these emotions are
connected. It is claimed in fact that anyone who has worked through the Exercises under
the guidance of an appropriate spiritual director is permanently changed by the experience.
The history of the Jesuits, a highly intellectual order well versed in psychological theory and
practice as well as in spiritual development, would suggest that this claim is not without
justification.

Ideational meditation also features in Hindu and Buddhist traditions, for example those
traditions that follow the Vajrayana tantric practices of Tibetan Buddhism, and Theravadin
meditations such as the Four Divine Abidings (i.e., loving-kindness, compassion, empathetic
joy and equanimity). These practices are far too detailed and complex to be discussed in the
available space, but visualization is again central to many of them (see, for example, Norbu
1986). An example from Tibetan Buddhism, referred to as an aspect of the guru yoga prac-
tice, involves the meditator in constructing a meticulously detailed visual image of one of the
Buddhas as if the latter is sitting in front of him, which is then held at the center of awareness
for the whole of the meditation session while the meditator sees each aspect of the vision as
symbolizing one or other of the Buddha’s qualities (compassion, determination, courage,
clarity, love, etc.). At the end of the meditation, the visual image is then “seen” to rise into
the air, move above the crown of the meditator’s head, then sink down through his body
and come to rest in the heart. Dependent upon how one wishes to interpret these things,
this practice awakens the same potential qualities within the meditator, or actually transmits
these qualities to him through an act of divine, all-seeing benevolence.

Nonideational meditation

By contrast, in meditation without ideation, the meditator seeks to divert attention from
the processes of cognition, and experience in their place what is referred to as the content-
less awareness of the mind, an awareness that is said by some traditions to be the mind’s
natural condition. The argument is that the mind is typically so dominated by internal cog-
nitive activity that it is never in control of itself. The truth of this is readily demonstrated
by the simple experiment of asking any group of people (except experienced meditators)
to stop thinking for one minute. In my experience, very few succeed. In the light of this
it is hardly surprising that one of the symbols of the mind used by the Eastern psycho-
spiritual traditions is the monkey, with the constant activity of the mind likened to a
monkey’s meaningless chatter. However, until one arrives at an advanced stage of practice,
even in ideational meditation the mind is, except for brief interludes, still likely to find that
thoughts persist in arising.

When learning to practice meditation without ideation, the student is taught in some
traditions progressively to withdraw attention from these thoughts, dismissing them as
temporary mental events that arise within the mind but that do not represent the essence
of mind itself. By contrast, other traditions teach that one should attend vigilantly to what-
ever arises, though without identifying with it or being distracted by it. As the training
progresses, a point is reached where thoughts arise less and less frequently, and the mind
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becomes increasingly “still” In this state of increasing stillness, even when thoughts do arise
the meditator’s awareness remains still in that it views the thoughts objectively and dis-
passionately, as things that happen to the mind but that do not constitute the mind. The
meditator is fully psychologically present on these occasions and certainly not in trance,
but his field of awareness has become free from perturbations. His mind is clear and alert,
which enables him to experience what is said to be its true nature (Buddhism claims, for
example, that the whole purpose of Buddhist psychology is to enable you to see what is
going on in your own mind and in its relationship to the rest of the world).

Overlap between the two forms of meditation

As indicated, there is some overlap between these two strands of meditation practice. In
the Rinzai school of Buddhism (and to some extent also in the Soto school), use is made
of the koan, which is an enigmatic or paradoxical statement or question to which there
is no logical answer. The best-known koan is “What is the sound of one hand clapping?,”
and there are major collections of them such as the Mumonkan (the “Gateless Gate” - a
title that is a koan in itself; what is a gateless gate?) and the Hekiganroku (the “Blue Cliff
Record”) which the meditator works through progressively (see Sekida 1977). Among other
things, the koan takes the mind beyond its habitual linear thinking, and leads to moments
of special clarity, to which I return later. Meditating with koans is both ideational and non-
ideational (or neither ideational nor nonideational, as the Zen master might well insist). The
meditator “enquires” into the meaning of the koan, and this can be done either by examin-
ing it as one would any question (the ideational or conceptual method), or simply holding
it in the mind until a resolution appears of itself (the nonideational or non-conceptual
method). It can even be a combination of the two, with the meditator experimenting with
both approaches. It is said that one does not “solve” a koan, for such a thing is logically
impossible, but that one “resolves” it by achieving with its help the clarity provided by an
insight into some deep aspect of reality. When a resolution presents itself, which may only
be after many months or even years of practice, the meditator then confides it to the Zen
master, who identifies whether or not it is a genuine insight (not by what the meditator says
but by recognizing how the resolution has or has not changed him). If it is not, the medita-
tor is given no clues but simply told to go back to the koan.

Another example of overlap is mantra meditation (the repetition of a sacred word or
phrase as the point of focus). One of the forms of mantra meditation best known in the
West is transcendental meditation (TM), a practice grounded in the Hindu tradition that
uses a single Sanskrit word given personally to the student by the teacher that is then held
in the mind by internal repetition. In this version of mantra meditation the sound of the
mantra itself is said to help bring about internal transformations (Sanskrit is claimed to
be a language composed of sacred syllables), but in other versions the meditator may be
taught to reflect also upon the meaning of the words he is using. One of the best-known
instances in Christianity of this latter form of mantra meditation is the Jesus Prayer, used
particularly in the Eastern Orthodox traditions, “Lord Jesus Christ have mercy on me,” in
which the meditator reflects upon sin, mercy, and the spirit of divine compassion that pro-
duces forgiveness (see Kadloubovsky & Palmer 1951; French 1954a, 1954b; Hester 2001).
These instances of overlap between the two major strands of meditation practice illustrate
not only the dangers attendant upon an over-rigid attempt at classification of meditation
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methods but the importance for the meditator of working with an experienced teacher who
can give guidance as to the fine details of the technique that is to be used. It is claimed that
confusing these details can seriously hinder or even prevent progress.

Concentration

As already indicated, both these strands of meditation practice — together with those
methods that may include a degree of overlap - typically involve the three stages of concen-
tration, tranquillity, and insight (a full discussion of these three stages from the perspective
of vipassana, the oldest form of Buddhist meditation, is given by Solé-Leris (1986)), three
stages that are cumulative and not sequential. The meditator starts by receiving guidance
from the teacher on a particular point of focus on which attention has to be concentrated.
In meditation with ideation, as we have seen, this point of focus can be a visual image with
certain associated concepts, while in meditation without ideation it can be, for example,
his own breathing, or the point between the eyes, or a symbolic diagram. In both cases,
the meditator works upon refining his powers of concentration so that the mind does not
wander away from this point of focus. When distracting thoughts or emotions arise they
are released, and if the attention wanders it is brought gently back, time and time again.
Although some effort is involved, concentration of this type is not a fierce, intensive process
that paradoxically would actually interfere with the meditation. Instead, the attention is
allowed to rest gently upon the point of focus, as if accepting that the latter is all that there is
(classic works on this form of concentration are Sadhu (1959) and Wood (1981)).

Many traditions emphasize the importance of teaching right conduct as an essential
accompaniment to any meditation practice, and this teaching usually begins in concert with
the work on concentration. Some authorities even teach that meditation without the simul-
taneous development of right conduct can actually be harmful, in that it may develop acute
mental powers yet without conveying the realization that these are to be used in the service
of others rather than of oneself, thus actively strengthening not only selfishness but the
deluded ego that in reality should be progressively discarded as the meditator comes increas-
ingly to recognize the mind’s natural state. The reference made earlier in the chapter to the
Four Divine Abidings (i.e., loving-kindness, compassion, empathetic joy and equanimity) is
a good example both of the nature of right conduct and of the way in which its development
can actually be an integral part of meditation practice itself. The meditator is taught to use
the Four Abidings as a focus in his or her ideational practice and, as the practice develops, the
right conduct associated with the Abidings arises naturally from within oneself. Guru Yoga,
also mentioned earlier, in which the meditator focuses on the divine qualities of the Buddha
or of another spiritual teacher and then takes them into the heart, is another example of the
way right conduct develops through the practice itself; so too is the Jesus Prayer, which assists
the meditator to identify with the infinite love and divine mercy of Christ.

Tranquillity

Once this form of concentration becomes established even for short periods — which may
take many months or even years of daily practice - the experience of tranquillity arises as a
natural psychological consequence. Stress and tension typically occur as a consequence of
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identifying with and/or grasping thoughts or emotions, but now that the mind has released
identification and grasping, the root cause of suffering is said to be removed. Conscious-
ness is at this moment no longer consciousness of mental or physical disturbances, but is
said to be consciousness of itself. Phenomenologists such as Husserl and Bretano would
object that such a form of consciousness is impossible, while positivist philosophers would
ally themselves with Hume, who argued that he could not catch himself devoid of percep-
tions. However, as Forman (1998) points out, such objections tell us nothing about the
inner experience of a Hindu sadhu, a Buddhist monk, a Jesuit priest, or a practitioner of
the Jesus Prayer who has been engaged in long and intensive meditation training for many
years. Meditation is above all else a practical discipline. One can only truly know what med-
itation is and the state of consciousness associated with it when one is familiar with it at
first-hand. Rather than commenting on this state of consciousness, the role of the scien-
tific researcher is ideally to assemble an extensive data bank of self-reports by experienced
meditators together with data on the neurophysiological and behavioral correlates of med-
itation, and then to seek similarities and differences between what is said in these reports
and between what is reported in the neurophysiological and behavioral data. Attempts to
do this have so far revealed an impressive body of agreement that supports the hypothesis
that meditation does indeed appear to produce an altered state of consciousness that con-
forms to the claims made on its behalf (Wilber 1998; see also chapter 54).

Insight

Writing from within the Japanese Zen Buddhist tradition, Dainin Katagiri (Katagiri 1988)
uses the term “silence” to represent tranquillity (and indeed all aspects of meditation),
and puts it that “Buddhist teaching is, very naturally [that] you come back to silence. Even
though you don’t want to, you return to an area of no-sound. It cannot be explained, but in
this silence you can realize, even if only dimly, what the real point is you want to know?” This
brings us to the next stage of meditation, the experience of insight. In both ideational and
nonideational practices, this insight is said to arise sometimes spontaneously and to provide
clues as to one’s own self-nature, but it also provides the ground within which the medita-
tor can commence active inquiry into self-nature by identifying those areas of mental life
that, habitually thought to be permanent, are in fact transient and therefore empty of this
nature. The Christian would say such insight into oneself comes ultimately as an act of grace
from God, while the Buddhist would say it arises from the active contemplative cultivation
of insight, the insight that led to Gautama becoming the Buddha. Such descriptions may
be less mutually contradictory than they at first sight appear, since they apply to states for
which there is no agreed common vocabulary, but clearly very much more work needs to be
done into the similarities and differences between traditions on these crucial issues. Tsong-
kapa, the fourteenthfifteenth-century founder of Tibet’s three greatest monasteries and
said to be the single most important commentator on Buddhism in its 2,500-year history,
favored a form of analytical meditation (Tsongkapa 1988) in which the meditator holds
in the center of his mind a particular teaching or viewpoint which he then tries to prove
or disprove using statements from accepted authorities and various lines of reasoning as a
path to insight, and clearly such a method lends itself to use in any tradition.

Decisions about the origin of the insights that arise during meditation are likely to be
partly a matter of prior belief, though it is said that one should then look in turn at the
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nature and origins of these beliefs and the decisions to which they give rise. And so the
meditative process can go on until doubts and differences are progressively resolved. Insight
is not therefore seen as necessarily a once and for all revelation. Rather, there are many
insights, each of which takes one closer to an understanding of one’s own being.

Within the West, many of the best-known writings on the insight stage of meditation
(and indeed on meditation in general) come from the Buddhist tradition (e.g., Achaan Chah
1985; Lamrimpa 1995; Cooper 1996; Bucknell & Kang 1997; Wallace 1998) and for those
who are familiar with the literature and who have practiced in the traditions concerned,
there can be little doubt that if Western psychology wishes to develop a science of conscious-
ness it would be well advised to draw guidance and inspiration from the insights gained by
this tradition and from those arising from the equally detailed explorations of the mind
conducted over the centuries by the various schools of Hindu thought (e.g., Radhakrishnan
1923; Aurobindo 1957; Radhakrishnan & Moore 1957; Renou 1962; Vivekananda 1963;
Krishnananda 1969; Osborne 1971; de Riencourt 1980; Godman 1985; Goodall 1996). The
point is fully acknowledged by some of the contributors to Velmans (2000).

Other methods for investigating meditation exist. We can research the physiological cor-
relates of different forms of meditation experience, study the behavioral changes associated
with progress in meditation practice, and of course study the self-reports of meditators.
The extensive research into these variables is well summarized and discussed by West
(1987), Murphy (1992), Murphy and Donovan (1997), and Newberg and d’Aquili (2000).
Such research shows significant changes in brainwave patterns in advanced meditators
during practice (e.g., the presence of high amplitude theta and delta rhythms and hemi-
spheric synchronization), but as Wilber (2000) points out, none of these changes tell us
anything about the experience itself or its value to the experiencer. As Wallace (1998) puts
it, “Physical events modify and condition mental events without transforming into them;
and, conversely, mental events modify and condition physical events without transform-
ing into them” (although there seems no doubt of the ability of the mind to modify physical
conditions to an extraordinary extent by intensive meditative practices - see, e.g., Evans-
Wentz (1958)). Thus we cannot truly know either of these sets of events simply by studying
the other, a point stressed also at several points by Wilber (e.g., 1993). First-hand accounts
by meditators of the phenomenology of meditation are in my view of greater value than
physiological studies, particularly as such accounts can be studied for similarities and dif-
ferences, much as we study reports of other areas of psychological experience.

Relationship Between Meditation and Mysticism

Does meditation lead to mystical experience, and is the insight said to be experienced in
the third stage of meditation related in any way to this experience? The answer to both
questions would appear to be yes, although in Hindu and Buddhist meditative traditions
it is stressed that one does not meditate with the intention of achieving any predetermined
or exalted states (Dogen, the founder of the Soto Zen school, insisted that one does not
meditate in order to become enlightened, one meditates because that is what enlightened
people do). Certainly, it is stressed in Buddhism that one meditates in order to obtain lib-
eration from suffering, and that the motivation to achieve such liberation should be strong,
but the subtle point here as I understand it is that one does not decide in advance what lib-
eration is “like” One accepts that it exists and that one wishes to achieve it, but puts aside
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any fixed preconceptions as to its nature. Meditation essentially involves remaining in the
present moment and aware of the point of focus - for example, the inhalation and exhala-
tion of each breath, the successive syllables of the mantra, the visual experience of mandala,
the processes of self-enquiry. Even in Buddhist practices that take meditation on imperma-
nence and death as their point of focus (see, e.g., the Dalai Lama 1995), one remains, as I
understand it, aware of oneself as “presence,” that is as present in the here and now, rather
than as identified with imagined future states whose nature, at the level of deep conscious-
ness, is dependent not upon the future but upon the quality of present actions. Speculations,
vain imaginings, fragments of memory - in short much of the stuff of normal conscious-
ness — are all recognized as transitory rather than as manifestations of the true nature of
mind. Thus meditation is simply meditation. Until they have been realized, the medita-
tor recognizes that, although his studies may have given him some idea as to what they are
about, he does not know the exact nature of concentration, tranquillity, or insight. Such
states are sometimes described as “things in themselves,” that is as things that can only be
fully known through direct experience (the same can be said of many other human experi-
ences which second-hand knowledge deludes us into supposing we fully understand). If he
already “knows” what concentration, tranquillity, and insight are, he has no need to seek
them and no need of meditation. This is one reason why the Zen master does not assess
whether or not the pupil has resolved - had insight into - the koan merely by anything
he says. His speech may simply represent book learning. The master does not assume that
insight can only be - or perhaps can even be - expressed in words. He recognizes insight in
others because he has experienced insight himself. In addition, as evidenced by the fact that
collections of koans such as the Mumonkan and the Hekiganroku are graded in order of dif-
ficulty, it is accepted, at least in Zen Buddhism, that although true insight is one, there are
various levels in the approach to it, and the pupil depends upon the master for confirmation
that he has reached various of them.

The master will also teach the pupil that he should not become satisfied or complacent or
boastful when he receives such confirmation. Right at the outset, when he first experiences
the reality of concentration, he will be taught that when concentration arises, the realization
“I am concentrating” can too easily lead to degenerating into thoughts about concentration.
It is further taught that the next time he sits on his cushion he should set aside any thoughts
of what happened last time, and instead focus once more simply upon the coming and
going of his breathing, or upon whatever other practice he has been instructed to follow.
And in Zen Buddhism, even though the reason for meditating may be recognized as lib-
eration, the end of suffering, or even happiness, this in itself is not sufficient. When Zen
Master Dogen was studying in China, he answered his teacher’s question as to the purpose
of his meditation by saying that he “would like to be free from suffering” The Master replied
with another question “What for?” Dogen answered that this would enable him to help all
other beings who suffer, to which the master once again replied “What for?” And so the
interrogation went on, with each attempt by Dogen to answer the teacher’s questions met
with a further “What for?” Finally Dogen fell silent, realizing the teacher was touching the
very core of life and so-called death (Katagiri 1988, and see also Masunaga 1972, and Yokoi
1976). This is typical of the Zen method of attaining insight, which depends upon forcing
the mind to recognize the empty (we might say baseless) nature of conceptual thought. The
method uses thought to take us beyond thought.

We could say that it is at this point beyond thought that meditation and mystical experi-
ence may become one. This would be an oversimplification of course, but at an advanced
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stage of meditation it is said that a state, variously referred to as enlightenment, samadhi, or
satori (although each of these terms may;, strictly speaking, apply to subtly different condi-
tions) can arise which is considered essentially to represent an insight into the true nature
of reality. Such a state can arise outside meditation, but it would appear that meditation, by
helping to still the constant mental activity that is a feature of waking consciousness, can
facilitate its occurrence or, perhaps more accurately, its emergence from unconscious levels
that are normally inaccessible while awareness is directed exclusively to this activity. For
this state may be, as Wilber (e.g., 1993) insists, the state that underlies all states, and that
enables the mind to recognize its mystic identity with the rest of creation.

See also 12 Mystical experience; 54 Eastern methods for investigating mind and consciousness.
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Mystical Experience

DAVID FONTANA

The Nature of Mystical Experience

Mystical states are said to arise spontaneously rather than through an act of will, and to rep-
resent a state of altered consciousness almost impossible to convey to others through the
medium of language. A good example of the various attempts to do so is provided by the
nineteenth-century Canadian psychiatrist Richard Bucke (most recent edition 1991) who
used the term “cosmic consciousness” for his experience. Speaking of himself in the third
person, Bucke puts it that:

All at once, without warning . . . he found himself wrapped around . .. by a flame-coloured
cloud . .. Directly afterwards came upon him a sense of exultation, of immense joyousness,
accompanied or immediately followed by an intellectual illumination quite impossible to
describe . . . one momentary lightening-flash of Brahmic Splendour which has ever lightened
hislife. . . leaving thenceforward for always an after-taste of heaven.

However, despite Bucke’s references to “Brahmic” and to “heaven,” mysticism is by no
means confined to those with prior religious belief, although it is undoubtedly the essence
of religious experience, and both for those who are prior believers and for those who are
not, the experience - if as profound as that detailed by Bucke - is typically life-changing.
In fact in many cases it is reported as leading to the conviction that there is a dimension to
existence unimagined and unimaginable in normal states of consciousness and that extends
beyond the narrow limits of the space/time world. Despite the difficulty of describing a
state so far outside the conceptual framework of normal existence, there does appear to be a
wide measure of agreement among the various accounts available to us. Stace (1960) identi-
fies across traditions repeated references to such things as the experience of unity, the sense
of being outside time and space, a sense of the sacred, feelings of joy and bliss, a unity that is
both empty yet full and complete, and an awareness of an ultimate eternal reality.

These accounts suggest in addition that, as with meditation, mystical states can be
divided into two distinct categories, namely transcendent and immanent (e.g., Hardy 1979;
Hood 1995).
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Transcendent mysticism

Put at its simplest, transcendent mysticism is said, particularly in the theistic traditions,
to be the overwhelming awareness of some benevolent power outside of and greater than
oneself that transcends the material world and is identified as divine and the source of all
that exists. Cox (1983) describes this as the direct experience of God and as “the unitive
acquisition of knowledge that is inaccessible to human understanding” The Hindu tradi-
tion describes this state as Savikalpa Samadhi, a state in which the consciousness of self
remains, but in which this consciousness is directed entirely toward the blissful aware-
ness of the divine (sometimes described as “tasting the sweetness”). This is the mysticism
of Hindu scriptures such as the Upanishads and of the Hebrew Torah, of the holy Koran
and of the Christian Bible. Research reveals that in the United Kingdom at least, this is
the most frequently experienced form of mysticism (Hardy 1979), and it seems probable
from comparative studies of mysticism such as those of Spencer (1963), Smart (1968),
and Staal (1975) that this holds good for all the Western theistic religions and for much
of Hinduism and for some experiences reported by followers of the Shin (Pure Land)
tradition in Buddhism. What is being transcended is the belief that we are nothing more
than material beings, and what is transcendent is the Divine, the creator of the material
world yet who transcends it as Pure Spirit. In theistic religions transcendence refers to
the reliance upon an “Other Power,” a power outside and greater than oneself, to bring
about an essential spiritual transformation within one’s inner being that could not be
realized alone (Smart 1968; Cox 1983). The relationship of the individual to this “Other
Power” is expressed in Hinduism by the practice of Bhakti Yoga, the yoga of devotion,
in which all one’s thoughts and energies are directed toward worship of the Divine, and
the supreme examples of it in Islam are the profound mystical experience of Mohammed
when taken up to Heaven by the Angel Gabriel, and his receipt of the holy Koran direct
from Allah.

However, in Buddhism generally and in the Advaita tradition of Hinduism the term
“transcendence” is used to describe a rather different experience: an insight into the deepest
nature of one’s own being rather than an experience of something outside oneself. In effect,
it is described in these traditions as an experience that “transcends” everything imag-
inable in one’s normal state of consciousness, and as being empty of sense-perceptions,
images, thoughts, feelings, or even of the phenomenological space in which such things
could occur. Such a description is an example of what in Hinduism would be called netti,
that is, an attempt to describe something - in this case a state of emptiness (a state of pure
consciousness or pure being) - by saying what it is not. One problem with such a descrip-
tion is that it does not tell us what the experience actually is, and a second problem is that
if this experience does indeed exclude so much of normal consciousness then it can hardly
be said to be all-encompassing or all-embracing, two terms that are often used for mys-
tical states. This is not in any sense to negate it as an experience, simply to illustrate the
psychological and philosophical difficulties of talking about states that are in themselves
indescribable.

In view of these difficulties of description, a problem that arises is whether these two
forms of transcendence are indeed different states, or whether they are simply expressed
differently due to cultural factors and to the limitations of language and meaning. A
further problem is whether these forms of transcendent mysticism are really distinct from
immanent mysticism (discussed below), or whether once more cultural and linguistic
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factors distort meaning. Transcendent and immanent mysticism certainly appear differ-
ent (although there are obvious similarities between them, as discussed below), and in
some traditions it is claimed that transcendent mysticism is simply a stage on the path to
immanence. However, the great Bengali saint Ramakrishna taught from his own direct
experiences that although both states should be experienced neither should be thought of
as “superior” to the other (Ramakrishna 1975; Gupta 1978). Allied to this problem is the
very real question about the true nature of the “self” that undergoes mystical experience,
whether transcendent or immanent. So complex are the issues raised by this question that
they would require a chapter to themselves if we are even to begin to do them justice. In
fact it could be argued that we cannot usefully address them unless we have experienced
deep mystical or insightful states for ourselves. However, most traditions would proba-
bly agree — as would modern psychology - that the “self” with which we usually identify
is not our true nature. Simple exploration of one’s own mind reveals the transient nature
of thoughts, memories, ideas, and even of self-concepts. Simple exploration also reveals
that the struggle to hold onto this transient self, to defend it, to empower it, to abide in it,
are doomed to failure. It thus seems reasonable to try to look beyond this “self” in order to
find what if anything lies behind (or beneath) it. Theistic religions speak, at least at their
more esoteric levels, of losing oneself in order to find oneself, of surrendering the self to
God, of becoming as nothing, of God within, even of becoming one with the Father. Hindu
traditions also speak of Brahman (the divine absolute) and Atman (the indwelling divine)
as being in essence one. Buddhism teaches the anatta doctrine of no-self, the absence of
any permanent self. Many aspects of these descriptions reduce to the ultimate question
“Who am I?” sometimes used as an explicit exercise during the active enquiry into self-
nature mentioned in chapter 11, and whether explicit or not, always at the root of this
enquiry. For present purposes, all that can be said is that we cannot know the boundaries
of self — if indeed it has boundaries — or anything of its nature unless we begin a personal
enquiry into the matter, and for many centuries and many traditions it has been taught
that this enquiry must begin by self exploration, and that meditation is the best context in
which to conduct it.

Immanent mysticism

Be this as it may, Buddhist traditions together with the Advaita tradition in Hinduism and
Western commentators such as Wilber (1993, 2000) insist that immanent mysticism marks
a stage of spiritual development beyond that of transcendent mysticism (some authorities
consider in fact that it develops out of the emptiness referred to above in the context of
Advaita and Buddhist descriptions of transcendence). In immanent mysticism, all sense of
a personal self disappears and one comes to recognize the essential unity of all existence. In
theistic language, instead of contemplating the divine as in transcendent mysticism, the dis-
tinction between oneself and the Divine disappears. In fact all distinctions disappear, and
the mystic experiences oneness with all that exists and ever has existed. Referred to as Nir-
vikalpa Samadhi in the Hindu tradition, the mystic is said not just to “taste the sweetness”
but to “become the sweetness” in that the indwelling spirit, the Atman, is actually realized as
being one with Brahman, the Absolute. Vedantic traditions within Hinduism (Isherwood
1963), and certain of the schools of Far-Eastern Buddhism, describe this not as the annihi-
lation of the individual self but as its infinite expansion - the dewdrop of the individual self
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does not just slip into the shining sea of the Absolute during mystical experience as is some-
times said but, as one Zen master explained to me, realizes that it is the shining sea.

Immanent mysticism is much less common in Theistic religions such as Christianity
than is transcendent mysticism, possibly because in the past the assertion that the indi-
vidual was one with the Divine rendered the speaker liable to persecution as a heretic. The
best-known example of a Christian mystic who had personal experience of immanence is
Meister Ekhart, who in his teachings insisted that “God must be very I and I very God, so
consummately one that he and this I are one ‘is” (see, e.g., Forman 1991). In an extensive
comparison between Ekhart’s mystical experiences and those reported in Zen Buddhism,
D. T. Suzuki, one of the best-known interpreters of Zen for the West, concludes that “Ekhart
is in perfect accord with the Buddhist doctrine of sunyata, when he advances the notion of
Godhead as ‘pure nothingness” (Suzuki 1979).

Similarities between transcendent and immanent mysticism

As with the two strands of meditation discussed in chapter 11, the two forms of mysti-
cism have things in common (and may even contain elements of each other, as in Bucke’s
experience quoted earlier). Not only are both states said to be indescribably blissful and
life-changing, they impart a sense of obtaining access to knowledge inaccessible by other
means, in particular to the recognition that love - spiritual love - is the root of all exist-
ence, and that existence is eternal and not limited to the material form. It is even possible
in fact that the experiences are sometimes one and the same, and that it is the cultural
accretions which the mystic attaches to them, particularly when he or she struggles to put
them into words, that give them their supposed differences. Suzuki (1979, 1998) takes an
example from Shin Buddhism to show how they are in fact reconciled within the Shin
Buddhist tradition. A central meditative practice in Shin Buddhism, which lays empha-
sis not only upon Shakyamuni Buddha, the historical Buddha, but also on the so-called
Cosmic Buddha Amida (the synthesis of Amitabha Buddha, the Buddha of Boundless
Light, and Amitayus Buddha, the Buddha of Boundless Life) consists of repetition of the
Nembutsu, the mantra Namu Amida Butsu which is usually translated as “Adoration to the
Buddha Amida” However, Suzuki explains that although the mantra symbolizes the uni-
fication of the devotee with Amida, the presence of the word Namu symbolizes the fact
that this does not mean that he is “lost or absorbed in Amida so that his individuality is
no longer tenable” The devotee is there “as if [he] were not there. This ambivalence is the
mystery of the Nembutsu” The devotee is thus both adoring Amida (transcendence) and
becoming one with Amida (immanence). This ambivalence is perfectly acceptable to the
Eastern mind (Shin Buddhism is the most widely practiced form of Buddhism in Japan),
yet inconsistent with Western logic that adheres to the “either-or” principle rather than to
that of “both-and.” Yet there is little that is logical about mysticism, and we are told that
the attempt to comprehend it logically not only robs us of any chance of understanding it
but is also a major hindrance to experiencing the mystical state for ourselves, although in
the initial stages of the insight practices (referred to earlier) logic can be used to help one
realize that true insight transcends both logic and reason. Mysticism is a state of mind like
no other state, and although it cannot be induced simply by an act of will, it seems that it
can certainly be inhibited by such an act, in particular if this act involves a refusal to accept
even the possibility that such a state can exist.
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Levels or Stages in Mystical Experience

Studying the accounts of mystical experience from the various traditions it would seem that
the existence of “levels” is generally recognized. There are many stages on the path toward
what might be termed peak mystical experience (whether transcendent or immanent), and
in the case of Christian mysticism these were charted by Underhill nearly a century ago
after studying the carefully documented first-hand accounts written by many of the best-
known mystics within the Christian tradition (Underhill, most recent edition 1995). In her
submission they reduce to five, each of which is associated with an intense personal revela-
tion or insight, namely awakening (the realization that there is a divine reality), purgation
(the recognition that one has distanced oneself from this reality and must follow a path of
purification and self-discipline), illumination (the blissful assurance of the proximity of the
divine), the dark night (the sense that nevertheless a gulf still remains by reason of the ego
and its belief that the mystical experience is something given to or earned by oneself), and
finally union (the self is surrendered to the divine and realizes that it is one with it).

It might be insisted that stage three, illumination, is the level of transcendent mysticism,
while the final stage is the level of immanence. This is perhaps so. Only in the final stage
is dualism, the distinction between the mystic and the divine, replaced by unification, in
which the distinction disappears. This does not mean that stage five replaces the first four
stages. If indeed stage five is the stage of unity, then the first four stages cannot be separate
from it, just as the adult cannot be separate from (or indeed valued above) the child he once
was. Thus it might be more correct to say that stage five subsumes stages one to four.

Underhill’s work is still regarded as a classic within Christian mysticism, based as it is
upon the direct experience of men and women writing at a time when the Christian mys-
tical tradition, although never fully accepted by the Church of the day, was at its height.
To dismiss her work on the basis that it was first written a century ago is to subscribe to
the myth of eternal progress, the myth that we always inevitably know more and under-
stand more than did the men and women of the past. One of the first lessons learned by
the student of mysticism is the timeless quality of the experience. The majority of the great
psycho-spiritual traditions — Christianity, Islam, Judaism, Taoism, and the many schools of
Buddhism and Hinduism - had their origins in the mystical experiences of those we regard
as their founders and of their immediate followers, and these experiences and our under-
standing of them cannot be said to have been superseded by subsequent practitioners or by
modern scholarship.

Classics similar to that of Underhill exist in other traditions, and it is interesting to note
that the stages or levels identified by the writers concerned show some differences from
those identified by her. These differences may again be due to the problems of language and
meaning that we face when discussing states so far outside those of normal consciousness.
However, they may also point to the influence of cultural differences and belief systems,
and/or to differences in the way in which practices such as meditation, prayer, ritual, study,
and physical privations such as self-denial have prepared the way for mystical experience.
In the Buddhist tradition Luk (1971, 1974, 1976, 1984) gives several case histories of the
path to enlightenment, drawn both from the experiences of noted teachers from the past
and from contemporary sources. Unlike the experiences of the Christian mystics surveyed
by Underhill, which suggest that the devotee might remain at any one level for a consider-
able period, LuK’s case histories indicate these levels or stages might be either spread over
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time or encountered during the course of a single intensive meditation retreat. The essence
of these stages is, first, a “dropping of the ego,” which is experienced as a feeling of weight-
lessness in body and mind accompanied by a “burst of light” in which the whole cosmos
seems to dissolve amid a sense of “incredible bliss.” This is followed by an experience of
the unity of each atom of existence with the consciousness that experiences them, and at
this point the individual consciousness appears to dissolve into Oneness. After these initial
experiences, there comes a return to a sense of consciousness of oneself as a being, but this
sense is no longer located in the body. Instead, it is as if the whole world is a conscious living
body of energy and the individual mind is empty of thought and simply aware of the envi-
ronment without judgment or attachment. The whole world is then experienced as radiant,
and the mind that experiences the world also becomes the thing that is experienced. Hence-
forth there is no feeling of duality, and only content-less consciousness.

Without pressing the point too much, there are similarities here with Underhill’s levels.
The level of purgation is comparable to the intense initial desire to be free of suffering that
drives the Buddhist to practice, while Underhill’s levels of illumination and unity corre-
spond respectively to the dropping of the ego and to the realization of non-duality. This is
not to suggest all differences between the various mystical traditions can be resolved, or that
the problem is only one of the varying usage of words. Nevertheless, as Smart (1996) sug-
gests, we in the West are more used to theism, perhaps because of the monarchical system
that evolved with the papacy and with the patriarchal system that is a feature of orthodox
traditions; by contrast, in Eastern traditions such as Hinduism, Buddhism, and Confu-
cianism authority was vested more in senior monks and commentators whose eminence
was due to their personal spiritual experience and philosophical expertise. This is not to
argue against theism, but perhaps to illuminate the various culture-bound ways in which an
experience of the divine essence encountered in mystical experience is expressed.

These differences between East and West apart, it is clear there are stages in mystical
experience, and that although such experience is not the prerogative of any one group of
people or any one way of being, it does appear to favor a mind prepared by intensive moti-
vation and by meditation practice. It seems that when the meditator reaches the stage of
insight he enters the mystical state in that he recognizes that the self, the ego with which he
has always identified, does not represent his true being but a device that, albeit unwittingly,
has divided him from the rest of a creation of which he is an inseparable part. In Zen Bud-
dhism, one of the Buddhist traditions that has focused most upon probing the psychology
of the self, it is said that all meditation is an approach to the question “Who am I?” On the
face of it the simplest of questions, yet as one looks into it and strips away the various labels
that express personal identity it emerges as one of the most puzzling.

The importance of this stripping away is well illustrated by the story of Han Shan, an
early Chinese Zen (known in China as Ch’an) master, who initially practiced the Shin form
of Buddhism mentioned earlier and which focuses on the repetition of the Nembutsu. The
result of this prolonged practice led Han Shan to have a mystical vision of Amida Buddha,
and to receive the assurance that after death he would be reborn not on Earth, but as every
Shin practitioner hopes, in Amida’s “Pure Land” where the stages to final enlightenment
are easier. This transcendent experience must have greatly heartened Han Shan, but it
also determined him to try even harder to obtain final enlightenment during this lifetime
instead of waiting for the Pure Land. After much further effort he met an advanced practi-
tioner who advised him that instead of the Nembutsu he should now use the koan “Who is
it meditating on the Buddha’s name?” (i.e., who is it who is repeating the Nembutsu?). After
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a further eight years of meditating upon this koan Han Shan experienced the state of imma-
nence. In LuK’s translation of Han Shan’s description of this state (1971), Han Shan uses the
third person to refer to himself:

his body and mind disappeared and were replaced by a great brightness, spheric and full, clear
and still, like a huge round mirror containing all the mountains, rivers and great earth. There-
after he noticed a still serenity inside and outside his body, and met no more hindrance from
sounds and forms.

We do not know whether Han Shan used his koan in the conceptual or in the non-conceptual
way, but it seems that it was through meditating upon it that he attained this state of imma-
nence. It seems that by stilling (or at least quietening) the activity of the conscious mind
through meditation, the mind becomes increasingly open to subtle inner states of aware-
ness that normally never intrude into consciousness. The potential for experiencing these
states may be universal, but it is when the mind is in a certain condition that we become
aware of them. However, meditation is not the only way of putting the mind into this con-
dition. Hardy’s research (Hardy 1979) revealed that although in his sample meditation and
prayer were one of the main triggers for mystical experiences, depression and despair were
referred to even more often. This may surprise us, although it is acknowledged in the Eastern
traditions that intense need for the Divine — which can arise from despair at one’s present
condition - can be a powerful stimulus. The Hindu saint Ramakrishna put it that when one
needs the Divine like a drowning man needs air, then the Divine will be found (Gupta 1978).
A possible reason is that depression and despair may serve to reduce self-pride and other
aspects of the ego, and as noted when discussing the stages in mystical development identi-
fied by Underhill, the individual ego may serve as a hindrance to such development. Other
triggers for mystical experience referred to by Hardy’s sample included nature, music, the
creative arts and acts of worship. Maslow (1970) also found that what he called peak experi-
ences, experiences which touch on the mystical in that the individual enters a state seemingly
outside time and space in which the overriding emotions are those of awe, wonder, and
ecstasy, could sometimes be triggered by one or other of these things. In addition, Murphy
and White (1995) have published accounts that suggest certain forms of sporting activity, in
particular long distance running, can produce elements of mystical experience.

However, an important distinction is necessary here between what in personality
research are referred to as “states” and “traits,” the former a transitory condition and the
latter a more enduring aspect of oneself. One may have a seemingly mystical experience,
but the effects upon mood and behavior may be short-lived. In some cases, one may even
look back upon the experience and feel one was deluded by it. However, a true mystical
experience, as mentioned earlier, typically leads to profound changes in thought and behav-
ior, in fact to what is sometimes called a “turning around” at the deepest level of being. The
former more superficial experience leads only to a temporary state-based change, whereas
the latter produces something that is trait-based and enduring. This is not to dismiss the
state-based experience as being of no value. It may indeed have contained some elements
of mystical awareness, yet, rather in the way that a book or a poem or a picture may have
an impact upon us that fades quite quickly with time, its impact may not have touched us
deeply enough, or this impact may have been too rapidly overtaken by other events (as can
happen when one leaves a meditation retreat and returns to daily life) or we ourselves may
not have been able to integrate it fully into our being.
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Clearly more research is needed into the various triggers of mystical experience, into the
reasons for the effectiveness of this experience, and into the variables within the individuals
that may influence this effectiveness. In particular we need to know more about the appar-
ent link between depression/despair and mystical experiences, including the prior belief
systems of the depressives concerned. For example does a belief in the existence of a tran-
scendent power render mystical experiences more likely in such cases? Do the precipitating
causes of depression play some part in determining whether or not the mystical experi-
ences occur?

Mysticism and the Brain

Despite the fact that research into meditation and mysticism has not attracted the attention
within psychology and brain science that it should, several findings have been published
that identify certain of their neurophysiological correlates. Of recent interest is the dem-
onstration by Ramachandran and Blakeslee (1998), following on from earlier work by
Persinger (1987), that when individuals are exposed to evocatively religious or spiritual
words or ideas, the electrical activity in the frontal lobes of the cerebral cortex increases
to a level comparable to that experienced during epileptic seizures. Epileptic seizures are
known on occasions to be associated with subsequent reports of experiences comparable
to mystical states — for example, bright lights, visions, apparent divine insights and unitary
feelings. Ramachandran has also shown that stimulation of certain areas of the temporal
lobes with magnetic field activity appears to induce mystical-type experiences even in non-
epileptics. These results have prompted Persinger, Ramachandran, and their colleagues
to label the most active area of the temporal lobes the “God Spot” or the “God Module”
Results of this kind raise the possibility that mystical states are simply the consequence of
cortical aberrations. Brain states appear also to be linked to experiences in meditation, with
alpha rhythms, theta and even delta rhythms apparent in advanced meditators, although to
date there is no evidence that progressive stimulation of the temporal lobes can produce the
deep levels of tranquillity and the subsequent insights into self-nature developed through
intensive meditation practice (or the resolution of a koan!).

Results such as these raise several issues. Do the mystical-type experiences sometimes
reported by epileptics and those receiving temporal lobe stimulation lead to the lasting
changes in behavior and belief apparent in those who have spontaneous mystical experi-
ences? The same question can be asked of those who report mystical-type experiences after
ingesting psychedelics. And if the frontal lobes are responsible for mystical experience, what
is the purpose of these experiences and why should the brain have evolved the capacity to
have them? Zohar and Marshall (2000) suggest that the “God Spot” is linked to “spiritual
intelligence,” defined as the ability to go beyond the boundaries of current thought and to
contemplate infinite possibilities and higher meaning in life. Since some of these abilities
do not appear linked to species survival, Zohar and Marshall suggest they have a psycho-
logical function linked to what is loosely called a spiritual dimension. Be this as it may,
there is no hard evidence that all mystical experiences are actually generated by the frontal
lobes. Stimulation of these lobes might allow access to experiences that are normally filtered
out by brain mechanisms. A further objection to equating artificially induced experiences
with true mystical states is that the latter occur spontaneously (no mystic to my knowledge
walked around equipped with devices for providing temporal lobe stimulation), and we
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have no direct knowledge of the state of their temporal lobes at such a time. Nevertheless,
attempts to induce mystical experiences by artificial stimulation are of obvious importance.
Perhaps the best use that could be made of such stimulation would be administer it to a
sample of subjects who have already reported spontaneous experiences in order to establish
similarities and differences between these experiences and those artificially induced.

However, a major problem for the scientist when researching mystical experience is
that, as with meditation, no method for assessing the inner nature of the experience has
so far been developed, and indeed it is difficult to see what form such assessment could
take, given the fact that mystical experiences are not objective events. Does this mean that
despite what has been said in this chapter, the reality of the mystical experience must always
be open to challenge? As Mangan (1994) argues, even the “language-focused approach to
mysticism” does not take us into the heart of the matter. Nevertheless language is our most
objective tool when discussing experiences that are, in themselves, ineffable (I am not here
considering the special sense of presence that we may feel on sitting with certain men and
women who have had abiding mystical experiences, and which the Hindus call darshan),
and Lancaster (2000) is surely correct in maintaining that we have no reason to contradict
the evidence for mystical experiences conveyed to us by mystics through language.

It is appropriate to conclude by stressing that scientists researching into meditation and
mystical states should themselves seek some prior experience of serious meditation train-
ing. Without such training they are unlikely to be in a position to make pronouncements on
the nature and meaning of these experiences or of the insights to which they may lead.

See also 11 Meditation; 54 Eastern methods for investigating mind and consciousness.
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The Case of Blindsight

LAWRENCE WEISKRANTZ

Chambers Dictionary, among others, provides a concise definition: Blindsight — a condi-
tion caused by brain damage in which a person is able to respond to visual stimuli without
consciously perceiving them. It is associated with damage to human primary visual cortex
(otherwise known as striate cortex or area V1, which causes blindness in parts of the
affected visual fields, with a size and shape to be expected from the classical retino-cortical
maps (Holmes 1918). If, however, subjects are required to guess about stimuli presented
to their blind fields, they may be able to locate them in space or to discriminate them from
each other, despite saying that they do not see them and have no awareness of them (Poppel,
Held, & Frost 1973; Weiskrantz et al. 1974; Weiskrantz 1998). (It is worth nothing that in
clinical cases damage to V1 is rarely complete. Typically it is confined to one cerebral hem-
isphere and therefore the region of blindness in most patients is restricted to one half of the
visual field [hemianopia] or less, located contralateral to the damaged hemisphere. In every-
day life the normal half-field is sufficient for most visual negotiations, and a hemianopic
human or monkey would appear to be quite normal to the casual observer.)

The historical origin of the oxymoron “blindsight” stems from animal research. The
primate retina, including that of humans, sends its major nerve tract (after a relay in the
lateral geniculate of the thalamus) to the visual cortex (striate cortex, V1). When this
cortex is blocked or removed (with histological confirmation of the completeness of the
V1 removal) in monkeys, the animals can still carry out visual discriminations, albeit
with certain changes. Such a residual capacity is, in itself, not surprising because the
optic nerve leaving the retina also traverses a number of routes, reaching other targets in
the brain located mainly in the midbrain and thalamus (Cowey & Stoerig 1991). These
targets, in turn, provide relays that project widely to a number of other regions in the brain
(Cowey & Stoerig 1991). These routes remain intact even if V1 is removed or damaged.
The extra-striate tracts from the eye contain fewer nerve fibers than those in the pathway
that normally reaches V1, only about one sixth as many, but this smaller number is not
trivial. For example, the pathway from the retina to the superior colliculus in the midbrain
contains about five times as many fibers as there are in the whole auditory nerve. Animal
research also demonstrates that residual capacity can be improved by repeated practice
with stimuli in specific regions of the blind field. And so there is no mystery in the fact that
animals can make some visual discriminations in the absence of V1: the mystery is that
human subjects are blind.
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Blindsight first emerged when human subjects were tested in the manner with which
one is forced to study visual capacity in animals (Poppel, Held, & Frost 1973; Weiskrantz
et al. 1974), leading to the realization that the methodology is typically deeply different in
humans than in other animals. Humans are usually asked to give verbal descriptions or to
comment on visual appearances and differences, whereas animals are trained to reach for
the location of visual events or to make alternative choices for which they are differentially
rewarded, necessarily devoid of any commentary. When a human subject is asked to make
a discrimination between, say, two colors, there is typically an explicit verbal instruction
about the color as such, and more importantly there is an important implicit assumption
that the subject will be aware of that attribute and make a report about it accordingly. But
an alternative is to test a human subject in a manner that is closer to animal methodology,
for example, to be instructed simply to reach toward the stimulus or to make a forced-
choice “guess” about the visual stimuli. Forced-choice guessing entails asking whether a
visual event is, say, located at position A or B, whether its color is X or Y, whether it falls in
the first or second of two temporal intervals, or whether its shape or brightness is differ-
ent in the first or second interval. When tested in such a forced-choice discriminative way,
independently of verbal responses or commentaries, human subjects can sometimes match
the performance of monkeys with visual cortex damage even though they may lack any
acknowledged awareness of visual stimuli that they nevertheless can tell apart. Hence, the
term “blindsight”

Blindsight is but one example of a number of dissociations in brain-damaged patients
between an intact capacity and absence or altered awareness (Weiskrantz 1991, 1997). For
example, good storage can be demonstrated in amnesic patients with medial temporal lobe
damage for events that they say they do not “remember;” visual responsiveness can be dem-
onstrated in a “neglected” field by patients with unilateral visual neglect, good differential
sensitivity can be found to unfamiliar faces vs. familiar faces by prosopagnosic patients who
have no recognition of the faces as such, and “blind touch” or “numbsense” can be demon-
strated in parietal lobe patients with loss of touch sensitivity, which appears to be a homolog
of blindsight in the tactile mode.

The visual parameters that blindsight subjects have been reported to be able to discrim-
inate include color, orientation of lines or gratings, simple shapes, motion, onset and offset
of visual events (for reviews, see Stoerig & Cowey 1997; Weiskrantz 1998; Weiskrantz 2003).
Attention can also be controlled by unseen cues in the blind field controlling the responses
to loci of unseen targets (Kentridge, Heywood, & Weiskrantz 1999). Recent research also
has found that the emotional expression of unseen faces in the blind field can be guessed at
better than chance levels (deGelder et al. 1999). In connection with possible extra-striate
routes in the absence of V1, it is of interest that fearful and fear-conditioned faces generate
differential amygdala responses in blindsight subject GY, and that the amygdala responses
covary with neural activity in the posterior thalamus and superior colliculus (Morris et al.
2001).

Blindsight, however, is altered compared to the capacity of normal vision. By varying
the spatial frequency of a sine-wave grating until it can no longer be discriminated from a
homogenous patch, it is possible to measure the subject’s acuity. It is reduced by about two
octaves in spatial frequency, relative to the normal seeing hemifield, but is still creditable
(Weiskrantz 1998). Contrast sensitivity is also reduced. There is good motion sensitivity for
the detection of simple displacement of bars or solid spots, and there can be sensitive judg-
ments about the direction of movement of a bar or a spot (Weiskrantz, Barbur, & Sahraie
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1995). More complex patterns of motion, however (“third order motion”), seem to be seri-
ously affected (Azzopardi & Cowey 2001). Color discrimination remains (Barbur et al.
1994), again in the absence of any experience of color per se, although there is a relative
shift in sensitivity toward the long wavelengths (red) and a decrease in sensitivity to middle
wavelengths (green). Otherwise the shape of the spectral sensitivity curve is qualitatively
normal, although with reduced sensitivity. Also, the change in spectral sensitivity under
dark adaptation is preserved (Stoerig & Cowey 1992).

Damage absolutely restricted to the visual cortex occurs relatively rarely in clinical
patients. Animal work with monkeys has made it clear that if the damage extends outside
the striate cortex, the residual visual capacity is reduced (Pasik & Pasik 1982). Therefore,
most human blindsight research has concentrated on a small number of well-chosen sub-
jects (e.g., DB, GY, FS, CS), with appropriately restricted pathology (and who are willing
to endure the long testing sessions). This self-imposed restriction, however, may be too
conservative. Current research suggests that residual visual function occurs in the major-
ity of cases of visual cortical damage if additional brain damage is only moderate and if a
common metrical range of spatio-temporal parameters (Sahraie et al. 2002) is used in each
case.

Given the counter-intuitive nature of blindsight, early skepticism naturally led to ques-
tions about its validity (just as was true for earlier examples of implicit processing in
neuropsychology, e.g., intact memory in the absence of “remembering” in amnesia). It has
been suggested by Campion, Latto, and Smith (1983), for example, that there may be stray
light falling in the intact visual field, or that the cortical lesion in particular cases may be
incomplete and patchy (Wessinger, Fendrich, & Gazzaniga 1997) or that subjects really see
but deny this, perhaps because of a very conservative criterion, or that their vision is really
essentially qualitatively normal but the percepts are rendered very faint because of the brain
damage. All of these alternatives are important, but have been directly addressed in various
focused reviews, experimental analyses, and by MRI and ERP analyses of the lesions of
blindsight patients (cf. Weiskrantz 1998, 2001, 2003; Azzopardi & Cowey 1997; Kentridge,
Heywood, & Weiskrantz 1997). In particular, stray light has been stringently controlled,
especially by the use of stimuli equiluminant with the background, and the use of the optic
disc (blind spot) as a control region. Regarding incomplete lesions, subjects such as GY
have been extensively and repeatedly mapped in MRI and the lesion is found to be complete
except for the most posterior region, corresponding to the small area of macular sparing
in the visual field (which, of course, is not used for testing blindsight), and islands of intact
vision are not found in him (Kentridge, Heywood, & Weiskrantz 1997). Of course, in the
monkey (in whom there is “blindsight”; see below) the completeness of the V1 lesion can be
confirmed histologically. Regarding criteria in signal detection terms, the use of criterion-
independent two-alternative forced-choice psychophysical methods still reveal blindsight.
Blindsight as studied in subjects such as DB cannot be simulated by weak normal vision
(Azzopardi & Cowey 1997), and in any event there are aspects of the subject’s commentaries
that are not touched by signal detection theory (Weiskrantz 2001). This subject continues to
provoke lively discussion not only among neuroscientists but also among philosophers and
others interested in the nature of conscious awareness and its putative neural basis.

Under certain conditions, blindsight subjects may say that they are aware that some-
thing is happening, they may feel it. This is especially the case when a stimulus contains
rapid transient onsets and offsets, or moves very rapidly. This has been labeled “Blind-
sight Type 2” in contrast to “Blindsight Type 1,” when discriminations occur in the total
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absence of any acknowledged awareness (Weiskrantz 1998). The distinction between Blind-
sight Type 1 and Type 2 has allowed one to carry out functional brain imaging contrasting
states with awareness and without awareness, in both conditions using simple movement
discriminations, which can be carried out with a high level of success — 90 percent or better
(Weiskrantz, Barbur, & Sahraie 1995). In the unaware condition, but not the aware con-
dition, activity is seen in the superior colliculus of the midbrain (Sahraie et al. 1997). This
structure also was active in a blindsight subject in response to red stimuli but not to equi-
luminant green (Barbur et al. 1998), in line with the greater sensitivity of blindsight subjects
toward the red end of the spectrum. In contrast, in the aware Type 2 state, dorsal corti-
cal areas, especially foci in the right prefrontal cortex, are active. Such research reflects one
of the strong interests of neuroscientists in blindsight and related phenomena in seeking
routes to unravelling the neural mechanisms that underlie conscious awareness. The dis-
tinction between Type 1 and Type 2 is not assumed to be absolute and binary - it is possible,
in principle, that there may be gradations; the distinction between its two extreme states has
heuristic value.

The range of stimuli that can be discriminated by blindsight subjects — from simple form
to facial expression to color to location of spatial locus by reaching or saccading - is such as
to discount any simplistic relationship between them and the differential capacities of the
ventral and dorsal cortical streams (Milner & Goodale 1995). Also, fMRI evidence exists
that robust activation in either the dorsal and ventral streams occurs given the appropri-
ate visual stimuli (e.g., movement vs. colored objects), leading to the conclusion that neither
dorsal nor ventral cortical activity is sufficient in blindsight to generate conscious vision,
nor that there is an imbalance between the two streams in blindsight (Goebel et al. 2001).

To be asked to discriminate stimuli that they cannot see is a patently strange request,
and some subjects balk at it (as, indeed, do some experimenters in issuing the instruction).
Therefore, other counter-intuitive methods of assessing residual function commend them-
selves, especially for screening of brain-damaged subjects for possible rehabilitation (with
repeated practice of stimuli in the blind field). Some of these methods depend upon asking
the subjects to discriminate stimuli lying entirely in their intact, seeing hemifields, but
with the experimental demonstration that their performance can be altered by the presen-
tation of stimuli in their blind fields, which can enhance or interfere with intact perception
(see review by Weiskrantz 1990). Visual reflexes can be used: the most quantitatively sen-
sitive method depends upon changes in the diameter of the pupil, which constricts not
only to increase in light energy, but to a wide variety of stimuli without any energy change,
including color, movement, and spatial frequency of sine-wave gratings. By varying spatial
frequency of sine-wave gratings, the contrast sensitivity and acuity of the blind field can be
accurately measured by pupillometry (Barbur & Thomson 1987), with results that mirror
the psychophysical capacity as measured by forced-choice guessing. From these one can
identify a narrowly-tuned spatiotemporal visual channel that remains in the absence of
V1, a peak sensitivity in the region of 1-3 cycles per degree (Barbur, Harlow, & Weiskrantz
1994). Also, sensitivity to color and complementary color after-images can be detected
(Barbur, Weiskrantz, & Harlow 1999). The pupil can also be used to measure similar
capacities in animals, where verbal report of course is impossible (Weiskrantz, Cowey, &
Le Mare 1998).

Finally, given that the existence of residual visual capacity was first definitively demon-
strated in animals with visual cortex lesions, the question arises as to whether they too show
blindsight for the discriminations they can perform. Recent experiments yield a positive
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answer (Cowey & Stoerig 1997; Stoerig & Cowey 1997). Monkeys with unilateral removal
of V1 can detect and locate light stimuli with impressive sensitivity in their affected hemi-
field. They can also readily be trained, of course, to make differential responses in their
normal visual hemifields for lights vs. non-lights (blanks). But when the same lights are
projected into their affected field, the monkeys reliably treat them as blanks. That is, the
very stimuli that they can detect with impressive sensitivity are classified by them as being
blanks, as non-lights — just as a human blindsight subject does. Thus, the contribution made
by the primary visual cortex to visual awareness appears to be similar in humans and other
primates, and brings into common perspective and framework both the historical animal
research and the more recent human blindsight research. Blindsight has made us aware that
there is more to vision than seeing, and more to seeing than vision.

See also 14 Split-brain cases; 16 Coming together: the unity of conscious experience; 40 Pre-
conscious processing; 42 Consciousness of action; 48 Duplex vision: separate cortical pathways
for conscious perception and the control of action.
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Split-Brain Cases

MARY K. COLVIN AND MICHAEL S. GAZZANIGA

After the first callosotomy surgeries were performed, the general consensus among the
medical community was that severing the corpus callosum had relatively little, if any, effect
on an individual’s behavior (Akelaitis 1941). Nearly twenty years later, it was quite a shock
to discover that under experimental conditions, the two hemispheres could simultaneously
maintain very different interpretations of the same stimulus. These findings immediately
called into question the unity of subjective experience, a fundamental characteristic of
human consciousness. How could the split-brain patient not experience any disruption in
their experience as a unified self when the two hemispheres are physically and functionally
disconnected? In this chapter, we review the research that has led to a conceptualization
of the split brain as two minds within one body and the implications of this research for
the scientific study of consciousness. We argue that consciousness is a neural function that
emerges from the integration of information across available functional modules.

Characterizing Consciousness in the Split-Brain Patient

Since the first reports of hemispheric differences in information processing and impaired
interhemispheric transfer in split-brain patients, there has been a great deal of interest in
the subjective experiences of these patients. Despite the substantial literature documenting
split-brain patients’ reports of no alterations in senses of self following callosotomy surgery,
the common interpretation of the split-brain condition is that disconnection of the two
hemispheres results in a “splitting of the self.” Given the prevalence of such misconceptions,
we would like to take this opportunity to review what is known about the subjective experi-
ences of split-brain patients and how this information shapes our understanding of neural
bases of consciousness.

Bilateral representation of fundamental sensory information

Both hemispheres of the split-brain patient receive ascending projections from a common
brainstem, enabling duplicate representation of a great deal of basic sensory informa-
tion. Both hemispheres receive proprioceptive information, automatically coding the
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body’s position in space (Sperry 1984). Both hemispheres can perceive painful stimuli or
light and deep touch presented to either side of the body, although the stimulus inten-
sity may be diminished on the ipsilateral side and the ipsilateral representation may be
extinguished under conditions of bilateral stimulation. Both hemispheres can initiate eye
saccades and it seems as though both hemispheres can monitor the amplitude of a saccade
generated by the ipsilateral hemisphere, even in the absence of visual feedback (for review,
see Gazzaniga 2000). Similarly, brainstem mechanisms support similar arousal levels
within each hemisphere so that both hemispheres fall asleep and wake at the same time
(Sperry 1984).

In contrast, higher-order sensory information processed at the cortical level tends to
be unilaterally represented. Although both hemispheres can guide facial and proximal
muscles, including the upper arms and legs, control of distal muscles, including the hands,
is lateralized. The majority of auditory information is relayed to the contralateral hemi-
sphere, although there are significant ipsilateral projections (Langers, van Dijk, & Backes
2005). The projection of visual information to the two hemispheres is strictly lateralized.
Information presented to the right visual field, most likely including information presented
to the right half of the fovea, projects solely to the left hemisphere and information pre-
sented to the left visual field, most likely including information presented to the left half
of the fovea, projects solely to the right hemisphere (Lavidor & Walsh 2004). Thus, visual
information, and to a lesser extent, auditory information, is represented by the single
contralateral hemisphere (for review, see Gazzaniga 2000). However, despite this anatom-
ical organization, split-brain patients do not experience two halves of visual or auditory
space. Similar to normal individuals, the visual and auditory midlines are virtual distinc-
tions; split-brain patients’ subjective experiences of their sensory worlds are unified.

Limited access to the knowledge of the opposite hemisphere

Although there are subcortical routes of interhemispheric communication, the corpus
callosum vastly augments these primitive mechanisms, providing a more sophisticated
mechanism for bihemispheric representation. In the absence of a corpus callosum, only
simple information can be transferred between hemispheres, such as crude spatial infor-
mation or the binary value of “present” or “not present.” Interhemispheric communication
of the majority of information, particularly higher-order information, is dependent upon
the integrity of the corpus callosum (for review, see Gazzaniga 2000). Thus, in the absence
of the corpus callosum, what is known by one hemisphere is isolated from the other
hemisphere.

To compensate for the loss of the callosal pathways, the split-brain patient may engage in
subtle cross-cueing behavior so that both hemispheres have access to information presented
on both sides of the midline. These behaviors include moving his/her head, talking aloud,
or making symbolic hand movements. Under experimental conditions, such cross-cueing
behavior is eliminated. The resulting absence of interhemispheric transfer clearly demon-
strates that in the intact brain, the corpus callosum is the primary conduit between the
hemispheres, seamlessly and automatically integrating information across the two halves
of the brain. Without the corpus callosum, most mental representations are computed
intra-hemispherically and the two hemispheres may develop separate stores of knowledge,
reflecting individualized learning and experiences.
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States of co-consciousness

One question arising from early studies of split-brain primates was whether the two dis-
connected hemispheres could operate in parallel. In a seminal study addressing this issue,
Trevarthen (1962) trained each hemisphere of a split-brain primate to make different
responses to a particular visual stimulus. Both hemispheres could perform their respective
tasks concurrently, indicating that in the split-brain, both hemispheres can independently
and simultaneously execute conflicting visuomotor responses. In contrast, a monkey with
an intact corpus callosum was unable to decide between the two competing responses and
“showed signs of extreme frustration” (Trevarthen 1962).

Later studies of split-brain humans confirmed and extended this early work. In one
experiment, split-brain patients were better than normal controls in performing a bimanual
task requiring each hand to simultaneously draw simple stimuli that differed in their spatial
orientations (Franz, Ivry, & Gazzaniga 1996). Subsequent research identified the posterior
third of the corpus callosum as critical for bimanual spatial coordination (Eliassen, Baynes,
& Gazzaniga 1999, 2000). In another task involving the simultaneous and bilateral presen-
tation of streams of stimuli, split-brain patients more readily identified whether a stimulus
had been presented than normal controls, presumably because stimuli were combined
across the visual fields in the normal controls, thereby increasing the task difficulty (Holtz-
man & Gazzaniga 1985). Similarly, Luck and colleagues (1989) demonstrated that relative to
normal controls, when split-brain participan