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LUDWIG WITTGENSTEIN was born in Vienna, Austria, on 
April 26, 1889, the youngest of eight children of a leading Austrian 
steelmaker. Educated at home until age fourteen, Wittgenstein then 
studied mathematics and natural sciences in an Austrian school, and 
later studied mechanical engineering for two years in Berlin, Ger­
many. In 1908 he engaged in aeronautical research in England. He reg­
istered as a research student at the University of Manchester, where he 
worked in an engineering laboratory. Bertrand Russell's book The 
Principles of Mathematics (1903) had a profound influence on 
Wittgenstein, and he left the university in 1911 to study mathematical 
logic with Russell at Cambridge. 

Wittgenstein remained at Cambridge until 1913, when he traveled 
to Skjolden, Norway, where he secluded himself to continue his study 
of logic. Upon the outbreak of World War I, he enlisted in the Austrian 
army, eventually serving as an artillery officer on both the eastern and 
western fronts. Throughout the war, Wittgenstein continued to work on -----­
the problems of philosophy and logic, recording his thoughts in note-
books. At the end of the war, he sent his manuscript to Russell, who 
found a publisher for his work. 

Published in 1921, the Tractatus Logico-Philosophicus has been 
universally admired. This work covers a vast range of topics: the nature 
of language; the limits of what can be said; logic, ethics, and philoso­
phy; causality and induction; the self and the will; death and the mys­
tical; good and evil. 

Upon returning to civilian life in 1919, Wittgenstein gave away the 
large fortune he had inherited from his father, and lived a frugal and 
simple life. Feeling that he could contribute nothing more to philoso­
phy after publication of the Tractatus, he searched for a new vocation, 
first teaching elementary school in Austria for several years, then turn­
ing to gardening and architecture. 

In 1929 Wittgenstein felt that once again he could do creative 
work in philosophy. He returned to Cambridge in 1929, where he was 
made a fellow of Trinity College. Through his lectures and the wide 
circulatipn of notes taken by his students, he gradually came to exert 
a powerful influence on philosophical thought throughout the English­
speaking world. In 1936 he began his second major work, Philosoph­
ical Investigations. 

In 1939 Wittgenstein was appointed to the chair in philosophy at 
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Cambridge University. During World War II he left Cambridge and 
worked as a porter in Guy's hospital in London and then as a labora­
tory assistant in the Royal Victoria Infirmary. In 1944 he returned to 
Cambridge as professor of philosophy, but resigned his chair in 1947. 
He completed the Investigations in 1949, which he instructed should 
be published only after his death. 

Frequently ill during his remaining years, Wittgenstein was diag­
nosed with cancer in 1949. He died in Cambridge, England, on April 
29, 19S1. Philosophical Investigations was published in 19S3. 
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Editor's Preface 

The difficulties I have encountered in editing these notes, which 
were taken from 1932 to 1935 when I attended Wittgenstein's lectures, 
have been multiplied by my not having notes of other members of the 
same classes against which to check my own, except for the year 
1934-35, when Dr. Margaret Macdonald and I shared our notes. The 
first draft I made on leaving Cambridge was a compilation of her notes 
and mine for that year, and the original draft of her notes was kindly 
made available to me by Mr. Rush Rhees, together with scattered 
notes which Wittgenstein made at the time he gave the lectur:s of the 
Easter term of 1934-35. For the lectures of 1932-33, my first year in 
Cambridge, I have had to depend solely on my notes and my memory, 
both of lectures of that year entitled "Philosophy for Mathematicians" 
and of lectures to a larger class throughout the year. 

The so-called Yellow Book consists of notes taken during the year 
1933-34 by Ms. Margaret Masterman and myself of lectures and in­
formal discussions during intervals in the dictation of The Blue Book. 
What appears here as Part II includes only my own notes, not those of 
Ms. Masterman. Notes taken on the same material by Francis Skinner, 
now deceased, were included in the Yellow Book but formed only a 
small part of the total. It seemed to me better on the whole to use 
notes for which I alone was responsible. 

My concern has been to present a connected and faithful account of 
what Wittgenstein said. Some of the people who might have aided me 
in this endeavor by providing me with notes for comparison with my 
own are now dead. The notes of others who were in the classes were 
too meagre to be used. Wittgenstein's published writings, wherever 
they contain material overlapping with my own, are of course 
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confirmarion. Where marerials are nor 1rea1ed in rhe manuscripis now 
published, I have simply recorded whaI I had, in order 10 make relared 
1ex1s available Io philosophers. A few of Ihe nores were 100 confused 
or obscure Io permiI of inrelligible recons1ruc1ion, and rhese I have 
omined, my reason being 1ha1 my nores rarher Ihan Wingensrein's lec­
Iures were al faul1. I have also omined nores which were duplicarions 
of well-known marerial already published in his Tractatus. I 1hink he 
would have been in agreemenI, and 1ha1 his own delerions would have 
been far more exrensive. 

II is reasonable 10 suppose 1ha1 Ihe lecrures en1i1led "Philosophy for 
Ma1hema1icians" followed fairly closely 1he marerials published in 
Philosophische Bemerkungen and in Philosophische Grammatik. For 
Ibis seI of lecrures was given in 1932-33, al abou1 1he rime when 
Wingensrein had wrinen, or was wriring, 1hese rwo books. The nores 
of Ihese lecrures are placed afrer Ihose of 1he Easier 1erm of I 934-35 
rarher Ihan in Iheir chronological order because of rheir connecrion 
wilh Ihe subjecI maner of 1ha1 Ierm. I am much indebred 10 rwo 
ma1hema1icians, Dr. G. T. Kneebone of Bedford College, London, 
and Professor H. S. M. Coxerer of Toronro Universiry, who read cer­
Iain ma1hema1ical parts of Ihese nores. 

As migh1 be expecred, problems 1rea1ed in Ihe Yellow Book are for 
Ihe mosI part Ihose 1rea1ed in The Blue Book. Their main value lies in 
Iheir somerimes being bener stared Ihan in The Blue Book dic1a1ion, 
Ihough certain Ihings which I have included and which I 1hink are 
importan1 are nor Io be found elsewhere. In addirion 10 raking nores of 
lectures of 1933-34, Ms. Masrerman and I rook nores of his informal 
discussions in Ihe inrervals berween dictarion when, as he 1hough1, 
and somerimes regretted, no record had been made of whaI he said. 
Subsequenrly, expliciI permission was given us 10 conrinue wirh no1e-
1aking of his informal discussions. 

I have made linle anempI here 10 collare wha1 I have wirh his pub­
lished works on a given Iopic, Ihough in a few cases I have made 
references. Nor have I anempred always 10 follow 1he exacI order of 
his presen1a1ion in lecrures. Those who know his sryle of lecruring will 
remember 1ha1 a Iopic ofren recurred, if only in a recapi1ula1ion, in a 
subsequen1 lecrure, and 1ha1 even wirhin a lecrure commenrs on some 
maner whose relevance was nor clear 10 his class would be nored, 
dropped, and some rimes Iaken up again larer. I had al firs I 1hough1 10 
delere some of rhe repe1i1ions which occurred throughouI a term or 
occurred in anorher year in lecrures 10 a different class, bur for rhe 
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mosI part I have nor done 1his. In some cases. I ha~e broughI ~ogerher 
widely separared remarks nor inregral 10 Ihe d1scuss1on al Ihe ume.' f~r 
example, on exisrence proofs and formalism. Throu~houI, I hav~ md1-
ca1ed when relevanI marerial from orher nores of mme has been incor­
pora1ed in 1he 1rea1men1 of a given problem. In a number of places I 
have inserted commenrs of my own, indicared by square brackers, 
when connecrions wirhin 1he lecrure marerial seemed lacking. The 
marerials of 1he firsI 1wo years are usually given here in Ihe order i.n 
which he rook 1hem up. The numbering indicares Iheir order and is 
inrended for convenienI reference. Divisions in Ihe nores of Ihe lasI 
year coincide wirh 1he successive lecrures in each of Ihe academic 
rerms. . 

Whal remains afrer culling and revising is, I 1hink, subsranually 
correc1. Noles taken al the beginning of 1932-33, during my firsI 
weeks in Cambridge, borh of Ihe lecrures called "Philosophy for 
Ma1hema1icians", and of lecrures called "Philosophy" which were 
given 1o a differenI class, are Ihe leasI sa1isfac1ory. Only Ihe facI Ih~I I 
wrore our mosI of 1he nores in full senrences shortly afier leaving 
Cambridge saves 1hem from 1he inaccuracy from whic~ Ibey mig~I 
have suffered 1hese many years larer. In Ihe final assembling and edll­
ing of 1he nores of 1he 1hree years I was fortunaI~ 10 have Ihe help of 
Professor Morris Lazerowilz, who gave over 10 1h1s work Ihree monrhs 
of his own rime·; and I am deeply indebred 10 him for whaI he has 
con1ribu1ed 10 1he readabiliry and clariry of 1he resulianI drafl. 

Ediring 1hese lecrures has been rewarding for me in a special and 
personal way. 11 has enabled me 10 rerurn in memory I~ Ihe hours, I 
spenI in lecrures and dic1a1ion in ~ingensrein: s rooms in Whe~ell. s 
Court and 10 1he hours of discussion I had w11h G. E. Moore in his 
srudy 'a1 86 Chesierton Road, ofren on Iopics Wingensrein w.as discuss­
ing. II has made iI possible for me 10 recaprui:e some of Ihe inrellecrual 
exci1emen1 which penneared Ihe armosphere in Ihose years. 

Conway, Massachusens 
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Philosophy 

1932-33 

1 1 am going to exclude from our discussion questions which are an­
swered by experience .. Philosophical problems are not solved by expe­
rience, for what we talk about in philosophy are not facts but things 
for which facts are useful. Philosophical trouble arises through seeing 
a system of rules and seeing that things do not fit it. It is like advanc­
ing and retreating from a tree stump and seeing different things. We 
go nearer, remember the rules, and feel satisfied, then retreat and feel 
dissatisfied. 

2 Words and chess pieces are analogous; knowing how to use a word 
is like knowing how to move a chess piece. Now how do the rules 
enter into playing the game? What is the difference between playing 
the game and aimlessly moving the pieces? I do not deny there is a 
difference, but I want to say that knowing how a piece is to be used is 
not a particular state of mind which goes on while the game goes on. 
The meaning of a word is to be defined by the rules for its use, not by 
the feeling that attaches to the words. 

"How is the word used?" and "What is the grammar of the 
word?" I shall take as being the same question. 

The phrase, "bearer of the word", [standing for what one points to 
in giving an ostensive definition], and "meaning of the word" have 
entirely different grammars; the two are not synonymous. To explain a 
word such as ''red'' by pointing to something gives but one rule for its 
use, and in cases where one cannot point, rules of a different sort are 
given. All the rules together give the meaning, and these are not fixed 
by giving an ostensive definition. The rules of grammar are entirely in­
dependent of one another. Two words have the same meaning if they 
have the same rules for their use. 
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4 WITTGENSTEIN 's LECTURES 

Are the rules, for example, --p =p for negation, responsible to 
the meaning of a word? No. The rules constitute the meaning, and are 
not responsible to it. The meaning changes when one of its rules 
changes. If, for example, the game of chess is defined in tenns of its 
rules, one cannot say the game changes if a rule for moving a piece 
were changed. Only when we are speaking of the history of the game 
can we talk of change. Rules are arbitrary in the sense that they are not 
responsible to some sort of reality-they are not similar to natural 
laws; nor are they responsible to some meaning the word already has. 
If someone says the rules of negation are not arbitrary because nega­
tion could not be such that --p = -p, all that could be meant is that 
the latter rule would not correspond to the English word "negation". 
The objection that the rules are not arbitrary comes from the feeling 
that they are responsible to the meaning. But how is the meaning of 
''negation'' defined, if not by the rules? --p = p does not follow 
from the meaning of "not" but constitutes it. Similarly, p.p ::)q.::) .q 
does not depend on the meanings of "and" and "implies"; it consti­
tutes their meaning. If it is said that the rules of negation are not arbi­
trary inasmuch as they must not contradict each other, the reply is that 
if there were a contradiction among them we should simply no longer 
call certain of them rules. ["It is part of the grammar of the word 
'rule' that if 'p' is a rule, 'p. -p' is not a rule."*) 

3 Logic proceeds from premises just as physics does. But the primi­
tive propositions of physics are results of very general experience, 
while those of logic are n'ot. To distinguish between the propositions 
of physics and those of logic, more must be done than to produce 
predicates such as experiential and self-evident. It must be shown that 
a grammatical rule holds for one and not for the other. 

4 In what sense are laws of inference laws of thought? 
Can a reason be given for thinking as we do? Will this require an 

answer outside the game of reasoning? There are two senses of • 'rea­
son": reason for, and cause. These are two different orders of things. 
One needs to decide on a criterion for something 's being a reason 
before reason and cause can be distinguished. Reasoning is the calcu­
lation actually done, and a reason goes back one step in the calculus. 
A reason is a reason only inside the game. To give a reason is to go 

*Philosophische Grammatik, Oxford and New York, 1969, p. 304. 
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through a process of calculation, and to ask for a reason is to ask h~w 
one arrived at the result. The chain of reasons comest~ an end, that is, 
one cannot always give a reason for a reason. But ~his does not make 
the reasoning less valid. The answer to the .qu~stion, Why are. yo~ 
frightened?, involves a hypothesi~ if a cause is given. But there is n 

hypothetical element in a calculation· . 
To do a thing for a certain reason may mean several thi~gs. When a 
rson ives as his reason for entering a room that there is a lectu~e, 

:w d!s one know that is his reason? The reas.on may be nothi: 
more than J·ust the one he gives when asked. Again, a reason m~Y1. 

. 1 · when one multip ies the way one arnves at a cone usion, e.g., 
13 x 25. It is a calculation, and is the j~st~fication ~or t~e result 325. 
The reason for fixing a date might consist m a n:ian s going through a 

ame of checking his diary and finding a free ttme. The reason here 
~ight be said to be included in the act he performs. A cause could not 

be included in this sense. , , , , d 
We are talking here of the grammar of the words reason . an 

"cause": in what cases do we say we have given a reason for dom~ a 
certain thing, and in what cases, a cause? If one answ.er~ t~e question 
"Why did you move your arm?" by giving a behavionsuc explan~­
tion one has specified a cause. Causes may be discovered by ex~~­
me~ts, but experiments do not produce rea~ons. 'f!'e word "reason is 
not used in connection with experimentation. It is senseless. to say a 
reason is found by experiment. The alternative, "mathematical ~~u-

. a· 1 evi· dence?" corresponds to "reason or cause. 
ment or expenen a · 

5 Where the class defined by f can be given by an enumera~on, i.e., 
b a list ()c)fx is simply a logical product and (3x).fx a logical sum. i ., <;c)Jx. = .fa.jb.fc, and (3x).fx. = .favjbvfc. Examples are the 
cl!s of primary colors and the class of tones of the octave. In su~~ 

dd " d b c are the only f s . 
cases it is not necessary to a an a, • •. · · · ,, .. 1 
The statement •'In this picture I see all the pnmary colors , means 
see red and g;een and blue . . . , , , and to add "an~ these are all ~~ 

. ary colors" says neither more nor less than I see all . . . , 
pnhm dd to "a b c are people in the room" that a, b, c are all 
w ereas to a • • · h " 
the people in the room says more ~han "(x)x is a person mt e room ·~ 
and to omit it is to say less. If it is correct to say t~e.g~neral proposi 
tion is a shorthand for a logical product or sum, as it i~ m some ~as~, 
then the class of things named in the product or sum is defined in .e 
grammar' not by properties. For example, being a tone of the octave is 
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6 WITTGENSTEIN 's LECTURES 

nor a qualiry of a note. The rones of an octave are a lisr. Were the 
world composed of "individuals" which were given rhe names "a", 
"b", "c", ere., then, as in rhe case of rhe rones, rhere would be no 
proposirion ''and rhese are all rhe individuals•'. 

Where a general proposirion is a shorthand for a producr, deduction 
of rhe special proposirion/a from (x)fx is straighrforward. Bur where ir 
is nor, how does/a follow? "Following" is of a special sort, jusr as 
the logical producr is of a special sort. And alrhough (3x)fx/a. =/a 
is analogous 10 pvq.p. = .p, fa "follows" in a differenI way in the 
rwo cases where (3x)fx is a shorthand for a logical sum and where iris 
nor. We have a differenr calculus where (3x)/x is nor a logical sum.fa 
is nor deduced asp is deduced in rhe calculus of T's and F's from pv 
q.p. I once made a calculus in whichfollowing was the same in all 
cases. Bur this was a mistake. 

Nore 1ha1 rhe dors in rhe disjunction/a vjb vfc v ... have differem 
grammars: (1) "and so on" indicares laziness when rhe disjuncrion is 
a shorthand for a logical sum, the class involved being given by an 
enumerarion, (2) ''and so on'' is an emirely differenr sign wirh new 
rules when ir does nor correspond 10 any enumerarion, e.g., "2 is even 
v 4 is even v 6 is even ... ", (3) "and so on" refers 10 posirions in 
visual space, as contrasted with posirions correlated with rhe numbers 
of rhe ma1hema1ical continuum. As an example of (3) consider "There 
is a circle in rhe square''. Here ir mighr appear 1ha1 we· have a logical 
sum whose rerms could be derennined by observarion, thar there is a 
number of posirions a circle could occupy in visual space, and thar 
their number could be derenniiled by an experimenr, say, by coor­
dinaring rhem with rums of a micromerer. Bur there is no number of 
positions in visual space, any more than there is a number of drops of 
rain which you see. The proper answer 10 rhe quesrion, "How many 
drops did you see?", is many, nor thar there was a number bur you 
don '1 know how many. Although there are rwenty circles in rhe 
square, and the micromerer would give rhe number of posirions coor­
dinared with them, visually you may nor see 1wen1y. 

6 I have poinred our rwo kinds of cases (1) rhose like "In rhis mel­
ody the composer used all rhe no res of rhe octave'', all rhe nores being 
enumerable, (2) rhose like "All circles in rhe square have crosses". 
Russell's notarion assumes thar for every general proposirion rhere are 
names which can be given in answer 10 the quesrion "Which ones?" 
(in contrasr 10, "What sort?"). Consider (3x)fx, rhe notarion for 
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"There are men on rhe island" and for "There is a circle in the 
square". Now in rhe case of human beings, where we us~ nam.es, I~e 
quesrion "Which men?" has meaning. Bur 10 say rhere is a circle ID 

the square may nor allow the quesrion "Which'?:' ~ince we have no 
names "a'•, "b", ere. for circles. In some cases u is senseless 10 ask 
"Which circle?", rhough "Whal sort of circle is in rhe square-a red 

Th · " h' h?" and one?, a large one?" may make sense. e quesnons w 1c · 
"Whal sort'?" are muddled 1oge1her [so 1ha1 we rhink both always 

make sense]. . , 
Consider the reading Russell would give of his. no1~11on ~or '!here 

ls a circle in rhe square": "There is a thing which is a circle m rhe 
square". Whal is rhe thing? Some people mighr answer: the patch I 
am poinring 10. Bur then how should we wrire ''The.re are th~ 
parches•''? Whal is rhe substrare for the p~perty .of belDg a ~.rch · 
Whar does ir mean 10 say "All rhings are circles ID rhe square , or 
•'There is nor a rhing 1ha1 is a circle in rhe square'' or ''All parches. are 
on rhe wall"'? Whal are the things? These sentences have no meam.ng. 
To rhe quesrion wherher a meaning mighm '1 be given 10 "There ~s a 
thing which is a circle in rhe square'' I would reply rhar one ~11gh1 
mean by ir 1ha1 one our of a 101 of shapes in the squa~ ~as a circle. 
And ••All parches are on rhe wall'' mighr mean some1h1Dg if a con1ras1 
was being made wirh rhe. s1a1emen1 1ha1 some parches were elsewhere. 

7 Whal is ir 10 look for a hidden contradicrion, or for rhe pr<>?f 1h~1 
rhere is no contradicrion? "To look for" has rwo differenI mean1Dgs ID 

the phrases • '10 look for somerhing ar rhe North Pole'', ''I?. look fo~ a 
solution 10 a problem". One difference berween an expedm~n of dis­
covery 10 rhe North Pole and an anempr 10 fin~ a mathemaucal sol~­
rion is 1ha1 wirh rhe former ir is possible 10 describe be~orehand wha~ is 
looked for, whereas in ma1hema1ics when you descnbe the solution 
you have made the expedirion and have found whar you looked for. 
The descriprion of rhe proof is rhe proof irself, w?ere~s 10 find rh,e 
thing ar rhe North Pole [ir is nor eno~gh 10 de~cnbe 11]. You m~sr 
make rhe expedirion. There is no meanmg 10 saylDg ~ou can de~cnbe 
beforehand whar a solurion will be like in marhemancs excepI ID rhe 
cases where there is a known merhod of solurion. Equarions, for ex-
ample, belong 10 entirely differenI games according 10 rhe merhod of 

solving rhem. . . . . 
To ask wherher rhere is a hidden contrad1c11on is 10 ask an ambigu-

ous question. Irs meaning will vary according as rhere is, or is nor, a 
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method of answering it. If we have no way of looking for it, then 
"contradiction" is not defined. In what sense could we describe it? 
We might seem to have fixed it by giving the result, a :/-a. But it is a 
result only if it is in organic connection with the construction. To find 
a contr~di~tion is to construct it. If we have no means of hunting for a 
contrad1ct1on, then to say there might be one has no sense. We must 
not confuse what we can do with what the calculus can do. 

8 Suppose the problem is to find the construction of a pentagon. The 
teacher gi.ves the pupil the general idea of a pentagon by laying off 
lengths with a compass, and also shows the construction of triangles, 
squares, and hexagons. These figures are coordinated with the cardinal 
numbers. The pupil has the cardinal number 5, the idea of construction 
by ruler and compasses, and examples of constructions of regular fig­
ures, but not the law. Compare this with being taught to multiply. 
Were we taught all the results, or weren't we? We may not have been 
taught to do 61 x 175, but we do it according to the rule which we 
have been taught. Once the rule is known, a new instance is worked 
out easily. We are not given all the multiplications in the enumerative 
sense, but we are given all in one sense: any multiplication can be 
~~ed. out according to rule. Given the law for multiplying, any ~ul­
tlphcat1on. can be done. Now in telling the pupil what a pentagon is 
and sho"'.'mg what constructions with ruler and compasses are, the 
teacher gives the appearance of having defined the problem entirely. 
B~t ?e ha~ not, for the series of regular figures is a law, but not a law 
within which one can find the construction of the pentagon. When one 
does n~t know how to construct a pentagon one usually feels that the 
result is clear but the method of getting to it is not. But the result is 
not clear. The constructed pentagon is a new idea. It is something we 
have not had before. What misleads us is the similarity of the pen­
tagon constructed to a measured pentagon. We call our construction 
the construction of the pentagon because of its similarity to a percep­
tually regular five-sided figure. The pentagon is analogous to other 
regular figures; but to tell a person to find a construction analogous to 
t?e constructions given him is not to give him any idea of the construc­
tion of a pentagon. Before the actual construction he does not have the 
idea of the construction. 

When someone says there must be a law for the distribution of 
~r~mes despite the fact that neither the law nor how to go about finding 
it is known, we feel that the person is right. It appeals to something in 
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us. We take our idea of the distribution of primes from their distribu­
tion in a finite interval. Yet we have no clear idea of the distribution of 
primes. In the case of the distribution of even numbers we can show it 
thus: 1, 2, 3, 4, 5, 6, ... , and also by mentioning a law which we 
could write out algebraically. In the case of the distribution of primes 
we can only show: l, 2, 3, 4, S, 6, 7, . . . [Finding a law would give 
a new idea of distribution] just as a new idea about the trisection of an 
angle is given when it is proved that it is not possible by straight edge 
and compasses. Finding a new method in mathematics changes the 
game. If one is given an idea of proof by being given a series of 
proofs, then to be asked for a new proof is to be asked for a new idea 
of proof. 

Suppose someone laid off the points on a circle in order to show, as 
he imagined, the trisection of an angle. We would not be satisfied, 
which means that he did not have our idea of trisection. In order to 
lead him to admit that what he had was not trisection we should have 
to lead him to something new. Suppose we had a geometry allowing 
only the operation of bisection. The impossibility of trisection in this 
geometry is exactly like the impossibility of trisecting an angle in Eu­
clidean geometry. And this geometry is not an incomplete Euclidean 
geometry. 

9 Problems in mathematics ·are not comparable in difficulty; they are 
entirely different problems. Suppose one was told to prove that a set of 
axioms is free from contradiction but was supplied with no method of 
doing it. Or suppose it was said that someone had done it, or that he 
had found seven 7's in the development of 'IT. Would this be under­
stood? What would it mean to say that there is a proof that there are 
seven 7's but that there is no way of specifying where they are? 
Without a means of finding them the concept of 1T is the concept of a 
construction which has no connection with the idea of seven 7's. Now 
it does make sense to say "There are seven 7' s in the first I 00 
places", and although "There are seven 7's in the development" does 
not mean the same as the italicized sentence, one might maintain that 
it nevertheless makes sense since it follows from something which 
does make sense. Even though you accepted this as a rule, it is only 
one rule. I want to say that if you have a proof of the existence of 
seven 7's which does not tell you where they are, the sentence for the 

1 existence theorem has an entirely different meaning than one for which 
a means for finding them is given. To say that a contradiction is hid-
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den, where there is nevertheless a way of finding it, makes sense, but 
what is the sense in saying there is a hidden contradiction when there 
is no way? Again, compare a proof that an algebraic equation of nth 
degree has n roots, in connection with which there is a method of ap­
proximation, with a proof for which no such method exists. Why call 
the latter a proof of existence? 

Some existence proofs consist in exhibiting a particular mathemat­
ical structure, i.e., in "constructing an entity". If a proof does not do 
this, ''existence proof'' and ''existence theorem'' are being used in 
another sense. Each new proof in mathematics widens the meaning 
of "proof". With Fermat's theorem, for example, we do not know 
what it would be like for it to be proved.* 

What "existence" means is determined by the proof. The end-result 
of a proof is not isolated from the proof but is like the end surface of a 
solid. It is organically connected with the proof which is its body. 

In a construction as in a proof we seem first to give the result and 
then find the construction or proof. But one cannot point out the result 
of a construction without giving the construction. The construction is 
the end of one's efforts rather than a means to the result. The result, 
say a regular pentagon, only matters insofar as it is an incitement to 
make certain manipulations. It would not be useless. For example, a 
teacher who told someone to find a color beyond the rainbow would be 
expressing himself incorrectly, but what he said would have ·provided 
a useful incitement to the person who found ultra-violet. 

10 · If an atomic proposition is one which does not contain and, or, or 
apparent variables, then it might be said that it is not possible to distin­
guish atomic from molecular propositions. For p may be written as 
p.p or --p, and/a asfavfa or as (3x)fx.x=a. But "and", "or", 
and the apparent variables are so used that they can be eliminated from 
these expressions by the rules. So we can disregard these purportedly 
molecular expressions. The word "and", for example, is differently 
used in cases where it can be eliminated from those in which it cannot. 
Whether a proposition is atomic, i.e., whether it is not a truth-function 
of other propositions, is to be decided by applying certain methods of 
analysis laid down strictly. But when we have no method, it makes no 
sense to say there may be a hidden logical constant. The question 
whether such a seemingly atomic proposition as "It rains" is molecu-

*This paragraph is taken from The Yellow Book. (Editor) 
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lar, that it is, say, a logical product, is like asking whet~er there is a 
hidden contradiction when there is no method of answer1Dg the ques­
tion. Our method might consist in looking up definitions. We might 
fi d that "It's rotten weather", for example, means "It is cold and 
d:mp". Having a means of analyzing a proposition is like having a 
method for finding out whether there is a 6 in the product 25 ~ ~5. ~r 
like having a rule which allows one to see whether a propos1t1on is 

tautologous. · d' · d 
Russell and I both expected to find the first elements, or "ID iv1. -

uals", and thus the possible atomic propositions, by logical analysis. 
Russell thought that subject-predicate propositions, and ~-term. rela­
tions, for example, would be the result of a final anal~s1~. This ex­
hibits a wrong idea ri logical analysis: logical analysis. 1~ taken as 
being like chemical analysis. And ·we were at fault for g1~mg. no ex­
amples of atomic propositions or ri indi~iduals. We both ID d1ffere?t 
ways pushed the question of examples aside. We should not have said 
"We can't give them because analysis has not gone far enough, but 
we '11 get there in time''. Atomic propositions are not t~e result ?~ an 
analysis which has yet to be made. We can talk of at?m!~ p~~1.bo~s 
if we mean those which on their face do not contalD and , or • 
etc., or those which in accordance with methods of analy~i.s laid down 
do not contain these. There are. no hidden atomic propos1t1ons. 

11 In teaching a child language by pointing to things and pronounc­
ing the words for them, where does the use of a proposition s~~rt? .~f 
you teach him to touch certain colors when you say. the word. i:ed .• 
you have evidently not taught him sentences. There 1s an amb1gu1~ ID 

the use of the word "propositioo" which can be removed by mak~ng 
certain distinctions. I suggest defining it arbitrarily rather than try1Dg 
to portray usage. What is called understandi~g a sentence is not v~ry 
different from what a child does when he pomts to colors on heanng 
color words. Now there are all sorts of language-games suggested by 
the one in which color words are taught: games ri orders and com-
mands, of question and answer, of questions and "Yes" and "No." 
We might think that in teaching a child such lang~age _games "!'e are 
not teaching him a language but are only prepan~g him fo~ it. But 
these games are complete; nothing is lacking. It might be said that a 
child who brought me a book when I said ''The book, please'' would 
not understand this to mean "Bring me a book", as would an adult. 
But this full sentence is no more complete than "book". Of course 
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"book" is not what we call a sentence. A sentence in a language has a 
particular sort of jingle. But it is misleading to suppose that "book" is 
a shorthand for something longer which might be in a person's mind 
when it is understood. The word "book" might not lack anything, ex­
cept to a person who had never heard elliptic sentences, in which case 
he would need a table with the ellipses on one side and sentences on 
the other. 

Now what role do truth and falsity play in such language-games? In 
the game where the child responds by pointing to colors, truth and fal­
sity do not come in. If the game consists in question and answer and 
the child responds, say, to the question "How many chairs?", by giv­
ing the number, again truth and falsity may not come in, though it 
might if the child were taught to reply "Six chairs agrees with real­
ity". If he had been taught the use of "true" and "false" instead of 
"Yes" and "No", they would of course come in. Compare how dif­
ferently the word "false" comes into the game where the child is 
taught to shout ''red'' when red appears and the game where he is to 
guess the weather, supposing now that we use the word ''false'' in the 
following circumstances: when he shouts "green" when something 
red appears, and when he makes a wrong guess about the weather. In 
the first case the child has not got hold of the game, he has offended 
against the rules; in the second he has made a mistake. The two are 
like playing chess in violation of the rules, and playing it and 'losing. 

In a game where a child is taught to bring colors when you say 
"red", etc., you might say that "Bring me red" and "I wish you to 
bring me red'' are equivalent to ''red'•; in fact that until the child un­
derstands ''red'' as information about the state of mind of the person 
ordering the color he does not understand it at all. But "I wish you to 
bring me red" adds nothing to this game. The order "red" cannot be 
said to describe a state of mind, e.g., a wish, unless it is part of a 
game containing descriptions of states of mind. "I wish ... " is part 
of a larger game if there are two people who express wishes. The word 
"I" is then not replaceable by "John". A new multiplicity means 
having another game. 

I have wanted to show by means of language-games the vague way 
in which we use "language", "proposition", "sentence". There are 
many things, such as orders, which we may or may not call proposi­
tions; and not only one game can be called language. Language-games 
are a clue to the understanding of logic. Since what we call a proposi­
tion is more or less arbitrary, what we call logic plays a different role 
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from that which Russell and Frege supposed. We mean all sorts of 
things by ''proposition'', and it is wrong to start with a definition of a 
proposition and build up logic from that. If "proposition" is defined 
by reference to the notion of a truth-function, then arithmetic equa­
tions are also propositions--which does not make them the same as 
such a proposition as ''He ran out of the building''. When Frege tried 
to develop mathematics from logic he thought the calculus of logic 
was the calculus, so that what followed from it would be correct math· 
ematics. Another idea on a par with this is that all mathematics could 
be derived from cardinal arithmetic. Mathematics and logic were one 
building, with logic the foundation. This I deny; Russell's calculus is 
one calculus among others. It is a bit of mathematics. 

12 It was Frege 's notion that certain words are unique, on a different 
level from others, e.g., "word", "proposition", "world". And I 
once thought that certain words could be distinguished according to 
their philosophical importance: ''grammar'', ''logic'', ''mathemat­
ics". I should like to destroy this appearance of importance. How is it 
then that in my investigations certain words come up again and again? 
It is because I am concerned with language, with troubles arising from 
a particular use of language. The characteristic trouble we are dealing 
with is due to our using language automatically, without thinking 
about the rules of grammar. In general the sentences we are tempted to 
utter occur in practical situations. But then there is a different way we 
are tempted to utter sentences. This is when we look at language, con­
sciously direct our attention on it. And then we make up sentences of 
which we say that they also ought to make sense. A sentence of this 
sort might not have any particular use, but because it sounds English 
we consider it sensible. Thus, for example, we talk of the flow of time 
and consider it sensible to talk of its flow, after the analogy of rivers. 

13 If we look at a river in which numbered logs are floating, we can 
describe events on land with reference to these, e.g., "When the 105th 
log passed, I ate dinner". Suppose the log makes a bang on passing 
me. We can say these bangs are separated by equal, or unequal, inter­
vals. We could also say one set of bangs was twice as fast as another 
set. But the equality or inequality of intervals so measured is entirely 
different from that measured by a clock. The phrase "length of inter­
val" has its sense in virtue of the way we determine it, and differs 
according to the method of measurement. Hence the criteria for equal-
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ity of intervals between passing logs and for equality of intervals 
measured by a clock are different. We cannot say that two bangs two 
seconds apart differ only in degree from those an hour apart, for we 
have no feeling of rhythm if the interval is an hour long. And to say 
that one rhythm of bangs is faster than another is different from saying 
that the interval between these two bangs passed much more slowly 
than the interval between another pair. 

Suppose that the passing logs seem to be equal distances apart. We 
have an experience of what might be called the velocity of these 
(though not what is measured by a clock). Let us say the river moves 
uniformly in this sense. But if we say time passed more quickly be­
tween logs 1 and 100 than between logs 100 and 200, this is only an 
analogy; really nothing has passed more quickly. To say time passes 
more quickly, or that time flows, is to imagine something flowing. We 
then extend the simile and talk about the direction of time. When peo­
ple talk of the direction of time, precisely the analogy of a river is 
before them. Of course a river can change its direction of flow, but 
one has a feeling of giddiness when one talks of time being reversed. 
The reason is that the notion of flowing, of something, and of the di­
rection of the flow is embodied in our language. 

Suppose that at certain inteliVals situations repeated themselves, and 
that someone said time was circular. Would this be right or wrong? 
Neither. It would only be another way of expression, and we could 
just as well talk of a circular time. However, the picture of time as 
flowing, as having a direction, is one that suggests itself very 
vigorously. . 

Suppose someone said that the river on which the logs float had a 
beginning and will have an end, that there will be 100 more logs and 
that will be the end. It might be said that there is an experience which 
would verify these statements. Compare this with saying that time 
ceases. What is the criterion for its ceasing or for its going on? You 
might say that time ceases when "Time River" ceases. Suppose we 
had no substantive ''time'', that we talked only of the passing of logs. 
Then we could have a measurement of time without any substantive 
''time''. Or we could talk of time coming to an end, meaning that the 
logs came to an end. We could in this sense talk of time coming to an 
end. 

Can time go on apart from events? What is the criterion for time in­
volved in ''Events began 100 years ago and time began 200 years 
ago''? Has time been created, or was the world created in time? These 

i ., 
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questions are asked after the analogy of "Has this chair been made?". 
and are like asking whether order has been created (a ''before'' and 
"after"). "Time" as a substantive is terribly misleading. We have got 
to make the rules of the game before we play it. Discussion of "the 
fl.ow of time'' shows how philosophical problems arise. Philosophical 
troubles are caused by not using language practically but by extending 
it on looking at it. We form sentences and then wonder what they can 
mean. Once conscious of "time" as a substantive, we ask then about 
the creation of time. 

14 If I asked for a description of yesterday's doings and you gave me 
an account, this account could be verified. Suppose what you gave as 
an account of yesterday happened tomorrow. This is a possible state of 
affairs. Would you say you remembered the future? Or would you say 

. instead that you remembered the past? Or are both statements sense­
'. less? 

We have here two independent orders of events (1) the order of 
events in our memory. Call this memory time. (2) the order in which 
information is got by asking different people, 5-4-3 o'clock. Call 
this information time. In information time there will be past and future 
with respect to a particular day. And in memory time, with respect to 
an event, there will also be past and future. Now if you want to say 
that the order of information is memory time, you can. And if you are 
going to talk ahout both information and memory time, then you can 
say that you remember the past. If you remember that which in infor­
mation time is future, you can say ''I remember the future''. 

15 It is not a priori that the world becomes more and more disorgan­
ized with time. It is a matter of experience that disorganization comes 
at a later rather than an earlier time. It is imaginable, for example, that 
by stirring nuts and raisins in a tank of chocolate they become unshuf­
fled. But it is not a matter of experience that equal distributions of nuts 
and raisins must occur when they are swished about. There is no expe­
rience of something necessarily happening. To say that if equal dis­
tribution does not occur there must be a difference in weight of the 
nuts and raisins, even though these have not been weighed, is to as­
sume some other force to explain the unshuffting. We tend to say that 
there must be some explanation if equal distribution does not occur. 
Similarly, we say of a planet's observed eccentric behavior that there 
must be some planet attracting it. This is analogous to saying that if 
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two apples were added to two apples and we found three, one must 
have vanished. Or like saying that a die must fall on one of six sides. 
When the possibility of a die 's falling on edge is excluded, and not 
because it is a matter of experience that it falls only on its sides, we 
have a statement which no experience will refute-a statement of 
grammar. Whenever we say that something must be the case we are 
using a norm of expression. Hertz said that wherever something did 
not obey his laws there must be invisible masses to account for it. This 
statement is not right or wrong, but may be practical or impractical. 
Hypotheses such as "invisible masses", "unconscious mental events" 
are norms of expression. They enter into language to enable us to say 
there must be causes. (They are like the hypothesis that the cause is 
proportional to the effect. If an explosion occurs when a ball is 
dropped, we say that some phenomenon must have occurred to make 
the cause proportional to the effect. On hunting for the phenomenon 
and not finding it, we say that it has merely not yet been found.) We 
believe we are dealing with a natural law a priori, whereas we are 
dealing with a norm of expression that we ourselves have fixed. 
Whenever we say that something must be the case we have given an 
indication of a rule for the regulation of our expression, as if one were 
to say "Everybody is really going to Paris. True, some don't get 
there, but all their movements are preliminary". 

The statement that there must be a cause shows that we have got a 
rule of language. Whether all velocities can be accounted for by the 
assumption of invisible masses is a question of mathematics, or gram­
mar, and is not to be settled by experience. It is settled beforehand. It 
is a question of the adopted norm of explanation. In a system of 
mechanics, for example, there is a system of causes, although there 
may be no causes in another system. A system could be made up in 
which we would use the expression "My breakdown had no causes". 
If we weighed a body on a balance and took the different readings sev­
eral times over, we could either say that there is no such thing as abso­
lutely accurate weighing or that each weighing is accurate but that the 
weight changes in an unaccountable manner. If we say we are not 
going to account for the changes, then we would have a system in 
which there are no causes. We ought not say that there are no causes 
in nature, but only that we have a system in which there are no causes. 
Determinism and indeterminism are properties of a system which are 
fixed arbitrarily. 
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16 We begin with the question whether the toothache someone else 
has is the same as the toothache I have. ls his toothache merely 
out~ard behavior? Or is it that he has the same as I am having now 
but that I don't know it since· I can only say of another person that he 
is manifesting certain behavior? A series of questions arises about per­
sonal experience. Isn't it thinkable that I have a toothache in someone 
else's tooth? It might be argued that my having toothache requires my 
mouth. But the experience of my having toothache is the same wher­
ever the tooth is that is aching, and whoever's mouth it is in. The lo­
cality of pain is not given by naming a possessor. Further, isn't it 
imaginable that I live all my life looking in a mirror, where I saw 
faces and did not know which was my face, nor how my mouth was 
distinguished from anyone else's? If this were in fact the case, would I 
say I had toothache in my mouth? In a mirror I could speak with some­
one else's mouth, in which case what would we call me? Isn't it 
thinkable that I change my body and that I would have a feeling 
correlated with someone's else's raising his arm? 

The. grammar of "having toothache" is very different from that of 
"having a piece of chalk", as is also the grammar of "I have tooth­
ache•• from •'Moore has toothache''. The sense of ''Moore has tooth­
ache" is given by the criterion for its truth. For a statement gets its 
sense from its verification. The use of the word "toothache" when I 
have toothache and when someone else has it belongs to different 
games. (To find out with what meaning a word is used, make several 
investigations. For example, the words "before" and "after" mean 
something different according as one depends on memory or on docu­
ments to establish the time of an event.) Since the criteria for "He has 
toothache•• and •'I have toothache'' are so different, that is, since their 
verifications are of different sorts, I might seem to be denying that he 
has toothache. But I am not saying he really hasn't got it. Of course he 
has it: it isn't that he behaves as if he had it but really doesn't. For we 
have criteria for his really having it as against his simulating it. Never­
theless, it is felt that I should say that I do not know he has it. 

Suppose I say that when he has toothache h~ has ~hat .1 have •. e~­
cept that I know it ~ndirectly in his case and drrectly 10 mme. This is 
wrong. Judging that he has toothache is not like judging that he has 
money but I just can't see his billfold. Suppose it is held that I must 
judge indirectly since I can't feel his ache. Now what sense is there to 
this? And what sense is there to ''I can feel my ache''? It makes sense 
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to say ''His ache is worse th~n mine'', but not to say •'I feel my 
toothache'' and ''Two people can't have the same pain''. Consider the 
statement that no two people can ever see the same sense datum. If 
being in the same position as another person were taken as the crite­
rion for someone's seeing the same sense datum as he does, then one 
could imagine a person seeing the same datum, say, by seeing through 
someone's head. But if there is no criterion for seeing the same datum, 
then "I can't know that he sees what I see" does not make sense. We 
are likely to muddle statements of fact which are undisputed with 
grammatical statements. Statements of fact and grammatical state­
ments are not to be confused. 

The question whether someone else has what I have when I have 
toothache may be meaningless, though in an ordinary situation it 
might be a question of fact, and the answer, ''He has not", a state­
ment of fact. But the philosopher who says of someone else, "He has 
not got what I have'', is not stating a fact.• He is not saying that in 
fact someone else has not got toothache. It might be the case that 
s~meo~e else ~as it. And the statement that he has it has the meaning 
given it, that is, whatever sense is given by the criterion. The dif­
ficulty lies in the grammar of "having toothache". Nonsense is pro­
duced by trying to express in a proposition something which belongs 
to the grammar of our language. By "I can't feel his toothache" is 
meant that I can't try. It is the character of the logical cannot. that one 
can't try. Of course this doesn't get you far, as you can ask whether 
you can try to try. In the arguments of idealists and realists somewhere 
~ere always occur the words ''can", ."cannot", "must". No attempt 
is made to prove their doctrines by experience. The words "possibil~ 
ity" an~ "necessity" express part of grammar, although patterned 
after their analogy to ''physical possibility'' and ''physical necessity••. 

Another way in which the grammars of ''I have toothache'' and 
''He has toothache'' differ is that it does not make sense to say •'I 
seem to have toothache'', whereas it is sensible to say ''He seems to 
have toothache". The statements "I have toothache" and "He has 
toothache" have different verifications; but "verification" does not 
have the same meaning in the two cases. The verification of my hav­
ing toothache is having it. It makes no sense for me to answer the 

* "It is particularl>: difficult to dis~over that an assertion that a metaphysician 
ma~es expresses discontentment with our grammar when the words of his as­
sertion can also be used to state a fact of experience. "-The Blue Book, Ox­
ford and New York, 1969, pp. 56-7. (Editor) 

PHILOSOPHY, 1932-33 19 

question, "How do you know you have toothache?", by "I know it 
because I feel it". In fact there is something wrong with the question; 
and the answer is absurd. Likewise the answer, "I know it by inspec­
tion". The process of inspection is looking, not seeing. The statement, 
"I know it by looking", could be sensible, e.g., concentrating atten­
tion on one finger among several for a pain. But as we use the word 
"ache" it makes no sense to say that I look for it: I do not say I will 
find out whether I have toothache by tapping my teeth. Of "He has 
toothache'' it is sensible to ask ''How do you know?'', and criteria 
can be given which cannot be given in one's own case. In one's own 
case it makes no sense to ask ''How do I know?'' 

It might be thought that since my saying "He seems to have tooth­
ache" is sensible but not my saying a similar thing of myself, I 
could then go on to say ''This is so for him but not for me''. Is there 
then a private language I am referring to, which he cannot understand, 

~.' anhd ?th
1
ufs ht~a! he c~~not understand fmy statement that I have tooth-

?1 ac e. t is 1s so, n is not a matter o experience that he cannot. He is 
f prevented from understanding, not because of a mental shortcoming 

but by a fact of grammar. If a thing is a priori impossible, it is 
excluded from language. 

Sometimes we introduce a sentence into our language without re­
alizing that we have to show rules for its use. (By introducing a third 
king into a chess game we have done nothing until we have given 
rules for it.) How am I to persuade someone that "I feel my pain" 
does not make sense? If he insists that it does he would probably say 
''I make it a rule that it makes sense''. This is like introducing a third 
king, and I then would raise many questions, for example, "Does it 
make sense to say I have toothache but don't feel it?'' Suppose the 
reply was that it did. Then I could ask how one knows that one has it 
but does not feel it. Could one find· this out by looking into a mirror 
and on finding a bad tooth know that one has a toothache? To show 
what sense a statement makes requires saying how it can be verified 
and what can be done with it. Just because a sentence is constructed 
after a model does not make it part of a game. We must provide a sys-

; tern of applications. 
The question, "What is its verification?", is a good translation of 

"How can one know it?". Some people say that the question, "How 
can one know such a thing?'', is irrelevant to the question, ''What is 
the meaning?" But an answer gives the meaning by showing the rela­
tion of the proposition to other propositions. That is, it shows what it 
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follows from and what follows from it. It gives the grammar of the 
proposition, which is what the question, "What would it be like for it 
to be true?", asks for. In physics, for example, we ask for the mean­
ing of a statement in terms of its verification. 

I have remarked that it makes no sense to say "I seem to have 
toothache", which presupposes that it makes sense to say I can, or 
cannot, doubt it. The use of the word "cannot" here is not at all like 
its use in ''I cannot lift the scuttle''. This brings us to the question: 
What is the criterion for a sentence making sense? Consider the an­
swer, ''It makes sense if it is constructed according to the rules of 
grammar''. Then does this question mean anything: What must the 
rules be like to give it sense? If the rules of grammar are arbitrary, 
why not let the sentence make sense by altering the rules of grammar? 
Why not stmply say ''I make it a rule that this sentence makes 
sense"? 

17 To say what rules of grammar make up a propositional game 
would require giving the characteristics of propositions, their gram­
mar. We are thus led to the question, What is a proposition? I shall not 
try to give a general deflnitton of "proposition", as it Is tmposslble to 
do so. This is no more possible than it ts to give a deflnttion of the 
word ''game''. For any line we might draw would be arbitrary. Our 
way of talking about propositions is always in terms of specific ex­
amples, for we cannot talk about these more generally than about spe­
cific games. We could begin by giving examples such as the proposi­
tion ''There is a circle on the blackboard 2 inches from the top and 
and 5 inches from the side". Let us represent this as "(2,S) ". Now let 
us construct something that would be said to make no sense: 
"(2,5,7)". This would have to be explained (and you could give it 
sense), or else you could say it is a mistake or a joke. But if you say it 
makes no sense, you can explain why by explaining the game in which 
it has no use. Nonsense can look less and less like a sentence, less and 
less like a part of language. "Goodness is red" and "Mr. S came to 
today's redness" would be called nonsense, whereas we would never 
say a whistle was nonsense. An arrangement of chairs could be taken 
as a language, so that certain arrangements would be nonsense. Theo­
retically you could always say of a symbol that it makes sense, but if 
you did so you would be called upon to explain its sense, that is, to 
show the use you give it, how you operate with it. The words "non-
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sense'' and ''sense'' get their meaning only in particular cases and 
may vary from case to case. We can still talk of sense without giving a 

, clear meaning to ''sense'', just as we talk of winning or losing without 
the meaning of our terms being absolutely clear. 

In philosophy we give rules of grammar wherever we encounter a 
', 11 difficulty. {To show what we do in philosophy I compare playing a 

game by rules and just playing about.}* We might feel that a complete 
logical analysis would give the complete grammar of a word. But 
there is no such thing as a completed grammar. However, giving a 
rule has a use if someone makes an opposite rule which we do not 
wish to follow. When we discover rules for the use of a known term 
we do not thereby complete our knowledge of its use, and we do not 
tell people how to use the term, as if they did not know how. Logical 
analysis is an antidote. Its importance is to stop the muddle someone 
makes on reftecttng on words. 

. ' 

18 To return to the differing grammars of "I have toothache" and 
"He has toothache", which show up in the fact that the statements 
have different verifications and also in the fact that it is senstble to 
ask, tn the latter case, "How do I know this?", but not in the former. 
The solipsist is right in implying that these two are on different levels. 
I have said that we confuse "I have a piece of chalk" and "He has a 
piece of chalk'' with ''I have an 'ache'' and ''He has an ache''. In the 
case of the first pair the verifications are analogous, although not in the 
case of the second pair. The function · 'x has toothache'' has various 
values, Smith, Jones, etc. But not/. I is in a class by itself. The word 
''I'' does not refer to a possessor in sentences about having an experi­
ence, unlike its use in "I have a cigar''. We could have a language 
from which ''I'' is omitted from sentences describing a personal expe­
rience. {Instead of saying "I think" or "I have an ache" one might 
say "It thinks" (like "It rains"), and in place of "I have an ache", 
''There is an ache here". Under certain circumstances one might be 
strongly tempted to do away with the simple use of "I". We con­
stantly judge a language from the standpoint of the language we are 
accustomed to, and hence we think we describe phenomena incom­
pletely if we leave out personal pronouns. It is as though we had omit-

*I shall throughout use braces to indicale insertions from The Yellow Book. 
(Editor) 
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ted pointing to something, since the word "l'' seems to point to a per­
son. But we can leave out the word "l" and still describe the 
phenomenon formerly described. lt is not the case that certain changes 
in our symbolism are really omissions. One symbolism is in fact as 
good as the next; no one symbolism is necessary.} 

19 The solipsist who says ''Only my experiences are real'' is saying 
that it is inconceivable that experiences other than his own are real."' 
This is absurd if taken to be a statement of fact. Now {if it is logically 
impossible for another person to have toothache, it is equally so for 
me to have toothache. To the person who says "Only 1 have real 
toothache" the reply should be: "lf only you can have real toothache, 
there is no sense in saying 'Only 1 have real toothache'. Either you 
don't need 'l' or you don't need 'real' . . . 'l' is no longer opposed to 
anything. You had much better say 'There is toothache'." The state­
ment, "Only 1 have real toothache," either has a commonsense mean­
ing, or, if it is a grammatical proposition, it is meant to be a statement 
of a rule. The solipsist wishes to say, "l should like to put, instead of 
the notation 'l have real toothache' 'There is toothache' ''. What the 
solipsist wants is not a notation in which the ego has a monopoly, but 
one in which the ego vanishes. t} 

[Were the solipsist to embody in his notation the restriction of the 
epithet "real" to what we should call his experiences and exclude "A 
has real toothache'' (where A is not he), this would come to using 
"There is real toothache" instead of "Smith (the solipsist) has tooth­
ache''."' {Getting into the solipsistic mood means not using the word 
"l" in describing a personal experience.} [Acceptance of such a 
change is tempting] because the description of a sensation does not 
contain a reference to either a person or a sense organ. Ask yourself, 
How do 1, the person, come in? How, for example, does a person 
enter into the description of a visual sensation? lf we describe the vis­
ual field, no person necessarily comes into it. We can say the visual 
field has certain internal properties, but its being mine is not essential 
to its description. That is, it is not an intrinsic property of a visual sen­
sation, or a pain, to belong to someone. There will be no such thing as 
my image or someone else's. The locality of a pain has nothing to do 
with the person who has it: it is not given by naming a possessor. Nor 

*See The Blue Book, p. 59. (Editor) 
t Based on notes of The Yellow Book taken by Margaret Masterman. (Editor) 
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is a body or an organ of sight necessary to the description of the visual 
field. The same applies to the description of an auditory sensation. The 
truth of the proposition, ''The noise is approaching my right ear''. 
does not require the existence of a physical ear; it is a description of an 
auditory experience, the experience being logically independent of the 
existence of my ears. The audible phenomenon is in an auditory space, 
and the subject who hears has nothing to do with the human body. 
Similar! y, we can talk of a toothache without there being any teeth, or 
of thinking without there being a head involved. Pains have a space to 
move in, as do auditory experiences and visual data. The idea that a 
visual field belongs essentially to an organ of sight or to a human body 
having this organ is not based on what is seen. lt is based on such 
facts of experience as that closing one's lids is accompanied by an 
event in one's visual field, or the experience of raising one's arm 
towards one's eye. lt is an experiential proposition that an eye sees· 
We can establish connections between a human body and a visual field 
which are very different from those we are accustomed to. lt is imag­
inable that 1 should see with my body rather than with my eyes, or that 
1 could see with someone else's eyes and have toothache in his tooth. 
lf we had a tube to our eyes and looked into a mirror, the idea of a 
perceiving organ could be dispensed with. Were all human bodies seen 
in a mirror, with a loudspeaker making the sounds when mouths 
moved, the idea of an ego speaking and seeing would become very 

different. 

20 [The solipsist does not go through with a notation from which ei­
ther "l" or "real" is deleted.] He says "Only my experiences are 
real", or "Only 1 have real toothache", or "The only pain that is real 
is what 1 feel'•. This provokes someone to object that surely his pain is 
real. And this would not really refute the solipsist, any more than the 
realist refutes the idealist. The realist who kicks the stone is correct in 
saying it is real if he is using the word ''real'' as opposed to ''not 
real". His rejoinder answers the question, "ls it real or hallucina­
tory?", but he does not refute the idealist who is not deterred by his 
objection. They still seem to disagree. Although the solipsist is right in 
treating "l have toothache" as being on a different level from "He 
has toothache'', his statement that he has something that no one else 
has, and that of the person who denies it, are equally absurd. "Only 

, my experiences are real" and "Everyone's experiences are real" are 
equally nonsensical. 
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21. ·Let us turn to a different task. What is the criterion for "This is 
my body"? There is a criterion for "This is my nose": the nose would 
be possessed by the body to which it is attached. There is a temptation 
to say there is a soul to which the body belongs and that my body is 
the body that belongs to me. Suppose that all bodies were seen in a 
mirror, so that all were on the same level. l could talk of A's nose and 
my nose in the same way. But if l singled out a body as mine, the 
grammar changes. Pointing to a mirror body and saying "This is my 
body '' does not assert the same relation of possession between me and 
my body as is asserted by "This is A's nose" between A's body and 
A's nose. What is the criterion for one of the bodies being mine? It 
might be said that the body which moved when l had a certain feeling 
will be mine. (Recall that the "l" in "l have a feeling" does not de­
note a possessor.) Compare "Which of these is my body?" with 
"Which of these is A's body?", in which "my" is replaced by 
"A's". What is the criterion for the truth of the answer to the latter? 
There is a criterion for this, which in the case of the answer to 
"Which is mine?" there is not. If all bodies are seen in a mirror and 
the bodies themselves become transparent but the mirror images re­
main, my body will be where the mirror image is. And the criterion 
for something being my nose will be very different from its belonging 
to the body to which it is attached. In the mirror world, will deciding 
which body is mine be like deciding which body is A's? If the latter is 
decided by referring to a voice called "A" which is correlated to the 
body, then if I answer ''Which is my body?'' by referring to a voice 
called Wittgenstein, it will make no sense to ask which is my voice. 

There are two kinds of use of the word "I" when it occurs in an­
swer to the question "Who has toothache?". For the most part the an­
swer ''I'' is a sign coming from a certain body. [If when people 
spoke, the sounds always came from a loudspeaker and the voices 
were alike, the word ''I'' would have no use at all: it would be absurd 
to say ''I have toothache''. The speakers could not be recognized by 
it.*] Although there is a sense in which answering "I" to the ques­
tion, "Who has toothache?", makes a reference to a body, even to 
this body of mine, my answer to the question whether I have toothache 
is not made by reference to any body. I have no need of a criterion. 
My body and the toothache are independent. Thus one answer to the 
question "Who?" is made by reference to a body, and another seems 
not to be, and to be of a different kind. 

*From the Yellow Book notes of Margaret Masterman. (Editor) 
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22 Let us turn to the view, which is connected with ''All that is real 
is my experience'', namely, solipsism of the present moment: ''All 
that is real is the experience of the present moment". (Cf. Wm. 
James' remark "The present thought is the only thinker", which 
makes the subject of thinking equivalent to the experience.) {We may 
be inclined to make our language such that we will call only the 
present experience ''experience''. This will be a solipsistic language, 
but of course we must not make a solipsistic language without saying 
exactly what we mean by the word which in our old language meant 
"present".} Russell said that remembering cannot prove that what is 
remembered actually occurred, because the world might have sprung 
into existence five minutes ago, with acts of remembering intact. We 

1 could go on to say that it might have been created one minute ago, and 
:. finally, that it might have been created in the present moment. Were 

,, this latter the situation we should have the equivalent of "All that is 
·' real is the present moment''. Now if it is possible to say the world was 

created five minutes ago, could it be said that the world perished five 
· .,, minutes ago? This would amount to saying that the only reality was 

1 

five minutes ago. 
Why does one feel tempted to say •'The only reality is the 

present"? The temptation to say this is as strong as that of saying that 
only my experience is real. The person who says only the present is 
real because past and future are not here has before his mind the image 
of something moving. This image is mis-

pasi present future 

leading, just as the blurred image we would draw of our visual field is 
misleading inasmuch as the field has no boundary. That the statement 
"Only the present experience is real" seems to mean something is due 
to familiar images we associate with it, images of things passing us in 
space. {When in philosophy we talk of the present, we seem to be re­
ferring to a sort of Euclidean point. Yet when we talk of present expe­
rience it is impossible to identify the present with such a point. The 
difficulty is with the word "present".} There is a grammatical confu­
sion here. A person who says the present experience alone is real is 
not stating an empirical fact, comparable to the fact that Mr. S. always 

· wears a brown suit. And the person who objects to the assertion that 
• the present alone is real with ''Surely the past and future are just as 
: real'' somehow does not meet the point. Both statements mean noth­
; ing. 

By examining Russell's hypothesis that the world was created five 
minutes ago I shall try to explain what I mean in saying that it is 
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meaningless. Russell's hypothesis was so arranged that nothing could 
bear it out or refute it. Whatever our experience might be, it would be 
in agreement with it. The point of saying that something has happened 
derives from there being a criterion for its truth. To lay down the evi­
dence for what happened five minutes ago is like laying down rules for 
making measurements. The question as to what evidence there can be 
is a grammatical one. It concerns the sorts of actions and propositions 
which would verify the statement. It is a simple matter to make up a 
statement which will agree with experience because it is such that no 
proposition can refute it, e.g., "There is a white rabbit between two 
chairs whenever no observations or verifications are being carried 
out. '' Some people would say that this statement says more than 
''There is no white rabbit between the chairs'', just as some would say 
it means something to say the world was created five minutes ago. 
When such statements are made they are somehow connected with a 
picture, say, a picture of creation. Hence it is that such sentences seem 
to mean something. But they are otiose, like wheels in a watch which 
have no function although they do not look to be useless. 

I shall try to explain further what I mean by these sentences being 
meaningless by describing figures on two planes, one on plane I, 
which is to be projected, and the other, on plane II, the projection: 

I A /I 
I ! ; III 

Now suppose the mode of projecting a circle on plane I was not 
orthogonal. In consequence, to say •'There is a circle in plane II'' 
would not be quite the same as saying that there is a circle in plane I. 
For a range of angles through which the circle is projected, the figures 
on plane II are all more or less circular. But now suppose the rays of 
light effecting the projection were allowed to vary through any range 
of angles. Then what meaning has it to say there are circles in plane 
II? When we give the method of projection such freedom, assertions 
about the projection become meaningless, though we still keep the pic­
ture of a circle in mind. Russell 's assertion about the creation of the 
world is like this. The fact that there is a picture on plane I does not 
make a verifiable projection on plane II. We are accustomed to certain 
pictures being projected in a given way. But as soon as we leave this 
mode of projection, statements do not have their usual significance. 
When I say •'That means nothing'' I mean that you have altered your 
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1mode of projection. That it seems to mean something is due to an 
.image of well-known things. 

'23 The words "thinkable" and "imaginable" have been used in 
comparable ways, what is imaginable being a special case of what is 
thinkable, e.g., a proposition and a picture. Now we can replace a vis­
ual image by a painted picture, and the picture can be described in 

, words. Pictures and words are intertranslatable, for example, 

lo QA! 
' as A(5,7), B(2,3). A proposition is like, or something like, a picture. 

1Let us limit ourselves to propositions describing the distribution of ob­
jects in a room. The distribution·could be pictured in a painting. It 
would be sensible to say that a certain system of propositions corre­
sponds to those painted and that other propositions do not correspond 
:to pictures, for example, that someone whistles. Suppose we call the 
maginable what can be painted, and the thinkable only what is imag­
inable. This would limit the word "thinkable" to the paintable. Now 
of course one can extend the way of picturing, for example, to some-one whistling:(/).@ 
This is a new way of picturing, for a •'rising'' note is different from a 
vertical rise in space. With this new way we can imagine more, i.e., 

' think more. People who make metaphysical assertions such as "Only 
the present is real'' pretend to make a picture, as opposed to some 
ether picture. I deny that they have done this. But how can I prove it? 
I cannot say "This is not a picture of anything, it is unthinkable" 
unless I assume that they and I have the same limitations on picturing. 
If I indicate a picture which the words suggest and they agree, then I 
can tell them they are misled, that the imagery in which they move 
does not lead them to such expressions. It cannot be denied that they 
have made a picture, but we can say they have been misled. We can 
say "It makes no sense in this system, and I believe this is the system 
you are using''. If they reply by introducing a new system, then I have 
to acquiesce. 

My method throughout is to point out mistakes in language. I am 
going to use the word ''philosophy'' for the activity of pointing out 
such mistakes. Why do I wish to call our present activity philosophy, 
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when we also call Plato's activity philosophy? Perhaps because of a 
certain analogy between them, or perhaps because of the continuous 
development of the subject. Or the new activity may take the place of 
the old because it removes mental discomforts the old was supposed 
to. 

24 With regard to a proposition about the external world or to a 
proposition of mathematics it is frequently asked ''How do you know 
it?" There is an ambiguity here between reasons and causes. The in­
terpretation we do not want is ''How, causally, did you reach the 
result?'' It does not matter what caused you to get the result; this is ir­
relevant. The important thing is to determine what you know when 
you are knowing it. To illustrate the distinction between reason and 
cause, let us take the question, How does one know the molecules of a 
gas are in ~otion? The .answer might be psychological, for example, 
that you wdl see them 1f you have had enough to eat. If the kinetic 
theory were ~rong, then no experience at all need correspond to it; but 
at the same time there would be a criterion for movement of molecules 
in a gas. The inventor of the theory would say "I am going to take 
such-and-such as a criterion''. What is taken as a reason for belief in a 
theory is thus not a matter of experience but a matter of convention. If 
I ~lieve the theory after taking clear soup, this is a cause ·of my 
behef, not a reason. When I am asked for a reason for the belief what 
is expected, as part of the answer, is what I believe. ' 

.The different ways of verifying ''It rained yesterday'' help to deter­
mme the meaning. Now a distinction should be made between "being 
the meaning of '' and ''determining the meaning of ''. That I re­
m~mber its raining yesterday helps determine the meaning of ''It 
rained yesterday", but it is not true that "It rained yesterday" means 
''I remember that . . . '' We can distinguish between primary and sec­
ondary criteria of its raining. If someone asks "What is rain?", you 
can point to rain falling, or pour some water from a watering can. 
These constitute primary criteria. Wet pavements constitute a second­
ary criterion and determine the meaning of ''rain'' in a less important 
way. 

Two questions have been raised, which need to be answered now. 
(I) How could the meaning of a sentence about the past be given by a 
sentence. about the present? (2) The verification of a proposition about 
the past is a set of propositions involving present and future tenses. If 
the verification gives the meaning, is part of the meaning left out? My 

PHILOSOPHY, 1932-33 29 

reply is to deny that the verification gives the meaning. It merely de­
termines the meaning, i.e., detcsnn,ines its use, or grammar. 

•' 2S When we understand a statement we often have certain character­
istic experiences connected with it and with the words it contains. But 
the meaning of a symbol in our language is not the feelings it arouses 
nor the momentary impression it makes on us. The sense of a sentence 
is neither a succession of feelings nor one definite feeling. If you want 

'• to know the meaning of a sentence, ask for its verification. I stress the 
point that the meaning of a symbol is its place .in the calculus, ~e way 
it is used, Of course if the symbol were used differently there might be 
a different feeling, but the feeling is not what concerns us. To know 
the meaning of a symbol is to know its use. 

We can regard understanding a symbol, when we take its meaning 
in at a glance, as Intuitive. Or understanding it may be discu~siv~: 
knowing its meaning by knowing its use. Knowing the use of a sign Is 
not a certain state lasting a certain time. (If we say knowing how to 
play chess is a certain state of mind, we have to say it is a hypothetical 
e&ate.) 

Attending to the way the meaning of a sentence is explained makes 
~1 ~lear the connection between meaning and verification. Reading that 

Cambridge won the boat race, "Which verifies "Cambridge won", is 
obviously not the meaning, but it is connected with it. ''Cambridge 
won" is not a disjunction, "I saw the race or I read the result or 
. . . '' It is more complicated. Yet if we ruled out any one of the 
means of verifying the statement we would alter its meaning. It would 
upset our grammar if we excluded as a verification something that 
always accompanied winning. And if we did away with all means of 
verifying it we would destroy the meaning. It is clear that not every 
sort of verification is actually used to verify "Cambridge won", nor 
would just any verification give the meaning. The different verifica­
tions of the boat race being won have different places in the grammar 
of "boat race being won" . 

There is a mistaken conception of my view concerning the connec­
tion between meaning and verification which turns the view into ideal­

!. ism. This is that a boat race =the idea of a boat race. The mistake 
here is in trying to explain something in terms of something else. It 
lies back of Russell's definition of number, which we expect to tell us 
what a number is. The difficulty with these explanations in terms of 
something el~e is that the something else may have an entirely dif-
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ferenI grammar. Consider Ihe word "chair". If Ihere could be no vis­
ual picIUre of a chair, Ihe word would have a differenI meaning. Thal 
one can see a chair is esseniial 10 Ihe meaning of Ihe word. Bui a vis­
ual picIUre of a chair is no1 a chair. Whal would ii mean 10 siI on 1he 
visual piciure of a chair? Of course we can explain whaI a chair is by 
showing pictures of ii. Bui tha1 does noI mean 1ha1 a chair is a com­
plex of views. The Iendency is Io ask "Whal is a chair?"; buI I ask 
how Ihe word "chair" is used. 

An in1ima1ely connecied consideraiion concerns Ihe words ''1ime'' 
and ''leng1h' '. People have fell 1ha1 lime is independenI of the way ii 
is measured. This is Io forgeI wha1 one would have 10 do Io explain 
Ihe word. Time is whaI is measured by a clock. To verify "The con­
cert las1ed an hour" you musI Iell how you measured Iime. II is a mis­
unders1anding abouI bolh Iime and length 1ha1 Ibey are independenI of 
measuremenI. If we have many ways of measuring which do noI con-
1radic1, we do noI assume any one way of measuring in explaining 
Ihese words. The measuring which is connected wiih Ihe meaning of a 
Ierm is noI exacI, Ihough in physics we do some1imes specify 1he 1em­
perature of Ihe measuring rod. If, for example, we 1ry 10 make the no­
Iion of a "precise Iime" more exacI, we do no1 push ii back far, for 
the striking of a clock al "precisely 4: 30" Jakes 1ime. And "Io be 
here al precisely 4:30" is also no1 precise: should one be opening 1he 
door or be inside? Likewise wi1h "having Ihe same color;'. The verifi­
caiion of "These have the same color" may be thaI one can '1 see a 
color transiiion when they are pu1 side by side, or 1ha1 one can '1 Jell 
Ihe difference when Ibey are apart, or 1ha1 one can '1 Jell one from the 
01her when one is subs1itu1ed for the other. These ways of 1es1ing give 
differen1 meanings for "having Ihe same color". 

26 If Ihe meaning of a word is deiermined by Ihe rules for iis use, 
does Ibis mean IhaI iis meaning is the lisI of rules? No. Nor is Ihe 
meaning, [as is some1imes the case wi1h Ihe bearer], something one 
can poinI Io. The use of money and the use of words are analogous. 
Money is noI always used 10 buy Ihings which cari be poinied 10, e.g., 
when ii buys permission 10 siI in a theatre, or a 1i1le, or one's life. 

The ideas of meaning and sense are obsoleie. Unless "sense" is 
used in such sen1ences as ''This has no sense'' or ''This has Ihe same 
sense as 1ha1' ', we are noI concerned wiih sense.* 

*This statement was not elaborated. See G.E. Moore's comment, Philo­
sophical Papers, (London and New York, 1959), p. 258; first published in 
Mind, LXIII, 1954: "Wittgenstein's Lectures in 1930-33''. (Editor) 
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In some cases ii is noI clear whe1her a s1a1emen1 is experien1ial or 
gramma1ical. How far is giving Ihe verificaiion of a proposiiion a 
gramma1ical sta1emen1 abouI ii? So far as ii is, ii can explain 1he 
meaning of iis 1erms. Insofar as i1 is a maner of experience, as when 
one names a sympiom, Ihe meaning is noI explained. 

27 There is a problem connecied wi1h our talk of meaning: Does 
such 1alk indicaie 1ha1 I Ihink meaning 10 be the subjecI maner of phi­
losophy? Are we Ialking abouI something of more general importance 
1han chairs, eic., so 1ha1 we can Iake i1 1ha1 quesiions of meaning are 
the cen1ral ques1ions of philosophy? Is meaning a me1a-logical idea? 
No. For there are problems in philosophy IhaI are noI concerned wilh 
the meaning of ''meaning'', 1hough perhaps wi1h 1he meaning of olher 
words, e.g., "lime". The word "meaning" has no higber place Ihan 
these. Whal gives ii a differenI place is 1ha1 our inves1iga1ions are 
abouI language and abouI puzzles arising from Ihe use of language. 
"Grammar", "proposi1ion", "meaning" Ihus figure more of1en Ihan 
01her words, 1hough inyes1iga1ion concerning Ihe word "meaning" is 
on 1he same level as a gramma1ical investiga1ion of Ihe word "lime". 

Of course 1here isn '1 a philosophical grammar and ordinary English 
grammar, the former being more comple1e since ii includes os1ensive 
defini1ions such as 1he correla1ion of ''while'' wi1h several of i1s appli­
ca1ions, Russell's 1heory ·of descripiions, eic. These are noI Io be 
found in ordinary grammar books; buI Ibis is noI the importanI dif­
ference. The importanI difference is in 1he aims for which Ihe smdy of 
grammar are pursued by 1he linguisI and Ihe philosopher. One obvious 
difference is 1ha1 Ihe linguisI is concerned with hisiory, and with li1er­
ary quali1ies, neither of which is of concern 10 us. Moreover, we con­
s1ruc1 languages of our own so as 10 solve certain puzzles which Ihe 
grammarian is noI in1eres1ed in, e.g., puzzles arising from Ihe expres­
sion "Time flows". We shall have 10 justify calling our commenis on 
such a sen1ence grammar. If we say Iime flows in a differenI sense 
1han waler does, explaining Ibis by an os1ensive definiiion, we have 
indica1ed a way of explaining Ihe word. And we have lefI Ihe realm of 
whaI is generally called grammar. Our objecI is Io gel rid of certain 
puzzles. The grammarian has no in1eres1 in Ihese; his aims and the phi­
losopher's are differenl. We are pulling ordinary grammar Io biis. 

28 Lei us look al 1he grammar of e1hical terms, and such Ierms as 
''God'', ''soul'', ''mind'', ''concre1e'', ''abs1rac1' '. One of 1he chief 
troubles is 1ha1 we take a subs1an1ive 10 correspond 10 a thing. Ordi-
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nary grammar does not forbid our using a substantive as though it 
stood for a physical body. The words "soul" and "mind" have been 
used as though they stood for a thing, a gaseous thing. ''What is the 
soul?" is a misleading question, as are questions about the words 
"concrete" and "abstract", which suggest an analogy with solid and 
gaseous instead of with a chair and the permission to sit on a chair. 
Another muddle consists in using the phrase ''another kind'' after the 
analogy of "a different kind of chair", e.g., that transfinite numbers 
~ anothe~ kind of number than rationals, or unconscious thoughts a 
different kind of thought from conscious ones. The difference in the 
case of the latter pair is not analogous to that between a chair we see 
and a chair we don't see. The word "thought" is used differently 
when prefaced by these adjectives. What happens with the words 
"God" and "soul" is what happens with the word "number". Even 
though ;'e .give up exp~a~ning tbese words ostensively, by pointing, 
we don t give up explammg them in substantival terms. The reason 
people say that a number is a scratch on the blackboard is the desire to 
point to something. No sort of process of pointing is connected with 
e~plaini~g. "number", any more than it is with explaining "permis­
sion to sit m a seat at the theatre". 

Luther. said that theology is the grammar of the word •'God'•. I in­
terp~et this to mean that an investigation of the word .would be a gram­
matical one. For example, people might dispute about how many arms 
God had, and someone might enter the dispute by denying that one 
could talk about arms of God. This would throw light on the use of the 
word· What is ridiculous or blasphemous also shows the grammar of 
the word. 

29 Changing the meaning of a word, e.g., "Moses", when one is 
force~ to give a different explication, does not indicate that it had no 
~anmg before. The similarity between new and old uses of a word is 
hke that between an exact and a blurred boundary. Our use of lan­
guage is like playing a game according to the rules. Sometimes it is 
~sed ~utom~tically, sometimes one looks up the rules. Now we get 
mto d1fficu.lt1es when we believe ourselves to be following a rule. We 
must examme to see whether we are. Do we use the word "game" to 
mean what all games have in common? It does not follow that we do, 
~ven though we were to find something they have in common. Nor is 
It true that there are discrete groups of things called "games". What is 
the reason for using the word "good"? Asking this is like asking why 
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one calls a given proposition a solution to a problem. It can be the 
case that one trouble gives way to another trouble, and that the resolu­
tion of the second difficulty is only connected with the first. For ex­
ample, a person who tries to trisect an angle is led to another dif­
ficulty, posed by the question "Can it be done?" Proof of the 
impossibility of a trisection takes the place of the first investigation; 
the investigation has changed. When there is an argument about 
whether a thing is good, the discussion shows what we are talking 
about. In the course of the argument the word may begin to get a new 
grammar. In view of the way we have learned the word "good" it 
would be astonishing if it had a general meaning covering all of its 
applications. I am not saying it has four or five different meanings. It 
is used in different contexts because there is a transition between simi­
lar things called "good", a transition which continues, it may be, to 
things which bear no similarity to earlier members of the series. We 
cannot say "If we want to find out the meaning of 'good' let's find 
what all cases of good have in common''. They may not have any­
thing in common. The reason for using the word "good" is that there 
is a continuous transition from one group of things called good to 
another. 

30 There is one type of explanation which I wish to criticize, arising 
from the tendency to explain a phenomenon by one cause, and then to 
try to show the phenomenon to be ''really'' another. This tendency is 
enormously strong. It is what is responsible for people saying that 
punishment must be one of three things, revenge, a deterrent, or im­
provement. This way of looking at things comes out in such questions 
as, Why do people hunt?, Why do they build high buildings? Other 
examples of it are the explanation of striking a table in a rage as a 
remnant of a time when people struck to kill, or of the burning of an 
effigy because of its likeness to human beings, who were once burnt. 
Frazer concludes that since people at one time were burnt, dressing up 
an effigy for burning is what remains of that practice. This may be so; 
but it need not be, for this reason. The idea which underlies this sort 
of method is that every time what is sought is the motive. People at 
one time thought it useful to kill a man, sacrifice him to the god of fer­
tility, in order to produce good crops. But it is not true that something 
is always done because it is useful. At least this is not the sole reason. 
Destruction of an effigy may have its own complex of feelings without 
being connected with an ancient practice, or with usefulness. Simi-
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larly, striking an object may merely be a natural reaction in rage. A 
tendency which has come into vogue with the modern sciences is to 
explain certain things by evolution. Darwin seemed to think that an 
~motion got its importance from one thing only, utility. A baby bares 
its teeth when angry because its ancestors did so to bite. Your hair 
stands on end when you are frightened because hair standing on end 
served some purpose for animals. The charm of this outlook is that it 
reduces importance to utility. 

31 Le~ us change .the t?pic to a discussion of good. One of the ways 
of. lookmg at questions m ethics about good is to think that all things 
said ~o be good hav~ something in common, just as there is a tendency 
to thmk that all things we call games have something in common. 
Plat~ 's talk of looking for the essence of things was very like talk of 
~ookm? for the .ingredients in a mixture, as though qualities were 
mgred1~nts of ~hmgs. B~t to speak of a mixture, say of red and green 
colors, is not hke speakmg of a mixture of a paint which has red and 
green pai~ts as ingredients. Suppose you say "Good is a quality of 
human actions and events". This is apparently an intelligible sentence. 
If I ask "How ~oe~ one know an action has this quality?", you might 
tell me to examme It and I would find out. Now am I to investigate the 
movements making up the action, or are they only symptoms of good­
nes~? If. they are a .symptom, then there must be some independent 
venfi~auon'. otherwise the word "symptom" is meaningless. Now 
there is an important question which arises about goodness: Can one 
kno.w .an action. in all. its details and yet not know whether it is good? 
A s1m~lar question anses about beauty. Consider the beauty of a face. 
If all Its shapes and colors are determined, is its beauty determined 
also? Or are these merely symptoms of beauty, which is to be deter­
mined otherwise? Y ~u may say that beauty is an indefinable quality, 
~nd that to say ~ particular face is beautiful comes to saying it has the 
mdefinable quahty. Is our scrutiny intended to find out whether a face 
has this indefinable quality, or merely to find out what the face is like? 
If the former, then the indefinable quality can be attributed to a partic­
~lar arrangement of colors. But it need not be, and we must have some 
independent verification. If no separate investigation is required, then 
we only mean by a beautiful face a certain arrangement of colors and 
shapes. 

32 The attribute beauty has been analyzed as what all beautiful 
things have in common. Consider one such property, agreeableness. I 
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call attention to the fact that in studying the laws of harmony in a har­
mony text there is no mention of "agreeableness"; psychology drops 
out. To say Lear is agreeable is to say something nondescriptive. And 
to many things this adjective is wholly inapplicable. Hence there is no 
basis for building up a calculus. The phrase "beautiful color", for ex­
ample, can have a hundred meanings, depending on the occasion on 
which we use it. 

Very often the adjectives we use are those applicable to the face of 
a person. This is the case with "beautiful" and "ugly". Consider how 
we learn such words. We do not as children discover the quality of 
beauty or ugliness in a face and find that these are qualities a tree has 
in common with it. The words "beautiful" and "ugly" are bound up 
with the words they modify, and when applied to a face are not the 
same as when applied to flowers and trees. We have in the latter a sim­
ilar "game". For example, the adjective "stupid" is inapplicable to 
coals, except as you see a face in them. By a face being stupid we 
may mean it is the sort of face that really belongs to a stupid person; 
but usually not. Instead, it is a character of the particular expression of 
a face. This is not to say it is a character of the distribution of lines 
and colors. If it were, then one might ask how to find out whether the 
distribution is stupid. Is stupidity part of the distribution? The word 
"stupid" as applied to hand!t" is still another game. The same is the 
case with "beautiful". It is bound up with a particular game. And 
similarly in ethics: the meaning of the word "good" is bound up with 
the act it modifies. 

How can one know whether an action or event has the quality of 
goodness? And can one know the action in all of its details and not 
know whether it is good? That is, is its being good something that is 
independently experienced? Or does its being good follow from the 
thing's properties? If I want to know whether a rod is elastic I can find 
out by looking through a microscope to see the arrangement of its par­
ticles, the nature of their arrangement being a symptom of its elastic­
ity, or inelasticity. Or I can test the rod empirically, e.g., see how far 
it can be pulled out. The question in ethics, about the goodness of an 
action, and in aesthetics, about the beauty of a face, is whether the 
characteristics of the action, the lines and colors of the face, are like 
the arrangement of particles: a symptom of goodness, or of beauty. Or 
do they constitute them? a cannot be a symptom of b unless there is a 
possible independent investigation of b. If no separate investigation is 
possible, then we mean by "beauty of face" a certain arrangement of 
colors and spaces. Now no arrangement is beautiful in itself. The word 
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"beauty" is used for a thousand different things. Beauty of face is dif­
ferent from that of flowers and animals. That one is playing utterly dif­
ferent games is evident from the difference that emerges in the discus­
sion of each. We can only ascertain the meaning of the word 
''beauty'' by seeing how we use it. 

33 What has been said of "beautiful" will apply to "good" in only 
a slightly different way. Questions which arise about the latter are 
analogous to those raised about beauty: whether beauty is inherent in 
an arrangement of colors and shapes, i.e., such that on describing the 
arrangement one would know it is beautiful, or not; or whether this ar­
rangement is a symptom of beauty from which the thing's being beau­
tiful is concluded. 

In an actual aesthetic controversy or inquiry several questions arise: 
(1) How do we use such words as "beautiful"? (2) Are these inquiries 
psychological? Why are they so different, and what is their relation to 
psychology? (3) What features makes us say of a thing that it is the 
ideal, e.g., the ideal Greek profile? 

Note that in an aesthetic controversy the word ''beautiful'' is 
scarcely ever used. A different sort of word crops up: "correct", "in­
correct", "right", "wrong". We never say "This is beautiful 
enough". We only use it to say, "Look, how beautiful", that is, to 
call attention to something. The same thing holds for the word 
''good'', 

34 Why do we say certain changes bring a thing nearer to an ideal, 
e.g., making a door lower, or the bass in music quieter. It is not that 
we want in different cases to produce the same effect, namely, an 
agreeable feeling. What made the ideal Greek profile into an ideal, 
what quality? Actually what made us say it is the ideal is a certain 
very complicated role it played in the life of people. For example, the 
greatest sculptors used this form, people were taught it, Aristotle 
wrote on it. Suppose one said the ideal profile is the one occurring at 
the height of Greek art. What would this mean? The word "height" is 
ambiguous. To ask what "ideal" means is the same as asking what 
"height" and "decadence" mean. You would need to describe the in­
stances of the ideal in a sort of serial grouping. And the word is 
always used in connection with one particular thing, for there is noth­
ing in common between roast beef, Greek art, and German music. The 
word "decadence" cannot be explained without specific examples, 
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and will have different meanings in the case of poetry, music, and 
sculpture. To explain what decadence in music means you would need 
to discuss music in detail. The various arts have some analogy to each 
other, and it might be said that the element common to them is the 
ideal. But this is not the meaning of ''the ideal''. The ideal is got from 
a specific game, and can only be explained in so~e specific conne~­
tion, e.g., Greek sculpture. There is no way of saymg what all have m 
common, though of course one may be able to say what is ~ommon ~o 
two sculptures by studying them. In the statement that the1.r beauty is 
what approaches the ideal, the word ''ideal'' is not used as 1s the word 
"water", which stands for something that can be pointed to. And no 
aesthetic investigation will supply you with a meaning of the word 
"ideal" which you did not have before. 

When one describes changes made in a musical arrangement as 
being directed to bringing the arrangement of parts nearer to an ideal, 
the ideal is not before us like a straight line which is set before us 
when we try to draw it. (When questioned about what we are doi.ng we 
might cite another tune which we thought not to be as near the ideal.) 
Some people say we have an ideal before our minds in the same way 
we have a memory image when we recognize a color. It may happen 
that you have a picture in mind with which the color recognized is 
compared, but this is rare. To _see .how .the ideal comes in, .say ~n ma.k­
ing the bass quieter, look at what 1s bemg done and at one s bemg dis­
satisfied with the music as it is. Can one call this "action" of making 
the bass quieter an investigation? No, not in the sense of scientific in­
vestigation. No truth is found, except the psychological fact that I am 

satisfied with the result. 
In what sense is aesthetic investigation a matter of psychology? The 

first thing we might say of a beautiful arrangement of colo~a 
flower, a meadow, or a face-is that it gives us pleasure. In saymg 
these all give pleasure we speak as if the pleasure differed in degree 
rather than that the pleasures were of a different sort. Pain and plea­
sure do not belong on one scale, any more than the scale from boiling 
hot to ice cold is one of degree. They differ in kind. When a man 
jumps out of the window rather than meet the police he is not choosing 
the "more agreeable". Of course there are cases where we do weigh 
pleasures, as in choosing between cinemas. But this is not always the 
case. And it happens only sometimes that when we do not choose the 
lesser pain or the greater pleasure we choose what will produce these 
in the long run. One might think that it is entirely a matter of psychol-
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ogy whether something is good or beautiful, that in comparing musical 
arrangements, for example, one is making a psychological experiment 
to detennine which produces the more pleasing effect. If this were true 
then the statement that beauty is what gives pleasure is an experiential 
one. But what people who say this wish to say is that it is not a matter 
of experience that beauty is what gives pleasure. Their statement is re­
ally a sort of tautology. 

In aesthetic investigation the thing we are not interested in is causal 
connections, whereas in psychology we are. This is the main point of 
difference. To the question "Why is this beautiful?" we are accus­
tomed to being satisfied with answers which cite causes instead of 
reasons. To name causal connections is to give an hypothesis. Giving 
a cause does not remove the aesthetic puzzle one feels when asked 
what makes a thing beautiful. It is useful to remind yourself of the an­
swers given to the opposite question, "What is wrong with this poem 
or melody?", for the answer to the first question is of the same kind. 
The answer to ''What is wrong with this melody?'' is like the state­
ment, "This is too loud", not like the statement that it produces 
sulphur in the blood. 

The sort of experiment we carry on to discover people's likes and 
dislikes is not aesthetics. If it were, then you could say aesthetics is a 
matter of taste. In aesthetics the question is not "Do you like i.t?" but 
''Why do you like it?'' Whenever we get to the point where the ques­
tion is one of taste, it is no longer aesthetics. In aesthetic discussion 
what we are doing is more like solving_ a mathematical problem. It is 
not a psychological one. Aesthetic discussion is something that goes 
on inside the range of likes and dislikes. It goes on before any ques­
tion of taste arises. A statement about a visual or auditory impression, 
as against what causes it, need not be psychological. That a sorrowful 
face becomes more sorrowful as the mouth turns downward is not a 
statement of psychology. In aesthetics we are not interested in causal 
connections but in description of a thing. 

35 What is the justification for a feature in a work of art? I disagree 
with the answer ''Something else would produce the wrong effect''. Is 
it that you are satisfied, once something is found which removes the 
difficulty? What reasons can one give for being satisfied? The reasons 
are further descriptions. Aesthetics is descriptive. What it does is to 
draw one's attention to certain features, to place things side by side so 
as to exhibit these features. To tell a person "This is the climax" is 
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like saying •'This is the man in the puzzle picture''. Our attention is 
drawn to a certain feature, and from that point forward we se: that f ea­
ture. The reasons one gives for feeling satisfied have nothmg to .do 
with psychology. These, the aesthetic reasons, are given by pla~mg 

' things side by side, as in a court of law. If one gave psycho~ogical 
reasons for choosing a simile, those would not be reasons m aes­
thetics. They would be causes, not reasons. Stating a. cause would be 
offering a hypothesis. Insofar as the remedy for the disagreeable feel­
ing of top-heaviness of a door is like a r:me~y for a heada~he, a ques­
tion concerning what remedy to prescnbe is not a question of a~s­
thetics. The aesthetic reason for feeling dissatisfied, as opposed to its 
cause, is not a proposition of psychology. A good example of a cau~e 
for dissatisfaction which I might have, say, with the way someone 1.s 
playing a waltz, is that I have seen the waltz danced and. kno.w ho~ it 
should be played. This does not give a reason for my d1ssat1sfaction · 
The person who plays it, and I, have a different ideal of t~e ~altz, .an~ 
to give the reason for my dissatisfaction demands ~ description. S1m1-
larly, if a composition is felt to have a wrong end mg. 

36 I wish to remark on a certain sort of connection which Freud 
cites between the fetal position and sleep, which looks to be a causal 
one but which is not, inasmuch as a psychological experiment cannot 
be made. His explanation does what aesthetics does: puts two factors 

together. . . 
Another matter which Freud treats psychologically but whose ~nves-

tigation has the character of an aesthetic. one .~s !he. nature of JO~es · 
The question, ''What is the nature of a Joke? , is h~e ~e question, 
"What is the nature of a lyric poem?" I wish to examme m what ~ay 
Freud's theory is a hypothesis and in what way not: T~e hypoth~t1cal 
part of his theory, the subconscious, is the part wh1c? is not s~tisfac­
tory. Freud thinks it is part of the essential mechanism of a Joke to 
conceal something, say, a de.sire to slander someone, and thereby to 
make it possible for the subconscious to express itself. ~e says that 
people who deny the subconscious really cannot cope with po~t-hyp­
notic suggestion, or with waking up at an unusual hour o~ one s own 
accord. When we laugh without knowing why, Freud claims that by 
psychoanalysis we can find out. I see a mu~dle here. between a cause 
and a reason. Being clear why you laugh is not bemg clear ~bout a 
cause. If it were, then agreement to the analysis given of ~he J~ke as 
explaining why you laugh would not be a means of detecting it. The 
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success of the analysis is supposed to be shown by the person's agree­
ment. There is nothing corresponding to this in physics. Of course we 
can give causes for our laughter, but whether those are in fact the 
causes is not shown by the person's agreeing that they are. A cause is 
found experimentally. The psychoanalytic way of finding why a per­
son laughs is analogous to an aesthetic investigation. For the cor­
rectness of an aesthetic analysis must be agreement of the person to 
whom the analysis is given. The difference between a reason and a 
cause is brought out as follows: the investigation of a reason entails as 
an essential part one's agreement with it, whereas the investigation of 
a cause is carried out experimentally. (''What the patient agrees to 
can't be a hypothesis as to the cause of his laughter, but only that so­
and-so was the reason why he laughed."•] Of course the person who 
agrees to the reason was not conscious at the time of its being his 
reason. But it is a way of speaking to say the reason was subcon­
scious. It may be expedient to speak in this way, but the subconscious 
is a hypothetical entity which gets its meaning from the verifications 
these propositions have. What Freud says about the subconscious 
sounds like science, but in fact it is just a means of representation. 
New regions of the soul have not been discovered, as his writings 
. suggest. The display of elements of a dream, for example, a hat 
(which may mean practically anything) is a display of similes. As in 
aesthetics, things are placed side by side so as to exhibit certain fea­
tures. These throw light on our way of looking at a dream; they are 
reasons for the dream. [But his method of analyzing dreams is not 
analogous to .a method for finding the causes of stomach-ache. t] It is 
a confusion to say that a reason is a cause seen from the inside. A 
cause is not seen from within or from without. It is found by experi­
ment. [In enabling one to discover the reasons for laughter psychoanal­
ysis provides] merely a representation of processes. 

*G.E. Moore, "Wittgenstein's Leclures in 193~33", Philosophical Papers, 
p. 317. (Editor) 
tG.E. Moore, ibid, p. 316. (Editor) 
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Lectures preceding dictation of The Blue Book 

l There ls a truth in 5':hopenhauer's view that philosophy is an organ­
ism, and that a .book on philosophy, with a beginning and end, is a 
sort of contradiction. One difficulty with philosophy is that we lack a 
synoptic view. We encounter the kind of difficulty we should have 
with the geography of a coWltry for which we had no map, or else a 
~ of isolated bits. The couptry we are talking about is language, 
and the geosraphy its arammar. We can walk about the, cou1*y quite 
weii, but when forced to make a~. we go wrong. A map wiii show 
different roads thr2u&h the SJmC country, any one pf whiclt we can 
take, though not two, just as in philosophy we must take up problems 
one by one though in fact each problem leads to a multitude of others. 
We must wait until we come round to the starting point before we can 
proceed to another section, that is, before we can either treat of the 
problem. we first attacked or proceed to another. In philosophy matters 
are not simple enough for us to say "Let's get a rough idea", for we 
do not know the country except by knowing the connections between 
the roads. So I suggest repetition as a means of surveying the connec­
tions. I shall begin by talking about problems connected with under­
standing, thinking, meaning. My investigation will not be psycholog­
ical, even though a sentence is in a sense dead until it is understood. 
Before it is understood it is ink on paper. One might say it has mean­
ing only for an understanding being. If there were no one to under­
stand the signs we would not call the signs language. 

2 The word "meaning" plays a great role in philosophy. Its impor­
tance is evident in discussions of the nature of mathematics. Frege 
ridiculed people for not seeing that the meaning of the signs '' i ·', 
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"2", "3", etc. was the important thing, not the scratches on paper. It 
is a queer thing, however, that people have a propensity, on hearing 
the substantive "the number I", to think of its meaning as being 
something beyond the sign and corresponding to it, in the way Smith 
corresponds to the name ''Smith''. There is of course a sense in which 
we can talk of the meaning but in which we cannot talk of the scratch. 
We use the word "one" in a way that we do not use the phrase "the 
sign 'one' ". It is, for example, nonsense to ask where the number I 
is. This comment may be trivial, like all the comments we shall make; 
but what is not trivial is seeing them all together. 

It is useful to talk about chess, which is like mathematics but which 
has the virtue of having no nimbus like mathematics. [Both give rise 
to similar questions and similar remarks. ''What is the king of 
chess?", "What is a number?"; "The rules of chess are about the 
king of chess, not about the wooden or ivory piece", "The rules of 
arithmetic are about numbers, not about signs on paper".] It is queer 
that when asked "What is the king of chess?" some people think of an 
ethereal entity as distinct from the piece. Similarly for "What is the 
number I?" The question is misleading because, although it is correct 
to reply "There is no object corresponding to 'I' in the sense that 
there is an object corresponding to 'Smith' '', we then look for an ob­
ject in another sense. This is one of about a half-dozen traps we con­
stantly fall into. When we hear the substantive word "number" used 
in the question "What is number?" our propensity is to think of an 
ethereal object. But what sort of answer can we give to this question? 
It is no use to say "Give a definition", for this gets us only one step 
further. As a way out of the difficulty posed by this question I suggest 
that we do not talk about the meaning of words but rather about the 
use of words. Suppose we take the meaning of a word to be the way it 
is used. To use the phrase ''meaning of a word'' as equivalent to ''use 
of a word" has the advantage, among other things, of showing us 
something about the queer philosophical case where we talk of an ob­
ject corresponding to the word. Normally we say an object corre­
sponds to a word where in order to explain the word we point to an 
object, that is, give an ostensive definition. There are words whose 
meanings we can give by pointing to their bearers. Frege would say 
the object is the meaning. But "meaning" is not used in any such 
fashion. The phrase "meaning of a name" is not the same as "bearer 
of a name''. The latter can be replaced by ''Watson'', but not the for­
mer. Obviously, "use of a word", if adopted as the definition of 
"meaning of a word", is not replaceable by "bearer of a word". 
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It might appear that we could give an ostensive definition of "Wat­
son" but not of "I ". But this is incorrect, as we can also give an os­
tensive definition of "I". Of course ostensive definitions differ. "Os­
tensive definition" is used in many different senses. The ostensive 
definition of "I" involves a different sort of pointing than the osten­
sive definition of "object", though one might point to the same thing 
in both cases. An ostensive definition is not really a definition at all. 
Ostensive definition is one rule only for the use of a word. And one 
rule is not enough to give the meaning. For example, from "This is 
sosh'' you would not understand the use of the word ''sosh' ', though 
from "This color is sosh" you would. That is, if a person is to learn 
the meaning of a word from such a definition he must already know 
what sort of thing it stands for. The word "color" already fixes the 
use of "sosh ". The ostensive definition is of use if you need to fill in 
only one blank. 

It has been suggested that genus plus differentia are equivalent to an 
ostensive definition. This is a prolific source of error. How are we to 
decide what the genus is? There is an inclination to believe that if a 
generic name is used for a number of things there must be something 
common to those things. It is a queer fact that things should have one 
generic name. It is a common belief that a definition of the generic 
name can give the common feature of the things the name is used for, 
for example, that what are called games all have something in com­
mon, which the definition of "game" can give. This notion is a trap. 
Our language is constructed on an apparently simple scheme, so that 
we are inclined to look at language as being much simpler than it is: 
we look for an object when we see a sign of the language; we think of 
anything we mention as falling under one genus only; and we look on 
the qualities of things as comparable to the ingredients of a mixture. It 
is difficult to avoid treating the genus, as common element, as if it 
were an ingredient which could be mixed in with other ingredients, 
because this notion is embodied in our language. But even if we had 
twelve liquids with one ingredient in common and these twelve had a 
generic name, it would not follow that the name wa:s given because of 
this one ingredient. Games, for example, may not be called "games" 
because of a common element; there may be correlations merely be­
tween members of a series of games. And it might be that something 
is called a number which does not have anything in common with 
every sort of number but only with numbers of three sorts. Hence if 
you look for a justification for the use of a generic name you should 
not look for a quality all things it names have in common. A great 
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muddle, for instance, resulted because people thought there was some­
thing in common between all the things called "good". 

One important source of difficulty in philosophy is that words look 
so much alike. They are brought together in a dictionary like tools in a 
box, and like the tools, which look pretty much alike, they may have 
enormously different uses. The uses of words can differ from each 
other in the way beauty differs from a chair. They are incomparable in 
the way in which some things we buy are incomparable, such as a sofa 
and permission to sit in a theatre. When we talk of words and their 
meanings we tend to compare them with money and the things it buys 
rather than with money and the uses it has. A thing we buy with 
money is not the same as the use of the money, just as the bearer of a 
name is not the meaning of the name. 

To revert to ostensive definition. I have said that it can only be un­
derstood if it makes the last decision about the word's use, that is, if it 
supplements a knowledge of the grammar of a word which is lacking 
one rule. There is no reason why you should not say that an ostensive 
definition fixes the differentia if the rest is known, provided you do not 
think there is but one genus and but one way of fixing the genus. But 
it is misleading and in a sense entirely false to say it can be understood 
only if it makes the last decision. For instance, as children we did not 
learn a rule for the use of "water" when water was pointed out, or 
know other rules of which this was the last rule. Of course we perhaps 
need not call this ostensive definition, but there is no clear line be­
tween ostensive definition for children and ostensive definition for 
grown-ups. There are stages 'in children's learning before which they 
cannot ask "What is this?", and even when they reach this stage they 
may yet not be able to ask "What color is this?" To describe osten­
sive definition we could give a number of games, distinguished as 
follows: ( l) giving the last of a list of rules, ( 2) doing what children do 
when they learn the application of a word, (3) gradations between ( l) 
and (2). 

3 I have remarked that we are inclined to view our language as much 
simpler than it is. Cf. Augustine, who said that he learned Latin by 
learning the names of things. Surely he learned also such words as 
"not", "or", etc. We can criticize his view in either of two ways: 
that it is wrong, or that it describes a simpler thing than we call lan­
guage. The latter may be compared to giving a description of games 
which applies only to a special class of games. Inasmuch as our Ian-
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guage is complex, I shall point out simpler structures which can be set 
side by side with it to see what light they shed on it. 

Suppose a person learned a language by having people tell him the 
names of things after pointing to them. And suppose the language 
served one purpose only, say, for building a house with different 
shaped materials. The orders in which the names of these materials 
were called out would give the way in which the house was to be 
built. This would be a complete language. With language games such 
as this there is no standard of completeness, but we may as well say it 
is complete since we cannot say merely by looking at it that something 
is lacking. What we are doing here is like taking chess and making a 
simpler game involving simpler operations and a smaller number of 
pawns. In a sense simpler languages lead up to more complex ones, 
but the simpler ones are not incomplete. 

Suppose that after saying something about Moses someone asked 
who he was, and he was defined as the man who led the Israelites out 
of Egypt. Suppose the objection was made that researches showed he 
had not done so, and another definition was offered, which in tum 
might be disputed. The changing definitions show that when the dis­
cussion began there was no definition of ''Moses'', that is, an exact 
game was not being played. At the same time, we would never say 
that nothing was m~ant, for there is a certain range of definitions from 
which one chooses. 

It inight be said of me that I describe language as if it were in a vac­
uum, but this is not so. What I do is to talk of language as consisting 
of fixed rules, which is really contrary to fact. 

Consider the way we play a game and the way the rules enter into 
playing it. There could be a table of rules which we read, or which we 
know by heart and call up when playing, or we could play automati­
cally. It is the same with the use of a definition. Suppose a definition 
of "leaf" were first given ostensively A 
and one were asked whether a shape not provided for in the definition 
was a leaf, say o 
Now can one tell where the line is to be drawn between rules one must 
know in order to understand what a leaf is and those which are not ab­
solutely necessary? Suppose one said a leaf was anything falling 
within this general shape:D 
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This could serve as a rule. But when we use a word without strict rules 
and later lay down strict rules for its use, its grammar cannot be en­
tirely like that of its former use. It would be similar in the way a figure 
drawn with sharp outlines and a blurred figure are similar. 

We shall compare the use of language to playing a game according 
to exact rules, because all philosophical troubles arise from making up 
too simple a system of rules. Philosophers try to tabulate the rules, and 
because there are so many things to mislead them, for instance, analo­
gies, they lay down the rules wrongly. The only way to correct a 
wrong rule is to give another rule or set of rules according to which 
they do play. It is necessary to emphasize this because in discussing 
understanding, meaning, etc. our greatest difficulty is with the entirely 
fluid use of words. I shall not proceed by enumerating different mean­
ings of the words ''understanding'', ''meaning'', etc. , but instead 
shall draw ten or twelve pictures that are similar in some ways to the 
actual use of these words. My being able to draw these pictures is not 
because they all have something in common; their relationship may be 
quite complicated. 

To begin with, I have suggested substituting for "meaning of a 
word", "use of a word", because use of a word comprises a large 
part of what is meant by ''the meaning of a word''. Understanding a 
word will thus come to knowing its use, its applications. The use of a 
word is what is defined by the rules, just as the use of the king of 
chess is defined by the rules. And just as the shape and material of the 
king of chess are irrelevant to its use, so are the shape and sound of a 
word to its use. · 

I also suggest examining the correlate expression ''explanation of 
meaning". This will teach us something about the meaning of "mean­
ing". Whereas it may be difficult to explain what "length" means, 
but not difficult to explain "measurement of length", analogously it is 
less difficult to describe what we call "explanation of meaning" than 
to explain "meaning''. The meaning of a word is explained by de­
scribing its use. 

It is a queer thing that, considering language as a game, the use of a 
word is internal to the game whereas its meaning seems to point to 
something outside the game. What seems to be indicated is that 
"meaning" and "use" are not equatable. But this is misleading. 

4 Let us accept ''understanding a word'' as being knowledge of its 
use. It is useful to compare analogous questions about understanding a 
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word and playing chess: How do you know that you understand a 
word, e.g., "red"? How do you know that you are playing chess and 
not draughts? One reply is that you would not know it unless you had 
made a move which decided between them, or had made a wrong 
move in the game you claimed to be playing. If in knowing one is 
playing chess, or understanding a word, the rules went through one's 
head, then one would be entitled to claim that one knows this. But the 
rules do not go through one's head. The criteria for knowing that you 
are playing chess differ. One criterion would be giving the rules. But 
if the rules are not offered as criterion, then what? What one usually 
says is that whether one is playing chess, or understands a word, is as­
sured by knowing one's intentions. But how do you know your inten­
tions? Is it a fact that a particular psychological process exists, corre­
sponding to a particular. game? Is this something known by 
experience? The answer is that it is absurd to ask whether one knows 
one has a certain intention. And the same is true of wishing, thinking, 
hoping. 

There may be a sense of ''understanding'' in which the word refers 
to a state of mind which occurs while making a move in chess or while 
using a word. In this connection compare two people, one of whom 
moves the pieces mechanically on a board, and the other who moves 
them with understandinB· But there is also a sense in which "under­
standing a word" means knowing its use. The latter is very, different 
from having a state of mind, although the two may be causally con­
nected. There may be states of mind corresponding to every game, but 
these states do not presuppose or contain the rules. 

It has been argued that if when one knows the use of a word one 
knows the rules, then one has the capacity to produce them on de­
mand. This capacity might be considered a psychological state. The 
question then arises, What becomes of the distinction I have made be­
tween states of mind and knowledge of the rules? My reply is that 
''psychological state'' is ambiguous. The distinction between a psy­
chological state, meaning a capacity to produce rules on demand, and 
a psychological state, meaning a particular feeling, has a parallel in 
the distinction between subconscious and conscious states. If you ob­
ject that knowing the use of a word, as well as a mental process ac­
companying the hearing or pronouncing of a word, is a state of mind, 
then you should distinguish between states of consciousness and states 
in the hypothetical sense. Knowing the alphabet, or the rules of chess, 
or the use of a word, is not a state of consciousness. To see that it is 
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not, ask yourself what it is like to know the alphabet all the time. The 
grammar of the words "knowing the alphabet" and "being able to 
play chess'' is entirely different from the grammar of the words ''feel­
ing something when you move a chessman''. We can say this: that 
"understanding a word" is certainly used in two ways, for an accom­
panying mental process, and for knowing the use of the word. The 
grammars of ''feeling something when we hear the word'' and 
"knowing the word's use" are entirely different. To see how they dif­
fer, consider the parallel case of knowing the rules of chess. 

Now you may question whether my constantly giving examples and 
speaking in similes is profitable. My reason is that parallel cases 
change our outlook because they destroy the uniqueness of the case at 
hand. For example, the Copernican revolution destroyed the idea that 
the earth has a unique place in the solar system. Let us turn then to the 
parallel between playing chess and understanding a word, and contrast 
the grammar of the words ''knowing the rules of chess'' with the 
grammar of ''having a certain feeling while playing chess with under­
standing''. It is important to note that the moves of an automaton are 
different from the same moves made consciously. States occur when 
we play with knowledge of the rules which do not occur otherwise. 
And yet knowing the rules is not a state of consciousness. For ex­
ample, knowing the application of the word "and" is not the same as 
the "and feeling" of which William James spoke. And knowing the 
use of the verb ''to be'' in ''The rose is red'' and in ''2 + 2 are 4'' is 
different from the mental event corresponding to each occurrence of it. 
There is a tendency to suppose that we can swallow the meaning of a 
word as a whole whenever we understand it. 

5 Consider the following analogy: between a cube or pyramid with 
one painted surface, behind which is an invisible body, and a word 
and the meaning behind it. Any position in which this surface could be 
placed will depend on the position of the solid body back of it. We are 
tempted to think that if we know a cube is back of the painted surface 
we can know the rules for arranging the surface with other surfaces. 
But this is not true. One cannot deduce the geometry of the cube from 
looking at the cube. Rules do not follow from an act of comprehen­
sion. Analogously, we are tempted to think we can deduce the rules 
for the use of a word from its meaning, which we supposedly grasp as 
a whole when we pronounce the word. This is the error I would eradi­
cate. The difficulty is that inasmuch as we grasp the meaning without 
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grasping all the rules, it seems as if the rules could be developed from 
the meaning. 

To say that the use of a word, e.g., "cube", follows from its mean­
ing is to treat the word as if it were the visible face of a hidden body, 
its meaning, whose rules of combination with other hidden bodies are 
given by the laws of geometry. Could the geometry of cubes be de­
duced from the figures? Does geometry talk about cubes? It evidently 
does not talk about iron or copper cubes; but it might be claimed that it 
talks about geometrical cubes. In fact, geometry does not treat of 
cubes but of the grammar of the word ''cube'', as arithmetic treats of 
the grammar of numbers. The word ''cube'' is defined in a geometry, 
and a definition is not a proposition about a thing. If we alter the ge­
ometry we alter the meaning of the words used, for the geometry con­
stitutes the meaning. If 457 were multiplied by 63 and a different 
result was got than in the ordinary game, this would mean that "cardi­
nal number" is used with a different meaning. Arithmetical proposi­
tions say nothing about numbers, but determine which propositions 
about numbers make sense and which do not. Similarly, geometrical 
propositions say nothing about cubes, but determine which proposi­
tions about cubes make sense and which do not. This comment 
suggests the relation between mathematics and its application, i.e., be­
tween a sentence giving the grammar of a word and an ordinary sen­
tence in which the word figures. 

What role does a cube play in the geometry of a cube and in the de­
velopment of that geometry? To answer this question we must distin­
guish between two sorts of investigations: investigation into the prop­
erties of an object and investigation into the grammar for the use of a 
word referring to the object. I want to say that a geometrical investiga­
tion, in the sense of an investigation into the properties of geometrical 
straight lines and cubes, is not possible. There is one sort of mistake 
that it is important to look at because of its pervasiveness. This is that 
the real cube and the geometrical cube are comparable. Geometry is 
not a physics of geometrical straight lines and cubes. It constitutes the 
meaning of the words ''line'' and ''cube''. The role the cube plays in 
its geometry is the role of a symbol, not that of a solid with which in­
accurate real cubes are comparable. Figures like this one 

@ 
are part of the language of geometry and play the role of a symbol 
within geometrical proofs. It is for this reason that it does not matter 
whether a drawing is accurate. 
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6 It might be thought that if a mental act accompanying hearing or 
saying a word cannot sum up the meaning of the word in the sense in 
which rules define it, the mental act loses its importance. But it has 
importance in that sometimes, e.g., in understanding the word "red", 
it is essential to have an image before one, as when one is ordered to 
copy the particular red of this book. Here the word "red" alone is not 
enough. In such a case the image plus the word will function as a 
complete symbol, beyond which we would need nothing else. R~mem­
ber, however, that in many cases a private mental act, which livens up 
the symbol like the soul a body, is not necessary. Instead of imagining 
red, one could in some cases use a sample red patch. There is no 
reason for supposing that if a red image is at all essential to thinking of 
red, an imagined thing is better than a seen thing. It is a prejudice to 
suppose that one must call up images in thinking. 

One could say that in thinking one calculates with words and 
images. The calculation proceeds from one step to the other without 
any one step (mental act) containing the others. And there is no mental 
act anticipating the steps actually taken. So let us do away with mental 
acts in the description of thinking and simply talk of the calculus. 
Thinking is not something that accompanies talking; it may just be the 
talking. Some people have the idea that in a language, words follow 
the order of thinking. Does this mean that there is a separate process 
going alongside the words? 

Compare the two questions, "Did you mean what you said?," to 
which the answer is Yes, or: No, and "What did you mean?", to 
which the answer is another expression. Thus, in these two questions 
we have two uses of "mean''. Now what is it to mean what one says? 
All sorts of things may justify your saying you mean what you say, 
but none of these needs to be a mental process accompanying the 
words. 

In which cases would you say you are thinking while reading? It 
might be when you are having images, or it might be when you are 
able to write afterwards what you have read, regardless of having 
images. Understanding the sentences read may be a number of things, 
such as being attentive, remembering, or looking at a bit of paper of 
the required color when asked to copy a shade of red. We must not 
confuse the personal experience of remembering with a hypothetical 
act of mentally recording, supposedly done when you remember what 
you have read. The difficulties arising when we think about thinking, 
wishing, etc. have one main source, the tendency to find one process 
corresponding to the words "wishing" and "thinking" occurring in 
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the expression of wishes and thoughts, comparable to the physical ac­
tivity corresponding to the word "writes" in "He writes letters 
often". What we call wishing is not one activity hidden in all cases of 
wishing. It is not one process, like writing and speaking, and ques­
tions arise about wishing which are not present with the sentence ''He 
writes ... " What is it, for example, to wish that Smith would tum 
up? Can one wish throughout a certain time? The word "intention" 
presents the same obscurity. 

In some cases it is nonsense to ask "Are you sure you wish it?", 
but there is a hypothetical use of the word "wish" in which it makes 
sense to ask "Are you sure?" In a case where one was not certain 
whether one wished, one way to go about finding out would be to ask 
what sort of thing confirms "I did not wish that''. Flipping a coin can 
determine what you wished, and past experience may have taught you 
that an apple is what satisfies your hunger. By such means you find 
out whether the hypothesis that you wish for so-and-so is correct. 
There are of course wishes in which one has one definite feeling, 
others where there is a mixture of feelings, and others again where 
there is no definite feeling. The feelings accompanying wishing are 
very vague and coarse, not localized; or if localized, are organic. (In 
wishing for a pear, have you the same feeling as in wishing for an 
apple?) "I want water now" may be said by a person with a corre­
sponding feeling of thirst; but the words "I shall want water later" 
will probably have no such feeling corresponding to them, and the 
feeling which does correspond, granted one exists, will be hard to 

describe. 
What has been said here about the uses of the word ''wishing'' 

applies also to "meaning" and "interpreting": no one particular feel­
ing accompanies them. Nor is understanding a sentence necessarily a 
sort of following of the sentence by imagining, though it sometimes 
happens that such a process accompanies the spoken or written sen­
tence. Sometimes there is an amorphous feeing which cannot be trans­
lated into a sentence. But this is not always the case, since sometimes 
the expression of the thought is the thought. For example, sometimes 
the sentence "I expect Mr. Smith" is the expectation. Where wishing 
for a specific thing is a certain process, one can look at the process and 
see what is wished for. Here there could be no such question as "Are 
you sure that is what you wish?" 

7 As for wishing or understanding being merely the expression of the 
wish or the thought, the ordinary objection to it is that no mere sign is 
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the thought; the thought interprets the sign. Thinking is not speaking 
or reading the symbols. Such an objection is rooted in the view that 
thinking, or some process in the mind, accompanies the symbols. Now 
is this supposed process something amorphous, a state having duration 
while the sentence is said, written, or heard? Perhaps it is something 
articulate, so that understanding a sentence consists of a series of in­
terpretations, one interpretation for each word. This process would be 
translatable into a sentence, so that we could derive the sentence from 
the process or the process from the sentence. But this only adds one 
phenomenon to another. 

That pure thought is conveyed by words and is something different 
from the words is a superstition. We are simply misled if we suppose 
that a symbol must first convey something else, say a picture, and that 
when an order is given one acts by interpreting the picture. Suppose an 
order to go in a certain direction is given. Calling up an image of this 
direction, say~ 

would be an interpretation. But this interpretation is not necessary, for 
if one can make this interpretation, why not act on the words? The fact 
that in two different languages the thought expressed by a sentence is 
the same does not mean that one may go looking for the thought con­
veyed by them. Where is the thought? This question can be answered 
if "where" is interpreted. It is in some respects like the question, 
"Where is the individual's visual space?" There is no "where". It 
makes no sense to ask this. If on piercing a nerve the visual field is 
blotted out but returns wheri the piercing ceases, one could say the 
field is situated in this part if one knows what is meant by ''situated''. 
Specification of locality can be entirely different things. In a sense one 
might say the "where" of a thought is in the head, but in no important 
sense. 

Now is there a good reason to oppose the process of thinking to the 
process of speaking? We are accustomed to saying we are having dif­
ficulty in expressing thought. What happens in this situation? Some­
times we have an image, but we may do many different things, e.g., 
make a gesture until the word comes. Likewise, there are lots of dif­
ferent processes we call "looking in our memory". The latter phrase 
is a simile taken from ''looking in a room''. Obviously looking in a 
room is different from looking in memory. There is a possibility of 
covering the area in the case of the former so that if what is sought is 
there one will find it. Also, we can say of looking in a room that the 
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thing sought is either there or not. But this cannot be said of memory. 
Looking in memory is comparable to depending on a mechanism 
which either does or does not work, like pushing a row of buttons, 
none of which may ring the bell. 

I repeat the point that the fact that two sentences express the same 
thought does not mean that there is a thing which is the thought, a 
gaseous being corresponding to the sentences. But we must not there­
upon conclude that the word "thought" as contrasted with "sentence" 
does not mean anything. The two words have different uses, just as 
"king" and "king piece" have different uses. And just as with the 
comma we should not say ''Here is the comma and there its mean­
ing", so it is with the word "word". It has its function-its use. 

8 To tum to a connected topic, voluntary and involuntary movement. 
What is the difference between them? Some would say it is the pres­
ence of a feeling. But a feeling may not be an accompaniment of a 
voluntary act, so this does not serve to distinguish one from the other. 
When one wills an action, what is the object of willing-the object 
one sees, or the contraction of a muscle? We must note that willing 
and wishing are entirely different. When I say I willed to raise my 
arm, I do not mean that I merely wished it very strongly and then the 
arm rose. Willing is not a thing which happens to me; it is a thing I 
do. The word "wisll" has a much wider use than ''will". The word 
''willing'' is used in connection with phenomena bound . up with our 
bodies. Thinking, by contrast with willing, is something which hap­
pens to one, not something one does. 
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9 Difficulties in philosophy constantly occur in cases where there is 
claimed to be a special state of mind for which a word stands. The fur­
th~r one ~oes ~rom states of mind to activities, say, the simpler the 
ph1~osophical difficulties become. In talking of knowing, or of remem­
~~rmg, I sh~ll ~~ere~ore be interested in the meaning of "knowing" or 

remembermg. which comes as near as possible to meaning a partic­
u~ar state of mmd or a number of states of mind. It must be empha­
sized, however, that it is not one particular state of mind that is in­
volv~d i~ knowi~g, and the same for remembering .. The activity of 
lo~kmg mto o~e s memory for this morning's events is very peculiar. 
It 1.s clearly different from remembering last night's events. Aristotle 
cl~1med that when we think of the future we look up, and when we 
th1~k of the past, we look down. And it may quite well be that remem­
ben?g consists in part in .the P<_>S~tion of one's muscles, or a feeling in 
ones neck. (Compare with Wllham James' observation that' "we are 
sad because we weep'', that weeping is not an inessential accompani­
ment of an amorphous state.) What happens when I remember my 
toothache? P~rhaps what happens is only that I say I remember it, 
thou~h there is usually some sort of accompaniment. 
. ~1ffere~t sorts of me~ories are to be distinguished. One kind passes 
m tlme, cmematograph1cally. Another is like an image given all at 
once, but afar off. And we must not fail to take account of the kind of 
memory which consists in remembering a poem or tune rather than 
some event of the past. In these cases "to remember it" means "to be 
able t~ reproduce it". In remembering a poem we do not first visualize 
the pr:inted ~oe~ and then say it. We simply start off saying it, and the 
puzzhng thmg is the lack of any transition. If I am prepared to sing 

THE YELLOW BOOK (SELECTED PARTS) 57 

''God Save the King,'' certainly all of the words do not pass through 
my head before I begin to sing, and at most only a fraction of them. 
But then what is the difference between being willing to sing "God 
Save the King" and being willing to sing "Deutschland, Deutschland 
ilber Alles"? The difference could be (l) that when asked, "Are you 
willing to sing 'Deutschland, ... '?" you reply Yes, (2) that you 
will to do it, (3) that you sing it. 

Like thinking, wishing, remembering, etc .. being willing to do a 
certain action A is often thought to be a particular state of mind. And 
the same sort of questions arise: What has being willing to do A to do 
with A? What is the connection between the state of mind and the ac­
tion? Is it an empirical one? In being willing to sing "A" you must 
know what you are willing to do inasmuch as there is no further evi­
dence such as ''This state of mind is often followed by 'A' ' ' . Suppose 
we use the words "being willing" in a derivative sense to mean acer­
tain state of the muscles. When one is willing in this sense to sing 
''A,'' what one is willing to do is a matter of experience: for this can 
be detennined by experiment. Being willing and what one is willing to 
do are connected empirically. But in the ordinary sense, willingness 
and what one is willing to do are not so connected. If they were, it 
would make sense to ask "How do you know you are willing to do 

A?" 
If "being willing" is to be considered a state of consciousness, and 

if you want it not to make sense to ask "Are you sure you are willing 
to sing 'A' ?'', then knowing that you are willing must consist in some­
how reading off from your willingness what you are willing to do. If 
there is any transition between willingness and what you are willing to 
do it would seem to be just this reading off from your willingness. Yet 
when we look at what happens when we are willing to do an act, a 
connecting link between being willing to do it and doing it seems to be 
lacking. This absence of transition is puzzling. We feel that because a 
link is lacking we are behaving like an automaton. By contrast, of a 
living being who says he is willing we have the idea that the distin­
guishing characteristic is that he makes up his mind to sing ·'A'', 
remembers "A", and then sings it. The picture we have of being 
willing to do a thing is one in which making up our minds is one defi­
nite action. Will we allow such an act to be empirically connected 
with what happens? No. What we want is an action in which what we 
are going to do is already performed. That is, willingness should con­
tain the action-being willing to sing aloud should be like singing to 
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oneself. Here there is still a transition to be made from silence to sing­
ing aloud. Shouldn't ''A' ' already be there? But note that if ''A'' must 
be present in one's being willing to sing "A" and singing it, it must 
also be present in being willing to sing "A" and not singing it. Simi­
larly, in wishing or believing something to be a fact, we want the fact 
to be there as a sort of shadow. Between being willing to sing ' 'A'' 
and singing it we want a shadowy transition, effected by singing to 
oneself, or by making up one's mind to sing it, or by remembering it. 
And between the question "Are you willing to sing 'A'?" and the an­
swer we also want an intermediary. Here understanding is the shadow. 
Seemingly what we always want is that in the willingness what one is 
willing to do is already done, and similarly for a wish and what is 
wished for. 

"Preparing to do so-and-so" is precisely similar to "being will­
ing," "wishing," etc. About this expression the same puzzle can be 
produced as in the case of the latter. My method is to take a parallel 
case where one is not initially puzzled and get the same puzzle about it 
as in cases where one is always puzzled. Preparing to do so-and-so 
and what is to be done are very different. We are all willing to admit 
this. Yet we look for the thing prepared for in the preparation. But if 
the preparation is something different from what is prepared for, what 
has it to do with it? What is the relation between preparation and the 
thing prepared for? Must we know what the thing prepared for is by 
looking at the preparation? 

It is not a hypothesis that we are preparing for just this. We do not 
say we believe we are preparing to do this. If "I prepare to do this" 
meant only that I do something which past experience has shown it 
likely to be helpful, then our puzzle would disappear. But we do not 
call an action a preparation for another action merely because experi­
ence has shown the one would be useful for the other. What is wanted 
is something more. One way out of the difficulty is this: to call "prep­
aration to sing 'A' ", for example, writing down the score. Then there 
cannot be such a question as "How does one know one is preparing 
for it?" For preparing is writing down the score. If one knows what is 
now done and says "This is a preparation", the question does not 
arise. The case where there is a definition of what preparation consists 
in is a very much simplified one. The definition shows what answer 
one could get to the question "How do you know you are preparing 
for this?" 

The puzzle does not arise in the case of a man preparing a bit to put 
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on the lathe, but only where we contemplate the expression "p~para­
tion for this." Then we ask "How does he know he is prepanng for 
this?•' And if we can ask this question we can also ask ''Does he 
know?" The difficulty which makes one ask this is the same: t?at 
whatever he does in preparation is different from what he is preparing 
to do. What we would call the criterion for his knowing what he is 
preparing to sing, for example, might be his ~xplanation ~f .the words 
he uses-not doing it, but giving an explanation. And this 1s a gr~­
matical explanation. The answer given when he . is asked. to expl~1~ 
shows what the question "Does he know what he 1s prepanng to do. 
means. Similarly, the criterion for knowing what one expects, e.g., 
for knowing that I expect Skinner to come into the room, is ~n ~xpla­
nation of what is meant by ''coming into the room'' and pomt1ng to 
Skinner outside. The fallacy we are tempted to commit is thinking that 
we do not know what we expect unless what is expected already has 
happened, or that we do not know what w~ are prepa~ng to do ~nless 
what is prepared for is already done. The difficulty which stands in our 
way is that in our ordinary language a phrase, say, ''preparing for.'' is 
used both in the case where the relevant action is done and in the case 
where it is not done, e.g., when one prepares to sing "A" and sings 
it and when one prepares to sing ''A'' and does not sing it. 

'This is the whole ·-difficulty, and we can see it best in the parallel 
case of negation: Not (this table is green). How is it that I express a 
fact about this table if I say it is not green? At first it appears that the 
sentence •'This table is green'' which is prefaced by negation cannot 
have any meaning since it refers to what does not exist. Some people 
have said •'not green'' means the same as ''brown or red or blue ~r 
. . . '• because they wished to avoid negation. But one can explain · 
what "table" and "green" mean; and that is enough. It might be ob­
jected that this explanation is inadequate, that thoug~ it gets ?earer the 
correct explanation it does not quite suffice. The d1.ffic~l.ty ~s that w_e 
do not see how the word ''not'' is used: the asseruon This table is 
green'' is not part of the assertion ''This table is not green. '' To th~w 
light on this remark, let us treat of negation in a pic~re la~guage in­
stead of in a word language. That is, let us draw a picture instead of 
using the word •'not''. How are you to obey me a~~ how a~e you t? 
know what not to do when in this language I say In fencing don t 
take this position''? Suppose I proceed as follows in teaching you 
gymnastics: you copy me when I take up a certain position, and I as­
sume a different kind of position to indicate that you can do what you 
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please but not this. What I have done in this language to describe what 
~s to be done is part of the symbolism. In this language ''p'' comes in 
m two ways, as asserted, and in "not-p"; in the one case with "Do 
this'' and in the other case with ''Don't do this. '' Now where does the 
"this" appear? Only in what I actually do. It is part of the language, 
and t~at part which is a bodily sign. The connection between thinking 
what is not the case and that case is in the sign. 

10 One ?f the questions which comes up in discussion of memory is 
the following: Can I and my body be identified? It might be argued that 
''I'' is not used to refer to my body because two persons might have 
the same body. I want to say that realizing that the word "I" does not 
mean the same as "my body," i.e., that it is used differently, does not 
mean that a new entity besides the body, the ego, has been discovered. 
The argument that since I cannot be identified with my body, there 
must be something. else, gives the impression of reporting a discovery. 
All that has been discovered is that "I" is not used in the same way as 
"my body'.'· If I were to say (as I would not) that my body has 
toothac~e, instead of "I have toothache", this would merely express 
something wrongly. It would imply that there is no such thing as /, 
and would come to replacing "I" by "my body." This is like the 
mathematician's saying (rightly) that there is no such thing as number 
as an entity' and then saying wrongly that numbers are scratches on 
paper. 

Consider the idea that the ego is a scrt of collection of memories. 
Suppose a man had a peculiar memory in that when asked "What did 
you do yesterday?" he gave different replies on alternate days, on one 
day a d~s~ription of day before yesterday's events, and on the next day 
a de.scription o~ the events on the day after, alternating regularly in his 
rephes. One might say there were two people. (Of course it is a ques­
tion of terminology whether one says Dr. Jekyll and Mr. Hyde are two 
persons or one.) Suppose that suddenly both of them showed the ordi­
nary phenomenon of memory. Here we might feel tempted to say that 
one of them had left. Compare this situation with that of a person with 
normal memory who did not remember a thing about yesterday, either 
because he had slept all day or had had no occasion to remember. One 
would not feel inclined to say he had died that day. In both instances 
the more one behaves like the way one did on the other days, the more 
one would be inclined to say that it was the same person. A different 
criterion for identifying a person might be used in the imaginable case 
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of a race of people who looked pretty much like each other except for 
the color of the hair, tone of voice, and the fact that each had a dif­
ferent number of crosses on his forehead. Suppose that each person 
had a definite character with specific traits such as slowness, etc., and 
that these characters shifted about from body to body. We should be 
tempted to give the name of the person to the character rather than to 
the body which had it. In such a world where groups of traits traveled 
from body to body, any confusion over one body uttering another 
body's usual answers would be dispelled by asking what the per­
son's memories were, and thereby distinguishing between people by 

means of their memories. 
Suppose one replied to the question, "Who remembers last y~ar's 

earthquake?" with "I", pointing to the body. (Note that there is no 
hypothesis about this answer, otherwise one could say "I think it is I 
who remembers".) There is a queer mistake, hard to explain, in con­
sidering that pointing to the body when one answers ''I'' is an indirect 
way of pointing to the self. It is connected with counting obj~cts in vis­
ual space, in which we understand what we oppose our bodies to. We 
can count bodies, but how do we count selves? What do I oppose my 
self to? Since other people's names refer to bodies, what is the use of 
names for selves? We are inclined to say names for selves refer to hy­
pothetical entities connected with bodies. But this is a mistake. To 
suppose that each of you has a self like myself is like supposing every­
body has a shilling though I don't know they have. I only know that I 
myself have a shilling. Roughly speaking, the supposition of my hav­
ing a shilling is a picture; the act of supposing might be done by a 
drawing. But what is the supposition like that each of you has a self 
like myself? When one talks of selves of other people, one thinks of 
some sort of spatial relation. Let us examine the supposition that each 
of us has a shilling to see how it differs from the supposition that each 
of us has a self. Do you see that it is essential to the first supposition 
that we be able to draw a shilling? Part of the game of supposing that 
other people have a shilling is being able to make a picture. The sense 
of the word "shilling" is given by the use we make of the word, and 
part of what we do with any sentence containing the word would be 
showing a picture. How do we use a sentence? A sentence has not got 
its sense •'behind'' it; it has it in the calculus in which it is used. The 
sentence, "Each of you has a self", sounded originally like the sen­
tence, "Each of you has a shilling". But when you see how different 
the sentences are, "Each of you has a self" immediately loses some of 
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its interest. That the supposition of having a self is very different from 
that of having a shilling of course does not mean that the supposition 
that other people have selves is necessarily nonsense. It might mean 
that other people are alive. 

Suppose now that I changed my body in the course of a dream and 
that the new body replied to the question, "Who had the dre~?" 
with "I ?ad it". There would be no question whether the new body 
?~d had it, and no ~uesti?n as to who had had it. Next suppose I say 

Although I cannot 1magme other people without their bodies I could 
nevertheless imagine myself without my body''. It might ~eem as 
though there was a sort of knowing expressible by saying ''I know 
who had the ~earn'. and where he is, namely, in this body". But is it 
sense to say If I did not have a body I would still know that it was I 
w?o had th~ dream''? What would it be like to know I had a dream 
without havmg a body? If selves had no bodies, how should we make 
ourselves. understood? Of course we could imagine that voices came 
from varmus places. But what use would the word "I" have, inas­
~uch as the same voice might be heard in several places? The fact that 
it makes sense to suppose that I change my body, but that it does not 
make sense to suppose that I have a self without a body shows that 
~e ~ord ''I'' cannot he replaced by ''this body''; and ~t the same 
time it s?ows tha! "I" only has meaning with reference to a body. A 
p~all~l m chess is that although the king is not to be identified with 
this p1ec~ of wood, at the same time-one cannot talk of a pure king of 
chess which has no mark or symbol ccrresponding to it. The use of the 
word "I'.' depends on an experienced correlation between the mouth 
a~d c~rtam other parts of the body. This is clear in the case where the 
cnter1on of a person's having pain when his hand is pinched is that the 
words come out of his mouth. It was in order to show that "I" would 
have no meaning without such a ccrrelation that I tried to describe a 
case wher.e there seemed to be a use of the word "I" [viz., imagining 
oneself w1~out a body] but where closer investigation indicated there 
was not. Smee "I" and "this body", like "the king of chess" and 
"t?e .wooden piece", .cannc_t ~interchanged, it is incorrect to say that 
~nung to this body is an md1rect way of pointing to me. Pointing to 
this body and to me are again different. 

11 ~en I gave the example of having a toothache in someone else's 
tooth, it was to show that under certain circumstances one might be 
strongly tempted to do away with the simple use of "I". My idea was 

I I 
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to show that our use of this word is suggested by certain invariable ex­
periences, and that if we imagine these experiences changed, the ordi­
nary use of the word "I" breaks up and we see that the "I" notation 
is not the only notation which can be used. 

Now it is a confusion to persist in the idea that in omitting some­
thing from our language we have thereby mangled the other language, 
i.e., that certain changes in our symbolism are really omissions. Thus 
we feel that if "I" were left out, the language which remains would 
be incomplete. We think we describe phenomena incompletely if we 
leave out personal pronouns, as though we would thus omit pointing to 
something, the personality, which ''I'' in our present language points 
to. But this is not so. One symbolism is just as good as the next. The 
word "I" is one symbol among others having a practical use, and 
could be discarded wheo not necessary for practical speech. It does not 
stand out among all other words we use in practical life unless we 
begin using it as Descartes did. I have tried to convince you of just the 
opposite of Descartes' emphasis on ''I". 

Whenever we feel that our language is inadequate to describe a situ­
ation, at bottom there will be a misunderstanding of a simple sort. One 
often has the experience of trying to give an account of what one actu­
ally sees in looking about one, say, the changing sky, and cf feeling 
that there aren't enough words to describe it. One then tends to be­
come fundamentally dissatisfied with language. We are comparing the 
case with something it cannot be compared with. It is like saying of 
falling raindrops, ''Our vision is so inadequate that we cannot say how 
many raindrops we saw, though surely we did see a specific mimber". 
The fact is that it makes no sense to talk of the number cf drops we 
saw. There is similar nonsense in saying "It passed too quickly for me 
to see. It might have gone more slowly." But too quickly for what? 
Surely it did not go too quickly for you to see what you did see. What 
could be meant by "It might have gone more slowly"? 

12 It is queer that we should say what it is that is impossible, e.g., 
that the mantel piece cannot be yellow and green at the same time. In 
speaking of that which is impossible it seems as though we are c.on­
ceiving the inconceivable. When we say a thing cannot be green and 
yellow at the same time we are excluding something, but what? Were 
we to find something which we described as green and yellow we 
would immediately say this was not an excluded case. We have not 
excluded any case at all, but rather the use of an expression. And what 
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we exclude has no semblance of sense. Most of us think that there is 
nonsense which makes sense and nonsense which does not-that it is 
nonsense in a different way to say "This is green and yellow at the 
same time" from saying "Ab sur ah". But these are nonsense in the 
same sense, the only difference being in the jingle of the words. 

Rules for the use of words can exclude certain combinations and 
this in two ways: ( 1) when what is excluded is recognized as non~ense 
as soon as it is heard, (2) where operations are required to enable us to 
recognize it as nonsense. The fact that negation of a complex tautol­
ogy is a contradiction is discovered by the same means as x2 + 6x + 7 
has tw~ inte~ral roots is found to be true-by means of operations. 
We "!1.ght thmk, for example, that "S has x pairs of shoes, where 
x2 = 2 made sense because we would have a feeling that we could 
get sense out of it by solving the quadratic equation x2 = 2. The fact 
that we do not see what the result is, is one reason for thinking we 
could call the sentence a different sort of nonsense from •'tables 
chairs, shoes". The word "nonsense" is used to exclude certai~ 
things, and for different reasons. But it cannot be the case that an 
expression is excluded and yet not quite excluded-excluded because 
it stands for the impossible, and not quite excluded because in exclud­
ing it we have to think the impossible. We exclude such sentences as 
"It is both green and yellow" because we do not want to use them. Of 
course we could give these sentences sense. I said earlier that what is 
possible or impossible is an arbitrary matter. We could make it a rule 
for ex~mp~~·. that "green and ye!low can be in the same place at th; 
same time is to make sense. 

l~ We tend to think of a possibility as something in nature, some­
th1n~ we ~ able to im~gine. Roughly, when one talks of possibility, 
?ne is m~kmg use of a picture. When we say ''This is possible'', what 
is actual is a certain picture. Suppose that when I say it is possible for 
me to sing "God Save the King" I mean that I visualize the score. 
The score is the picture made use of. But someone will ask •'What is 
it ~ pi~t~re. of? Of that which doesn't exist?" There is ~ difficulty 
~h1ch ~t is important to see: How is it that when we say a certain thing 
is possible we may know that what is possible is not what is actually 
the case and yet know what the possibility is a shadow of? We are 
tempted to say of the possibility that it is potentially present. The sen­
t~nce "It is pote.ntially present" makes it seem as though we had 
given an explanation over and above our saying it is possible for us to 
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do a certain thing. But actually we have merely replaced one expres­
sion by another. Similarly, if the word "not" is explain~d by saying 
that not-p is true when p is false, all that has been done is to replace 
"not-p is true" by a different phrase. We can make a word clear by 
means of another word only insofar as we make it clear by the gram­
mar of the other word. The words "not" and "negation" are so 
related that we could replace the use of the one by the use of the other. 
The mistake we are liable to make is to think that the one word "nega­
tion'', say, describes a phenomenon to which the grammar of the other 
word is to conform. But the grammar of the one word must conform to 
the grammar of the other, not to a phenomenon. We have the idea that 
we are putting up a standard of usage in nature, but in fact we are only 
putting up a standard of usage in grammar. 

14 We cannot say of a grammatical rule that it conforms to or con­
tradicts a fact. The rules of grammar are independent of the facts we 
describe in our language. To say that a grammatical rule is independ­
ent of facts is merely to remind us of something we might forget. 
And the point of remarking it is to warn us against a peculiar misun-

derstanding. 
By means of an example where no confusion is likely to arise, ~iz:, 

the length of a rod which serves as a unit of length, we can explam m 
what way the length is arbitrary and in what way it is not arbitrary. In 
the sense that one chooses this length and not that because of practical 
considerations, the length is obviously not arbitrary. The point here of 
saying it is arbitrary is to combat one particular mi~understandi~g, 
[namely that a convention can agree or fail to agree with facts]. Phny 
said that after the number 10 the numbers repeat themselves. He 
thought that they did this because of the way they are written down, 
this latter being determined by the numerical facts. This is a mistake, 
for the numeral system is arbitrary. On Pliny's view a different nota­
tion would disagree with numerical facts because it differs from his 
system which supposedly agrees with them. The same error Pliny 
made about numbers could be translated into an error about lengths, 
viz., that after a certain point, say 12 inches, lengths repeat. 

Some sentences are propositions, and other sentences look like 
propositions and are not. Whether they are or not depends on conven­
tions. What are the conventions determining that a sentence is a propo­
sition? Sentences which themselves state conventions seem not to be 
propositions. Nevertheless we tend to think they must conform to cer-
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tain facts, in which case they would not be arbitrary. Consider a state­
ment about primary colors. Suppose that whatever is called a color is 
one of th~se six or a mixture of them. This means that in our grammar 
of colors 1t makes no sense to talk of a seventh primary color since we 
have only six primary-color words. The expression "primary color 
number seven" has no meaning. Some people would say this means 
that the grammar of "color" must conform to certain facts of nature. 
But there is no parallelism between "There is no seventh primary 
color" and "There is no 6'2" man who can be fitted with the six sizes 
of suits manufactured". It might well be asked, "Why not have a sev­
enth primary color if th~ gram.mar of 'color' is arbitrary?" The reply 
~ould .be another question: Will the new scheme come into any con­
fhct with observed laws? How could it? It is not a fact of nature that 
seven primary colors cannot be arranged on the comers of a regular 
polyhedron. What it would be reasonable to ask is whether there 
would be any use for "seventh primary color". 

Sentences which by present conventions clearly make no sense, 
e.g., that a man travels around the earth along the following route, 

v8 
can of course be given a sense. It is because whatever is said can be 
given. sense that the con.ventions adopted are called arbitrary. It might 
be objected that though It can be given sense, one part of the grammar 
must be analogous to other parts. Let us examine this demand. Sup­
pose someone said that since .our space has three dimensions we can 
therefore describe the path of a particle by the increases and decreases 
of ~re~ coordinates but not of four. He will claim that this imposes a 
restr1cti?n on. our grammar since it is of the nature of space to have 
three d1mens1ons. I would reply, "Aren't four dimensions just as 
good? The fourth variable could be darkness and light. If the particle 
gets dark~r, .the fo~rth ~ariable ha~ a lower value." Another example 
of a descnpuon bemg given sense 1s the following: S says science and 
religion are coming to agree more and more, as the fourth dimension 
makes it easy to understand how Christ came into a room without 
passing through the door. He came by the fourth dimension. S thinks 
this explanation makes the statement easier to understand. And of 
course it could be described in these terms. Suppose we take time as 
our fourth dimension, measuring the point where Christ is by a watch. 
Where He is spatially could be described by three dimensions and 
where he is between vanishing and reappearing by the fourth. Now 
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someone might object that he wants the new grammar to be analogous 
to the old. So let's have analogy so far as the formula is concerned, by 
giving the distance as v' ,r. +xi + 4 + x~. T~is of c~urse is n~t the 
only thing that could be called analogous to distanc~ with three dimen­
sions. Usually there is one analogy that psychologically appeal.s to us 
most. We can do anything we please, but we'll see that certam con­
ventions are too cumbrous to be used. Whether they are cumbrous or 
not depends upon our nature and the natural facts, e.g. , that bodies do 
not vanish in one place and appear in another. If this appeared. to hap­
pen we could say our vision failed us, but we need not say this. 

IS To return to discussion of the general notion of a proposition. 
Have we got any general notion? What would we do if we had. to 
explain what a proposition is? Propositions do not all h~ve ~omethmg 
in common, but are a family of things having overlappmg likenesses· 
We can make sub-groups of this family, e.g., hypo~es~s such. as 
"There is a window over there", and, by contrast, descriptions of im­
mediate experience such as ''I see a light patch in a dark surround­
ing", which form another group. What do I mean by a description of 
immediate experience? I have given examples, but in what sense have 
I got a general notion which would draw a line around this group? 
When asked to make groupings within this family, I gave and could 
give, only examples. Two questions arise: Have I the right to talk of 
this group without giving a general explanation? 1.n what sense ha~e I 
a general idea of this group apart from examples given? A genera~ idea 
which is not a general symbol is of no use. That i~, any ge~eral 1~ea I 
claim to have of a propesition describing immediate expenence is of 
no use unless used as a symbol. If it is taken as a picture or a hypo­
thetical brain state and not used in the symbolism it is of no interest. 
My procedure is to look at the use made of th~ idea, proposi!ion 
describing immediate experience. The use of the idea was explamed 
by examples. These examples are not a clumsy way of describi?g it. I 
do an analogous thing in answer to the question ''What is your idea of 
a formula?'' I describe what I mean by a formula by writing down 
formulae. The word "formula", and formulae, are given, and nothing 
else is exhibited. When you say you understand the word "formula." I 
can charge you with not understanding me if what you do contradicts 

my explanation. 
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The word ''proposition'' is explained in the way ''game'' and 
"sense" are, by grouping examples. The examples give a clear 
enough idea. A person who has drawn the line by a definition might be 
held to have a clearer idea. And if you like you can give a definition; 
but as a usual thing one does not. 
. It has seemed that although we could not say what a proposition is 
m terms of a general definition, we could use a general idea, which we 
had, in a calculus. Frege and Russell made up a calculus which looked 
to be the calculus underlying the correct use of language. Logicians 
~em to have given a clear-cut definition, whereas I have explained the 
idea of a proposition only by giving examples. How does what I have 
done compare with the clear-cut idea which logicians talk about? The 
logical calculus is clear-cut enough, but it is not fundamental and it is 
not very applicable. For a definition would apply to some things fairly 
well and to others less and less well. 

16 The notation "(x)fx" of Russell's calculus, meaning ''for all 
things so-and-so is the case'', needs to be examined in each instance 
for sense. It was originally taken to symbolize statements of ordinary 
language such as "All men are mortal" and "All men here wear grey 
ftannels''. Then it was extended to talk of "all numbers in the series 
of cardinals'', ''all points of this surface'', where very different gram­
mars apply. The grammars of generality, and of negation, are ambigu­
ous in an incredible way. Suppose I translate ''This square is white'' 
as "All points of this square are white". According to Russell, this 
would come to the same as saying ''There isn't a thing which is a 
point in this square and is not white". And "This square is not en­
tirely white" would come to "There is at least one point which is 
nonwhite''. Now what is it like for one point to be nonwhite? We 
might give it a sense. But when we translate ''This square is white'' 
into "All points are white" we cannot without further conventions 
give sense to "One point is nonwhite". To see the difference among 
grammars, ask yourself how you would verify such propositions as 
''All points are white'' and ''In all the circles in the square there is a 
black point in the middle". In the case of both "(x)fx" and "(3x)fx" 
Russell takes the ''x'' inside the bracket to stand for a thing. What 
sense does it make to say ''There is a thing which is a black point and 
which is in the square"? Russell says "I met a man" = "I met a thing 
which is a man", and "All men wear grey flannels" means "All 
things that are men wear grey flannels'', or alternatively, ''There is no 

I I 
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thing which is a man and does not wear grey flannels''. Can one talk 
of a thing which is a man? And are we to go through all the things to 
determine that there is no thing which is a man and does not wear grey 
flannels? The • 'x'' inside the bracket stands for men, not things. 

Like •'all'•, negation also has different grammars. It has been. ~sked 
whether the negation of a proposition comes to the same as a disjunc­
tion of propositions. In certain cases it does, e.g., "This has ~ne of 
the primary colors, but not red", which me~ns ''~h~s is. white or 
yellow or green or blue or black". But there IS no dISjuncuon corre­
sponding to •'Smith is not in this room''. The ''and so on'' of the ~~~­
posed translation into ''Smith is there or there or . . . and so on is 

not a disjunction. 

17 It is in a sense arbitrary what is called possible and what is not 
called possible. We say that though no man sits in this chair ~o~ebod.y 
could. This means roughly, ''The sentence 'Somebody sits m this 
chair• makes sense", that is, there is a logical possibility of someone 
sitting in it. It is theoretically possible, i.e., possible in a. the~ry. for 
some hydrogen to have six times the normal valency'. This might. be 
possible in certain theories but impractical. Some .theones are pract~cal 
and some impractical. Impractical systems are rejected, and the. rej~c­
tion is treated as thoygh what is rejected is something false. Rejection 
of a grammatical system is like the rejection of a standard of length. 
[and acceptance of a grammar, a symbolism'. is like acceptance of .a 
standard of length.] Consider another comparison: that every proposi­
tion is a picture of reality. Here, in the comparison with pictures, we 
have an extension of the use of the word ''picture'' that we are ve~ 
much inclined to accept. Such extensions may be very valuable . m 
showing transitions between examples, for the ~xamples f~rm a family 
looking different at the outskirts. What the family looks hke, e.g .• the 
family of plants, will depend on what we take as a ~tandard. 

The fallacy we want to avoid is this: when we reject some ~orm of 
symbolism we are inclined to look at it as though we had rejected a 
propositio~ as false. It is wrong to treat the rej~c.tion .~f a uni~ ~f 
measure as though it were rejection of the propos1uon The cha.ir is 
three feet high rather than two''. This confusion pe~ades ~II of philos­
ophy. It is the same confusion that considers a philosoph1~al problem 
as though such a problem concerned a fact of the world instead of a 

matter of expression. . . 
I have indicated that there is a difference between rejecting a by-
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pothesis a~ false and rejecting a symbolism a~ impractical. But there 
are transitions from one to the other. Suppose that a planet which ac­
cording to a certain hypothesis describes an ellipse does in fact not do 
so. We should then say that there must be another planet, unseen act­
ing on it. It is arbitrary whether we say our laws of orbit are right: that 
we merely do not see the planet acting on it, or that they are wrong. 
Here we have a transition between a hypothesis and a grammatical 
rule. If we say that whatever observations we make there is a planet 
nearby, we are laying this down as a rule of grammar; it describes no 
experience. We may then be forced to make a queer alteration. We 
would have to model everything else to account for it. (Consider the 
chan~es required by acc~pting the hypothesis that there is a hippopota­
mus m the room.) [To illustrate the different roles of proposition and 
rule of grammar], suppose the standard of a foot length was a rod in 
my room, and suppose the Greenwich rod agreed exactly with this 
rod. To say "The .~reenwich rod is as a matter of fact a foot long" is 
to assert a propos1t1on, whereas at present it does not make sense to 
say this. It is a definition. 

We can draw the distinction between hypothesis and grammatical 
rule by means of the words "true" and "false" on the one hand, and 
"~ctical" a?d "impractical" on the other. We do not speak of prop­
ositions as bemg practical or impractical. The words "practical" and 
"impractical" characterize rules. A rule is not true or f~lse. But now 
with h~p?theses we use both pairs of words. One person says a hy­
pothesis is wrong (when he is ~nwilling to remodel other things), 
another that it is impractical (acknowledging that he could remodel 
other things). Deciding whether a sentence is used as a hypothesis or 
as a grammatical rule is like deciding whether a game is chess, or a 
variety of chess distinguished by a new rule entering at a certain stage 
of ~e game: Un~il we get to that stage, there is no way of telling 
which game is bemg played by looking at the game. 

Suppose someone had learned mechanics in such a way that all 
calculations were done with the three laws of motion and d'Alembert's 
law. Suppose he transformed these laws and found the law of transfor­
mation of energy. Here we may ask: Has he discovered a new bit of 
mechani~s or a new bit of mathematics? Given a description of phe­
nomena m accordance with Newtonian laws, another description will 
not be called a discovery in mechanics if it is impractical. But it might 
be a new mathematics. He has made a new game. 

There are cases where we would decline to call something a new bit 
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of mechanics. Consider Hertz's mechanics, which substitutes for the 
three laws of Newton a single law: a form of the law of inertia, viz., 
that a system of material points either is in a state of rest or moves 
with a uniform velocity along a straightest line (the latter being already 
defined). Suppose now that someone built up a mechanics from the 
three laws. We might say, "This is no new mechanics-it is built on 
Hertz's". But it is a new bit of mathematics. A new bit of mathemat­
ics and a new bit of mechanics are not to be confused. To confuse 
them is to treat mathematics as it is treated in present foundations of 
mathematics-as though it can be reduced and reduced, and not as 
though it were something new. We cannot reduce mathematics; we 
can only make a new one. The size of a proof can be reduced, but not 
the body of mathematics. The same point can be made about chess. 
Suppose chess is defined by the way we move pieces, and that a new 
way of producing a certain move is discovered. This is not to reduce 
the old game; it is to make a new game. 

To show what we do in philosophy, I compare playing a game with 
rules and just playing about, or playing in a way that is a transition be­
tween the two. What we are looking at is the use of language as com­
pared to a game played according to rules. It is useful to exhibit the 
two extreme cases, the use of a sentence as a hypothesis and as a 
grammatical rule. 

18 The laws of logic, e.g., excluded middle and contradiction, are 
arbitrary. This statement is a bit repulsive but nevertheless true. In dis­
cussing the foundations of mathematics the fact that these laws are ar­
bitrary is important, for in mathematics contradiction is a bugbear. A 
contradiction is a proposition of the form p and not-p. To forbid its oc­
currence is to adopt one system of expression, which may recommend 
itself highly. This does not mean that we cannot use a contradiction. 
In fact it is used, for example, in the statement "I like it and don't like 
it''. To the objection that "contradiction" is not used to apply to such 
a case, that "I do" is not contradicted by "I don't", I admit this is 
true if we take our system as primary. If we say a thing can't at the 
same time be both red and not-red, we mean that in our system we 
have not given this any meaning. An adopted system of expression is 
like an adopted measuring rod. Now in describing the application of a 
rod in certain cases we leave open the way it is to be used in analo­
gous cases. We might mean by the real length of a body that length 
which a measuring rod made of iron will show when it is the same 
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temperature as the body. Or we could call the real length all the dif­
ferent readings at various temperatures. The objection that "l like it 
and don't like it" is not a case to which "contradiction" applies is 
paralleled by the objection that a measuring rod is useless unless it is 
rigid. But in some cases we might want elasticity. And a contradictory 
order, of which it might be said that it is not an order at all, could be 
used to produce uncertainty. Why not have a mathematics full of con­
tradictions? We do often use a double negation, --p, to mean -p. A 
person who says we do not mean it in this way is saying there are dif­
ferent kinds of double negation. This is to treat double negation as a 
fact of nature which in one case gives negation and in another case 
does not. The law of contradiction can, but need not, be used as a law 
of our expression. Contradiction can be dealt with in mathematics ei­
ther as something forbidden or as something allowed. 2 + 2 =4 and 
2 +2 =5 together might be useless but not false. Together they would 
give a new mathematics. 

l want to comment further on the rejection of ''l like it and don't 
like it" as being a contradiction, the objection being that if we do use 
it we cannot do so in the same way as we use an ordinary noncon­
tradiction. Now what can't you do? And what is the obstacle which 
prevents you? The word "application" brings out your objection. You 
say, "We can make a system of signs using 'p and not-p'. but the 
application will be different''. But how can you talk of a system of 
signs without talking of the application, as if the application of the law 
of contradiction were independent of the law? Suppose l said my 
hands cover each other completely when l put them together in one 
way but not in the other. Then suppose l said they cover each other in 
both cases. Someone would object that "cover" is in the last case 
used in a different way. l would ask, "How do you wish to explain 
'covering', with or without reference to something that covers?" In 
saying that two hands cannot cover each other in the same way if su­
perimposed differently, has "covering" been defined independently? 

The same objection and the same questions arise in the following 
circumstance. You object that the arithmetic in which 2 +2 =5 cannot 
be applied in the same way as that in which 2 + 2 =4 can be. Has ''the 
same way" been defined? Again, suppose l said "If a man is as short 
as l am he can pass through the doorway, but if he is 8 feet tall he 
could also pass through it but not in the same way''. If l can sensibly 
use the phrase "in the same way", that way must have been given me 
independently of the notion of passing through the doorway. To illus-
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trate the point with another example: suppose l project the length A on 

the line below A x 
b b 

and claim that l could also have projected it on b-b. Someone objects 
that l cannot do this in the same way. But what is the same way?. He 
has left a loophole in his expression. If my description of ~he pr~JeC­
tion did not describe the whole figure, i.e., if the way m which l 
projected A did not reach to the projected line, then. l s~ould have the 
line projected, the projection, and the way of projection. If. on th~ 
other hand in the word "way" l assumed the whole figure, then It 
could not ~ith sense be said that l could not have projected it on b-b in 
the same way. The phrase •'the way '' has to apply to both in order for 
it to make sense to say that here this way could not be taken. 

To return to the objection that "l like it and don't like it" is not 
used in the same way as a contradiction. What is it that we call the law 
of contradiction?-the fonnula, or the fonnula plus the application? If 
we mean the latter, then we cannot talk of the application as though it 
were independent of the law. The word "way" corresponds to the 
word "analogous·~. which means "something else". not the sam~ 
thing over again. We cannot wish to explain "a way" independently if 
the way is included in what is being described. If we say we cannot 
apply logic in which contradictions are allowed in the same way, wh~t 
makes this misleading is that there seems to be an obstacle. A word IS 

being used for leaving something open and at the same time ~or clos­
ing it. What seems to be assumed is that a way has been descnbed and 
that one could not get to the end of it. In fact a way has not been de­
scribed. One cannot reasonably object to not reaching the end of ~e 
way if in giving the way one gives also the end of the way. ~here is 
no sense in talking of a way if there is only one end and a d1~ferent 
end is precluded. In using the word "different" you have provided a 

loophole and precluded it. 
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Lecture I 

What we say will be easy, but to know why we say it will be very dif­
,ficult. 

I shall begin with the general idea of a proposition. First, have we 
",uch an idea at all? Most definitions of a proposition given in logic 
books, as what is true or false, or as the expression of a thought, are 
{'1tile. For we do not understand the terms of the definition. If one 
:wants to explain what a prqposition is, one thing one might do is to 
give examples, by means of which it might be said one could get the 
general idea. Now what is the criterion for someone's having a general 
.idea? For example, of a plant. If after being shown different plants, 
say a fem, a geranium, and many others, a person is asked to fetch a 
plant and he brings one that has not been shown him, say a violet, we 
say he has the general idea of plant. That is, we infer it from his be­
havior. But what is it we infer? We would be likely to answer that he 
has something in his mind, which we cannot perceive but he can. If I 
am to explain what it is to perceive my general idea when I have a 
thought of a plant, there seems to be a difficulty of introspection. I 
would be likely to say that the idea passes so quickly that I cannot 
catch it. What I do catch is something irrelevant to the general idea, 
namely, accompanying images. Or I might say the idea is uncon­
scious, that I don't actually perceive the idea when I use the word 
·'plant''. The word is used semi-automatically, so that the idea is in 
the mind in roughly the way the alphabet is when we are not repeating 
it but which we know we could repeat if required. We tend to think of 
the mind as a sort of receptacle in which things are stored. To say it is 
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in the mind in this sense is a hypothesis. "In the mind", "in the 
head'' are phrases used to denote a model, like the model a scientist 
uses to explain electricity. A model is part of the symbolism in which 
a hypothesis is stated. A hypothesis, among other things, serves to 
express expectations (here, what the man who has the idea of plant in 
his mind will do when asked to bring a plant). 

Another notion we have about a general idea is that it is a sort of 
general picture, or composite photograph, with unclear outlines. It is 
dangerous to be tempted to think this, for if you examine yourself 
when you have, say, the general idea of a plant, you will usually find 
you have no such inward visual experience, either a composite image 
or the image of a particular plant or leaf. Realizing this may make you 
say that there must be something like it, something less crude. This is 
a sign of a philosophical problem. The account of what happens in 
your mind when you hear or use a sentence in which the word "plant" 
occurs, provided you understand the sentence and do not utter it like a 
parrot, will very likely be the following: ( 1) there is some image in the 
mind, (2) on examination no image is found, (3) the general idea, if 
not an image, must be something more subtle. The queer thing is that 
this subtle thing is never found. There may be nothing at all going on 
in your mind, and still you may not talk like a parrot. 

What makes us believe that there must be such a general idea in our 
minds? First of all, because it is not enough for the general idea of 
plant that we should be acquainted with particular plants, say violets 
and roses. And we might have the idea of these without having the 
general idea of a plant at all. We think there must be something going 
on in one's mind for one to understand the word "plant". We are 
inclined to say that what we mean by one's understanding the word is 
a process in the mind. But when does this activity take place? Is it 
when the words are being heard, or immediately afterwards, or when? 
Is there something in the mind like a set of bells, so that when a word 
is heard one chimes, and when a sentence is heard several chime, one 
after the other? No, this is not the case. There is a way out of the dif­
ficulty of explaining what understanding is if we take "understanding 
a word'' to mean, roughly, being able to use it. The point of this ex­
planation is to replace ''understanding a word'' by •'being able to use 
a word", which is not so easily thought of as denoting an activity. If 
we compare the questions "When do you understand a word?" and 
"When are you able to use a word?", we tend to answer the first by 
"while, or after use", but not the second. Being able to use the word 
is not an accompaniment of the use, as understanding seems to be. 
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Actually, words in sentences are very often accompanied by some­
thing or other, images or what not. For example, when asked what 
happens when you understand the word "red" you tend to answer "a 
red image'', though you may get the image of something green. You 
do often have images, and this is one thing responsible for the notion 
that a general idea· is in your mind, and that understanding a word is 
an activity accompanying it. Also, since talking can go on without 
thinking, as when we say something while thinking of something else, 
or speak without understanding, it is natural to think of speaking and 
.understanding as two activities going on at the same time. But does it 
follow that understanding is an accompaniment of speaking? Suppose 
the order were given to say the alphabet, and that the alphabet was 
repeated in response to the order. In what way are the twenty-six let­
ters involved in what was asked of the person and in his understanding 
of the order? That they are involved is clear. But does he have to 
repeat the alphabet inwardly in understanding the order? No. If there 
were someone who knew the alphabet as we know it except that he left 
out z. or who understood by ''the alphabet'' a different ordering of the 
twenty-six letters than the usual one, we might ask whether he under­
.stood by "the alphabet" the same thing as we do, or a different thing. 
If a different thing, then this difference should come into the under­
standing. 

The word "understanding': is used in two different ways, one 
which seems to allude to processes accompanying hearing or uttering a 
word or sentence, and the other which appears to have nothing to do 
with an accompaniment but is something like being able to use the 
word or sentence. The expression "being able to" is such that our cri­
teria for its use are doing the thing, having done it, saying we can, etc. 
It may be the case that whenever one hears a word a peculiar mental 
event occurs. I do not wish to deny this. Perhaps when you hear a 
word a light flashes inside your brain or something like a bell sounds. 
But is this experience what is meant by ''understanding a word''? It is 
not, though something mental may be involved in understanding even 
though one cannot say precisely what. I am not trying to give a defini­
tion of the term "understanding". I am merely objecting to the idea 
that there must always be an experience there when we understand. 
For in great many cases in which we use the word "understand" we 
can substitute for it "knowing the use of". In others we cannot, for 
we use the word in a mixed sort of way. We are tempted, however, to 
say it is always this or always that. What gives one the right to say 
that in all cases so-and-so happens, unless it is experience? But it is 
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not experience here that makes us say there must be a mental accom­
paniment when we understand a word. 

Lecture II 

When a child is able to use a word we say he has got hold of an idea, 
that he understands the word. This may be a way of saying that his 
being able to use the word is a hypothesis, and we then give him tests 
to find out whether we can rely on his using it aright in the future. The 
hyp~thesis that he has the general idea coITesponds to the assumption 
of a hypothetical mechanism which we do not know because it is seen 
from the outside, like the works of a watch which no one has ever 
been able to open. The hands are seen to go round and we then make 
the hypothesis that they do so because there are works inside. And we 
could make a model of them. We very often think of ideas in this way. 
An idea is like a mechanism whose workings we do not know. Some­
thing mental does enter into understanding, but it does not enter in the 
way one would have expected, and it is not revealed to introspection. 

Consider the statement of someone who says he knows what a plant 
is. When he claims this, was he refeITing to anything in his mind? His 
answer is No, but that when he considered whether he did know it or 
not, there was something going on in his mind. I wish to make the 
point that the definition was not in his mind consciously when he said 
he knew what a plant is, and to assert it is unconscious is like assum­
ing a hypothetical mechanism. We look at the notion of having a gen­
eral idea in two ways which are contradictory, ( 1) as a process hap­
pening roughly before, during, or directly after the word is used, and 
(2) as something like being able to use the word. We hardly ever use 
the word "understand" for a process happening while the word is ut­
tered. In most cases it is used to mean being able to do so-and-so. 
When a man understands an order it is true that often certain pictures 
are present to his mind, though often not. If by "understand" is meant 
that such a picture is present, then the word is being used by me as it 
is practically never used. 

Lecture Ill 

The following questions are important: In what way does giving a def­
inition show that one has a general idea? Does giving it prove that cer­
tain things must happen when the word is uttered? Or does having the 
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general idea mean being able to give the definition? What is "being 
able''? Is it a disposition or is it a feeling accompanying the word? Is 
giving the definition the same as having the general idea? It has been 
held that they are different. Now is the difference that between giving 
the definition and being able to give it? If you ask me, "Are you able 
to lift this?", and I answer Yes, what does "being able to" mean? 
Suppose I try and do not succeed. Was I able to? There are two possi­
ble answers: (1) No, I was wrong, (2) Yes, I was able to, but now I 
cannot. If I answer that I was wrong, then the claim to be able to lift it 
was a hypothesis. The second answer is not a hypothesis. 

In a case where you have already whistled to yourself, whistling to 
yourself is an accepted criterion of being able to whistle aloud. Here 
being able to whistle aloud is doing something slightly different. I call 
the latter a symptom of being able to do it. Giving a definition is a 
symptom of having a general idea. 

Suppose you saw people playing with a ball and after seeing a 
hundred such games were asked to write down the rules of the game. 
It must be admitted that for ordinary games you could do this after a 
time. Now there are all sorts of intermediaries between playing games 
according to rules and just playing about. With our language it is simi­
lar; there will be cases where, after observing the use of a word, the 
rules are clear, and others where it is not. Consider the use of "able" 
in "able to lift", "able to eat~a large dinner", "able to stick boring 
company". People say these all have something in common. But the 
similarities between their uses are instead overlapping. 

Lecture IV 

The phrase "being able to" in "being able to give a definition" 
means various things, (1) a conscious state of mind, (2) a state of the 
brain, shown, for example, by operating on the skull, (3) saying you 
could produce it if asked. "Having a general idea", as a single 
phrase, tempts us to think there is one phenomenon common to all 
cases of having a general idea; but the examination of particular cases 
shows otherwise. Consider two color patches, one red and one green. 
What these colors have in common is being either red or green. This 
is not to have something in common in the same sense as, say, two ta­
bles have something in common or as a centaur and a man have 
something in common. Most 'people think something like a feeling to 
be common to all cases of having a general idea. What is the dif-
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ference between my having a general idea and my not having it? The 
difference is in my reactions·. 

The question, "Have we got a general idea of a plant?", is put 
wrongly. For it suggests that to answer it is a matter of taking a cen­
sus. The difficulty is that when we began talking about general ideas 
we became uncertain what we meant by having a general idea. Can the 
question, "What is a general idea?", be answered? 1 will not answer 
it, but 1 will say something about the use of a word. lo most cases 
where such a question is answered we usually do say something about 
usage. 1 will say this much: there are all sorts of cases in which one 
says "l have a general idea". 

Lecture V 

Let us return to the question whether we have a general idea of a prop­
osition. The difficulty with giving an account of any general idea is 
that we try to combine two contradictory aspects of it, dynamic and 
static. lo many cases we think of a thing in terms of a mechanism. The 
point of thinking of it in these terms is that from the way it looks and 
from certain tests 1 shall call static (handling, looking, etc.) and which 
are made before we test the behavior of the mechanism, we draw 
conclusions as to how it will behave. F~r example, when we have ex­
amined a screw and found, say, that its threads are not broken, we say 
we know what it is going to do if certain things are done to it. The 
way it looks or feels stands for the way it is going to behave. Yet it 
does notfollow from the way it looks that it will behave so-and-so. For 
we can imagine a fountain pen, for example, which looks like mine 
and yet will not unscrew. We examine its screw and cap and predict 
that it will behave in such-and-such a way, but whether it will behave 
in this way is a hypothesis, a conjecture. There is no static test, i.e., 
one to which we submit a mechanism before it is put into use, which 
will enable us to know it is going to work in a certain way. This is 
always hypothetical. We may be wrong in expecting a certain behav­
ior. 

We are accustomed to think of things in terms of a very few definite 
possibilities. 1f two cylinders are such that one is smaller than the 
other, we say that one will turn inside the other. lf it does not, we say 
something must be stopping it. lt might be very puzzling why it does 
not tum, and we might say there must be a cause for its not turning. 
But what more does this mean than that in some circumstances it will 
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turn and in others not. To say it will turn if nothing is wrong means 
nothing. Can't 1 assume that it does not turn? We do not have here a 
case of one thing following logically from another. lt is a conjecture. 

When we see a diagram of a wheel connected with a piston rod we 
have one idea of how it will behave. We do not assume that the wheel 
is made of dough or will suddenly become elliptical. Yet how do we 
know that these things will not happen? Suppose we reply that we as­
sume the wheel remains rigid. What do we mean by its being rigid? ls 
it merely that it will behave in the assumed way, or is it something 
else? At first sight it seems as if there is one static test from which it 
follows that the behavior of the wheel and piston will be such-and­
such. But now we find we are assuming rigidity, for which we have to 
give tests. There are static tests, such as trying to bend the thing. But 
from these tests it does notfollow that it is rigid. lt is a conjecture, but 
one which we always make; for we are accustomed to a certain mecha­
nism corresponding to certain behavior. We cannot say that what we 
conjecture must happen if the body is rigid, since rigidity itself is 
something established by empirical tests. lf our conclusions from tests 
were not conjectures, then "This is rigid" would have to contain the 
fact that the thing will do so-and-so. That is, what the thing is is the 
class of things it does. 

Now for the application of these considerations to the notion of a 
general idea as a mechanism, which we tend to think of as static and at 
the same time conditioning what will happen. Our notion of it is of a 
mechanism from the existence of which it follows that we will use a 
general word in this way or that way. We have the wrong idea that the 
use of a word is like pulling a thread from a bobbin: it is all there and 
needs only to be unwound. Thus we talk about some uses of a word as 
being in accordance with the general idea and certain other uses not. lf 
you ask me, "ls this a plant?", "ls that a plant?", and 1 answer Yes, 
or No, these answers show what my general idea is. But 1 do not have 
all these answers in my mind when 1 say 1 have an idea of a plant. 
Thus the general idea is looked on as something static, a disposition in 
the mind, to be tested by whether the answers to the question, "ls this 
a· plant?", are in accordance with it. 

What agrees or disagrees with the idea seems in some queer way to 
be contained in it, to follow from it. What agrees or disagrees seems 
to be compelled by the idea. 1 wish to show that we confuse two dif­
ferent things, a law of nature and a rule which we ourselves lay down. 
The statement that a mechanism made of iron will when tested in a 
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certain way behave so-and-so is a law of nature. The statement that 
moving a line in the diagram of the mechanism alters the angle is a 
statement of geometry, not physics. The result of moving the line is in 
accordance with rules we have laid down. These rules are rules of our 
symbolism. Suppose that the lengths of bodies in this room were as a 
matter of fact multiples of the length of the arm. If we wanted to fix a 
unit for our measurement, it would be natural to choose the arm as the 
unit. But this is merely convenient; we are not compelled to do this. A 
philosopher would mix up the natural fact that bodies are multiples of 
the length of an arm with the fact that the arm is taken as the unit of 
measurement, which is a convention. They are utterly different, 
though intimately connected. One is a fact of experience, the other a 
rule of symbolism. The rule we lay down is the one most strongly sug­
gested by the facts of experience. Geometry and arithmetic consist of 
nothing but rules of symbolism comparable to the rule which lays 
down the unit of length. Their relation to reality is that certain facts 
make certain geometries and arithmetics practical. If every time we 
counted 40 plus 20 we got 61, then our arithmetic would be awkward. 
We could make up an arithmetic in which this was true, and this is not 
to say that 61 is the same as 60. A rule is chosen because things have 
always been observed to behave in a certain way. 

Suppose I gave you a sample, saying "This is green", and asked 
you to bring me something green. If you brought me something yellow 
and I said it did not agree with my idea of green, am I describing a 
fact of nature? No. To say that something yellow disagrees with the 
green sample is to give a rule about agreement. That yellow disagrees 
with green does not follow from anything in the nature of green or 
yellow. I could instead say that what disagrees with green is some­
thing that looks nasty with green, and yellow might be said to agree 
with green. If something is said to agree or disagree with an idea or 
thought, we do not find it agreeing or disagreeing. What are called 
agreement and disagreement is something laid down as a rule. And the 
rule is either useful or not. That a green or yellow agrees with the 
green sample is part of the geometry, not part of the dynamics, of 
green; that is, it is part of the grammar of "green", not a natural law. 

Lecture VI 

One of the chief difficulties we have with the notion of a general idea 
or with understanding a word is that we want it to be something 
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present at some definite time, say when the word is understood, and 
the idea we have is supposed to have consequences and to act as time 
goes on. For example, the idea of a plant is supposed to enable me to 
identify something as a plant, bring a plant when ordered to, define 
''plant'', etc.; and these phenomena are taken to agree or disagree 
with the idea. If by ''general idea'' we mean the cause of agreement 
and disagreement, there would be no difficulty, for then the idea 
would be an existent thing like an acid to which there is a reaction of 
some sort. But we do not want the relation between the idea and a 
phenomenon which agrees or disagrees with it to be a mere causal 
one. The agreement we want is not experiential at all. It is not a ques­
tion of experience whether a thing will agree with our general idea, as 
it is with a mechanism about which we cannot predict with certainty. 
If we take the idea to be a natural phenomenon which can do such 
things as enable us to apply a general word or give a definition of it, 
our investigation of it is psychological. We are in the realm of hypoth­
eses, about effects and causes, and not in the realm of the "must". 
But we are wrong to take the investigation of the general idea to be an 
investigation of the causes and effects of a natural phenomenon. We 
are mixing up two different things, a process which happens in our 
minds or brains, whose causes and effects can be studied by 
psychological methods as in other sciences, and certain rules which we 
lay down. To illustrate: Suppose someone is given the order, "Bring 
me something of this color'', and I show him a blue sample. What 
agrees with it? There are different kinds of agreement, e.g., what 
matches, what contrasts pleasantly. The order might be obeyed by 
bringing any blue object, or by bringing something exactly similar, or 
by bringing something that looks well with the sample. We expect 
every idea to have tentacles or affinities, so that it predetermines what 
will satisfy it. 

Why is it that the idea seems to be satisfied by some things and not 
by others? It is not a matter of experience that something satisfies it. In 
a way it must be satisfied beforehand. There is of course a sense in 
which experience enters. For example, if a piece of cloth is laid next 
to the sample and is seen to have the same color, we might say it is an 
experiment showing that the two are the same. But that this color is 
the same as the color of the sample is not shown by experiment. 
Whether it agrees or not is determined a priori. It is a priori that if 
you bring something blue, it will agree; this is not something you 
predict. Though this sounds like a prophecy, I know with certainty 
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that the colors agree because I laid down a rule beforehand about what 
would be called agreement-about the use of the word ''agreement''. 
That they will agree is not known better after I juxtapose the two than 
before. 

The question whether a man knows what he wishes is like the ques­
tion whether one knows what will agree with a sample. When he does 
not know what he wishes, then what happens to satisfy his wish is a 
matter of experience. Here the fact that such-and-such satisfies his 
wish is not known beforehand; it is a hypothesis. Similarly, to say that 
the piece of cloth agrees with the sample is an experiential proposi­
tion, for it says nothing more than that it is blue. This I can know only 
by making a test. But to say that this color agrees with the color of the 
sample is a rule to the effect that this is what I call ''blue''. It is a rule 
about the use of a symbol. I could have made all sorts of rules, for ex­
ample, that middle Con a piano agrees with blue. Then the blue patch 
is no longer a sample, but a word, or like a word. To say that it agrees 
with middle C would be a definition. If "agreement with an idea" 
does not mean a natural phenomenon, then propositions asserting such 
agreements are rules. And the rules do not follow from the idea. They 
are not got by analysis of the idea; they constitute it. They show the 
use of the word. 

What idea do we have of the king of chess, and what is its relation 
to the rules of chess? The chess player has an idea of what the king 
will do. But what the king can do is laid down by the rules. Do these 
rules follow from the idea? Can I deduce the rules once I get hold of 
the idea in the chess player's mind? No. The rules are not something 
contained in the idea and got by analyzing it. They constitute it. I can 
give all the .rules of chess in the form of a diagram illustrating the 
moves of the different pieces. Everything a piece does can be deduced 
from this, and an illegal move will disagree with this. The rules con­
stitute the ''freedom'' of the pieces. 

It seems at first sight that the rules for the use of a symbol are 
deducible from the idea connected with it. The idea always seems to 
be something containing its whole use, the use being something al­
ready there which we find by analysis. But the idea connected with the 
symbol is only another symbol. The rules are rules for the use of that 
symbol. The idea and the rules stand in the relation of a symbol and 
the rules for its use. So far as the idea is a static mechanism, what 
follows from it is hypothetical, and so far as it is not, what follows is 
a priori. We can say a priori only what we ourselves have laid down. 
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The following case seems to contradict the claim that the use of a 
1 word does not follow from the idea: by an example, i.e., by an osten­

sive definition, we are able to give a person an idea of red, say. We 
show him the meaning of the word "red". If we can give the meaning 
by ostensive definition, then the correct use will follow from its mean­
ing and not from the rules. The correct use of the word "red" is 
thought of as a consequence of its meaning, which is given in one act, 
all at once. And this is inconsistent with my saying that the rules con­
stitute the idea and do not follow from it. However, note that the use 
of the word is not actually fixed by giving someone, by ostensive defi­
nition, what is supposedly the meaning. For he may now use "red" 
when he sees a square. 

Lecture VII 

We have been puzzled by the notion that when we understand a word 
the idea we have makes us use the word in a particular way. It is as if 
the idea contains the use, which is then spread out in time. I tried to 
trace this notion to that of a mechanism. Now what a mechanism does 
does not follow from what it is in any important sense. What it will do 
can only be conjectured from what it is, unless we already include in 
what it is what it does. Before we realize that we can only hypotheti­
cally infer what a mechanism .does from what it is, we tend to compare 
an idea with a mechanism. This notion must be discarded. Those prop­
ositions which seem to be analogous to experiential propositions about 
mechanisms, for example, that such-and-such an action or use will 
"agree with" or "follow from" an idea, are not really analogous, 
since they are rules. And this is why they have the appearance of cer­
tainty which the analogous propositions about mechanisms do not 
have. These then are not experiential propositions as to how the idea 
will behave when confronted by so-and-so, for this is conjecture. The 

' a priori statements about agreement of something with an idea are 
' misleadingly put in the form that the thing will agree with the idea, as 

though it were a question of time. But time does not enter in. One 
might as well say that 2 plus 2 made 4 yesterday or would a thousand 
years hence. 

What we are apt to confuse is the idea as a state of mind occurring 
at a particular time and the use we make of that idea. The reason for 
the notion that the idea as static-as something before the mind's 
eye-has its uses contained in it and needs only to be spread out in 
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time for its uses to be revealed is this: that in the case of many ideas 
there is one preeminent use. Consider a rudimentary case: a green 
i~age taken as the idea of the color green, and used as a sample. (A 
piece of paper could be used as a sample just as well as an image.) In 
a vast number of cases we are inclined to think that a particular idea 
can o?ly ~ used in a p~rticular way. The use of a sample green image 
or object is most often m comparing and copying it. This is the main 
u~e, but obviou~ly not the only use. There are even many different 
kinds o~ compan.ng and copying. There is rough and exact copying, 
comparison of this green with other greens, comparison of two colors 
by m~ans of a color wheel with respect to the amount of yellow they 
contain. Among the varieties of comparing and copying there will be 
some common or garden ones, such as the rough comparisons we 
make in ordinary life. An idea, if we mean something static, is a 
means of operating with language, and in all sorts of different ways, 
~though as a matter of fact it is a means which is almost always used 
m one way. As ~oon as we see that this use is only one of lots of uses, 
we see that the idea plays the role of a symbol. 
~s another example, consider the idea of a circle. In general the cri­

t~1on of wheth~r one has this idea is being able to draw or copy a 
c1r~le .. By copy.mg everybody means roughly the same thing. But 
proJ~ting the circle so that it becomes an ellipse is also a way of 
copy1?g. In general people mean one thing by a circle and another by 
an el~1pse. But why should~ 't the idea of an ellipse be a circle having 
the diameter of the long axis? Nevertheless, that we could use a circle 
in a way analogous to an ellipse never occurs to us. Copying almost 
alway~ means the same thing. One use is preeminent, just as the sign 
~is always used to indicate that one is to go forward, not back­
ward. Even in the case of a savage tribe whose language we did not 
know, we should assume (rightly) that an arrow pointing forward 
always meant going forward. If I pointed in this way~ 

it would be interpreted to mean "Forward, then to the right, then 
forward again", and not as an order to turn round or go backwards. 
Similarly, if I showed a person a red sample and asked him to bring 
me somethi.ng red, .he would do so. But he need not. He might bring 
me something having the complementary color, though this is not 
usual. One use is not more direct than another--only more usual. We 
are extraordinarily affected by the way in which we do in fact react to 
a sign. The result is that certain ideas stand to us for certain uses 
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because that is how we usually apply them. We therefore think that 
those ideas have that most usual use in them, though they could per­
fectly well be imagined to have another use. 

Let us consider the word ''understand'', about which questions arise 
similar to those about having a general idea. When a person is given 
an order and says he understands, suppose we say that what he means 
by understanding is something going on roughly at the time of the 
order. Having understood is said to make him able to carry out the 
order. Understanding seems to be a state of mind having certain ac­
tions as consequences. Certain actions will seem to be in accordance 
with it and certain others in discordance with it. Understanding, i.e., 
getting hold of an idea, can be looked at in two different ways, ( 1) as 
being a state of mind or mental process, (2) as the use made of the 
idea. Note that whatever the state of mind is, it does not necessarily 
agree or disagree with any action done. Suppose you said "Bring me a 
chair", and my understanding the order meant having an image of a 
chair. In such a case I usually do bring a chair-I don't go on to paint 
it or break it or do anything else. But must the action of bringing a 
chair agree with my visual image of a chair or even of myself bringing 
a chair? Cannot the two be compared in totally different ways? In tak­
ing understanding an order to be a state of mind which is had at the 
time of understanding it, it does not follow that you must make just 
that use of the idea which y6u generally do make. And if what you 
will do on understanding it is not to be merely a conjecture, you must 
lay down what will agree or disagree with your idea. 

The straightforward answer to the question whether having an idea 
makes us do certain things, whether it contains in itself its own uses, 
is that it does not. To say why we asked such a question at all, or 
thought that there was a problem, I reminded you of our tendency to 
look on an idea as a mechanism, especially in cases where we are 
inclined to think of the one use the idea usually has. 

The question has been raised as to what a convention is. It is one of 
two things, a rule or a training. A convention is established by saying 
something in words, for example, "Whenever I clap my hands once 
please go to the door, and if twice, please go away from the door". If 
by a convention is meant something laid down by a sign, does this 
mean that one could lay down another rule? By a convention I mean 
that the use of a sign is in accordance with language habits or training. 
There can be a chain of conventions at the bottom of which is a lan­
guage habit or training to react in certain ways. These latter we do not 
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usually call conventions, but rather only those which are given by 
signs. One can say these signs play the role they do because of certain 
habitual ways of acting. 

Lecture VIII 

It is felt to be a difficulty that a rule should be given in signs which do 
not themselves contain their use, so that a gap exists between a rule 
and its application. But this is not a problem but a mental cramp. Thal 
this is so appears on asking when this problem strikes one. It is never 
when we lay down the rule or apply the rule. We are only troubled 
when we look at a rule in a particularly queer way. The characteristic 
thing about all philosophical problems is that they arise in a peculiar 
way. As a way out, I can only give you examples, which if you think 
about them you will find the cramp relaxes. 

In ordinary life one is never troubled by a gap between the sign and 
its application. To relieve the mental cramp it is not enough to get rid 
of it; you must also see why you had it. The reason which I gave for 
the cramp was this: that two statements that are closely connected but 
having different meanings are confused, a statement which is a rule 
and an experiential proposition. For example, to say this book agrees 
in color with a given sample means that in fact this book has, say, the 
color blue. To say the colors agree is a rule I lay down. These two 
statements are usually expressed in almost identical words. The point 
is illustrated also in the following. Suppose it is said that A loves B, 
meaning that he has certain feelings fdr B, but that when B's life is 
endangered and A could have saved him, he did not. We say "This 
cannot have been love''. Has the statement ''A loves B'' been contra­
dicted by A 's not saving his life? No. It is not a contradiction to say A 
had the feeling for B but did not save him. It is only a conjecture that 
whenever A has a certain feeling he will do so-and-so in the future. 
But it is quite another thing to say I am not going to call this love if A 
did not save B when he could have done so. "If A had loved B he 
would have saved him'' is not an experiential statement at all, but a 
definition or explication of what I call love. If as a matter of fact acer­
tain feeling almost always goes together with a certain behavior, we 
are inclined to use feeling and behavior alternatively as criteria for 
love. This is all right so long as we do not get into a situation in which 
we have to distinguish between what we mean by love: a feeling, or 
behavior. These are different criteria. The same verbal expression, 
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' "This is not love, because he does not behave as if it were" can stand 
for a rule, viz., "I do not call this Jove because ... ", or my saying 
it can mean that I do not think it is love because people do not usually 
behave as he did. The rule and the experiential statement are confused 
with each other. They of course have a definite connection, since one 
is conditioned by the other. But the confusion between them produces 
this queer mental cramp. From a distance something may look to be 
one thing, and be seen to be two on coming closer. Behavior and feel­
ing are very often found together, so that we are inclined to give both 
phenomena the name ''love'' although they .are. different ~riteria .. The 
fact that there are two entirely different criteria for havmg an idea, 
what is in the mind, and the use made of a word when we understand 
it, has an exact parallel in this example of the different criteria of lov~. 
It is difficult for us to survey usages of our words which are blurred m 
our language, and we fail to see differences that exist. . 

A disposition is thought of as something always there f~om whi~h 
behavior follows. It is analogous to the structure of a machine and Its 
behavior. There are three different statements which seem to give the 
meaning of "A loves B": ( 1) a nondispositional statement. about .a 
conscious state, i.e., feelings, (2) a statement that under certain condi­
tions A will behave in such-and-such a way, (3) a dispositional state­
ment that if some process is going on in his mind it will have the con­
sequence that he behaves in such-and-such a way. This parallels the 
description of an idea, which stands either for a mental state, a set of 
reactions, or a state of a mechanism which has as its consequences 
both the behavior and cert"~n feelings. We seem to have distinguished 
here three meanings for "A loves B", but this is not the case. ( 1), to 
the effect that A loves B when he has certain feelings, and (2), that he 
loves him when he behaves in such-and-such a way, both give mean­
ings of the word ''Jove''. But the dispositional statement .<3), re~errin~ 
to a mechanism, is not genuine. It gives no new meanmg. Disposi­
tional statements are always at bottom statements about a mechanism, 
and have· the grammar of statements about a mechanism. Language 
uses the analogy of a machine, which constantly misleads us. In an 
enormous number of cases our words have the fonn of dispositional 
statements referring to a mechanism whether there is a mechanism or 
not. In the example about love, nobody has the slightest idea what sort 
of mechanism is being referred to. The dispositional statement does 
not tell us anything about the nature of love; it is only a way we 
describe it. Of the three meanings the dispositional one is the only one 
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that is not genuine. It is actually a statement about the grammar of the 
word "love". 

Consider understanding. If someone says he understands my order 
"Fetch me a plant", we shall say "understanding" may mean (I) 
something that happens when he says he understands, (2) the whole of 
what he does in response to the order. But the statement "he under­
stands" is of the dispositional form. Although it does not refer to ma­
chinery as it seems to, what is behind the grammar of that statement is 
the picture of a mechanism set to react in certain ways. We think that 
if only we saw the machinery we should know what understanding is. 

When we try to get clear about understanding (or about wishing, 
hoping, etc.), we ask ourselves what happens when we understand. 
But we are dissatisfied with descriptions of what happens. Everything 
we bring up, such as an image, seems irrelevant. The same is true for 
wishing to eat an apple, or having an idea. Images are not part of un­
derstanding, but symptoms of understanding. Nothing we could de­
scribe of our states of mind seems to be what we mean by under­
standing a word or sentence. It is because of the form of words, ''I 
understand this'', ''I have an idea'', that we suppose the grammar of 
these words is that of describing a state, whereas it is not. "I under­
stand" is used quite differently. Nor does it mean that I am going to 
behave in a certain way, for then we have only a hypothesis. Insofar 
as I do not conjecture that I understand, i.e., insofar as I kno~ that I 
do, understanding is an experience, an occurrent state. This state does 
not guarantee any future behavior connected with it. The question, 
What is understanding?, or What is knowing how to use a word?, is 
misleading. What one can describe is the use of the words "under­
standing" and "knowing". 

The expressions ''being able to'', ''understanding how to'', 
"knowing how to go on", (for example, in a series) have practically 
the same grammars. When a person knows how to go on, given the 
series 1, 3, 7, 15, the mental states, images, etc. that occur when he 
knows this would not all be the same but would have resemblances or 
family likenesses. What happens in knowing how to go on is a vast 
number of things, all constituting a family. Although going on does 
have something to do with mental occurrences, e.g., imagining the 
next number in the series, 31, more than these are required as criteria 
for his knowing how to go on. For if he stopped after supplying one 
number we should probably not say he could go on. We must have 
certain empirical evidence. We think ourselves justified in saying he 
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, could go on if he passes certain tests, viz., if he goes on for a number 
' of places. The fact that we are justified in saying ''A understands if A 

'- does so-and-so'' shows that the italicized sentence is a grammatical 
J!Ule, just as a definition is. The same applies to "He has an idea of a 
plant". Knowing how to use the word "plant" is justification for say­
ing he has the idea. 

Lecture IX 

What is meant by being able to continue a series? Does the statement 
"He can go on" mean either "He writes down the formula" or "He 
writes down some further digits" or both of these? Or does it mean 
something more? The question asks for a criterion for one set of words 
to mean another. Whether he means by "I can go on" that he sees a 
formula might be found out by asking him. What is meant by the word 
"can" here? Perhaps he means only to distinguish between seeing the 
formula and not seeing it. Analogously, what does the doctor who ex­
amines a man's bones and muscles mean by ''He can walk"? Does 
this only mean that his bones and muscles are in such-and-such a 
state? One could say that the word "can" is used to distinguish be­
tween one state of his bones and another, if the doctor merely exam­
ines his bones to determine their condition. As far as his bones go, the 
doctor would say, he can walk. Similarly, as far as knowing the 
formula goes, he can go on with the series. It might be objected that 
this cannot be what is meant. For you can imagine a person who im­
mediately on seeing the heginning of a series wrote down the formula, 
but when asked to go on never does go on. Knowing how to go on is 
never only seeing the formula. The suggestion is that "He can go on" 
instead means the logical product of (a) seeing the formula, and (b) 
that having seen it, past experience shows that he will continue the 
series if asked or if he tries. Analogously for walking or lifting. The 
doctor who says a person can lift ten pounds does not merely mean 
that his muscles are in order, but also that experience has shown that 
when his muscles are all right he will lift ten pounds if he tries. 

The matter can be cleared up by imagining a language game exhibit­
ing the use of the word "can". Let us imagine a set of primitive con­
ditions which we can describe and survey easily. Imagine that in a 
tribe certain songs and poems are learned by heart and a person is said 
to be able to perform them if before he does so he can recapitulate 
them to himself inwardly. Before reciting publicly, he rehearses to 
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himself. The use of language in the tribe will be such that the answer 
to "Can he recite the poem?" is always that if he succeeds in rehears­
ing the poem, he can: if not, not. Or suppose that as a condition of 
reciting it, he writes it down. In general, when a person can write 
down a poem, as a rehearsal. he succeeds in reciting it. The use of 
"can" in thus based on this particular fact. Does it mean then that 
"He can recite it" has the same meaning as "He has succeeded in 
writing it, and experience has shown that this usually is followed by 
saying it"? That is, does the meaning include the conjecture? Not if 
one means, as far as this language practice goes. The language prac­
tice is based on the fact that writing a poem is usually connected with 
reciting, and would not have been established without this fact. But 
this fact does not enter into the meaning of "can'', unless one means 
by "meaning" the description of the whole practice of using the word. 
This is something which cannot be given, since any list will fail to be 
large enough to give all the uses of the word. Rehearsing a poem does 
not give the full meaning in the sense of the whole practice, which 
includes all the circumstances in which the word Jives. It is this fact 
that makes us ask whether this is all there is to it. In the tribe de­
scribed, writing the poem down distinguishes between being able to 
recite it and not being able to recite it. And if writing it is only in­
tended to distinguish between these, then I should say this is what is 
meant in the tribe by "He can recite it". It is the rule for the use of 
the word "can". . 

The word "can" is used in an infinite variety of cases. A case can 
be imagined where a person is prepared to substitute for ''He can 
walk", "I have examined everything that experience has shown to be 
connected with walking and found them present. As far as research 
goes, the leg is in a condition for walking''. Also, one could say that 
"being able to go on in a series" means knowing the fonnula, so that 
being able to go on would distinguish between knowing and not know­
ing the fonnula. But remember that this is only part of the usage of 
"being able". Also remember that although being able to go on de­
pends upon the fact that you have had a certain training which makes 
it very likely that you will be able to go on when you have the 
fonnula, the fact that experience shows that knowing the fonnula is 
usually followed by going on in the series does not enter into the 
meaning of "He can go on". 

There are many cases in which I can say that a word is used in sev­
eral senses and can give a definition. In giving a definition I am only 
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giving you a use of the word in tenns of other words whose uses you 
can take for granted, e.g .. the definition of "grandfather". If I give 
you a definition of "being able to", would it wholly describe the use I 
make of the word "can"? The uses of this word form an enormously 
large family. I could describe to you a number of games with the word 
"can" which would all come near the actual use of the word. Suppose 
I draw a curve, and ten osculating circles which come near to describ­
ing the curve. This is the way in which I describe the use of the word 
"can". I shall give you a number of usages regulated by rules which 
will osculate the actual use. There is no exact description. 

The word ''can'' in a great number of cases is used to refer to a 
state. Suppose we had a glass box with a ball in it, and that instead of 
saying "The ball is in the box" we said "The ball can be taken out of 
the box". This alludes to an activity without saying it is perfonned. 
Compare the ball in the box with a chemical which when heated gives 
off drops. When the chemical stops giving off drops we say that there 
are more drops to come and that these can be drawn from it. This dif­
fers from the case of the ball in the glass box where we had something 
we could call a state but which we could see. In the case of the chemi­
cal there is not a state which we can see when the chemical is not giv­
ing off drops. We thus have here a use of the word "can" in two dif­
ferent ways to describe a state, in the one case being more obviously a 
state than in the other. 

To take another and somewhat different case, suppose a doctor on 
examining my muscles and finding them red says they are in perfect 
health. He expresses this by saying they can contract. In this instance 
one might say he is describing a state, but one that is hypothetical. It 
is not one that can be seen, as can the color of my muscles or the ball 
in the glass box. To say that the ability to contract is a state, only it 
cannot be seen, misuses language. 

In which cases does ''can'' describe a state of affairs? We have uses 
of the word ranging from description of a state on up to cases where it 
makes no reference to a state. "He can do so-and-so" in a vast 
number of cases is used to describe a state of affairs. Sometimes it is 
used like a picture. For example, we want to say that being able to 
recite a poem is a state of our memory. Memory is a characteristic pic­
ture for the word "can". And when we are able immediately to con­
tinue a series, say 2, 4, 6, 8, without even seeing the fonnula, we also 
want to say that there must be something and it must be a state of the 
brain. 
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.It is the same w~th "general idea". It is sometimes used for some­
!11mg before o~ mmds, and then used in a series of cases where there 
~~ no ~~ch th~~g. ~at,,1 have said here applies also to words like 

good and beautiful . There is nothing identifiably in common to 
the states o~ affairs for which we use a word. There is only a number 
of ~verlappmg resemblances. Our concepts are enormous families with 
various resemblances. One of our main philosophical troubles which 
constantly recurs, is that we have such a family. We want to g~t clear 
~bout the use of a word, and so we hunt for something common to the 
mstances the word applies to, even when there is hardly anything in 
common. What does it mean to see what is common? One can see 

. ut w at 1s there m common to what is common to O and * B h · · 

many reds? Here it cannot be seen; there is actually nothing In the 
Theaetetus ~ocrates fa~I~ to ~r~uce a definition of "knowled~e" be­
cause there 1s no defimt1on g1vmg what is common to all instances of 
knowledge. Be~a~se ~e word "knowledge" is used in all sorts of 
w~ys, any de~~ltlon given will fail to apply to some cases. Similarly 
with the defimt1on of number. The method of giving a definition of a 
word and ~en ~roceeding to other instances of its application which 
ha~e very httle m common is a mistaken method. We can show links 
~h1ch some cases have with others, but that is all. Furthermore giv­
mg e~amples of usages is not a second-best method of ivin' th 
meanmg of a word. g g e 

~~ naming ~e cardinal numbers l, 2, 3, 4, 5, and saying "Now go 
on •I ha:e given one most special case of exemplification of the con­
cept cardinal number. But if you ask "What is number?" I rf th ' . , can ex-
emp 1 Y • a~ concept by cardinals, rational numbers, irrational num-
bers. This is exemplification of a kind. Would you say one knows 
what to. call a number in every case? If I had given someone cardinals 
and .~t10nals. as examples, would he call complex numbers "num­
bers · ~e m1~ht not. What have these in common that all are called 
num~rs .. obv1ously no one thing. Here we see the different roles ex­
emplification can play. To these there correspond as many different 
roles for ''all'', ''any'', and ''some''. 

Lecture X 

!f1e question ~a~ been raised how far my method is the same as what 
IS called descnpt1on of meaning by exemplification. That sounds as if I 
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had invented a method, a means of giving a meaning which isjust as 
1 Bood as definition. The point of examining the way a word is used is 
'·not at all to provide another method of giving its meaning. When we 
, ,ask on what occasions people use a word, what they say about it, what 

they are right to substitute for it, and in reply try to describe its use, 
we do so only insofar as it seems helpful in getting rid of certain philo­
sophical troubles. We seem to be asking about the natural history of 
human beings. Yet you know that in some obvious sense we are not 
interested in natural history. Nevertheless, when I say that a word is as 
a matter of fact defined in such-and-such a way, or ask whether people 
might accept a certain definition, I seem to be talking about natural 
history. But it is not natural history to invent languages of our own, as 
I have done, and lay down rules for such languages as, for example, 
the chemists of the 19th century did with the language of chemistry. 
We are interested in language only insofar as it gives us trouble. I only 
describe the actual use of a word if this is necessary to remove some 
trouble we want to get rid of. Sometimes I describe its use if you have 
forgotten it. Sometimes I have to lay down new rules because new 
rules are less liable to produce confusion or because we have perhaps 
not thought of looking at the language we have in this light. Thus we 
may make use of the facts of natural history and describe the actual 
use of a word; or I may make up a new game for the word which 
departs from its actual use, _in order to remind you of its use in our 
own language. The whole point is that I cannot tell you anything about 
the natural history of language, nor would it make any difference if I 
could. On all questions we discuss I have no opinion; and if I had, and 
it disagreed with one of your opinions, I would at once give it up for 
the sake of argument because it would be of no importance for our dis­
cussion. We constantly move in a realm where we all have the same 
opinions. All I can give you is a method; I cannot teach you any new 
truths. It is the essence of philosophy not to depend on experience, 
and this is what is meant by saying that philosophy is a priori. 

One could teach philosophy solely by asking questions. 
When we give a description of the use of a word we do so only so 

far as it seems helpful in removing certain troubles. For example, peo­
ple are troubled by the assumption that there must be something com­
mon to all uses of the word "good". They say, "There is one word; 
therefore there must be one thing common to all its uses". Every 
philosophical problem typically contains one particular word or its 
equivalent, the word "must" or "cannot". The word "must" in the 
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present case means that one is misled into supposing that because there 
is one wo~ there must be one thing in common. One can be obsessed 
by a certain language form. One can think for years about a certain 
problem and make no ~rogres~ because one never thinks of making up 
a new la~guage. ~ ph1losoph1cal trouble is an obsession, which once 
removed It seems impossible that it should ever have had power over 
us. It seems trivial. 

Th~ obsessions of philosophers vary in different ages because termi­
nolo~res varr. ~hen~ t~rminology goes some worries may pass, only 
to arise again m a sunalar terminology. Sometimes a scientific lan­
guage produces an obsession and a new language rids us of it. When 
dynamics first flourished it gave rise to certain obsessions which now 
seem obsolete. Somethina may play a predominant role in our Jan­
gua~e ~nd be suddenly .removed by 1cience, e.g., the word "earth" 
lo~t Its importance In the new Coperrilcan notation. Where the old no­
tation had given the earth a unique position, the new notation put Jots 
of ~lanets on the same level."' Any obsession arising from the unique 
posnion of something in our language ceases as soon as another lan­
guage appears which put1 that thing on a level with other things. 
When there was only one dynamics philosophers asked how they 
Co~ld redu~e everythina to one mechanism, and became obsessed. 
With the discovery of several other dynamics, the obsession disap­
peared. 

In the case of the confusion between "is" and "equals", philoso-
phers noted the use of "is" in "2 + 2 is (equals) 4" and "Th · 

d'' d e rose 1s 
re • an went on to ask whether the rose equals, or is identical with 
red, and so on. When logicians like Frege and Russell introduced th~ 
symbol "~psilon ", a difference in the uses of "is" was brought out in 
a w_ay which was not brought out between "is" and "equals" in our 
ord1~~ l~nguage. Our ordinary language is in tremendous flux, so 
that It 1~ difficult to make distinctions in it. Their notation removed the 
temptation to treat different things as identical. I invented a notation to 

"'I~ ":iigh.I be said I~al Copernicus discovered ceriain facls aboul Ihe planers 
~; I a~ II ~as Ihe discovery of Ihese facts which removed Ihe obsession aboui 
~earl an nol Ihe chan~e from Piolemy's nolalion. Bui Ihe new facls mi hi 

s~ll ~a.ve been expressed, ma complicaled way, in Ptolemy's notaiion and ~he 0 sesswn noI rem~ved. On Ihe olher hand, Ihe obsession mighI have been re­
!110ved had Coper~1cus made up a no1a1ion wiih Ihe sun as cenler, even Ihou h 11bhad n

1
o apphcat1on. Of course Copernicus did noI think abouI nolations ~t 

a oul p anels. 
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' · get rid of the identity sign as used in ''A =A'', because nobody ever 
,1 says a chair is a chair; and the difficulties connected with this use 

vanish. 
Treating language as we have here brings with it the puzzle: What 

becomes of the rigidity of logic? We have the impression that logic is 
not a thing within our control. There seems to be a way of explaining 
why it is not by thinking that logicians make up an ideal language to 
which our normal languages only approximate. I once said that logic 
describes the use of language in a vacuum. Games or languages which 
we make up with stated rules one might call ideal languages, but this 
is a bad description since they are not ideal in the sense of being ''bet­
ter". They serve one purpose, to make comparisons. They can be put 
beside actual languages so as to enable us to see certain features in 
them and by this means to get rid of certain difficulties. Suppose I 
make up a language in which "is" has two meanings. Is it better? Not 
from the practical point of view. No ordinary person mixes up the 
meaning of ''is'' in ''The rose is red'' and ''2 + 2 = 4' '. It is ideal in 
the sense of having simply statable rules. Its only point is to get rid of 
certain obsessions-it does not do more. One might of course suggest 
a notation or language which would be better for some practical pur­
pose, but this would be accidental. It is not part of our design. 

It is characteristic of obsessions that they are not recognized and at 
certain stages are not even recognizable. These are attacked as scien­
tific problems are, and are treated perfectly hoplessly, as if we had to 
find out something new. The problems do not appear to concern ques­
tions about language but rather questions of fact of which we do not 
yet know enough. It is for this reason that you are constantly tempted 
to think I am giving you some information, and that you expect from 
me a theory. In using the words "I think so-and-so" it looks as if I 
were discussing the problems of a science called metaphysics. 

I shall now go on to discuss propositions. All sorts of definitions of 
"proposition" have been given. But when I am asked about proposi­
tions I explain by examples. The examples are usually sentences in 
some known language, and that produces the strong feeling of there 
being something common to all such sentences. Some people have 
said that a substantive and verb are what is common. Hardly anyone 
will give as an example of a proposition a command such as "Take 
this chair to Mr. Smith" or "Walk in this direction", uttered in con­
junction with a gesture. (Is the gesture combined with the command 
part of the command?) The proposition is usually considered to consist 
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of words. Bur where there are no words, say in a line drawn like Ibis, 

JLJ1.. , a person mighI understand IhaI he is 10 walk in a certain 

direc1ion. Is Ihis a senrence? If iI is, Ihen we would nor say 1ha1 whaI 
is common Io seniences is a substanrive and verb.-

Logicians have had Ihe obsession 1ha1 Ihe life of a proposiiion is the 
copula ''is''. Bur Ibey know as well as we do IhaI nor all English sen­
Iences have a subjecI, a copula, and an adjeciive. They have said IhaI 
every senience can be "reduced" Io such a sen1ence. The facI 1ha1 iI 
can be reduced is analogous Io Ihe following: 1ha1 every closed curve 
is said Io be a circle. To Ihe objecrion IhaI a certain curve is nor a 
circle, Ihe reply is 1ha1 iI could be projec1ed inio a circle. To IwisI 
''Every closed curve can be projecied in10 a cricle'' imo ''Every 
closed curve is a circle" is exacily paralleled by ''Every proposiiion 
can be transformed inio one of Ihe subjec1-predica1e form". Bur in 
neiiher case have I said any1hing abouI Ihe meihod of projeciion, and 
uniil I do, I have said noihing. I could have said thaI I was going 10 
use a symbolism in which every closed curve would be represenred by 
a circle. Thar is a rule: Io replace "closed curve" by "circle". Simi­
larly, I could say thaI I would transform every proposirional form in10 
a subjec1-predicate senience. The sta1emen1 IhaI every proposition has 
a subjecI and predicaie could assert a facI of natural hisiory; Ihere 
could be a language composed eniirely of such senrences. On Ihe oiher 
hand, in uttering IhaI s1a1emen1 I mighI be laying down a rule, a rule 
abouI Ihe jingle of my senrences. Bur Ihe rule does nor enligh1en us 
unless I say how I propose Io transform all proposirions inio Ihis form, 
i.e., whaI is Io be done wiih other words Ihan subs1an1ives, copula, 
and adjeciives. 

I wam Io say someihing abouI Ihe family which we call proposi­
Iions. I wam Io give you some idea of iis muliiIUde, and Io make Ihe 
poinI IhaI Ihere is linle chance of giving a definiiion which will cover 
Ihem all. {The family of propositions has many Ihings in common and 
many Ihings nor in common. Whal mosI have in common is assumed 
Io be common Io all. A vasI number of proposirions have in common 
the propositional form of a given language-Ihe jingle. And Ibis fea­
IUre is Iaken Io be a common fea1ure of all. Semences read backwards 
would as a maner of facI nor have Ihe jingle. Bur of course Ihere may 
be proposiiions which do nor have Ibis jingle aI all.}* 

*Portion in braces taken from The Yellow Book. (Editor) 
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In logic we talk of a proposiiion as IhaI which is 1rue or fal~e.' or as 
thaI which can be nega1ed. And we have a calculus of pro~osmons. I 

, wanI Io discuss one norion occurring in 1his calculus, negauon, and 10 
· show firsI 1he family of negarions. "Negaiion" has differenI uses. I.n 
die logical calculus - -p =p. Whal sort of proJ>?siiio? is Ihis? One is 
templed 10 say nega1ion behaves .in ac~ordance wu~ 1h1s Jaw, and I~ere 
is some 1ruth and some falsiiy m 1h1s. The quesuon has been ~a1sed 
whether iI is a rule or wheiher iI is a s1a1emen1 abouI o~r habns of 
using rhe negarion sign. II is nor a s1a1emen1 abouI our habus, for Ihen 
iI would be a s1a1emen1 of naiural hisiory and is noI even true. To an 
uneducaied person a double negaiion means a denial, nor an affinna­
ti e g •'He don 'I know noihing abouI iI' '. In order 10 geI clear 
;~~I ~r~~osiiions we shall need Io go i~Io more deia·il· Ihan is usually 
done. This will require showing Ihe fanuly of proposmon~ and whaI I 

' call rhe family of negaiions. You will constanily b~ asking ~herher 
"noI" has differenI meanigs. "-p" may symbohz~ noI-p 1~ rwo 
symbolisms, and yeI in 1he one "--p" may s~mbohze p an~ m I~~ 
other noI-p. One can fall inio confusion by asking wheiher --p 

and "p" mean Ihe same. 

Lecmre XI 

Difficuliy is creaied by 1he fac~ 1ha1 we have invenied an enonnousl~ 
complicared language for our use and we are all grown-ups. !he p~1-
losophy of a child would be quire differenI from ours, buI 1? a d1f­
feren1 sense 1han 1he physics of a child would be. The _Physics ~f a 
child would be differenI because iI does nor know v~1ous physic~) 
facts buI iis philosophy would be differenI because us language is 
simpier. II will be very valuable 10 srudy more primi1ive e.xa~~le.s ~f 
language, whaI I call "language games" (synonymous wuh pru:iu­
Iive languages•• for the mos I parI). These will bear Ih~ sam~ rela1.1on 
Io our language as primitive ari1hme1ic bears Io our :n-1~~meuc: II is .a 
fallacy Io suppose 1hese languages are incompleie. Pnmmve aruhmeuc 
is nor incompleie, even one in which 1here are only Ihe firsI fi.ve 
numerals; and our ariihmeiic is nor more compleie. Would.chess be m­
compleie if we knew anorher game which som~how mco~o~Ied 
chess? II would be merely a differenI game. To thmk 01he~1se is Io 
confuse ma1hema1ics wiih a namral science. If ma1hema11cs were a 
science of numbers as pomology is a science of apples, Ihen a ma1he­
ma1ics which did nor include irraiional numbers or numbers afier 5 

1 
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would be counted incomplete, just as would a treatise on pomology 
which left out reference to one sort of apples. And the latter would be 
incorrect if it invented kinds of apples which did not exist. But mathe­
matics is not a natural science. 

Surrounding the blurred whole of ordinary language there are the 
special languages, e.g .• the languages of chemistry and meteorology. I 
shall consider a language as such a conglomerate. In our language we 
find a mixture of descriptions, hypotheses, questions, orders. etc .• but 
any list we made of these would be entirely inadequate. Let us com­
pare it with a simple language in a tribe in which only orders are 
given. We, who talk about the tribe having this language, call these 
"orders" because the rule these words play in the life of the tribe is 
that of orders. The word "order" is not in their language, nor is there 
any such thing as conversation. The whole object is communication 
between a builder and his workman. The builder orders "Brick!". for 
example, upon which the workman brings him a brick. 

We shall suppose that a child learns this language by being drilled. 
He is given, say, ten words, such as "brick". "column". "clay". In 
the description of this training is understanding left out? You will say 
the child must understand the words else he cannot be taught to react 
to orders. I reply. Certainly, if you like, just as a dog can be taught to 
look after sheep. A calf or cat cannot be taught; I could go through all 
the motions with these animals and would not get an appropriate reac­
tion. Training can be described as consisting of two steps (1) the 
trainer's doing certain things, (2) the occurrence of certain reactions 
on the part of the subject, with the possibility of improvement. Teach­
ing a language always depends on a training which presupposes that 
the subject reacts. If the subject does not react in a given case, that is, 
does not understand. reference to understanding will then not appear in 
the description of the training. But nothing is omitted from the de­
scription by omitting reference to understanding. 

Now there is a certain preliminary exercise to obeying the order. 
namely, learning what to do when an order, e.g .• "Brick!", is given. 
This is very close to what we should call "giving the thing a name". 
The mother puts a brick on a pile and says ''brick••, and then the child 
does the same thing. Notice that "brick". said in the presence of the 
child is not properly an ostensive definition, because in this language 
we have not yet the question, What is this called? It is a process of 
naming in a different kind of surroundings. 

The question might be raised whether the word •'brick·· has the 
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same meaning in this language as in ours. You might say that the 
builder means by it what we mean by "Bring me a brick". But th.is 
would be dangerous. Although these expressions play the same role m 
the two languages, in the primitive language the words "bring me" ~o 
not come in. We could imagine that even in English, although we said 
"Bring me so-and-so" for everything else. instead • ?f "B?,n~ ~.e. a 
brick" we said "Brick". as in the orders "Charge and Fire m 
military usage. Then the word •'brick•• would play a different role 
from what it plays in the sentence •'There is ~ brick'•. . 

Consider now another language (2) in which an order consists of 
two words. Besides the words "brick". "column". etc. we have a 
series of letters A-J or a series of ten notes, say the first ten notes of 
"God Save the King". These must be learned by heart, whereas 
words such as "brick" are not. The order now consists of a word and 
a letter, say "E brick!". The child must go to the pile of bricks, take 
up one brick for each letter through E, and bring E number .of bricks to 
the master. The letters of the alphabet are thus seen to be numerals in 
this language. The tribe has a very primitive arithmetic in which it c:ui 
count up to 10, but has no addition or multiplication. Note how dif­
ferent are the functions of the words of this language (a) that of the let­
ters of the list of ten, which must be learned by heart, and (b) that con­
nected with actions of bringing something which the builder orders. 
Although the word "E" and "brick", as spoken or written, are simi­
lar their functions are in no way comparable. 

You will notice that in the two languages which we have described 
there is in a particular sense no "understanding". There is nothing 
corresponding to asking for the name of a thing or giv.ing it a nam~. 
The philosophical question about meaning would not arise for the phi-
losophers of our tribe. . . 

We now introduce another game (3) havmg question and answer. 
We might have, say, twenty-five letters or numerals, and the words 
"brick", etc .• as before. We suppose the helper can count the bricks 
against his letters, and that for any number beyond twenty-five he says 
''many''. The role of ''many'' then is rather like that of a numeral and 
yet different. The question in our game might always be "How 
many?" This would be answered by "J", or by "Y", or by "many" 
for a number over twenty-five. 

In the game (1) we had in the training something w~ich was some­
what similar to ostensive definition. For the numerals m game (2) we 
could have a sort of ostensive definition. When shown three bricks the 
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helper would be taught to say "C" or "3 ", instead of learning the 
numbers by heart, and this might be an ostensive definition of ''3' '. 
Here we have a different sense of ostensive definition. Three columns 
would be "3" as well as three bricks. 

Another language (4) might introduce the word "there", which has 
a different function still from substantives and numerals. An order 
would be, for example, "J bricks there!" together with a gesture of 
pointing, which would be followed by the helper's putting bricks over 
there. Look now at the use of the word "there". One might perhaps 
say it is the name of a place. But to call it a name is to use the word 
''name'' in a very different sense from that of the name ''Charing X' '. 
"There" has no meaning unless it is accompanied by a gesture. Are 
expressions such as "Brick!" and "J bricks there!" sentences? As 
you like. You can draw the distinction wherever you like, but it is not 
easy to show why it should be drawn at any particular point. 

Many other games can be made up, for example, one which in­
troduces playing cards for which we invent names and uses. Or one 
which introduces the question as to what a thing is called, and the an­
swer to that question. Again, we could make up a game involving the 
use of a table, on one side of which are pictures of a house, table, 
ball. etc., and on the other side some words. The child is trained to go 
from a word to a picture, and then to bring the article of which it is a 
picture. We might then leave out one sign and have the child supply it 
and use it as he uses the other signs. Again, we might have a game 
which introduced descriptions and proper names. The latter have a 
unique function. If a child is trained to call one brick "Jack", we 
must have a means of identifying this brick and of following its move­
ments to a different place. Suppose you hold two bricks in front of 
you, and pointing to one say, "This is Jack". Now change them 
behind your back and present them again. How is the child to know 
which is Jack unless he has followed your movements? Questions 
about proper names are enormously more complicated than some logi­
cians suppose. 

To make up a game having descriptions we might introduce a dif­
ferent kind of sign, consisting of words like "5 ", "brick", and 
"above", "below", "right", "left". A description will be, say "5 
bricks left", or "6 bricks below". The description will have a particu­
lar jingle, and we can make other combinations having the same 
jingle. Some combinations will make sense and some will not. We can 
now introduce the words "true" and "false". A game could be made 
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up in which a description is given and someo?e builds s~?1eth!?g in 
' accordance with it, whereupon the supervisor says true , or 

"false". Or we might have a game in which we say "tr:ue" when 
someone counts to a certain number and ''false'' if he ~1sses out a 
number. You may object that these are not examples of bemg true, or 
false; but I say that is one way in which the words can b~ used. 

Do not make the mistake of supposing that I am showmg how lan­
guage is built up or how it has evolved. Sometime.s ~t. is ~sier to 
imagine these invented languages as languages of~ pnm1tt:e tnbe and 
sometimes as the actual primitive language of a child. A chtld ~~s a~­
tually begin with such a primitive language. Its. language trammg is 
mostly in the form of such games. A new game mtroduces a new ele­
ment into language, for example, negation. It will be n~ticed that t~e 
elements we have already introduced are of great. variety. Th~ dt~­
ficulty of this method of exhibiting language games 1s that you thmk 1t 
is perfectly trivial. You do not see its importance. 

Lecture XII 

People have been extremely worried about th~ .idea .of negation, and 
have tried to say that ''not. . . . '' is really a dtsJunctto~. Is t~e .propo­
sition not-p the same as r or s or t or ... ? Sometimes 1t 1s, and 
sometimes it is not. As an example of the first alternative, consider the 
order: ''Bring me a primary color but not yellow. '' This comes to: 
"Bring me· red, or green, or blue, or black, or whi,t~. '.' Negation ~d 
the corresponding disjunction are the same here,~ primary col.~r .1s 
defined by an enumeration. This is not the case w1~ th~ o~der, Pamt 
me a color but not this red'', or with the statement He ts m the house 
but not here". The order, "Write the permutations of a, b, and c but 
not acb' ', is like the example about primary colors. In most cases we 
can tell whether a negation is a disjunction or not. If we can say what 
the disjunction is, then negation is disjunction, if not, not. W?ether or 
not there is a definite number of alternatives that could be g1~en, we 
do not always regard negation as disjunction. For instance, if there 
were 123 species of mammals, this does not mean that for ''mammals 
but not whales" a disjunction could be substituted. Note that the state­
ment that there are 123 species of mammals is experiential, whereas 
"There are six permutations of a, b, c" is not. The l~.tter is a ~a~­
matical proposition, a rule about the use of the word permutation 
"Is a permutation of a, b, c" means "is either abc or acb or bac or 
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bca or cab or cba". On the other hand, were it true that lions, rabbits, 
and dogs were the only species of animals in existence, "I saw a lion, 
rabbit, and dog" is a different proposition from "I saw one of each 
the species of animals on the earth". By contrast, "I saw a lion, rab­
bit, and dog in all possible permutations" is the same as "I saw this 
permutation of a lion, rabbit, and dog, and this permutation .... and 
this one" (through six). And "I saw four animals" is the same as "I 
saw the sum of 2 + 2 animals". The language of mathematics 'which 
comes into these statements functions as a bit of grammar which adds 
nothing to them. 

The following are quite different cases where negation is not a dis­
junction: "Write down the roots of the equation x2 + 3x = 4, but not 
the negative one". This is equivalent to the positive assertion, "Write 
down the positive root". And "Write down a cardinal number, but not 
3" is for a different reason not a disjunction. Here you could not state 
a disjunction of all the other cardinals, and it is nonsense to give as 
the reason that you do not have time. That there is an infinite number 
of cardinals is a rule you make, not an empirical proposition. You will 
have to say that in this game there is no end, so that to write down or 
not to write down the cardinals other than 3 will equally be nonsense. 

The words "true" and "false" are two words on which philosophy 
has turned, and it is very important to see that philosophy al ways turns 
upon nonsensical questions. Discussion of these words· is made easier 
once it is realized that the words ''true'' and ''false'' can be done 
awa~ with altogether. Instead of saying "pis true" we shall say "p", 
and instead of "p is false", "not-p". That is, instead of the notions of 
truth and falsity, we use proposition and negation. That we can do this 
is a useful hint, but it does not do away with the puzzles connected 
with truth and falsity.* 

Let us examine the statement that a proposition is true if it agrees 
with reality and false if it does not. We must look at language games 
to see what this agreement and disagreement consist in. There are 
cases where what is meant by agreement and disagreement is clear. 
Let us consider a game in which descriptions of things are given in the 
form of drawings. Where drawing and original are alike we know 

*.On the other hand, we could do awa~ with 11egatio11, disju11ctio11, co11ju11c­
t1011, et.~. an~ use fl;,ue a~? false, m~kmg up ~ notation containing only the 
~ords true a~d false . I once did that, with the notation for truth-func­
t~ons. By_ replacing our ordinary notation by this one, what logical proposi­
tions are 1s made clear. 
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what is meant by agreeing. Likeness is a most common form of agree­
ment. But a drawing which is out of perspective might also be said to 
agree. That is, a thing might not be like reality and be said to agree 
with reality, for example, a painted picture, a statue, a picture drawn 
according to queer rules of projection, a map. So if we say a proposi­
tion is true when it agrees with reality we must say in what way it 
agrees with reality, since the expression "agrees with" is used in all 
sorts of different ways. To say that p is true if it agrees with reality 
does not say as much as it seems to say, though it might be useful to 
say this provided we have an idea of agreement which we have not got 
of truth. 

Consider the idea of projection. There are the same difficulties with 
this idea as with the ideas of agreement and of truth. Imagine a lan­
guage consisting of four letters whose meaning is given in a table 
coordinating them with arrows. 

a -. ,,_ 
c t 

d ' 
A letter or combination of letters gives an order to move according to 
the arrows, for example, aabdc. A representation by arrows 

T .. 
could be called a projection of the letters, and could even be called a 
picture. Starting with a likeness, by extension one can get to some­
thing very unlike. For example, all pieces of furniture could be looked 
on, by extension, as chairs. Suppose I said that everything in this 
room is a chair, and that someone objected that there are tables, a 
door, etc. I could reply that on a scale of likeness a stool is between a 
table and a chair, and a stool is a kind of chair, this small table is like 
a stool, this large table like this small table, a door like the top of the 
table, and so on. There is an enormous temptation to regard all things 
as extensions of something else. This is the sort of temptation we fall 
into in saying a proposition is true when it agrees with reality. We 
stretch the idea of agreement as I have stretched the likeness of a chair 
to other pieces of furniture. 

Imagine a room having nothing in it but what are usually called 
chairs. To say there were only chairs in it would be a straightforward 
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statement of fact. Now compare my saying the same thing of the 
present room, and answering objections by: "But this (an ottoman) is 
only a chair without legs, this (a table) is a chair with a nonexistent 
back", etc. You could reply that to say there are nothing but chairs 
here is to say nothing; for whatever is in this room, I could have come 
to that statement by extending or compressing the notion of a chair. I 
have drawn no limit, and that statement gives no clue as to what is a 
chair or what is in the room. Now I could do something different, 
which might be useful: adopt a notation in which everything in the 
room is to be described by giving its deviation from a chair. Note that 
the statement, •'Each thing in the room deviates in some way or other 
from a chair'', is not a statement about the nature of things in this 
room, but a grammatical statement about a description I wish to 
adopt*. Here we have a rule. Instead of saying "This is a table", we 
would say "This piece of furniture deviates from a chair in such-and­
such a way''. It might be important to stress the similarity. To say that 
there is agreement between a proposition and reality is to say nothing 
because we do not know what is meant by agreement. But we could 
give language games [such as the description of things by their devia­
tion from a chair] showing the idea of agreement or extensions of it. 

There is one peculiar difficulty about the ideas of negation, truth, 
falsity, proposition, which is expressed in this crude form: that a prop­
osition is false or its negation true when no fact corresponds to the 
proposition. But if no fact corresponds to it, why is it not nonsensical, 
as a name would be if it did not name anything? 

As in the case of every philosophical problem, this puzzle arises 
from an obsession. Philosophy may start from common sense but it 
cannot remain common sense. As a matter of fact philosophy cannot 
start from common sense because the business of philosophy is to rid 
one of those puzzles which do not arise for common sense. No philos­
opher lacks common sense in ordinary life. So philosophers should not 
attempt to present the idealistic or solipsistic positions, for example, as 
though they were absurd-by pointing out to a person who puts for­
ward these positions that he does not really wonder whether the beef is 
real or whether it is an idea in his mind, whether his wife is real or 
whether only he is real. Of course he does not, and it is not a proper 
objection. You must not try to avoid a philosophical problem by ap-

* I once said that a proposition is a picture of reality. This might introduce a 
very useful way of looking at it, but it is nothing else than saying, I want to 
look at it as a picture. 
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pealing to common sense; instead, present it as it arises with most 
power. You must allow yourself to be dragged into the mire, and get 
out of it. Philosophy can be said to consist of three activities: to see 
the commonsense answer, to get yourself so deeply into the problem 
that the commonsense answer is unbearable, and to get from that situa­
tion back to the commonsense answer. But the commonsense answer 
in itself is no solution; everyone knows it. One must not in philosophy 
attempt to short-circuit problems. 

Let us allow ourselves to be dragged into the mire in connection 
with problems about false propositions. Take the sentence "There is a 
human-headed chair in this room". This makes sense but is untrue. 
We might say that in a sense nothing corresponds to it. What is its 
connection with reality? What prevents it from being nonsense? One 
might answer, "It is not nonsense because to each of the constituents 
of the proposition something in the room corresponds, although noth­
ing corresponds to their combination". That is, things are not arranged 
in the way the proposition says they are arranged. At first sight this 
seems a good answer, though on further consideration it does not. One 
trouble with it appears in the questions: "What are the constituents of 
the proposition?", "What are tbe constituents of the fact which corre­
spond, or fail to correspond, with those of the proposition?" It is all 
very well to say that. the constituents of the proposition correspond 
with the constituents of the fact, but what are the constituents? Are 
they legs, back, seat, head, etc., or are tbey atoms, or are tbey color, 
shape, etc.? Some people say we do not know what the constituents 
are, but that this is a matter for further analysis. Compare Russell's in­
dividuals. Another trouble is that it does not help to say that the con­
stituents are not combined in reality as they are asserted to be com­
bined. You have only said that the sentence contains several words 
which have meaning but that the whole combination of words does not 
correspond to anything. So the problem remains. 

The difficulty is that we want this proposition to be false and true at 
the same time. "There is a human-headed chair" has nothing corre­
sponding to it, and yet we think there must be something corre­
sponding to it, a sort of shadow of reality. But we are no better off; 
the shadow gives the same trouble all over again. For why on earth 
should it be a shadow of this reality? The puzzle about negation is in 
the idea that something must correspond to a symbol. 

If we are in the mire, a specially chosen example may immediately 
pull us out. On looking at the way a symbol is used, e.g., the way in 
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which our arrow signs, or letters, are used to describe a route, the dif­
ficulty we are in does not seem to be present at all. It occurs at once if 
the idea of meaning, or of knowing what is meant, is brought in. I 
could describe the use of the symbol aabcc by describing the way a 
i}erson goes; but what does it mean in the case where he does not go in 
the way described? Puzzles arise when one tries to fix a meaning for 
such phrases as "knowing what an expression means", by reference 
to something that corresponds to the expression, especially when it as­
serts what is not the case. How can one know what is meant when 
nothing corresponds to it? Yet one must know what one means when 
one says there is a human-headed chair here. A grammatical obsession 
can be described as taking some extremely simple form of grammar 
and so to speak conjugating all words according to its pattern. 

If we look at the way we use the word "correspond" and the way 
we use "knowing what so-and-so means", that will probably be suf­
ficient to clear up the difficulty. To know what the sign aac means 
may consist in drawing a figure t 

.. .. 
or in using it correctly, say, by walking the right path. We might draw 
a line for the path and call the line a shadow of the way one goes. It 
might be said that in order to carry out tbe order ''aac'' one must un­
derstand it, and understanding the order might consist in drawing a 
plan. But then must one understand what the plan means? There seems 
to be an infinite regress, that there is no stopping anywhere. It seems 
that if we stop short we do not understand the order. But this is what 
we do call understanding. · 

Lecture XIII 

Thinking, wishing, hoping, believing, and negation all have some­
thing in common. The same sort of puzzling questions can be asked 
about each: How can one wish for a thing that does not happen or hope 
that something will happen that does not? How can not-p negate 
p, when p may not be the case, i.e., when nothing corresponds top? 
To the latter question I have pointed out one possible answer: that 
what corresponds to the negation of p, although not the fact, are the 
constituents of the fact. For example, corresponding to "There is no 
chair here" there is the place here, and there are chairs in the world. A 
similar thing can be said of wishing for something which does not hap-
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pen, e.g., that Smith would come into the room and he does not come 
in: that the constituents of this, faft exist but are not combined as are 
the constituents of the wish. When I say I know that Smith shoots with 
bow and arrow, the fact that he does so seems to come into the fact 
that I know he does. Similarly, when I wish that he come into the 
room and in fact he does not, we think that that fact or some shadow 
of it must somehow enter into my wishing. The problem as to the con­
stituents of the wish is the problem concerning part of a complex sign, 
taken separately. Just as a box consists of a bottom and lid, we sup­
pose that a proposition such as ''I wish Smith would come'' must con­
sist of constituents put together in some way. We wrongly compare 
this proposition with a box consisting of parts, "I wish that" and 
"Smith comes" being the different parts. 

Suppose I said that wishing for the box presupposes imagining a 
box. I do not wish for the image of the box, for I have that, as the 
constituent of the wish; but do I not wish for something similar to it? 
This tangle can be undone by destroying the idea of similarity. For 
could not wishing for this box be imagining some strange projection of 
the box? What we seem to want is that the thing wished for be the 
same as, not something similar to, the fulfillment of the wish. We do 
not want a copy. A gap between wish and fulfillment will not do. 

If "-p" is understood, then "p" must also be understood. But if p 
if false, then nothing corresponds to it. We know what it means even 
though it is not true; but what is it to understand it, or know what it 
means? For example, what does it mean to understand the order 
"Leave the room'', when you do not leave the room? Your under­
standing may be a picture of your leaving the room, but of course that 
is not the same as leaving the room. The order given in words might 
be translated into a picture, but it won't do to say that understanding 
the order consists of nothing more than translating the words into a vis­
ual image or picture. If that were all, one might say you did not un­
derstand the order; you were not ordered to have an image or make a 
picture but to leave the room. You have not carried out the order, and 
are no nearer to carrying out the order by making a picture. It is as if 
understanding ought to have taken you up to the point of carrying out 
the order. Yet one does not mean that you should have carried it out, 
for it may be understood without being carried out. The difficulty 
would disappear if a class of cases of understanding orders was corre­
lated with a class of acts of carrying them out. 

Suppose we order someone to do certain physical exercises, and 



112 WITTGENSTEIN'S LECTURES 

then immediately show a film of such exercises. Now understanding 
the order, if it means seeing these moving pictures, does not include 
carrying out the order. Understanding the order, although necessary 
for carrying it out, cannot anticipate the execution of the order. And 
not being able to anticipate the execution, it seems that.understanding 
cannot do what it ought to do. We are confronted by two simple facts, 
that understanding an order and carrying it out are different, and that 
in the sentence, "Smith understands he is to leave the room", the 
whole order appears. Understanding the order does not involve execu­
tion, which is what the order refers to, so part of the sentence "Smith 
understands he is to leave the room" seems superfluous. Under­
standing the order seems to stop short, because it is not the execution. 
Why talk of understanding the order if it cannot comprise its execu­
tion? But there is no redundancy in sentences such as this one. For the 
process of carrying out the order and the understanding of the order 
have the same multiplicity. This is the important factor, not the fact 
that they are similar. We have three systems, (1) the system of verbal 
expressions, (2) the system of pictures, (3) the system of actions. All 
three have the same multiplicity. It is not necessary that the second be 
the same as the third in order that there be understanding, but in­
stances of (2) and (3) must have the same multiplicity. Hence nothing 
is redundant. We have here projective relations leading from the words 
to the pictures and from the pictures to the actions. . 

I could give a sentence "p" .certain indices, "p'" and "p"". Let 
"p" be the sentence "Smith leaves the room", and let "p'" stand for 
the picture of Smith leaving the room, and ''p"'' for the action per­
formed by Smith. These all have the same multiplicity. "Smith under­
stands" corresponds to the first index, and "Smith carries out the 
order" (by leaving the room) to the second index. To every act of ut­
terance a process of understanding will correspond, and to every varia­
tion in understanding the order a variation in carrying it out will corre­
spond. The description of the carrying out will only differ from the 
description of the understanding by an index. 

Suppose I give a negative order, e.g., "Don't draw a line through 
this circle". In the order there appears the description, "drawing a 
line through the circle'', which refers to what is not to exist. Let us 
translate the order into picture symbolism 0 
In this symbolism you will see that the picture does represent under­
standing the order. Thus, "Do not draw a line through the circle " will 
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, be represented by a circular figure with a line drawn t?rough ~t. Does 
this mean that in the understanding of the order there 1s contamed the 
carrying out of the opposite order? Here we need the index ''not'', 
meaning "to be avoided". It is an index accompanying "Draw a line 

' through the circle", just as "understand" was the index accompany­
ing "Smith leaves the room". 

In both pairs of sentences, (a) "Smith leaves the room" and "Smith 
understands he is to leave the room" and (b) "Draw a line through the 
circle" and "Don't draw a line through the circle", the same subordi­
nate sentence appears as constituent. And you think the same fact must 
occur as constituent. But nothing of the sort may occur. The mistake 
which leads us into philosophical trouble is supposing that just as a 
subordinate sentence can appear in the sentence, so a fact corresponds 
to this constituent as to the whole. "Not" and "understanding" are 
only indices and can change the whole way in which a sentence is 
used. When I have a sentence "p" and add an index such as "not" or 
"understand", all it may describe is a projective relation. To under­
stand ''p' ' is not like doing something described by ''p'' . Similarly for 
sentences beginning with "wish". The sentence "I eat an apple" and 
"I wish to eat an apple" are entirely different. But it is wrong to 
explain why sentences so different use the same words by saying that 
the constituents of one are included in the other, or that ··'I eat an 
apple•' and ''I did not eat an apple'' differ in having a different ar­
rangement of the same constituents. In "not-Fx" "not" is an index 
which changes the way in which Fx is used. "not-Fx" expresses a 
projective relation. 

Lecture XIV 

The characteristic of words like ''understand'' and ''can'' is that they 
are used alternately for (a) something occurring in the mind as a con­
scious event, (b) a disposition, and (c) a translation. The use of "un­
derstand" in case (a) is illustrated when one says "Now I under­
stand''. Its use in case (b) overlaps with ''is able to'', and is illustrated 
by one's being able to do a certain thing when one understands. The 
two overlap in a special way where understanding is the same as being 
able to use a sign. "Understanding" is used in case (c) when a transla­
tion into a picture or other symbolism is involved, as in understanding 
a word or sentence to mean so-and-so as contrasted with merely under­
standing it, or in understanding an order by visualizing a film of its ex-
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ecution. Problems about understanding are problems caused by mixing 
up these meanings. This is not to say its use is never clear. 

The word ''understanding'' is used to distinguish understanding 
from not understanding in various circumstances: (1) After hearing 
something without paying attention one can understand it when one re­
alizes what happened in the margin of consciousness or when half 
asleep. (2) Or one can understand a complicated English sentence 
when one is able to see how it is or ought to be punctuated, what a 
pronoun refers to, how dependent clauses are to be separated out. (Try 
understanding the Explosives Act on any railway station!) (3) Or one 
can understand something when one is able to visualize what one 
could not visualize before. (4) Or a child understands when he acts in 
a way he did not before. [The difference between understanding and 
not understanding is often clear in these cases. Not understanding, like 
understanding, also occurs in quite different circumstances.] Not un­
derstanding one word, like "grapefruit", is different from not under­
standing a French or Russian sentence. And not understanding the 
word "undulates" in "He undulates his hair" is different from not un­
derstanding the word ' 'hair' ' as well . 

Some people say that understanding a sentence consists in the im­
pression made by every word. (Compare William James, who said that 
special feelings attach to "if ... , then ... ", "but", "and"). 
This sounds like a simple statement but is really extremely complicat­
ed. I could of course say there are sensations attached to "if . . . , 
then ... ", etc. There are the sounds of the words, and all sorts of 
bodily sensations connected with gesture and intonation. Where we are 
liable to go wrong is in supposing that sensations connected with 
words are somehow ''in the mind''. The phrase ''in the mind'' has 
caused more confusion than almost any other in philosophy. Sensa­
tions need not always be present when the words are uttered. It is not 
wrong to say there are bodily sensations accompanying a word so long 
as you do not say these sensations must be there whenever you say the 
word or understand the sentence in which it occurs. 

To see what is meant by "understanding" it is useful to consider 
understanding a picture. Suppose you are incapable of seeing the 
patches on a canvas as forming the surfaces of bodies, that they are 
seen as patches in a plane. This could be called not understanding, and 
seeing them in three dimensions might be called understanding. If 
these bodies are not recognized as anything you know, as contrasted 
with their being recognized as men sitting in chairs, you would proba-
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bly still say you do not understand. Consider another case: seeing the 
picture of chairs and people sitting in them without its making any 
sense to you, and then suddenly seeing it as a classroom with pupils 
and a teacher. Thereupon you say, "Now I understand". The word 
"understanding" here means understanding an impression. It is like 
understanding the punctuation of a sentence, or like understanding an 
isolated sentence such as "After saying this, he left her". In a sense I 
understand this sentence but in a sense I do not. I suppose it means 
that a man was talking to a woman and then went away. Suppose this 
were the first sentence in a book. After reading the book I might say, 
"Now I understand the first sentence", because I know who they are, 
etc. Yet I had perhaps not read it again. 

The trouble with words such as ''understanding'' comes through 
thinking of a few cases and trying to carry over their analogy to all 
other cases. For example, conscious mental acts do play a great role in 
understanding, but we should not try to make every case of under­
standing look like these cases. For there are cases where no conscious 
experience mediates between understanding an order, say, and carry­
ing it out. Nor should we construe what we cannot do in mathematics 
after the case of human frailty. Troubles we get into in philosophy 
come through constantly trying to construe everything in accordance 
with one paradigm or model. Philosophy we might say arises out of 
certain prejudices. The words "must" and "cannot" are typical words 
exhibiting these prejudices. They are prejudices in favor of certain 
grammatical forms. 

Let us tum to negation as it occurs in mathematical and empirical 
propositions. Does "negation" have the same meaning in "He did not 
leave the room" as in "2 + 2 * 5 "? Some people say the two have the 
same meaning because it is not true that he left the room and not true 
that 2 plus 2 make 5. But nothing at all is explained by this transla­
tion, since "it is not true that so-and-so" is only another way of say­
ing ''not so-and-so''. If someone justifies this as an explanation by 
saying there is the same feeling in both cases, then there is no more to 
be said if that is the criterion. What is similar or different in these two 
kinds of cases is the grammar of the word "not". If "not" is so used 
that "not-not-p" is equivalent to "p" , or "not-p or q" to "p im­
plies q", this gives the grammar. By producing such rules you can 
show in what respects the grammar of experiential and mathematical 
propositions is the same. There are, of course, some respects in which 
negation is the same in both. For example, it might be said that nega-
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tion in experiential propositions is more like negation in mathematics 
than it is like conjunction. On the other hand, you will also find a 
large number of rules which do not apply, so you can please yourself 
whether you say "not" is different in the two cases. 

Consider ''The earth does not move in a circle around the sun'' and 
"I do not have toothache". These are utterly different negations. In 
the first case there are certain observations which bear out the hypoth­
esis about the movement of the earth, but there is no such thing as my 
confirming my toothache. These two propositions might both be called 
experiential propositions, but they are utterly different instruments. 
Even inside mathematics negation plays different roles, as do "all" 
and "any". There is a vast difference between talking about a cardinal 
number that is not 4 and a real number that is not 4. There are no 
fewer uses of the word "not" than there are of the words "all" and 
"any". The expression of generality covers a vast number of different 
uses, and it is from this fact that many of the confusions in the founda­
tions of mathematics arise. 

If I say that "not", "all", "some", "any" have different gram­
mars when used in connection with cardinal and real numbers, this 
must come to say1ng that the word "proof'', among other words, also 
has different meanings as applied to cardinals and reals, for example, 
~he proof that there is a cardinal number fulfilling certain conditions, 
m contrast to the proof that there is a certain real number fulfilling 
them. One could say "proof" has as many different meanings as there 
are proofs. All the proofs form a family, and the word "proof" does 
not refer to any one characteristic of those processes called proofs. 
Bringing together each single proof with others would make one see 
that the family of proofs is not of the same kind as the family of 
apples. Proofs form a family in this way: some are closely connected, 
as are a series of multiplications, some are less closely connected, as 
addition and x by dx. Proofs in Euclid are another family. No feature 
of a proof is irrelevant. There are proofs in connection with which 
there is a rule for making up similar proofs, e.g., for proving that a 
certain number is a multiple of two others. But in Euclid there are no 
such rules; each proof is a sort of trick. 

Weyl said that every existential proof must consist in constructing 
what is said to exist. But must it? Doesn't this depend on what is 
called an existential proof? Weyl is using the fact that in a huge 
number of cases something is done which might be called constructing 
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a certain entity. What is an existential theorem? The answer is this, 
and this, and this . . . If there were such a thing as existence which is 
proved when an existence theorem is proved, then perhaps one could 
say every existential proof must do a certain thing. Weyl talks as 
though he has a clear idea of existence independent of proof, and has 
made what looks like a statement about the natural history of proofs in 
saying that only such-and-such prove existence. There is no concept of 
existential theorems except through the special existential theorems. 
Every existential proof is different, and "existential theorem" has dif­
ferent meanings according as what is said to exist is, or is not, con­
structed. Of course one can arbitrarily fix a criterion: one can call an 
existential proof one which fulfills certain formal conditions. 

What is the concept of number? Suppose the commutative, associa­
tive, and distributive laws are taken as criteria for something's being 
number. This is to define number in a formal way, as whatever obeys 
these rules. But we do use "number" for things for which these laws 
do not hold, and there are transitional cases. We call cardinal num­
bers, irrationals, and real numbers all "numbers". But these have ut­
terly different grammars, and to say we cannot make the same state­
ments about cardinals as we make about real numbers is like saying 
we cannot use a chessboard in whist or a net in Rugby. There is 
enough in common between ~ardinals and reals, namely these laws, to 
make us call them both numbers, just as chess and draughts have 
something in common. But they are entirely different games. We call 
cardinals and irrationals numbers because in certain respects they are 
analogous, although they differ in other respects. 

We could have a perfectly good arithmetic the numbers of which 
were 1, 2, 3, 4, 5, and many. This is analogous to our arithmetic with 
1, 2, 3, 4, 5, ... It is misleading to say that with ours we cannot 
reach the end of the numbers, whereas in the other arithmetic we can. 
The word "can" makes this statement look like an experiential propo­
sition such as "He can lift 100 pounds, while no human being can lift 
1000 pounds''. But we have made up the grammar of our numerals in 
such a way that there is no end. We have provided no end. Compare 
the two arithmetics with a game played within a court and the same 
game played without any boundaries. What is it that is infinite in the 
latter game? Not the physical field. Rather, the rules give an unlimited 
allowance for the size of the playing field. It is silly to say one cannot 
reach the limit when the rules provide no limit. 
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Similarly, the difference in the use of "not" as applied to cardinal 
and real numbers is to be found by comparing the grammars of cardi­
nals and reals. What cannot be done with cardinals that is done with 
reals is not to be put down to human frailty, any more than the fact 
that we cannot count all the cardinals. 

Lent Term, 

1935 

Lecture I 

,,We were discussing last tenn language games and primitive kinds of 
.negation. Why do people ask whether a negation is equivalent to a dis­
junction? We might say that they ask the question because they wish it 

. to be so; they want to do away with negation because they feel that 
, there is something queer about it. The queerness is that when not-p is 
true what is negated is not the case. But negation is only queer be­

. ~use .it it looked at in a certain light. We might ask why philosophy 
deals with such questions. I could give you a psychological and histor­

. ical reason. There is no trouble at all with primitive languages about 
' j~oncrete objects. Talk about a chair and a human body and all is well; 

talk about negation and the human mind and things begin to look 
queer. A substantive in language is used primarily for a physical body, 

1,and a verb for the movement of such a body. This is the simplest 
application of language, and this fact is immensely important. When 
we have difficulty with the grammar of our language we take certain 
primitive schemas and try to give them wider application than is pos­
sible. We might say it is the whole of philosophy to realize that there 
is no more difficulty about time than there is about this chair. 

The word ''negation'' does not look queer until we use it in connec­
tion with the word ''exist'' or some word having the same grammar as 
"exist". When we say "This chair is not green" we seem to be refer­

, ring to a fact that does not exist. The method of dealing with negation 
which I shall use here is to give the queer aspect and then gradually 

• change over to one that is not queer. There is no reason for doing 
away with negation. It is no solution of the problem to make of a 
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negation the disjunction ''this or this or . . . but not that''. The idea 
of solving a philosophical problem in this way is absurd. 

We say of the word "yellow" that if it is to have meaning there 
must be something yellow somewhere. But why this "must"? Could 
not everything yellow have been destroyed? Suppose you learned the 
names of colors from a chart which correlated colored patches with 
certain words like "yellow", "green", etc. It is not necessary that if 
one is to understand the word "orange" something orange must exist. 
And if we have a game in which the sample is orange, then it is non­
sense to cite the sample in substantiation of the claim that something 
orange must exist. This would by like saying that there must be some­
thing a foot long because the Greenwich foot, the paradigm, is a foot 
long. Or like saying that in order to speak about five things there must 
be five things, where the latter, five letters, say, are the paradigm. 

The question is, What does one do with a negated sentence such as 
"This is not green"; how is it used? We can construct many usages. 
In philosophy, sentences like "This is not green" are discussed with­
out giving the specific conditions under which one might use them. 
One use of ''This is not green'' occurs when someone whose eyes are 
bad talks of a thing's being green, another, when someone is given a 
bag marked "green", meaning "Look in the bag". You must give the 
game in which the word or sentence is used, the circumstances under 
which you would use it. 

Suppose I make up a new word "boo" and you bring me things 
until I say, "Yes, that is boo". Is it possible that you should recognize 
the color you have brought, which I call "boo" and which was never 
explained to you? What is the criterion for recognizing a color? Would 
you say you can recognize a face you have never seen before? No, for 
recognition of the face is actually taken as the criterion for having 
seen it. You cannot say that you must have seen it in order to recog­
nize it, for that would be circular; recognition is the criterion for hav­
ing seen it. 

It all depends on the language game whether one says one must 
have seen green in order to say "This is not green". In certain games 
this is the case, in certain ones not. Suppose you say "I do not have 
pains in my hands". Most people think that if this is to make sense I 
must know what it is like to have pains in my hands. What is it like to 
know there are pains? Perhaps what is before my mind is some sort of 
shadow of a pain. The presence of the word "must" shows that there 
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is something fishy here. It shows that nothing else will satisfy me. I 
' could, for example, give myself a sample of pain, say by pinching 

myself. If I did not have this sample, if I had forgotten what pains 
, were or how to produce them, would I have forgotten the meaning of 

the word? 
What does it mean to forget the meaning of a word, e.g., "red"? 

One sense of forgetting what ''red'' means is ceasing to be able to 
imagine it again. But it does not necessarily mean being unable to 
recall an image, since you might be unable to form an image and yet 
:be able to recognize red when you see it. In some usages "forgetting 
the meaning'' might mean being unable to recall, in others ceasing to 

, be able to recognize, without recalling. Both being unable to recall 
and being unable to recognize are things we call forgetting the mean­

. ing of a word or forgetting a certain use of a word. There is not one 
thing, but many, which we call forgetting the meaning of a word. To 

, examine forgetting what a pain is like, look at its opposite, remember­
ing what a pain is like. Remembering may be saying it was a terrible 
pain. It is sometimes not necessary to have an image (a shadow of the 
pain). 

Lecture II 

Let us return to the qoestion whether a negation can be replaced by a 
disjunction. To answer this is to give the solution of a mathematical 
problem. It is important to remember that even if one were successful 
in replacing negation by disjunction, this solution would not help at all 
in getting on with philosophy. The solution of a mathematical problem 
never helps us in philosophy. Every mathematical problem is on the 
same level in this respect and is of no importance to us. 

When one talks of the foundations of mathematics there are two dif­
ferent things one might mean. One might mean the kind of thing 
meant by saying that algebra is the foundation of calculus. In order to 
learn calculus one learns algebra. Mathematics in this sense is like a 
building, and in this sense a calculus such as Principia Mathematica is 
a bit of mathematics. The bottom layer is the one you begin with. One 
might also mean by foundations a means of shoring up something that 
is problematic. If there were something problematic about mathemat­
ics as such, then no foundation is less problematic, and giving one 
does not help. This is not to say that a calculus has no philosophical 
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importance; it may be very important. The drudgery, the calculation, 
are unimportant, but the calculus may be useful philosophically in 
showing various things. 

The introduction of Sheffer's stroke notation is a mathematical 
achievement. So likewise would be the replacement of a negation by a 
disjunction. The question whether negation can be "reduced" to dis­
junction has been put for an entirely wrong reason, and attempts to an­
swer it have been made in an entirely wrong way. Whenever one asks 
whether the same thing can be expressed in a different way it is nearly 
always a mistake. For the question shows a wrong idea about symbol­
ism. It is as though people thought the expression and what is ex­
pressed are in the relation of cause and effect, and that one could ask 
whether another cause would produce the same effect. This to draw an 
analogy where none exists. An expression and what is expressed are 
not in the relation of cause and effect. "These signs express this" 
misleads us thoroughly, as is shown by the fact that one gets to know 
what a sign means by learning its use, not by learning what effect it 
has on people. What it means is not a fact of natural history. I do not 
say that the effect is unimportant. The effect of chess, for example, is 
to give us entertainment, but this is not part of the definition of 
''chess''. 

How do we use "The sign '--'expresses ... ''? Consider the 
"The sign '-' expresses negation", which makes it sound as though 
the sign "- " were unsymmetrical, whereas it is symmetrical. This 
proposition is about the usage of the sign, i.e., that "-" == "not", 
and expresses a correspondence between two symbolisms. 

To return now to the question, "Can negation be expressed by dis­
junction?" Suppose I said "Go anywhere, but not here", and that the 
order was replaced by one involving a disjunction. The disjunction 
would probably have the same effect as the original order. But what 
we want to know is whether it expresses the same thing. lt is some­
thing different, if that is what you mean to ask. "Go anywhere, but 
not here" is not the same as "Go there or there or . . . " About the 
disjunction, one cannot say how many elements occur in it. 

It is like a mathematical problem to ask whether one could find 
something equivalent to negation. It is no mathematical task to find a 
disjunction which could be substituted for a negation if there is no 
method of finding it. Here we have a case where to ask "Is there 
. . . '' is to ask for the solution of a mathematical problem where we 
have no method. It is like asking whether a game could be constructed 
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·:. w,hich one would be inclined to call a game with disjunction. Of 
'.'course there really are cases where negation and disjunction are the 
.. ·same game, for example, the order "Write one of the permutations of 
a, b, c, but not cba". Within the grammar of our language we have a 
rule to replace this by a disjunction. But in the case of the order 
"Write down a cardinal number that is not 5 ", negation and disjunc­

, tion are not the same game. We might be inclined to say it is equiva-
lent to "Write down l v 2 v 3 v 4 v 6 ... etc." But "etc." is not a 

.·cardinal number, nor is J v 2 v 3 v 4 ... ad inf. a disjunction. 
, What is meant by an infinite disjunction? The phrase ''infinite dis­

junction" is misleading because it suggests a huge disjunction. Sup­
. pose I replace "v . . . ad inf." by ".y.". This new symbol misses 
·' out something. It lacks the suggestion made by "v . . . ad inf." ~hat 
' it is on the same level with ''a v b v c . . . v z''. Of course there is a 

similarity between a finite disjunction like the latter an~ l v 2 ~ ~ v 
'. ... ad inf., but it is not in the italicized part, of which the d1stm­

.! guishing mark is not ad inf., but v . . . ad inf. The similai:ity lies in ~he 
', italicized part of J v 2 v 3 v . . . ad inf. The ~ pomt of putting 
\ ".Y." for "v ... ad inf." is that it shows up the difference between 

11 it and the finite case, whereas "v ... ad inf." does not. The "and so 
:, on" of an infinite logical sum is an entirely new sign with new rules. 
'. It does not correspond to any enumeration. 
' Suppose I said, Draw a circle in a square but not this: EJ 

Is this to be expressed as a disjunction of the same kind as f( -4) = f( l) 
v f(2) v f(3) v f(5) v . . . etc? No. There is this difference between ''Draw 
a circle but not this one'' and ''Draw this or this or this . . . '': the latter 

' leaves open the possibility of your drawing the circle I do not wa~t, ~ut 
the number disjunction which leaves out 4 does not allow a surular 
possibility. . 

, Questions about disjunction and negation are connected with ques-
tions about the different meanings of "all" and "any'', the different 
kinds of generality, illustrated, for example, by "Draw any circle ex­
cept this" and "Write any number except 4". Is the multiplic~ty of 
circles the multiplicity of what one calls real numbers? No, n~t if one 
is ordered to draw circles. We might come to a queer conclusmn, that 

, since only a finite number of circles is distinguishable we have _h~re a 
finite disjunction. Now is this so? No. We do not even have a dISJUnc­
tion here, for there are no distinguishing marks in the language for the 
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various circles. Similarly for the order "Paint me a shade between 
white and blue". There is not a finite disjunction here; there is not a 
disjunction. One feels like saying "One must mean one of the possible 
ones between white and blue, and one also feels that there are but a 
limited number of possible ones. But there is no means of naming 
them, and so a disjunction cannot be constructed. Suppose you mixed 
paint until you got blue, at each daub asking me if I could distinguish 
one from the other, and then asked me "Didn't you mean these?" 
What can this mean, that I meant these? One couldn't have meant 
them before they were given. These furnish one with a new bit of 
language. Of course I could say that it is a finite disjunction but one 
whose members I do not know. But it is in fact then not a disjunction. 

Suppose I asked you to paint a circle inside a square, and that you 
did this: [Q] 
Suppose I then argued: "Every circle in this square fulfills my order. 
This circle is in the square. Therefore this circle does." What sort of 
proposition is "This circle is in the square"? Consider in this connec­
tion Russell's reduction of "I met a man" to "There is an x such that 
I met x · x is a man". This way of writing generality did have the 
virtue of calling attention to the distinction between "I met a man" 
and "I met Smith", but in other ways it is enormously misleading. 
How are predicates used in our language? Russell uses "man" as a 
predicate, although we practically never use it as a predicate. (Just this 
sort of use often appears in philosophy.) Logicians use examples 
which no one would ever think of using in any other connection. 
Whoever says "Socrates is a man"? I am not criticizing this because it 
does not occur in practical life. What I am criticizing is the fact that 
logicians do not give these examples any life. We must invent a sur­
rounding for our examples. We might use "man" as a predicate if we 
wanted to distinguish whether someone dressed as a woman was man 
or woman. We thus would have invented a surrounding for the word, 
a game in which its use is a move. It does not matter whether in 
practice the word has a place in a game, but what matters is that we 
have a game, that a life is given for it. 

When "man" is used as a predicate, the subject is a proper name, 
the proper name of a man. I might give inanimate things proper 
names, though we usually do not. Suppose I have two exactly similar 
chairs and give them proper names, say "Jack" and "John". How 
shall I distinguish them? I must follow all their movements. It is as-
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... sumed that the use of proper names is very elementary, but what are 
called proper names can be used in many ways which are not simple. 
What are the conditions for my being able to use "Jack" and "John" 
in the way we would normally be inclined to use names? One condi­
tion is that the two chairs could not be made to coalesce as do 
shadows, another that the path of each chair is continuous. This is a 
hint at the complications of the use of "proper name". 

Lecture III 

,, The term "man" when used as a predicate can be sensibly asserted, or 
sensibly denied, of certain things. It is an ''external'' property, and in 

' this respect the predicate "red" is the same. But note the distinction 
' between red and man as properties. A table can be the bearer of the 

property red, but the case with man is different. What is the bearer of 
' this property?* The sentence "I see a man" is not explained by "(3x) 
, I see x ·x. is a man". For the latter leaves the use of x unexplained. It 

might be an explanation of saying ''I see a man'' if this were said of a 
dark patch in fog, or of a human-looking figure which behaved like a 
man, or of a roll of carpet with a man in it. Consider Russell's nota­
tion for "There is no man in this room": "- (3x )x is a man in this 
room." This notati9n suggests one's having gone through the things in 
the room and found that none were men. The (3x)/x notation is built 
on the model in which x is such a word as "box" or other generic 
name. The word "thing" is not a generic name. Suppose I translate 
"There is a painted box in this room", one obvious translation being 
one from which Russell's notation is taken, in which x is "box". 
Russell would not translate it in this way, but rather as ''There is an x 
which is a box and is in this room". What is the x here? 

Consider the notations (3x)/x, -(3x)/x, (3x)-/x, together with 
' the example, "There is a patch in this square"· /OI 

Put in Russell's way it would read: (3x)x is in the square ·x is a patch. 
, What is it of which one says it is a patch? In contrast to (3x)/x, read 

in Russell's way, look at the notation -(3x)/x. This is sensible since 
it can be read as "There is no patch in the square". But consider 

*Note how differenl are the cases of saying "This is a chair" to a blind man 
' and lo someone who visi1ed 1he modern Finella House, where a piece of furni­
' lure might be differenl enough from convenlionally designed chairs lhal one 

might well say this. 
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(3x)-.fx. This notation is sensible if the x is interpreted as "a patch in 
the square", and "-f" as the predicate "not-red". But what would 
it be like for there to be an x which is not a patch in the square? 
Equally absurd is: "There is not a thing which is not a patch in the 
square". 

D How do we find out that there is no thing in this square which 
is a circle? Here there is no way, though here there is: 1QC1 

ls2gj 
For in the latter figure we have a case of something 's being a circle or 
not being a circle. The proposition, "There is nothing in the square 
which is a circle", is utterly different in the two cases. In the second 
case it makes sense to say either that there is or is not a circle in the 
square. 

The way a proposition is verified is part of its grammar. If I say all 
cardinal numbers have a certain property and all men in this room 
have hats, the grammar of each is seen to be different from the other 
because the ways of verification are so different. Moreover, to know 
that all men in the room have hats I must know not only the enumera­
tion but also whether there are more than I have enumerated. The lat­
ter is an entirely different process, and there are many different ways 
of finding out whether the list is complete, almost as many as there are 
different cases. Again, note the difference between a hypothesis for 
explaining the motion of the earth, e.g., that a row of stars we see in 
the sky is much longer than our telescopes would reach, and the sup­
position that the row is infinite. Finally, compare "This square D 
is all white" with "Every point in this square is white". The first does 
not mean the same as the second as is shown by the. fact that it is 
not veri tied by going through every point. Compare the use of "every 
point" in the translation of "This square is white" into "Every point 
is white" with its use in the translation of "finding the maximum of a 
function" into "finding the point that is higher than every other". 
Since points are not things that can be seen and singled out, like 
patches, "Every point is white" is misleading. This translation 
suggests that we have an explanation of an ordinary proposition, a 
more scientific analysis. If the square contained tiny circles painted 
white so that the whole square appeared white, this explanation of its 
appearing white would be an analysis. Without some such explanation 
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the translation into "Every point is white" is all right only if you see 
it means not one jot more than ''This square is white''. In the case of 

finding the maximum of the function T\", we seem to have found 

the highest point; but again, we cannot look at every point to ascertain 
,, this. We use a trick to verify the proposition that this point is higher 

. than any other point of the curve. And thus the proposition has a dif­
ferent grammar from a proposition verified differently. 

Russell thought to describe the foundations of arithmetic by giving a 
theory of propositions, functions, etc. He treated propositions and 
functions as a uniform class. I seem to be saying that every proposi­
tion is different, and thus I may seem to be denying the generality of 
mathematics and arithmetic: If we wish to begin as Russell did, and if 

, "proposition", "function", "generality" mean all sorts of things, 
then it looks as if we shall have many arithmetics, different arithmetics 
for patches, men, thunderstorms, committee meetings, etc. We might 
ask then how it can be that the arithmetic we learned at school holds 
good. The generality of arithmetic is not threatened in the least. To 
understand this we must look at the way arithmetic is applied. What is 
the relation between mathematics and its application? Arithmetic is a 
calculus, and is in roughly the same relation to its application as a 
paradigm is to what it is .a paradigm of. In elementary school we learn 
arithmetic by counting beads on an abacus, or by using physical ob­
jects for illustration. Later we calculate with numbers without refer­
ence to any particular objects. But this is not because arithmetic is 
"general". Arithmetic is like an instrument box-like a box of 
joiner's tools-and we can be taught the use of the instruments. But 
though their uses are explained, one would not have obviated the need 
to explain how to make a chair or table, or to deal with various woods. 
Each of these requires a slightly different use of the instrument, just as 
every wood requires different treatment. The explanation of the use of 
an instrument is a preparation. Teaching will give certain rules for its 
use. Then we will see what it can be applied to. 

Arithmetic is not taught in the Russellian fashion, and this is no in­
accuracy. We do not begin arithmetic by learning about propositions, 
and functions, nor with the definition of number. And this is not 
because children cannot understand these things. The way we learn 
arithmetic is the proper way. 
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Lecture IV 

~he use of proper names is regarded by logicians as something very 
simple and straightforward, but it involves complicated questions 
abo~t identity and continuity. How do we use the subject in the fol­
lowing sentence: ''This is now circular but half an hour ago it was 
not"? Patches can, of course, be given names. Of A, where "A" is 
the name given this, we can either say A has changed in the half-hour 
lapse, or that A is a new patch, or if change has been continuous that 
an i.nfinite series of patches has come into existence. And if the ~atch 
vanishes every now and then, we can lay it down as a rule that it is the 
same patch if it has the same size. Or if there are two where there was 
one befor~, we can say it has split up. If two moving shadowy 
patches, given the names A and B, coalesce at the intersections of their 

pathsA~B 

B A 
we can lay it down that the patches at the corners are called A and B as 
in the diagram, or we can lay down just the reverse. We can make any 
rules we please. Suppose we had a ring of patches of different sizes, 

o~&J · and that they changed sizes suddenly so that one became the 

same size as the next all the way around. Under certain circumstances 
we would say the patches had. moved, under others that the same 
patches had shrunk or grown, as the case might be. Similarly, one 
could describe the light o~ the electric sign ..:t~ either as moving 
back and forth, or as swelhng and diminishing. 

There is a fundamental confusion about questions regarding sense 
data, the confusing of questions of grammar with those of natural 
science. For example, Is whiteness circular or is a patch white and 
circul~? What makes the question attractive is that the answers appear 
to decide between existence and nonexistence of something, namely a 
patch. We are really just turning our language around here when we 
ask "Is there a patch or not"? For "Whiteness is circular" and "The 
patch is white and circular" say the same thing. The philosopher does 
not tell us how to decide the question. The same is true of the question 
whether or not a sense datum is identical with, or part of, the surface 
of an object, and of the question whether the chair or its surface is 
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, brown. If these were questions of natural science we should need to be 
told how to decide them, what the method of verification is. The ques­
tion whether a body seen through a glass is yellow or the glass yellow 
is a sensible one, for one knows how to find out which answer is true. 
But how to decide whether whiteness or a surface or a sense datum is 
circular? .. The philosopher does not tell us how to decide between 
these, and what is more confusing is that often a question such as 
these has an application, which makes a philosopher think it has when 
he asks it. 

Usually a difference of opinion in a certain situation is indicated 
~hen one person says this and another that. But a difference of opin­
ion does not always show up in this way, and the fact that two people 
say different things is not always a sign of a difference of opinion. The 
man who says "Here is whiteness which is round" and the man who 
says "Here is a patch which is white and round" say the same thing. 
Similarly when one person says that a surface has changed, and an­
other person says it is the same surface which appears different to him. 
There would only be a difference of opinion if the two statements 
"The patch is circular" and "Whiteness is circular" belonged to the 
same game. These expressions stand in different calculi, and different 
things are done with them. Belonging as they do to different games, 
they can appear to e~press different things while expressing the same 
thing. If two people forgot that they had different systems, for ex­
ample, one in which a fair-haired person is painted with fair hair, and 
the other in which nothing is painted on his head, then it might happen 
that the two would ask whether® 

?4' 
v 

has fair hair or none. Similarly if one had a notation, ''There is a 
table", for what is ordinarily expressed by "There is one table", a 
confused question could arise: "Is there a number of tables or not?" 
And to the question, "Isn't the latter notation more adequate, more 
direct?'', I would answer No. For one symbolism does not come 
nearer the truth than the other. (Of course it is all right to ask whether 
one symbolism is more misleading than another.) 

What I want to say is that these questions are treated fundamentally 
wrongly. To ask, "Are there only sense data, or physical objects as 
well?", sounds like "Are there electrons or can we manage with only 
protons?". The two are entirely different. 
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Lecture V 

Suppose one asked whether a drawn square is complex or simple, i.e., 
whether it consists of parts or not. One might reply, "I could draw a 
line dividing it into parts". But what if it is too small to bisect? We 
could lay it down that it has parts if one could draw a dividing line or 
bisect it as the mathematician does. The rejoinder to the question, 
"What if it is too small to do either?", viz., that I can imagine a 
dividing line, is very peculiar. For we say this whether we can or not. 
The reply does not mean just what it seems to: merely that it can be 
imagined. At least we don't make a picture by imagery; we make a 
picture by description. It is this which is so important, for by giving 
the description we imply that it makes sense to say it is divisible. 
(Compare .the series of fractions, each member of which "can be 
divided ".) 

Suppose I have a very accurate dividing machine, and that I say the 
square is divisible if I can divide it with this machine, otherwise not. 
"Can" here stands for a physical possibility. "Can" in "can imag­
ine'' refers to the possibility of imagery. Having agree4 on the use of 
the word ''divisible'' we can say whether the square is complex or 
simple. We shall call it complex if it is divided into patches we can 
see. The question whether it is complex can be answered by a factual 
statement. But besides this question there is the philosophical ques­
tion, using the same words, namely, "Is this uniform white object 
complex or simple?" The answer is, "It depends". Here we find our­
selves unravelling a philosophical problem. When a real question cor­
responds to the philosophical question, as here, it is easy to correct the 
mistake, but sometimes it is very difficult. It seems as if there must be 
one answer to all such questions. 

Let us return to the example, "There is a cardinal number which I 
can write down", of the form (3x)fx. This is not a disjunction since 
"and so on" is no numeral. But one is tempted to say it must be a 
disjunction of the form fa v fb v fc v ... because one can infer 
(3x)fx from/a or fromjb or from/a v jb. What tempts one is that 
(3x)fx.vfa:=.(3x)fx and that (3x)fxfa.=fa. For seemingly the 
addition of the disjunction adds nothing, which could only be if (3x)fx 
is already a disjunction-already contains a disjunction. Just as/a v jb 
v/c.v. jb:=.fa v jb v fc because jb is already included, so one is 
tempted to say that (3x)/x. v fa:=.(3x)fx for the same reason. 
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':The entailments fa. :J .(3x)/x and (x)fx. :J fa seem simple when 
t' x)fx is viewed as a logical sum and (x)fx as a logical product. 

\, An analogous question arises when one proposition p follows from 
i::another proposition q: Mustn't one thinkp when one thinks q? In gen­r eral, mustn't one think the conclusion in thinking the premise? This is 
.~important because there are several wrong answers. The affirmative 
:,;;llQswer has a deep reason back of it. 
· Are the steps taken in following a rule contained in it? Suppose 
someone is given the order, "Write down a cardinal number", and he 

·.fulfills it by writing 127. Was he not ordered to write this number 
;, •. together with other alternatives? Suppose he is taught to write an arith­
·:metic series by adding 1 to a number, 1 to that, and so on. The teacher 

1;
1~ins him by examples to carry out orders in accordance with the rule 
< "Add 1 ". Suppose now that he is ordered to add 10, and that the 
;~ghest number reached in the training is 100. Upon being given the 

.; 17.order he writes 10, 20, ... 100, 120, 140, 160, and the teacher ob­
: 'jects that he did not carry out the order. But why? The teacher replies 
· .that he was meant to do this: 100, 110, . . . 1,000,000, 1,000,010. 
'; 'and when did the teacher mean it? When he trained him. And up to 
' iw}ten did he mean it? It is strange that he should have had time to 
'.:mean all this. The assertion that the teacher meant this when he trained 
r 'him is terribly mislea~ing. For it suggests that another process was 

going on during the teaching, or that even though there was no ~rocess 
: going on corresponding to each step, there was a process gomg on 

·.containing all these steps and from which these followed, a queer pr~­
', . ess containing all these unborn steps. If what the teacher meant did 
' , not contain all these steps, how explain his knowing at once that the 
1 pupil was wrong? . 

However, the statement, "I did not mean you to wnte 120 after 
100", is not really an account of what the teacher did earlier, but w~at 

' he is doing now. He might justify himself by "I would have told him 
that 110 was the next numeral after 100 if I had been asked". This is 

' either a hypothetical statement, or a rule. But this rule was not given. 
It does not alter matters to say the teacher would have told him this, 

even though he were believed. 
Now is the person wrong who writes 100, 120, ... ? Couldn't he 

even show you he is right? He could cite a rule which so far as his 
· training went was the same as the rule he applied: Add 10 up to 100, 
1 

• 20 up to 200, etc. But apart from this, "Add 10" could have been so 
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used 1ha1 his nexI number after 100 was 120. lI has nor been made im­
possible 10 do·rhis if his following Ihe rule exrends pasI 100 and whaI 
he was 10 do afrer 100 was not menrioned in rhe training. lI is even 
possible 1ha1 afrer 120 he slops. The pupil is given a rule and ex­
amples, and Ihe reacher may say 1ha1 he means somerhing, 1ha1 Ihough 
nor s1a1ed is conveyed indirecrly by means of these. 11 would seem 1ha1 
if whaI is meanI could be conveyed, and nor merely Ihe clumsy rule 
and examples, he could be made 10 conrinue wiih 110 afrer 100. Bur 
Ihe reacher also has only Ihe rule and examples. lI is a delusion 10 
Ihink 1ha1 you are producing Ihe meaning in someone's mind by indi­
recI means, through Ihe rule and examples. 

Lecture VI 

ln saying iI is undersiood 1ha1 Ihe person who follows the rule "Add 
10" is 10 add 10 10 each number, we refer 10 Ihe way he is 1augh1. If 
he surprises us, afrer being 1augh1 adclirion up 10 100, by conrinuing 
wirh 120, 140, ere. and we say "I did nor mean Ibis", our use of Ihe 
pasI tense creares rhe delusion 1ha1 somerhing else happened aI Ihe 
rime of training Ihan actually did. This delusion is bur a special case of 
another one: 1ha1 Ihe chain of reasons has no end. Why must one wrire 
110 afrer 100? Is Ihere an answer 10 Ibis quesrion? There is, namely 
1ha1 Ihis is whaI one usually does afrer ins1ruc1ion. Bur isn'I Ihere 
another answer? Couldn '1 we answer Ihe quesrion "Why did you add 
10 when given Ihe rule?" by giving anorher rule for following the rule 
"Add 10"? A reason need nor be given in answer 10 Ihis quesrion, bur 
one can be. Suppose we had the chart *A 

b B 
c c 

and 1ha1 we were trained IO 1ransla1e by means of iI any small leners 
such as aabbc inro capiral leners. The chart justifies Ihe translaiion 
inro AABBC. Now if one is asked for a reason or jus1ifica1ion for using 
Ihe chart IO 1ransla1e in Ihis way, one could give Ihe schema $ 
10 explain Ihe rule given by Ihe chart. And for Ihis schema you could 
give anorher schema jusrifying ir. The chain of reasons may end wirh 
the charr, bur iI need nor. When a person 1ransla1es by Ihe chart alone, 
withour being given the schema of arrows, did he know Ihis laner 
rule? II mighI be argued 1ha1 if he had nor known iI he could nor have 
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used rhe chart as he did. This makes iI appear 1ha1 Ihe chain of reasons 
has no end, 1ha1 only rhe reasons wrinen down have an end. Bur must 
one know rhis rule in using Ihe chart? No. One simply makes Ihe 
1ransla1ion. The answer 10 Ihe quesrion, "Why, having been Irained 10 
1ransla1e by means of rhe charI, did he wrire AABBC?'', is merely IhaI 
he did ii-unless one cires another rule. lI mighr be objecred IhaI if 
one jusI does iI Ibis way one acrs like an auIOmaIOn, wi1hou1 under­
standing. Bur in undersranding somerhing one ofren jusI does ir. 

This example is precisely like Ihe example of rhe rule "Add 10", 
which may or may nor have a rule back of iI. To say 1ha1 if one did 
anyrhing or her rhan wrire 110 afrer 100 one would nor be following •?e 
rule is iiself a rule. lI is 10 say "This rule demands IhaI one wrue 
110". And this is a rule for the applicarion of Ihe general rule in rhe 

' particular case. Note 1ha1 Ibis rule. was nor given in rhe Iraining, unless 
by accidenI, in which case rhere would be orher rules IhaI would nor 
have been given. 

We can say 1ha1 rhe order "Wrire 110 after 100" follows from rhe 
rule "Add 10". This is whaI leads us 10 say 1ha1 in giving Ihe rule 
"Add 10" we meanI 1ha1 110 follows 100 (10 be symbolized by 
100-+ 110), and thus 1ha1 100-+ 110 follows from rhe rule. We could 
then say 1ha1 100-+ 120 contradicts Ihe rule; and Ihere is rhe 1emp1a-
1ion 10 say 1ha1 iI could nor do so unless 100-+ 110 were presupposed 
in ir. In whaI sense is iI preformed, or presupposed, in ii? If in follow­
ing the general rule a person said he musI wrire 110, Ihen Ihe quesrion, 
Was he making a new discovery?, is puzzling. The fonn of the ques­
Iion suggesis 1ha1 he was, 1ha1 iI is like a scienrific discovery; yeI ~o 
say thaI he has nor made a new discovery suggesis IhaI 100-+ 110 1s 
presupposed in rhe rule "Add 10". There is acrually no new disc~very 
here, alrhough 100-+ 110 is nor conrained in rhe rule. When he sa.1d he 
musI wrire 110 after 100 in following Ihe general rule, there as no 
quesrion of discovering a srep Ihe rule compels; rarher iI is a quesrion 
of a new decision. The decision, unless made in Ihe training by ac­
cidenI, has nor been made. In Ihe case of translating our chart, a new 
decision is made aI each use of iI. 

Marhematical in1ui1ionis1s have said thaI one needs a new imuirion 
for each srep raken, say, in developing a progression. Whal Ihey saw 
was 1ha1 giving rhe general rule does nor compel one IO make rhe siep. 
11 is wrong 10 Ihink one rakes rhe siep by insighI, as if one no longer 
has any reason bur a sort of revelarion insread. In saying rhere is a proc­
ess of in1ui1ion iI seems 10 be explained why one could be so clever 
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as to write 51 after 50! If any mental process is involved, it is one of 
decision, not of intuition. We do as a matter of fact all make the same 
decision, but we need not suppose we all have the same "fundamental 
intuition''. 

It will help greatly if one once gets the idea of a philosophical 
delusion. 

To return now to the question: Is the conclusion thought when the 
premise is? If the word "thought" is replaced by the word "said" in 
this question, the answer is No. But there is a deep meaning in the 
question whether when the process of thinking the premise went on, 
another process, of thinking the conclusion, went on. If it is claimed 
that the question really asks whether the fact that a certain conclusion 
follows from a given premise is a discovery, the answer is No, it is no 
new discovery. This answer tempts us to reply, "Then the conclusion 
is thought when the premise is". In the sense that a certain conclu­
sion's following from the premise is no new discovery, no new phe­
nomenon, it is correct to say this. But if you try to make out that this 
special rule, which has never been given, has in some way or other 
been given with the general rule, this is nonsense. 

Suppose we have a curve with two tangents at the points A and B 

A~B 
and that we roll a ruler around this curve from A to B. Is it correct to 
say it must have passed C since it must have passed all the positions 
between the two? A simpler example which raises the same sort of 
question is the sliding of a ruler from 0 to 4 along this line: 
o 1 2 3 4 • To say that the ruler must have passed through all the 
rational and real numbers from 0 to 4 makes one think that though one 
cannot calculate all the real numbers, for example, 7r, one has actually 
been exactly at'"' Since I did not know I was at '"· does not this seem 
a wonderful achievement! Now was one at the point 7r? One answer is: 
We pass through 3 and '" in different senses: we see the ruler slide 
over 3, and we've got to lay it down that if it passes from 3 to 4 it 
passes'"· 

What does one call passing from 0 to 4? Why are we tempted to say 
that in passing from 0 to 4 we must have been at the point midways? 
Is there good reason for saying this? Were we at all the points between 
0 and 4? If by moving from 0 to 4 is meant passing the points one 
sees, and by "all points", more than the visual points, then we did not 
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visit all the points. It is a different thing to use the words "We passed 
from O to 4'' to refer to a visual phenomenon, and to use the same 
words to make a rule about the way we are to talk. 

In sliding the ruler from 0 to 4 could one miss out a point? In what 
sense is it the case that one might have? If the movement of a hand, or 
shadow, is visually continuous, must the hand have passed every point 
on the scale? Suppose it vanished for 1~ th of a second. Was the 
movement then continuous or discontinuous? Did it pass through all 
the points or not? The answer is "It depends". Visually it is continu­
ous, but physically it was discontinuous. And if by not missing out 
any point, or by passing through all points, you mean it was visually 
continuous, then it did not miss out any point; it passed all points. 

Lecture VII 

What is the criterion for a proposition being a proposition of logic? 
One claimed criterion is self-evidence, which seems to be a 
psychological criterion; and yet the self-evidence seems to be in the 
symbols, "objective". 

Frege had the idea that every sign, proposition as well as descriptive 
phrase, had a sense and a meaning."' Two signs might have the same 
meaning but different .senses. And he went on to say that a proposition 
has one of two meanings, the true and the false. "p" means the true if 
"-p" means the false. The function -p was treated as a coordination 
of the two values, the true and the false, and a table could be written 
for it: p f(p) = - p 

T F 
F T 

Frege did not see that this table can itself be taken as a symbol for the 
function, though it looks as though it says something about the func­
tion. Frege has instead only given a translation: "-p" translates as 
p This schema does not say anything about -p; it is another 

T F 
F T=-p. 
way of writing it. 

Frege explained the notions of "or" and "not" by the notions of 

*It is more usual to translate Frege 's distinction between Sinn and Bedeutung 
as ''sense'' and ''reference''. (Editor) 
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''true'' and ''false''. That p v q is false only if both p and q are false 
states a rule, and is embodied in the truth-function symbolism as 
follows: p q Written as a row: (p, q) [TTTF]* 

T T T 
F T T 
T F T 
F F F 

It is important to ~ee that this table, like the table for -p, says nothing 
about p v q, but ts another way of writing it. When Frege explained 
such functions by listing the truth-values of the arguments in columns 
o~ one side. and the function on the other, it looked as though he had 
said somethi~g about the function. But instead he had defined it, given 
another notation for it. 

My object [in the Tractatus] was to show the essential difference 
~~ween a sym~l for a .proposition and a descriptive phrase. A propo­
sition p was wntten with two polest, TpF, and the combination of 
truth-possibilities of p and q with lines as follows: 

p "::>q is written:t 

TpF 
\t 

e ,. \ 
TpF TqF 

"'"L::--:-- J 

F 

T 

TqF 
1 ) 

Now i~ .you look at p "::>p, you can see what characterizes a logical 
propostt1on. Here we have one argument p, which has the two truth­
possibilities T and F. The propositionp"::>p, has only one pole, the true 
pole: 

T 

TpF TpF 
~ 

T 

*S~e Tractatus Logico-Philosophicus, London and New York 1922 4 442 
(Echtor) ' ' · · 

t See Tractatus 6.1203. (Editor). 
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Written in accordance with this simple rule a logical proposition is dis­
tinguished from any other. The important point which the schema 
shows is that logical propositions have nothing to do with self­
evidence. 

Let us look at what sort of proposition p "::>p is. The table makes it 
clear what we mean by saying propositions like it are redundant. There 

' are two puzzles: (1) Why, if they are tautologies, do we ever write 
them down? What is their use? (2) What sort of generality has the 

,, statement "This is true for all propositions"? (e.g., that they cannot 
be both true and false). Further, if all tautologies say nothing* then 
don't they all mean the same? p"::>p.s.pv-p.•.-(p.-p)! All 
have the same sense, viz., no sense! Difficulty is not only posed by 
the question, ''What are they used for if they have no sense?'', but 
also by the question, ''Why do we use so many of them if they have 
the same sense?" Let us examine the use we do actually make of 
them. First, we do not inform by means of them. When in all the 
blanks in the truth-table for a proposition there appears a T, it does not 
even seem judicious to call it a proposition. But to call it nonsense is 
also not judicious, because it is unlike "yellow tables chairs" and 
"the slithy toves gimble", which we call nonsense. When 1 called 
tautologies "senseless" t 1 meant to stress a connection with a quan­
tity of sense, namely 0. "p "::>p is senseless" could be translated as 
• 'p "::> p . q . a . q'' , to show up its continuity with other propositions, 
and its difference from them. A tautology is a degenerate case of a 
proposition. It plays something of the same role in logic as the 0 of 
arithmetic. 0 + 2 = 2. Analogously, p "::>p. q is like 0 .q. 

Now what is the use of all these propositions? Let us examine one 
which has played a role in logic: p "::>q .p. "::>. q. Here we have a 
tautology, as shown by its truth-table, although it seems to say some­
thing, inasmuch as we make inferences in accordance with it. By itself 
it is not a rule of inference, for a rule should say something, and 
p "::>q .p. "::>. q says nothing. That it seems to say something is because 
the second sign of implication seems to say something the first does 
not, something having to do with the word "follows". Inferring is 
connected with the second sign, not the first. What is the connection 
between implication and inference, between p "::>q .p. "::>. q and the in-

*See Tractatus 4.461. 5.142, 6.11 (Editor). 
tTractatus 4.461. (Editor) 
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ference ~ :Jq? Does one need the fonner as a link in this inference? 

q 

And if so, then why not something to connect its use as a link? The 
proposition P :J q. p. :J. q is a pattern by means of which the conclu­
~ion q is inferred; but~ .is not inferred. What allows the inference of q 
is not w~at the proposltlon says but the fact that it is a tautology. The 
rule of inference is not p :Jq.p. :J .q but "p :Jq.p. :J .q is a tautol­
ogy''· .~e use of this rule is to make an inference from one ordinary 
propostt1on to another. Such a rule is to be distinguished from a rule of 
in~er~?ce in a lo~~cal system. A rule of the latter kind is applied to the 
~nm1t1ve propositions and their consequences, not to ordinary prQPOsi­
ttons. 

Lecture VIII 

There were important reasons for puzzlement about the general propo­
sitions (;;c)fx and (3x)fx. One was that there must be something, so 1 
th?ught, that can be called the general fonn of a proposition, some­
thing commo~ to all propositions. Another was that if fa :J(3x)fx as­
serts the relatlon of following, then it must have something in common 
with the t~utology !'. :J .p v q. (3x)fx ought to contain fa as one 
truth-function contains another. 1 had the mistaken idea that proposi­
tions belong to just one calculus. There seemed to be one fundamental 
~alcul~s, viz., logic, on which any ot~er calculus could be based. This 
is the idea which Russell and Frege had, that logic was the foundation 
of mathematics. The task was to exhibit what is characteristic of this 
on~. fundamental ~alculus, to show what logic is. Logic treats of prop­
os1~1on~ and functions, and mathematics could be based on logic. Thus 
logic gives the general fonn of mathematical propositions. It seemed 
to me that th.e words "proposition", "sense", "generality", "logic" 
were all equivalent to eac~ other. If one has the idea of a single logic 
then one must be ab~~ to give one general fonnula of logic, the general 
formula of a proposn1on. 1 thought I had found this fonnula in the T-F 
table, a.n equivalent .of t~e word "proposition" and the word "logic". 

The idea that logic gives the general form of a mathematical state­
ment br~a~s down when one sees there is no such thing as one idea of 
a prop~sltlon, or of logic. One calls lots of things propositions. If one 
see~ t~1s, t~en one can discard the idea Russell and Frege had that 
logic is a science of certain objects-propositions, functions, the logi-
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cal constants--and that logic is like a natural science such as zoology 
and talks about these objects as zoology talks of animals. Like a natu­
ral science, it could supposedly discover certain relations. For ex­
ample, Keynes claimed to discover a probability relation which was 
like implication, yet not quite implication. But logic is a calculus, not 
a natural science, and in it one can make inventions but not discover­
ies. 

I am not taking the view of C. I. Lewis and the Warsaw schools that 
there are many different logics. In speaking of more than one logic I 
am not referring to non-Aristotelian logics such as the three-valued 
logic in which propositions had three possibilities instead of two, T, F, 
and Possible. There is great danger in making up such a game, unless 
taken as a game. The value of such games is that they destroy prejudi­
ces; they show that "it need not always be this way' 1 • But if this latter 
is said as though it were a statement of science (like ''You think all 
rats are like this, but there are others"), then the 3-valued system, for 
example, might appear to be an extension of logic, representing a dis­
covery. 

Now who uses the calculus of T and F? I would say it has no use. 
Taken as a calculus, it is dull and useless, and so is Russell's calculus. 
But it has a justification which may not hold for other logics. The 
point of the T-F calculus is to afford a translation of Russell's calcu­
lus, making clear the relations between the latter sort of calculus and 
its application. A calculus is of no value unless it makes one clearer 
about another. 

Lecture IX 

What is the connection between the idea of a proposition and the laws 
of logic? There is a temptation to say that - (p. - p) and p v-p are 
laws about propositions. Being tautologies, they say nothing; so in 
what sense can one say these hold for all propositions? And how does 
one know this? One has not examined all propositions. Our way of 
talking about them is misleading, in suggesting that we are saying 
something similar to "All apples are sweet". The latter proposition is 
different; here we have an hypothesis, which if true must hold for this 
particular apple if it holds for all. To say that these laws hold for all 
propositions seems to permit saying the same sort of thing: that in 
holding for all they must hold for this particular instance. 

Why does one look at these two laws as fundamental? Because we 

- ' 
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see the similarity of - (p . - p) and p v - p to true propositions we make 
the mistake of saying they are true. It is important to note that we talk 
of the law of excluded middle, where no third alternative is ever men­
tioned. What is the middle which is excluded? pv-p is modelled after 
"This is either red or green; there is no third alternative". But the 
comparison is a false one. This proposition has a very impressive 
form, and it is universal. 

Brouwer talks of a range of propositions for which the law of ex­
cluded middle does not hold; in this branch of mathematics this law 
does not apply. Now note that to say a proposition is that which is true 
or false is to say it is that for which the Aristotelian laws of logic are 
valid. This in a sense gives a definition of "proposition". pv-p and 
- (p. - p) are rules, rules which tell us what a proposition is. If a logic 
is made up in which the law of excluded middle does not hold, there is 
no reason for calling the substituted expressions propositions. Brouwer 
has actually discovered something which it is misleading to call a 
proposition. He has not discovered a proposition, but something hav­
ing the appearance of a proposition. The situation here is similar to 
that of a board game which is more analogous to a tug-of-war than to 
chess, yet keeps the appearance of being chess. The way in which 
mathematicians express themselves is taken from the language of natu­
ral science. To say the law of excluded middle does not hold for prop­
ositions about infinite classes is like saying ''In this stratum of atmos­
phere Boyle's law does not hold''.* 

The definition of a proposition as anything that can be true or false, 
and thus as anything that can be denied, sounds as if it gave a criterion 
for deciding whether something is a proposition: deny p and see 
whether the result is a proposition. What is it like to try to deny p and 
to decide that it is no proposition if one cannot? The words ''true'' and 
"false" sound like the adjectives "red" and "green", and to say a 
proposition is whatever can be true or false sounds like a discovery, 
like "iron is anything that can rust". But to say a proposition is what 
can be true or false comes to saying that what we mean by "proposi­
tion'' is partly given by the rule pv-p =Taut. It is what this and other 
rules apply to. And this means that these rules determine the game 
played with ''proposition''. 

Suppose it is asked whether this game can be played only with 

*This paragraph is for the most part taken from The Yellow Book, as a sup­
plement to the material on the law of excluded middle given in this lecture. 
(Editor) 
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"proposition". Could it not be played with a word like "table"? In 
answer to this, let us examine two versions of the law pv-p, "A 
proposition is what is either true or false'', ''A proposition is what can 
be true or false". The word "can" in the second version introduces a 
dangerous element. To say that one can negate only a proposition 
presupposes the possibility of a kind of trying. It suggests that we have 
negation here and a proposition there, and that negation is the kind of 
of thing that will fit a proposition and nothing else, like a shape being 
fitted to certain other shapes. Suppose someone said, "I can negate 
'apple'-! need only say that 'apple' is not true". The reply would be 
that "negation" and ''apple" don't fit. If the rejoinder were, 
" 'Apple' is not true" means "Apple is not sweet", then the natural 
reply, namely, that the meaning of "negation" has been altered, 
creates the illusion that we have two ideas, "not" and "apple", 
which do not fit, as if there were a fitting or not fitting of two games 
that we play with ''not'' and ''apple''. The notion of a fitting is 
wrong. To negate an apple sounds like doing something with it, like 
eating it, whereas all that is done is to write two separate scratches, 
"not" and "apple", side by side. What corresponds to our idea of 
negation is the use we make of it. If for the variables p and q of Rus­
sell's calculus we substituted words like ''apple'', the result is some­
thing of which we do not make any use. Perhaps a use could be made 
for it. In fact we do have a game in which ''not an apple'' is used 
when we are refusing an apple. We might say that the gesture of re­
fusal or pushing away is the meaning of "negation". This is the kind 
of use of ''negation'' which occurs in the primitive language between 
the builder and his mate. "Not brick" would be translated into our 
language as "don't bring me a brick", and "Apple" into "Bring me 
an apple". But not in the primitive language. In the game in which 
one says •'Not an apple'' there is nothing which one could call a prop­
osition. There are two possible answers to the question why we should 
be tempted to call "Apple", or "Not apple", propositions, (1) that 
these are the sample propositions, which we could not say, and (2) 
that we wish to show a family of transitions to these special cases. To 
the question whether pv-p can be used in a game where "apple" is 
substituted for p, my reply is that perhaps a game-a use-can be 
found, i.e., if a man were so trained that "apple" functions to pro­
duce the reaction which "Bring me an apple" would, that is, that the 
practice is the same. Note that the practice does not enter into the lan­
guage; it is not given by the rules of the language. 
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A distinction is to be made between use and application. When I 
talked of "Apple" being used as an order, we understood this because 
we have here a practical application, which is useful. Whether an 
application has a use in practice depends on the kind of life we lead. 
The pragmatic criterion of the truth of a proposition is its usefulness in 
practice. But the person who says this has in mind one particular use 
of "useful": its use in the lab, say, to predict the future. But if a mad 
physicist were to offer a prize for a completely wrong hypothesis, then 
a person whose hypothesis had a distribution of confirmations like this IAil instead of along the curve, would find it useful al-

though it was useless for prediction. 
In contrast to the traditional logic, Russell introduced symbols for 

relations of two or more terms, with the idea of building up a logic to 
apply to all eventualities. Now what sort of proposition is ''Love is a 
2-termed relation? Obviously one has not said anything about love. 
Suppose someone doubted whether there are 2-termed relations, and 
someone replies, "I've found one, love". Has he made a discovery? 
It sounds as though he had found a natural phenomenon that fitted this 
schem~. and that without it the schema would have been empty. If this 
is the case, then it would seem that the use of expressions for 3-, 4-, 
and 5-termed relations depends on natural facts. But we must re­
member that two people not being in love is also a 2-termed relation. 
If I came of a tribe where love was unknown and went to another tribe 
where I found someone in love, would I have discovered a 2-termed 
relation? One could say, '.'I have discovered a use for the word 
'love' ". Here in this symbolism I have a use for "love" and need not 
look further. We can discover a use for symbolism in the sense of 
finding it useful (like the physicist and his wrong hypotheses), but 
there is no such thing as discovering a use for it in the sense of dis­
covering a natural phenomenon which gives content to it where before 
it was empty. It is absurd to look at a 13-termed relation as empty 
until we have found a 13-termed phenomenon, for the calculus we 
make with these words does not receive any content from what is 
found; it remains a calculus. 

Russell thought that in treating foundations he had to arrange for the 
application of arithmetic, for example, to functions. One could not 
talk about 3 apart from some type of function, so one would need to 
classify functions. Number is a property of a function. Russell and 
F. P. Ramsey thought that one could in some sense prepare logic for 
the possible existence of certain entities, that one could construct a sys-
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tern for welcoming the results of analysis. Beginning with 2- and 3-
termed relations, of which one has instances, one could claim to have 
prepared the calculus for 37-termed relations, of which there are no in­
stances. We tend to think that when we have found an example of aRb 
we have found a phenomenon to which aRb is applicable. We have 
only found a word in our language which behaves like aRb. Before an 
instance of aRb is found there could be the word in the language. Con-

. structing a relation does not depend on finding a phenomenon. Dis­
covering a word game is different from discovering a fact.* 

In language as we use it there are not only words and their combina­
tions but also words which make reference to samples. The word 
"blue", for example, is correlated with a certain colored patch which 
is a sample. Samples such as this are part of our language; the patch is 
not one of the applica~ions of the word "blue". The phenomenon of 
love plays the same role as the patch in the use of the word ''love''. 
Two people in love may serve as a sample, or paradigm. We might 
say that it is the paradigm which has given the word "love" content. 
But for this purpose we need not discover two people in love, but 
rather the paradigm, which belongs to the language. We can say the 
paradigm gives the word meaning. But in what sense? In the sense of 
enlarging the game. By bringing in a paradigm we have altered the 
game. We have not found a phenomenon which gives the word sense; 
we have made up a ·calculus. To say that the paradigm fits the symbol, 
e.g., that the blue patch fits the word "blue", means nothing. It is 
added to it. And the schema is now useful. 

The attempt to build up a logic to cover all eventualities, e.g., Car­
nap's construction of a system of relations while leaving it open 
whether anything fits it so as to give it content, is an important absur­
dity. We must remember that if we feel the need of an instance of an 
n-termed relation we still have the symbolism for n things not standing 
in relation. The need is for a sample, a paradigm, which is again part 
of the language, not part of the application. Samples play the role 
played by the Greenwich foot, the existence of which does not prove 
that anything is a foot long. The Greenwich foot itself is not a foot 
long. To say ''Here is an instance of people being in love'' is to take a 
sample into our language. And to do this is to make a decision, not to 
discover anything. t 
*This paragraph is taken from the 1932-33 lectures entitled "Philosophy''. 
(Editor) 
tFor discussion of this topic, see Philosophische Grammatik, pp. 309-14. 
(Editor) 
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Lecture X 

Let us consider negation further, in particular, negation of "apple". 
What is the criterion for having negated it? If the criterion is merely 
writing "not" before "apple", then we have done it. If the criterion is 
that the combination of signs be useful, then obviously it can be made 
useful. If it is required that the phrase be accompanied by some feeling 
or gesture, then why should this not happen? None of these criteria is 
satisfactory. We want "not" to be used in a certain way. You were 
uncomfortable about my use of "not" with "apple"; but this could 
not have been because we do not use it thus, inasmuch as we some­
times do. What you must mean is that you do not want to use it in that 
way. You want to say that the use of the word ''not'' does not fit the 
use of the word ''apple''. 

The difficulty is that we are wavering between two different aspects: 
(1) that apple ls one thing or idea which is comparable to a definite 
shape, whether or not it is prefaced by negation, and that negation ls 
like another shape which may or may not fit it: ~ 

(2) that these words are characterized by their use, and that negation is 
not completed until its use with "apple" is completed. We cannot ask 
whether the uses of these two words fit, for their use is given only 
when the use of the whole phrase ''not apple'' is given. For the use 
they have they have together. The two ideas between which we are 
wavering are two ideas about meaning, ( 1) that a meaning is somehow 
present while the words· are uttered, (2) that a meaning ls not present 
but is defined by the use of the sign. If the meanings of "not" and 
''apple'' are what ls present when the words are uttered, we can ask if 
the meanings of these two words fit; and that will be a matter of expe­
rience. But if negation is to be defined by its use, it makes no sense to 
ask whether "not" fits "apple"; the idea of fitting must vanish. For 
the use it has is its use in the combination. 

When we say it ls impossible to negate a thing, that only a proposi­
tion can be negated, it seems (1) that it is not an experiential state­
ment, but (2) that we can describe what we cannot do. If, however, 
one can describe this, then one can, except for human frailty, do it. 
What cannot be described because it ls forbidden by the rules, one 
cannot do. But now by saying that we cannot use "not apple" as we 
can "-(apples are red)" we have not settled how we are to know 
when to use "-" and "apple". Does the use of "apple" itself ex-
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elude negation? We fix the grammar of "apple" and "not" by con­
sidering the rest of their uses. But the question remains how we are to 
use them in a case where we have not used them. What we must do ls 
to lay down rules, and then it no longer would be a question o.f the 
word "not" applying or not applying to "apple" but of there being a 
use fixed beforehand. 

Fixing the use of the sign of negation means settling what is to be 
put inside the brackets: - ( ). If we say we do not want to substi­
tute the name of a fruit, then we have fixed that much. Suppose I drew 
a circle and said there can be apples anywhere in the universe but not 
in it. Could not this mean ''not apple''? That will depend on how the 
use is fixed. But we are not fitting together separate things like sepa­
rate solid bodies. 

Does it determine-the grammar of the word "not" to say it can be 
used in connection with the word "apple"? Suppose that instead of 
using the word "not" I use the word "to", and that I said "to" fits 
"apple". What do you know? I have told you nothing at all, for you 
do not know in what way it "fits·' "apple". I have only said that "to 
apple" can be written in this game. If "to" means the same as 
"sour", then it fits. In order to explain in what way it fits "apple", I 
should have to explain the way the combination is used. The question 
whether "to" fits "apple" suggests that "apple" already has a gram­
mar, and to tell what fits it is to tell what "to" ls like. But this ls not 
the case. If one says "apple" means what it usually does, you can 
reply: ''Then 'to' says something about 'apple', but I do not know 
what''. In one sense I could say I have given you some information 
about "to" fitting "apple" if I said "to" can be used with "apple" 
just as "not" may be. This comes to saying that "to"= "not". To 
change the example, suppose I said "go is red". You will say that 
"go" must be the name of a particular or generic spatial object, or a~ 
afterimage. But "go is red" might be "nothing ls red". In a sense It 
does give one some information about the use of "go" to say it fits 
''is red''. But one cannot lay it down that the use of a word is given 
by telling what words fit it. Even ostensive definitions do not fix the 
use. 

The statement "This fits that", asserted of two bodies 

~ . 
may be either of two different kinds, a geometrical one ~r a~ ex~nen-
tial one. If the diameter of the tongue of the left-hand piece ts 3 mches 
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and of the corresponding depression of the other piece is 2 inches. 
then to say they cannot be put together can mean either that the appli­
cation of physical strength or of a machine cannot force them to fit (a 
clear empirical statement). or that they cannot fit so long as the one 
remains 3 inches and the other 2 inches. The difference in the gram­
mars of "They can't be fitted" in these two cases is like that between 
"This piece of chalk is longer than that" and "A 3-inch piece of chalk 
is longer than a 2-inch piece". It is a rule about the use of "fitting" 
that it makes no sense to say 3 inches fits 2 inches. The difficulty is in 
using the word "can" in different ways. as "physically possible" and 
as ''making no sense to say. . . . '' The logical impossibility of fitting 
the two pieces seems of the same order as the physical impossibility, 
only more impossible! If one fixes the use of "apple" so that it 
excludes the use of "not" before it, then the impossibility of fitting 
the two is not like the impossibility of a physical fitting. 

Lecture XI 

To tum now to the relation between mathematical equations and 
tautologies. If mathematical equations are not tautologies, what is the 
relation between the two? There are two reasons for saying that 
2 + 2 =4 is a tautology. (1) that it is not an experiential proposition, 
(2) that there is a tautology with which this equation is often mistaken: 
"If there are 2 things here and 2 things there, there are 4 things al­
together". In Russell's notation this was expressed by using the iden-
tity sign. · 

Russell's notation gives rise to puzzlement because it makes identity 
appear to be a relation between two things. His symbolism for "There 
are 2 and only 2 things satisfying the function/" is: ~x.y): fx .fy .x 
-:/- y . (z) .ft. . :J . z = x v z = y. We must distinguish the use of the sign of 
equality here from its use in arithmetic, where we can look at the sign 
in a + b = n as part of a rule of substitution to the effect that instead of 
n we can write a + b. What is bad about Russell's notation is that it 
leads one to think there is such a proposition as x =y, or x =x. One 
can introduce a notation in which the identity sign as Russell used it 
can be abolished. Instead of writing ''(3x,y)fx .fy'', to which we have 
the right to add "x =y". we can make it a rule not to write signs of 
equality, but instead write one variable if one wants to talk of exactly 
one thing, two if one talks of two things. My notation for "There is 
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·only one thirtg satisfying 'f' " is ~x)fx. - (3x,y)fx .fy *. As an ab­
breviation of this 1 write (Elx)fx. With the elimination of the identity 
sign, such expressions as "x =y", "x =x", and "(3x)x =x" will not 
appear. 

The symbolism used by Russell in which the identity sign occurs is 
· puzzling because "x ==y" and "x =x" seem to bring two objects, or 
·· an object and itself. into relation. "(3x,y)fx.fy is a notation seemingly 

. • about things, but in saying x and y are identical we do not say any­

. tithing about x and y; we want to say they are one. One might say that it 
· . simply means that the sign ''x'' means the same as the sign ''y'', but 
: · why is it that we should suddenly talk of the signs? Russell's notation 
· is about the things referred to. If "x = y" can occur, so can 

''(3x,y)x =y''. What does this mean? that there are two things that are 
.; 1 the same? In my notation this is not a proposition at all, nor is 
·· (3x)x=x. Why, ifthere is one thing, should this be expressed by say­

ing something about a thing? What tempts us to suppose that it is a 
· fundamental truth that a thing is identical with itself (that this chair is 
· identical with itself)? 

1 have not really done justice to the law of identity. 
1 shall now discuss the idea that "l + 1==2" is an abbreviation of 

such statements as ''If 1 have one apple in one hand. and another in 
· the other, then 1 have two apples in both hands''. In my notation this 

is: (Elx)fx. (Elx)gx.:.... (3x)fx. gx. :J. (E2x)fx v gx. (Recall that (E2x)fx 
is short for (3x,y)fx .fy: - (3x,y,z)fx .fy .ft..) Now is it true that 
'' l + 1 = 2 '• is an abbreviation of the underlined? One thing to be 
noted is that what it abbreviates, if it does this, is much shorter than 
the corresponding expression in Russell's notation. 

Suppose that instead of writing (El 5x)fx. (E27x) gx. - (3x)fx. gx. 
:J . (E42x)fx v gx, 1 wrote 56 in place of 42. ls this correct or incor­
rect? Suppose that among my rules of addition, some are definitions, 
e.g., 1+1=2, 1+1+1=3, and that others are deduced from them, 
e.g., 2 + 3 = 5. If 1wrote2 + 3 =6, one might say this was not wrong, 
that it was merely a rule about the signs "2 + 3" and "6", so the 
effect is that for ''2 + 3'' 1 can put ''6''. But if it is called wrong you 
are already assuming a particular calculus; in another calculus it might 
not be wrong. The claim that 15 + 27 = 56 is a contradiction may or 
may not be correct. How are we to find out? Suppose 1 try to find out 

*See Tractatus 5. 53-5. 534 (Editor) 

' l 
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by putting it in the unabbreviated notation and determine by a calcula­
tion whether it is a tautology or a contradiction. To use a simple ex­
ample: 

(E11 x)fx.(Elllx)gx."'(3x)tx.gx. ::J.(Elllllx)fx v gx. 
.. "' 'IJ)} 

Whether this is a tautology or not I decide by adding. Now does it 
correspond to 2 + 3 = 5? This implication says nothing (as it is 
either a tautology or a contradiction). But it would correspond to 
2 + 3 = 5 if to the unabbreviated notation were added ••=Taut''. What 
is queer about the functional notation (El5x)fx.(E27x)gx. -(3x)fx. 
gx. :J . (E42x)fxv gx is that we never use it when we are asked to 
reckon how many apples we have. One has to do an addition before 
one knows what to write after the quantifier in the consequent. 

This leads directly to examination of Russell's and Frege's theory of 
cardinal numbers, of which the fundamental notion is correlation. Rus­
sell and Frege first introduced the idea of being equal in number. This 
was done via the notion of similarity, or 1-1 correlation. We shall take 
the commonsense point of view and call correlation anything like 
drawing lines, tying strings, holding hands. Two classes were said to 

be equal in number if they were correlated 1 - 1:??? 3 was defined 
xxx 

as the class of all triads correlated to o o o. Any triad could be taken 
as the prototype, just as the Greenwich foot is taken as the prototype 
of all lengths of one foot. 

It is to be noted that Russell said that 2 is the class of all classes that 

are 1-1 correlated to~· not that it is the class that can be 1-1 

correlated to the prototype. The latter is the amendment which every­
one wishes to make. Suppose I removed cups from saucers, so that 
they were no longer correlated. Do they still have the same number? 
We would ordinarily say Yes. But how do we know this? That they do 
is now an hypothesis. 

The question whether they have the same number if they are or if 
they can be correlated is bound up with whether the class is given in 
extension or not. Suppose I have two lists of letters A B 

~~ 
The following two statements are not the same: (1) abc can be 1-1 
correlated with abed, (2) The letters on list A can be 1-1 correlated 
with those on B. For (2) can be decided by experiment, such as setting 
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cups and saucers together, or drawing lines. This comes to a measure­
ment of the number. There are other ways than 1-1 correlation for 
measuring the number, e.g., seeing that two geometrical shapes have 

the same number of intersections:~ 4 
or seeing patterns of dots and crosses which are visually grasped as 
having the same number though no correlation is made: xx oo oo . 
(Beyond a certain small number this method is not available. If I saw 
30 dots here and 30 dots there I might not be able to give their num­
ber, but I should be able to say whether one dot had vanished. This 
would not be the case if there were two pairs of 1000 dots.) Each 
method is a different way of determining whether two clas5es have the 
same number.* 

Consider the difference between the criteria "can be 1-1 corre­
lated" and "are 1-1 correlated". If the criterion is the possibility of 
two classes being correlated, we need to specify what role this possi­
bility will play in determining whether they have the same number. 
Are we to say two classes have the same number when they have not 
been 1-1 correlated? or that two things have the same length when 
they are no longer superimposed? Sometimes yes, sometimes no. If 
we say they have the same number when they can be 1-1 correlated, 
we must fix the criteria for none having vanished. When presented 
with thousands of dots we do not know when some have vanished. But 
if we say two classes have the same number when they are 1-1 
correlated, we do not have the question as to what happens when they 
are not correlated, nor do we need to take account of cases where we 
are not able to correlate. We can say that classes are equal in number 
if they can be correlated provided we give instructions for telling how 
we find whether they can be. 

The criterion for sameness of number, namely, that the classes con­
cerned are 1-1 correlated, is, however, peculiar. For no correlation 
seems to be made. Russell had a way of getting round this difficulty. 
No correlation need actually be made, since two things are always 
correlated with two others by identity. For there are two functions, the 
one satisfied only by a, b and the other only by c, d, namely, 
x =a. v .x =b and y =c. v .y =d. By substituting a for x and c for y 
we have a =a. v .a =b and c =c. v. c =d. We can then construct a 

*See Philosophische Grammatik, p. 354. (Editor) 
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function satisfied only by the pairs ac and bd, that is, a function corre­
lating one tenn of one group with one tenn of the other, namely, 
x =a .y =c. v .x =b .y =d, or the function, x =a. v .y =d:x =b. v .y = 
c. These correlate a with c and b with d by mere identity when there 
is no correlation by strings or other material correlation. But if "=" 
makes no sense, then it is no correlation. Why does this function seem 
to correlate them? Because of the identity sign.* 

Lecture XII 

To return to Russell's definition of a number as a class of all similar 
classe~. A class can be represented in either of two different ways, (I) 
by a hst, (2) by a common property. The class of men in this room, 
for example, might be represented by a list of their names. But Russell 
did not think of this class as represented by such a list, but by a prop­
erty, man in this room. When Russell talks of a class he really means 
a property. He wanted to talk of a class in two ways. An existent class 
he wanted to talk about as a list, but he also wanted to be able to 
replace the list by a function. Frege had said a number is a property of 
a class. But he, and Russell, also said it was a property of a property. 
If there are five blue-eyed men in this room, 5 is a property of the 
property of being a blue-eyed man in this room. This account is unsat­
isfactory, however, since Frege also wanted to be able to say that 
Gans and Paul, for example, are two. And if 2 is the property of a 
property, Gans and Paul would be two only if they had a property in 
common, and one which nothing .else had. There seems to be no 
reason why there should be such a property. Frege, however, thought 
he had found one, namely, x =Gans . v. x = Paul (the property of being 
?ans ?r Paul). Frege and Russell thought they could manage classes 
intensionally because they thought they could convert a list into a 
property-a function. But if such a property, expressed by the identity 
sign, is objectionable, then what is meant by "Gans and Paul are 
two''? 

Why were Frege and Russell so keen on defining number? In order 
to define it we shall of course have to define it in tenns of other things 
we have not defined. Philosophers do not try to define everything, but 
certain things they have tried many times to define. What is common 
to those things for which they crave a definition? This craving arises 
from a question which bothers one and yet seems unanswerable in a 

*See Philosophische Grammatik, p. 356. (Edilor) 
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straightforward way. "What is a chair?", by comparison with "What 
is 3? ", seems simple. For if one is asked what a chair is one can point 
to something or give some sort of description; but if asked what the 
number 3 is, one is at a loss. If one points to "3" and says that is 

, the number 3, the reply will be that "3" is but a mark, of which the 
number is the meaning. This question, "What is 3?", arises from a 
jumble of misunderstandings, one of which is due to our having the 

i word "meaning" in our language. "Meaning" is thought to stand for 
(I) something to which one can point, or (2) something in the mind. 
Suppose I ask whether the word "7" is meaningless in the sentence 
''There are 7 men in the room''. Although it does not stand for some­
thing which can be pointed to,* everyone would reply that it is not 
meaningless, it is not superftuous. It has a function in the sentence. It 
is not the same as clearing-the-throat sounds. Although "function of a 
word" is not a definition of "meaning of a word", it is always useful 
to replace "meaning" by "function". 

One great difficulty about numerals is due to the fact that they occur 
in utterly different contexts, in sentences of ordinary life, such as 
''There are seven men in the room'', and in mathematical contexts 
such as "2 + 3 = 5" and "7 is a prime number". When people are 
asked, What is the number 3?, they first feel they are being asked to 
look about for something. f'.onnalists, on finding nothing but the mark, 
said the number 3 is the mark. Others, on finding nothing when they 
looked about, said there must be something else than the mark. To 
those who maintain that the number 3 is nothing but the sign "3 ", the 
rejoinder is that one can have two shapes "3" and but one number. In 
fact we can say things about the sign that we cannot say about the 
number. Consider the number 3 and the sign ''3''. A person who says 
the number 3 is nothing but the sign ''3'' seems to say the two itali­
cized expressions may replace each other. But they are not used in the 
same way. We can say that the sign ''3'' is red or written crookedly, 
but not that the number 3 is. Suppose I gave a name to the sign "3 ", 
say ''dash''. In place of ''Write down a 3'' the fonnalist would say 
"Write down 'dash' ". Now in answer to "What is dash?" I would 
point to the sign "3 ", but in answer to "What is 3?" I would not 
know what to point to. Here we see how the craving for a definition of 

*Is it always the funclion of money 1ha1 I gel some malerial object for ii? I 
might get permission to sil in a lheatre, or a ride in a laxi, or exlra speed. In 
each case I get something for 3 shillings, bul ils funclion is nol always 1-0 buy 
an ohject. 
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number arises. On seeing that defining the number 3 as the sign won't 
do, we tend to say that since it is not the sign it is something else. The 
attempt to define the number 3 is like the attempt to define time. When 
~e see that time cannot be defined as the movement of celestial bod-
1~s, w~ seek for another definition. Similarly for the king of chess. 
Smee It cannot be defined as a piece of wood we then ask •'What is 
it?" The. cravi~g for a definition of number ls also promp,ted by the 
fact that m saymg mathematics treats of numbers, and therefore of the 
number 3, as contrasted with using numerals in such contexts as "3 
apples'', the italicized expressions are substantives*. 

Suppose 1 gave "l + 1 + 1 = 3" as the definition of "3" and am 
asked "~at is 1 and what is +?"The answer is that 1 can ~ive their 
use'. their grammar. Some people think that they say something by 
adding that "l ''. is not definable. But everything is definable, though 
~~t every w~rd ts defined in every game. It is sensible to ask whether 
tt t~ defined m the game, and whether the definition is useful. 1 am not 
saymg that ~ mark is the number 3 or that something else is, but that 
the explanation of the meaning of the word "3" is given by the use of 
the word "l" in the grammatical rule "l + 1 + 1 = 3 " . 

. The question whether "3" has a meaning or is a meaningless mark 
arises because "3 " has different uses in the sentences "There are 3 
men here" and "2 + 1=3 ". Does "3" have a meaning in the first 
sentence but not in the second? We must understand the relation be­
tw~n a mathematical proposition about 3 and an ordinary one in 
which 3 occurs. The arithmetic sentence in which "3" occurs is a rule 
about the use of the word "3 ": The relation of this sentence to a sen­
tence such as ''There are 3 men here'' is that between a rule of gram­
mar about the word "3" and a sentence in which the word "3" is 
used. ~he application of a mathematical sentence occurring in our lan­
guage ts not to show us what is true or false but what is sense and 
what is nonsense. This holds for all mathematics-arithmetic, geome­
~. etc. ~or example, there are mathematical propositions about el­
hpses which show that "I cut the elliptical cake in 8 equal parts" does 
not. make sense. ~nd there are mathematical propositions about circles 
which show that It does make sense to say ''I cut the circular cake in 8 
equal parts''. The terms ''sense'' and ''nonsense'•, rather than the 
terms ''true'' and ''false'', bring out the relation of mathematical 
propositions to nonmathematical propositions. 

*See The Blue Book, p. I: " .. a substantive makes us look for a thing that 
corresponds to it". <Editor) 
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The question whether in "2 + 1 = 3" "3" has a meaning can be 
dealt with by examining a similar question about "-" in 
"--p =p". 1 have said that "--p =p" gives a rule for the use of 
the word "not"; it gives the meaning by stating how it functions. 1t is 
not about the mark "not" in the sense in which the sentence " 'not' is 
white" is about the mark. You might claim that it is about the mark in 
.die sense in which "Mr. S is at liberty to use this mark in certain 
ways" is about the mark. But a rule does not state that one is allowed 
tp do certain things. 1f it did, one might ask who allows us, when are 
we allowed, etc. 1t is misleading to say that a rule is a statement, a 
statement about a mark, for then there is a temptation to say it states 
that we in our society use a sign in such-and-such a way. lf you say it 
is a statement about a mark, be careful. 1t is a rule about how the mark 

' is to be used. Rules play a different role than statements. And we do 
not call a rule about "not" a command, although it is so used as to 
relate to commands, as well as to questions and statements. 

Lecture Xlll 

, I have been asked to give an analysis of the notion of a rule. Utter­
ances might be divided into statements, commands, questions, excla­
mations, and perhaps instructions. Would rules fall under the latter 

, classification, or is rule an ultimate classification? I would say that al­
though in certain circumstances the above classification of utterances 
is useful (and such a cross-classification as instruction and recipe 
useless), it does not follow that classification is possible in other cir-

1 cumstances. Consider the blueprint which is produced in the drawing 
office and handed to the man at the lathe. Is it an order? It depends on 
its use. It could function as such, or might function as a statement, or 
as a suggestion. If he wanted to know how something was con­
structed, he might be given the blueprint to study. I should say that 
rule does not fit into any of the above classifications of utterances, that 
it is not in the same 'style'. The classification of utterances might be 
compared to the elementary classification of things in a child's reader 
into animals, human beings, foods, articles of furniture. If I were 
asked to classify a spintheriscope under one of these headings I 

• should say ''Roughly, it is an article of furniture'', but it really does 
not fit any of these classifications at all; it is in a different style. 
Similarly, if required to classify 2 + 2 = 4 within the rather primitive 
classification of utterances above I should say it is a statement, a state-

1 ment about numbers. 
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What is peculiar about the classification into statements, questions, 
etc. is that each such heading is connected with a tone of voice. But a 
rule, as characterizing such things as 2 + 2 = 4 as contrasted with rules 
for common games, has no particular tone of voice associated with it. 
We might say that rules could fall under all the divisions of this clas­
sification. Some might be commands, some statements, others instruc­
tions. But we would have to go on to specify under what conditions 
these function as rules. And there might be cases where rules do not 
fall within any of the divisions of the classification, any more than 
spintheriscopes belong to the classification dress, food, furniture. To 
call "2 + 2 = 4" a statement about the use of signs tends to lead to 
confusion. What I would call a statement about the use of signs would 
be of the form had by "All Englishmen use these signs in this way", 
or "All Chinese . . . ", or "Hindus use this sign for the sun". It is 
confusing to regard rules as statements because this draws our atten­
tion to a different kind of question: Are they true or false? I emphasize 
the word "rule" when I wish to oppose rules to something else, e.g., 
when I wish to emphasize the difference between "2 + 2 = 4" and "If 
A gives me 2 apples and B gives me 2, then I have 4 apples in all". It 
does not follow that I can give you an explanation of what is common 
to all the things I do call rules. If inftection of voice is the basis for the 
classification of utterances, then I have made it impossible to include 
rules in it since· they have no special intonation. Distinguishing utter­
ances by tone of voice is a simple means in a language in which sen­
tences are all written in exactly the same form but are uttered with dif­
ferent intonations. But in a language where in addition something 
might be a statement or a command according to the game it occurs in, 
the distinction would not be clear, as there would be two ways of dis­
tinguishing them, by tone of voice or by game. And there would be 
many more distinctions. If I made a classification which included rules 
it would have to be much more complicated. 

Consider a game in which a table correlates letters with arrows in­
dicating directions for walking, 

0 

b 
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abbdccc would probably be called a rule, although the command to 
walk in such ways would not be. Were this chart used to make a frieze 
with a repeated design, one would be inclined to call it a rule. I should 
say a rule is something applied in many cases. If you said you have a 
rule when you have a certain kind of generality, I should say, Yes, so 
long as you realize that you have not said very much. It might be 
useful to say this in the case of a particular problem, e.g., when some­
one remarked that a rule that had been mentioned should be more gen­
eral. But if I am a professor of logic and say a rule is something gen­
eral or that for a rule generality is required, I am just making an ass of 
myself. For do you know any better how to use a rule from this expla­
nation? It is quite useless; it tells you nothing. 

The primitive classification into statements, questions, commands, 
etc. is useful because of.certain obvious facts about human utterances, 
just as the classification exemplified in a family tree is useful because 
of the comparative simplicity of blood relationships. But if people 
were born in all sorts of different ways the genealogical classification 
would cease to be useful. Its usefulness depends on certain facts of 
natural history, and so does the classification of utterances. 

A rule is best described as being like a garden path in which you are 
trained to walk, and which is convenient. You are taught arithmetic by 
a process of trainingi and this becomes one of the paths in which you 
walk. You are not compelled to do so, but you just do it. 

Lecture XIV 

Is 2 + 2 = 4 a proposition about 2 and about 4? Compare this proposi­
tion with "There are no other men in this room than Jack and John". 
What is this about? Most people would say it is about Jack and John 
and the room. And of the proposition ''There are no fairhaired people 
other than the two people Jack and John'', they might say it is about 
fairhairedness, two, and negation. Compare this with --p =p. Most 
people would say the latter is about negation, but if the sense in which 
the propositions about Jack and John are the paradigm for being about, 
then we would not say --p =p is about negation. Similarly, if 
"There are two men here" is taken to be about 2, then it is misleading 
to say 2 + 2 = 4 is about 2; for it is "about" it in a different sense. We 
have said that --p =p is a rule about negation, and have also called 
2 + 2 = 4 a rule. The statement that I had two apples, that Johnson 
gave me two more, and that I ate the four apples is in accordance with 
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this rule. It makes sense; whereas in light of the rule 4 - 5 -=F- l, ''I had 
four apples of which I gave away five and had one left" does not 
make sense. 

If I told a mathematician that 2 + 2 = 4 was a rule for the use of 
signs, he would feel uncomfortable. It has been said that 2 + 2 = 4 is 
not a rule but a position in a game. We can have a game transforming 
2 + 2 = 4 into 2 = 4 - 2 and 0 = 4 - (2 + 2), these transformations 
being comparable to moving pieces on a chess board. Now why 
shouldn't we invent a game in which instead of using a chess board 
and pieces we have equations which we transform according to certain 
rules. The rules of this game might be the associative, distributive, 
and commutative laws of algebra. Given an equation, a sample prob­
lem would be to transform it in as few steps as possible into another 
form. 

It has been said that 25 x 24 = 600 tells us a truth, given the mul­
tiplication rules, and therefore that we cannot say it is part of a game. 
It is not like chess, which gives no truths. But why should it not be a 
game? We could imagine a tribe which never made use of multiplica­
tion but played at multiplying huge figures, just as the Chinese never 
used gunpowder except for fireworks. Don't they really multiply? It 
might be said that what they do is not a real multiplication because 
they do not multiply in the right spirit to get a truth. But if 
25 x 24 = 600 is a truth, would it be any less a truth because they were 
playing a game? 

It has been said that 2 + 2 := 4 is a rule for handling signs. But to say 
something is a rule of grammar is not to say it is always so used. The 
equation does stand to propositions using it in the relation of a rule to 
its applications. If you look at the use of what appears to be a state­
ment you may find it is not a statement. Two statements, one of which 
appears to be about a state of mind and the other about a physical ob­
ject, might be shown by their use to be entirely the same, e.g., the 
psychological statement ''I believe the earth moves'' and the astro­
nomical one, "The earth moves". We could imagine a language in 
which every statement was preceded by "I believe"-as the German 
Swiss preface statements off act by ''lch glaube' '. To discover of what 
sort a statement is we must examine how it is taught and learned, and 
how it is used in ordinary life. 

Suppose we called "2 + 2 = 4" the expression of a convention. This 
is misleading, though the equation might originally have been the 
result of one. The situation with respect to it is comparable to the situ-
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ation supposed in the Social Contract theory. We know that there was 
no actual contract, but it is as if such a contract had been made. 
Similarly for 2 + 2 = 4: it is as if a convention had been made. And we 
can imagine a tribe acting according to the table of letters and arrows 
mentioned earlier without ever having been taught it. Like the table, 
2 + 2 = 4 is an instrument. The way in which it is taught us deprives it 
of all character as an utterance; it becomes impersonal. 

To return now to Russell's definition of number. It has been said 
that number is the property of a class the members of which can be 1-1 
correlated with a prototype, and also that it is the property a class has 
of being 1-1 correlated. The latter is not useless as a definition, as it 
gives one a way of finding out whether any set of objects has the same 
number as the paradigm. We might correlate objects by strings con­
necting them and the paradigm. One knows then what "I have 3 
apples" means. Now Russell did not say we have three apples if they 
are correlatable to the paradigm, but that we have three if they are 
correlated. For he had a notion according to which similar classes are 
always correlated. 

There is a tendency to say that when xxx can be correlated to the 
paradigm they are correlated, the idea being that the possibility of 
being correlated is like a thin thread joining the groups, and actual cor­
relation like a thick .one. A possibility is a shadow of reality. It is like 
the geometrical straight line which is so ethereal that it cannot be 
sensed. Russell's correlation is of this kind. It is a logical or possible 
correlation. And when it is said that a 1-1 correlation can be made 
though no physical correlation in fact exists, Russell says that never­
theless the two groups are correlated, as though geometrical lines join 
them. But a geometrical line is just the possibility of an actual line 
being drawn. 

Two different expressions of Euclid's axiom, "A straight line, and 
only one, can be drawn between two points", and "One and only one 
straight line joins any two points'', present the same question as do the 
two accounts of number. Let us examine the objection that any two 
points are not in fact joined by a line, and the reply that they are 
joined by a geometrical line, one which in contrast to a drawn line has 
no breadth. This sounds as though there is something there which 
could be made thick and gross. We must look at the relation between 
geometry and reality. If we say a geometrical line is drawn between 
two points, this means that it makes sense to say a physical line joins 
them, and that one and only one can be drawn means that it does not 
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make sense to say two lines join them. The rule about what makes 
sen57 is eq~ivalent to Euclid's axiom. The relation between the geo­
metrical axiom and the coarse drawn line is the relation between a rule 
and its application. 

To return now to Russell's ethereal correlation. To say two classes 
are correlated means that it makes sense to say they are. The classes 
abc and def are according to Russell logically correlated. (The word 
''logical'' is like the word ''geometrical''.) The correlation of a and b 
is expressed in the formula x =a .y =b, and the correlation of abc and 
def by x=a.y=d.v.x=b.y=e.v.x=c.y=f. But how does one 
know they are correlated? One cannot know this, and thus whether 
they have the same number, unless one makes the correlation, i.e., by 
writing it down. Without doing this, to say the classes have the same 
number is like saying the ghost Finella has found them to be corre­
lated. 

Correlation by this relation serves nothing. We are cheated by the 
sign of equality. What does this sign in Russell's correlation formula 
mean? Can 1 try to see which things are identical with this chair? A 
form has been written down which sounds like a proposition. If a is 
put for x and b for y in x =a .y =b, the result is a =a. b =b. Now 
what does it mean to say a =a. b =b is true? We've no use for this. 
By making such substitutions we have not shown anything about the 
number of a class. lt is cheating, except that writing these equalities 
does make a correlation. What we have got is the result of a calcula­
tion. 

Furthermore, the sign of equality when used in Russell's sense can 
be eliminated, in which case these equalities cannot be written down. 

Note the difference between numerical equality between a class of 
nuts and a class of chairs, and between the sum of 2 and 2 and the 
number of roots of an equation of 4th degree, that is, between numeri­
cal equality outside mathematics and within mathematics. To one there 
corresponds a measurement of number and to the other a calculation 
of number. ln the case of Russell's correlations we have a calculation 
and not a measurement. 

ls there an experiment determining whether the two classes 

1934-35 159 

have the same number? There might or might not be an experiment in 
the case of classes which could not be surveyed. But if asked whether 
abc and def could have different numbers, the answer is No, since 
these can be surveyed. Would you call it an experiment to correlate 
abed .. .. w and a{3-y8 ... w so as to see whether they have the same num­
ber? Would you say that you determine by experiment whether the 
number of numbers between 4 and 16 is the same as the number of 
those between 25 and 38? No, this is determined by a calculation, 
using dashes or something similar. 

lt is a pernicious prejudice to think that using dashes is an experi­
ment and subtraction a calculation. This is comparable to supposing a 
Euclidean proof by using drawings is inexact whereas by using words 
it is not. 

Lecture XV 

There is a great difference between correlation in Russell's sense and 
in its ordinary sense: (I) the sense in which classes are correlated by 
means of identity, (2) the sense in which cups and saucers are corre­
lated by placing one on the other. For in the latter case, to say they are 
not 1-1 correlated in this way does not mean tbey cannot be correlated 
in another way. But could one say the same thing about correlation in 
Russell's sense? Rere correlation is such that if it does not hold, no 
other correlation could hold. This is the peculiar property of Russell's 
correlation relation as compared with ordinary correlation relations. 1 
am not here calling attention to a phenomenon of nature; rather, to a 
matter of grammar. lf correlation by identity does not hold, it does not 
make sense to say any other holds. 

Frege 's idea of correspondence does not necessarily imply any de­
terminate correlation such as "sitting on" which might hold between 
three men and three chairs. One tends to say there is a correspondence 
between men and chairs whatever the physical facts may be-whether 
or not the men sit on the chairs. lf there is a possibility of correlating 
them, there is a kind of attenuated correlation. This notion of corre­
spondence, or correlation, is not taken from the physical world but 
from mathematics. The difference between physical and mathematical 
correlation is parallel to that between an experiment and a calculation. 

To explain the difference between an experiment and a calculation let 
us consider the use of an abacus as an illustration of a calculation. 
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Keep in mind that calculation by an abacus is not less exact than one 
with digits. Let us work with the abacus and numerals, marking off 
one bead for l, another for 2, and so on. Suppose that by moving the 
beads we make the calculation 2 + 3 = 5. Now is this in fact a calcula­
tion or an experiment? This depends on the way we use it. Note that 
we need not get 5 beads, any more than that the specific weight of iron 
need be 7.5. It is quite possible for a proposition of experience to 
become a rule of grammar. Suppose experiment showed that some­
thing having all the other properties of iron had the specific weight 
7 .s._ What w~uld our attitude be to such a result? We might say it was 
a nustake. If 1t happened very often we might assign a different value 
to the specific weight of iron. Or we might hold that whatever the ex­
pe~mental resul~ are, nothing is iron if it does not have the specific 
weight.~.5. In this case it becomes a rule of our language, whereas the 
propos1t10~ ~at the specific weight of iron is 7. 5 was once an empiri­
cal propos1bon, confirmed at a given time and place. Similarly, if 
whenever we counted 2 and 3 and the result of "B.ddition was 4 we 
might say our rule must change. Or we might say that one of the ~ds 
had vanished, i.e., we might never alter the calculation 2 + 3 = S 
though i.t might be very inconvenient not to. When we say 2 + 3 mus; 
be 5, this shows that we have determined what is to count as correct· 
the must is a sign of a calculation. The difference between a calcula~ 
tion and an e~~riment is shown by our saying that a result of counting 
other than 5 1s mcorrect. When on counting two rows of apples we do 
not get ,the result calculated by adding their numbers, we can either 
say our addition rule must.change or that the counting is incorrect. We 
would most likely say the latter. Or we might say one apple had 
vanished if the count was less than the calculated result. What is the 
~terion of an apple's vanishing? One criterion is seeing it vanish. But 
if we had two boxes of 25 and 16 apples, respectively, and after 
careful counting found only 40 apples even though we did not see one 
vanish, we might nevertheless say that one must have vanished. In this 
case we are taking 25+ 16=41 as the criterion for one having van­
ished. 

If we. report that in counting with normal chalk 2 + 3 always equals 
5 but with Dover chalk 8, it is clear that we are talking of an experi­
ment and are reporting a physical fact. But we could have started with 
either as a standard for judging experiments. Or we might accept both 
results and have different arithmetics. The facts do not compel us to 
accept one of them, but suggest the one we adopt. The connection be-
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tween an empirical fact and whatever we lay down as a rule is that the 
proposition that conforms to fact is taken as the rule, other things 
beir.g equal. 

The fact that we can be mistaken in an arithmetic calculation is sup­
posed to bear on the question whether arithmetic is an experiential 
science. But one is mistaken in a calculation for different reasons than 
in experimental determinations. "Mistake" is used in different ways 
in science and in arithmetic. 

Lecture XVI 

The requirement that if two classes are to have the same number an 
actual correlation must be made between their members is troubling. 
As a way out, let us construct a parallel to Russell's account, using as 
classes two sets of points in a plane. Let us say they are equal in 
number if there exist geometrical straight lines connecting the points 
1-1. This seems to solve the problem, since the question of their 
number is now independent of whether lines are actually drawn. Geo­
metrical lines, Frege claimed, always exist. This, however, is only an 
apparent way out of our trouble. For what is the criterion for there ex­
isting geometrical lines correlating the points? One might reply, ''If I 
can draw connecting lines, then geometrical straight lines connecting 
them exist". But if one can show a way of connecting them by mate­
rial lines, why say that geometrical straight lines exist? By saying that 
geometrical straight lines connect them I have only altered my expres­
sion of the criterion for their being 1-1 correlated. We have given no 
criterion for deciding whether the two classes are equal in number, for 
we can translate "A geometrical line correlates two points" as "It 
makes sense to say a real line is drawn between them". If the state­
ment ''the number of A = the number of B'' means ''It makes sense to 
say a 1-1 correlation is made" the assertion of numerical equality is a 
proposition of grammar, and says nothing about reality. To say that 
10 x 10 = 2 x 50 if the units are geometrically correlated is to assert a 
proposition of grammar; it is not about the world. 

The charm of saying that geometrical straight lines connect the 
points is that we seem to say that a correlation exists. But the state­
ment about geometrical lines does not say anything about reality. It 
does not mean that there is a correlation, but rather that it makes sense 
to say a correlation exists. RusseH's theory, like this parallel account 
of correlation by geometrical straight lines, also makes it appear that a 



162 WITTGENSTEIN 's LECTURES 

correlation already exists, and that it exists before it is detennined ex­
perimentally. It makes it seem that we have reduced the question of 
numerical equality of classes to the question "Are they correlated?", 
before this question is settled experimentally. 

Let us again look at the use of the word "can" in "can correlate". 
Suppose it is said that two points can be correlated by drawing lines 
between them. Whether one can do this depends on certain condi­
tions-that one is not killed, that the surface does not vanish, etc. Cer­
tain conditions interest us and others do not. (Suppose the noses of all 
Englishmen could be joined to those of all Gennans. What if the Ger­
mans refused? This is a possibility that does not interest us.) Now 
which is the interesting condition? Assuming that one will Jive and 
that no one hinders one, what condition remains which will enable one 
to draw the lines? No physical conditions seem to be of interest; for 
we say that whatever the physical conditions are, it is possible to draw 
a line between two points. By "possible" we mean logically possible. 
Where is the phenomenon of possibility to be looked for? Only in the 
symbolism we use. The essence of logical possibility is what is laid 
down in language. What is laid down depends on facts, but is not 
made true or false by them. What justifies a symbolism is its useful­
ness. 

To talk about logical possibility is to talk about a rule for our 
expressions. Suppose that on counting two sets of dots several times 
over we get different numbers, and then that we 1-1 correlate them by 
strings. To say that our supposition is impossible shows that it is a rule 
that we are not to say both that they have different numbers and are 
1-1 correlated. We are maintaining, at all costs, that if the two proce­
dures do not hang together there is a mistake. If our joining them by 
lines were an experiment, what failed by one method might succeed 
with another. In this case we might say it was very unlikely that one 
should be able to join them by chalk lines and not by strings. But if we 
say this is impossible, it makes no sense to talk about making an ex­
periment. The possibility of 1-1 correlation has to do with a symbol­
ism. When I count • • and * 

• • 
• • 

and say, "Yes, they can be correlated", have I come to a conclusion? 
No. I have said what is meant by connecting the dots of the two fig­
ures 1-1. 

We have no need of a definition of number, and it was only thought 
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that we do because "number" is a substantive which was regarded as 
denoting a thing with which mathematics deals: Russell's ~ccount of 
having the same number makes it appear to entad a correlation, a cor­
relation of classes by an ethereal relation. This relation is really a 
chimera, and to say that classes are so correlated ge~ us no furth~r 
than saying they have the same number. We cannot discover the logi­
cal correlation in any other way than by discovering whe~er. they have 
the same number. If one asks what is the fundamental cnterion for the 
possibility of 1-1 correlation, it is that they have the same number! 
Russell's definition of number is futile. 
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Notes of lectures, supplemented by preparatory notes made 
by Wittgenstein 

Lecture I 

The~ is certainly something tempting in Russell's idea of number. But 
the idea of defining number at all springs from a misunderstanding. 
We do n.~t need a de~n.ition of "n.umber" any more than of "the king 
of chess · All a definition can do 1s to reduce the idea to a set of inde­
fi~able~. And this· was not the reason for which the definition was 
~iv.en; it would have been unimportant to do that. The reason was the 
insistent qu.estion, '.'Wh~t is a. number?" We can get rid of the puzzle­
ment of this question m a different way: by getting clear about the 
gram~ar of the word "number" and of the numerals. Don't ask for a 
defin}t1on; get clear about_ the grammar. By getting clear about the use 
of the word "number" we cease to ask the question "What is num­
ber?" Nor do we seek for something intangible which is, for example, 
the number 3, as contrasted with the digit ''3 ''. To observe that the 
d~git ''3'' is not the same as the number 3 only means that the itali­
cized expressions have different uses. But if we crave a definition 
then the definition Russell and Frege gave has a certain charm and it i~ 
understandable why it was such a success. 

We have seen that the gravest difficulty with their definition comes 
out when one asks: Should we say we have 4 chairs if they are 1-1 
~orrelated to a paradigm class, or if they can be 1-1 correlated? There 
is no reaso~ why any group should be materially correlated with any 
other. B.ut if not correlated materially, Russell and Frege wanted to 
say that. m some ethereal way they are correlated. If the correlation is a 
~rawn. hne, one f~ls ~hat be~ore the correlation there was the possibil­
ity-like a very thm hne which one traces in heavily when one draws, 
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or like a poem muttered quickly when one is asked whether one knows 
it from memory, which is then traced in heavy lines by reciting it. The 
possibility of correlation seems to be some sort of correlation. Often 
its being possible to do something is like doing something similar. 

We must distinguish physical possibility and impossibility from the 
possibility and impossibility in which we are interested. The impossi-

bility of correlating- - and 0 0 because one becomes paralyzed while 
-- 00 

drawing lines between the members of the two groups is very different 

from the impossibility of correlating:: and o o , where one member is 

left over when connecting lines are drawn. The latter has nothing to do 
with physical impossibility. What makes us call both of these impossi­
bilities? They differ in that in one case what one person does not 
succeed in doing, another may. Here you might say, "My hand 
cramps. You try". In the other case you say, "Don't try. It's hope­
less''. In what sense is it hopeless? Suppose we have a group of many 
crosses which we begin correlating to a paradigm, neither of which we 
can survey. If one cross is left over we say, "Therefore, they cannot 
be correlated•'. What would we call trying to correlate them 1-1? 
Perhaps tracing the lines between paradigm and group again and 
again. Or someQne might try, and claim to have succeeded in, corre-

x-o 
lating like this: B:::::g. We would object that he is not playing the game, 

and what we would mean is that it does not make sense to say that one 
succeeds or can try, or that the x 's and o's are connected or are not 
connected. 

It is queer that one should be able to say "It is hopeless to try". 
This sounds like a prophecy, as does predicting that anyone who tries 
to get a 4 when he divides 1 by 3 will fail. But if it is a prophecy, it 
can be wrong. And it is a prophecy unless it has been decided, when 
one xis left over in the correlation, that it is impossible. The impossi­
bility of correlating them 1-1, or of getting a 4 in the division, does 
seem to be similar to anotber sort of impossibility-to a physical im­
possibility or an impossibility of remembering. I want to destroy this 
seeming similarity. Compare the prophecy that it is hopeless for me to 
win a fight against a heavyweight boxer with what seems to be a 

prophecy of what will happen when I try to correlate ~and g. How do 

you know that I will fail? In the first case it is because the boxer is 



166 WITTGENSTEIN 's LECTURES 

bigger than me. Note, however, that here I could give a description or 
have a picture painted of such an imaginary fight in which 1 did (or did 
not) win, as well as of a real fight. But can we describe what we can-

not do when we try to /-/ correlate~ and g or get a 4 in the result of 
x 

dividing I by 3? Anything that can be described can happen. If we 

describe correlating~ 8 we can correlate them. There is nothing to x 
prevent our joining them in any way we wish, but we must fix what is 

to be done. Instead of saying that~ can never be correlated 1-1 to o 

one should say "No correlation of these two groups will be called 1-1 
correlation". It is a rule we give. x 

Trying to catch one's thumb is similar to trying to correlate xand o. 
There is a conflict between the aim of a person who wants to catch his 
thumb and the fact that he would not be satisfied had he done it. One 
might deceive him by putting a replica in place of his thumb when his 
hand moved, but on discovering the deception he would say this is not 
what he was trying to catch. He is like the person who would not be 
satisfied had he correlated ~ and o by some game of skill. 

Let us compare ''It is impossible to get from this room to the next 
without going through the open door'' with ''It is impossible to catch 
one's own thumb". In the first case you can describe both beginning 
and end and the condition without which the next room cannot be 
reached. In the second case, you have not said what it is that is impos­
sibl_e, i.e., what you are not going to succeed in doing, for there is no 
describing catching one's thumb. When you tell someone he is not 
able to do a certain thing a muddle arises if he thinks that you have 
told him what he is incapable of doing. "1-1 correlating four crosses 
with three circles'' does not describe what it is impossible for him to 
achieve. 

To return to the identity relation which Russell said made the corre­
lation between classes. That any two things A and C are correlated 1-1 
shows up by replacing x by A and y by C in the function x =A ·y =C. 
"A =A. C =C" is supposed to assert the relation between A and C, 
and we ought to be able to find out whether the two groups have the 
same number by seeing whether this identity relation holds between 
their members. Suppose the people in two rooms are named by the let­
ters of the Latin and Greek alphabets, respectively. It would seem that 
by calculating we could get to know that the number of people in the 

1934-35 167 

' two rooms is the same: A corresponds to a:, B to (3, etc. Now on writ­
ing the formula x =A .y =a. v .x =B .y = {3, v .... etc. we have 
only correlated the names. What we have really done is to find out that 
the Greek and Latin alphabets have the same number of letters! ls 
there any other result? We might say that t~ough t~e n~es we have 
correlated the people; and if a Greek or Laun letter is pmned on ~ach 
person we might be said to have done so. But if one .letter were given 
to several people, if A were given to x and B were given to xxx, Rus­
sell 's formula would not show that the two groups of people have the 
same number. We might say that by correlating the names one knows 
how many entities there are; but what good is this if one does not 
know what the entities are? If into the schema x = .y = · v.x 
= .y = .v ..... I write names, I shall have correlated the 
same number of names with the x's as with the y's. If 1 then correlate 
things with the names I can say that the things have ~e same nu?1ber as 
the two groups of names. But this is a purely matenal correlation. 

Lecture II 

"For every one here there is one there". These words say nothi.ng 
about any actual relation between the two groups and ~eems to. be l?· 
dependent of any actual correlation between them. It is c?nce1ve·d· m 
terms of checking one item against another. Were Russell s defimtion 
useful it would give a hint as to a method of discovering w?ether tVV:o 
classes have the same number. We use the words "for this there is 
this" when we deal with names of things, and do not make a real rela­
tion between the things. The things denoted by "ABC" and "DEF" 
are said to have the same number if they fall into couples, bu~ all the 
couples are held to exist whether the .pairing is d~ne or not. It is when 
we talk of the symbolism that there is a temptauon to talk of a corre­
spondence which is not an actual correlation. To see whether the two 
classes have the same number, put them in 1-1 correlation. An actual 
correlation does not give us an indirect way of finding out whether 
they have the same number, but tells us what we mean by classes hav-
~ ~~~~- . 

Determining whether two classes have the same number may be ei­
ther an experiment or a calculation. Let us compare cas~s where we 
can see immediately that the number is the same, or different, and 
cases when the number is too large for this. In the case of o ; , Qeter­
mination of whether circles and crosses are numerically equal is not an 



168 WITTGENSTEIN 's LECTURES 

experiment. It is a calculation, like finding out whether 5' is more than 
4'9''. For a greater number, where a visual criterion would not serve, it 
would be an experiment. There would be no such thing as seeing the 

numerical difference between 1000 and 1001. We can regard g ~in x 
two ways. (1) We can survey all of them here-look at the array as a 
whole, as one picture-and see that the two groups are numerically 
different, inasmuch as there is one isolated cross. (2) We can survey 
them after making a correlation to see whether any element remains 
over, say, by covering each row of circles and crosses successively, fi­
nally uncovering, as the last stage of an experiment, a row with a 
cross left over. Here we have an experiment, not the "result" of a 
demonstration. The experiment shows one cross remaining. Only if 
the two classes are looked at as a whole, and one cross is seen as 
isolated (with no possibility of a cross having disappeared), would it 
be a demonstration. 

Lecture III 

Russell's relation "I am I" and "he is he", which correlated I and he 
when one substitutes in x =I. y =he, is popularly expressed by "for 
this there is this''. Saying that for this there is this sounds very like 
saying that they stand in a certain relation-such as ''This is the wife 
of this man and this the wife of that man''. ''For this there is this'' re­
ally says nothing about the terms, or a relation. It has the form of a 
proposition about things, and at the same time is not one.* Likewise to 
say that two classes have the same number of members if the members 
fall into pairs says nothing, but it sounds like a real statement such as 
•'These men fall into pairs'', meaning that they walk together. Having 
the form of a proposition about things and yet not being one gives rise 
to muddle. 

It is important to remember that when we talk of classes having the 
same number of members we by no means always talk of the same 
phenomenon. Compare saying that two coal scuttles have the same 

number of pieces of coal with saying that the two rows~§ have the 

*#These words, toge1her with gesmres, are being used 10 put 1he members of 
the classes into couples. And this is a way of finding whether they have 1he 
same number.# (From Wittgens1ein's preparatory notes. In fu1ure, supple­
ments from his notes will be indicaled by #. (Editor) 
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same number of elements. You might say that we can ascertain 
whether the two scuttles have the same number of pieces by counting 
them. But I might object that I want to know how many pieces there 
are now, and that emptying the scuttles piece by piece. does not tell me 
that there will be the same number after counting as there were when I 
asked. How does one know that some will not vanish while being 
counted or that others will not break up? Similarly, suppose someone 
asks me whether two pieces of wood are the same length, and I put 
them together and say, Yes. Suppose he says that he wanted to know 
whether they are the same as when he asked me, and questions 
whether I know that nothing has happened to them while I measured 
them which would make them a different length now than then. The 
answer is that it means nothing to say they are the same if every 
method of finding out is rejected. He should be asked what his crite­
rion is for their being the same length. There may be many criteria. To 
say they have the same length is to say something about the method of 
finding out. The same applies to numerical equality. A statement about 
the number of terms means different things according to the criterion 
for finding out what the number is. 

Suppose I take as criterion for the equality of numbers what our ex­
planation gives, namely 1-1 correlation. To say the numbers are the 
same is to say something with many different grammars. Note how 
different is 1-1 correlation of coals in the two scuttles an~ of the 

crosses and circles in B §. In the latter case one has a visual criterion; 

one sees them correlated. Where there is a visual paradigm one has a 
method for determining whether two classes have the same number. A 
large paradigm cannot be surveyed, so that this me~od. fails ~yond. a 
certain number. The phenomenon of 1-1 correlation 1s entirely d1f­
f erent in different cases. With the coals in the two scuttles we do not 
have a visual criterion. Yet we call 1-1 correlation both visual correla­
tion in the case where one does not ask whether the two groups have ' . . 
the same number, and throwing coals out of the window m pairs, 
where no visual correlation exists. In the case of the coal scuttles, we 
use correlation to find out that they have the same number of coals. 

But in the case of a visual paradigm like ~§,'which is a most special 

case, we can both see the pairings and the number. Here correlation is 
not a criterion for the two sides of the array having the same number. 
Sometimes we cannot see either the correlation or that they have the 



170 WITTGENSTEIN 's LECTURES 

same number. In the case of the coals thrown out in pairs, we can do 
only one thing: use correlation. The idea of 1-1 correlation is an image 
dtrough which we look at a certain fact, and in some cases is most nat­
ural, namely those in which there is a possibility of joining terms into 
couples. For some cases it is very suitable, and not at all for others. 
Recognition of the same pattern is another criterion for numerical 
equality. One can say that ''There are four people in this room'' 
means that the people can be put in the form of a square, and so on for 
other numbers, as follows • • • • • ••• • • • •••• 
These schemata are natural but are very limited. We could not count 
up to 100 by them. The grammar of "Two classes have the same 
number" differs in different circumstances. And to say that two waves 
have the same number of nodes when there is no way of correlating 
them means nothing. 

The pattern L R 
x 0 xg 

may be regarded as a demonstration of 3 > 2, one which is as good 
as any geometical demonstration. (To recognize that this is so I should 
have to give you a system of such demonstrations by which you would 
see that what I did was an operation laid down beforehand, like that 
for addition and subtraction.) However, if we look upon it as a pattern 
on which we experiment, then it is not a mathematical proposition to 
say there are more elements in .R than in L. What one calls a demon­
stration does not have a proposition as a result, as does an experiment, 
but instead a rule of grammar. · 

When I draw a circumscribed pentagram@ 

and find that the outer vertices are five, have I made an experiment? Is 
determining that the number of outer vertices of the figure is the same 
as the number of inner vertices an experiment? We must distinguish 
here between "This figure has 10 vertices" and "The pentagram has 
10 vertices". Of course drawing the lines of this figure, to get the 
result that there are 10 vertices, is an experiment. Drawing the figure 
takes place in time. But the demonstration about the pentagram is not 
what I did at a particular time, in these five minutes of drawing; it is 
not a process at all. It is just the figure. The proposition about the pen­
tagram is a rule of grammar about the word ''pentagram''. 
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It is said that if one demonstrates something about this pentagram 
one has demonstrated the same thing for all pentagrams. This is a con­
fusion. What is wrong here is the word "this". A demonstration is not 
about this figure. Finding out something about this particular pen­
tagram is an experiment; whereas a demonstration shows something 
about the use of the word "pentagram". It is nonsense that an experi­
ment with this figure should be used to demonstrate something about 
this figure. 

There seem to be three propositions which can be asserted about this 
figure: : : 

• • • ( 1) These sets of dots do not fall into pairs. This is an empirical propo-
sition. (2) Three dots cannot fall into pairs with four dots. This is an 
arithmetical proposition. The phrase "falling into pairs" is used in a 
timeless way having nothing to do with a method of pairing. "4 dots 
do not fall into pairs with 3 dots" is timeless. (3) Anything that looks 
like this: cannot fall into pairs with anything that looks like this : 

• • • 
Here we seem to have proved something about reality. 

Lecture IV 

Existential statements about classes have very different grammars. For 
example, "There is a 1-1 correlation between the members of A and 
B". #We have said that what we described as "numerical equality", 
''being 1-1 correlated'', ''having the number n '' were widely different 
phenomena. It is an illusion to think that "members of the classes fall 
into pairs" is an analysis into simpler terms of what we call numerical 
equality. We can if we like put "being numerically equal" = "falling 
into pairs'', but the use of the one expression just as of the other has 
got to be explained in the particular case.# To say that two classes 
have the same number and to say they can be 1-1 correlated are two 
verbal forms and nothing else. We do not know how either expression 
is to be used in a particular case. If there is a way of correlating the 
classes, then in saying that "having the same number" means being 1-
1 correlated we refer to a process already used; and thus the definition 
sounds illuminating. But unless there is a way, we would do better to 
define "being 1-1 correlated" as having the same number. This might 
be the case if we were in a position to count but not to 1-1 correlate. 
Our definition gives a very convenient formulation, not for every case, 
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but for those cases most likely to be thought of. Similarly, ''A is double 
the length of B '' defined as ''B superimposed on A twice gives the 
length of A" is convenient as applied to rods. But it would be sense­
less as applied to wave lengths of light. For it has not been said what it 
would mean to put together two wave lengths and find that one is dou­
ble the other. 

Let us compare ''The pentagram has 5 outer vertices'' and ''My 
hand has 5 fingers''. These are enormously different, although they 
sound alike. Their grammars differ in a way that could be described in 
terms of ordinary English grammar: the first has no tenses, whereas 
one can say of a hand that it has had 5 fingers. The proposition which 
answers the question ''How many?'' is in the first case timeless, 
though there is a great temptation to say that a pentagram always has 5 
outer vertices. Apart from a context you might think the question 
meant "How many does it have now?" as against "How many did it 
have yesterday?" The question asked about the pentagram's vertices is 
not about a specific figure drawn on the blackboard. 

Suppose the human hand were taken as the sample for 5. Then the 
statement that the hand has 5 fingers would be like that about the pen­
tagram, or like the statement that there are 12 inches in a foot. It 
would be of this timeless kind. When one asks in the mathematical 
sense how many vertices the pentagram has, one has resolved that one 
particular cardinal number be correlated with it. And it is not said 
which pentagram this number is correlated with. This is not the case 
with the fingers of a hand. We might, however, have different conven­
tions for counting. We might say the pentagram has six vertices be­
ca.1.lse we had decided to count one vertex twice over. And we might 
have different conventions for linear counting and for counting in a 
circle. This would not make havoc in arithmetic. We should simply 
have a different arithmetic. There is no abstract reason for correlating 

. one particular number with the pentagram's vertices. In fact we could 
continue counting vertices as long as we wished, in which case it 
would not make sense to ask how many vertices there were. 

In saying the number of vertices is five we might think what we are 
saying is in no way dependent on a convention, that we have said 
something about the nature of the pentagram. People have thought that 
although it is not in the nature of a hand to have five fingers, it is in 
the nature of the pentagram to have five vertices. We are also inclined 
to think that in a demonstration about@ 
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we have demonstrated something in its essence. This is a dangerous 
trap. Consider rsJ 
which shows that a rectangle can be divided into two right triangles (or 
that two right triangles put together give a rectangle). There is some­
thing queer about saying that rsJ gives rsJ 
is a proof of this statement. You might say we could concentrate first 
on one triangle, then on the other, and then on the rectangle, and see 
that the two triangles give a rectangle. Would this be a proof? No. It 
is only a proof so long as it is one figure. What happens in time if we 

drawD 

and then draw a diagonal does not come into the proof at all. All that 
matters is what is embodied in the result. rsJ 
If the diagonal suddenly becomes wavy, this makes no difference, as 
what happens in time within the diagram is irrelevant. ''This gives 
that'' is ambiguous. One diagram and another do not give a third in 
the way in which hydrogen and oxygen give water. The diagram 
showing that the two triangles give a rectangle, in being described by 
the phrase "This ,and this give that", is a standard for judging any 
further experience. 

Let us look at the simple demonstration that 2 + 2 = 4: OU Here 
also it appears that two diagrams-this and this together-give 4. But 
nothing is happening at all. There is just the figure. Suppose one said 
of 1111 that it is in its nature to be divided into two 2 's. The numerous 
ways of dividing these strokes mislead us; they make us say that it is 
in their nature to be capable of being divided. These strokes, 1111, the 
image of 4, presents us with a queer case: it seemingly has something 
in it from experience and something a priori. We seem to have dem­
onstrated that the visual 4 is capable of being divided into couples, 
that U U demonstrates that 1 1 1 1 can be so divided. But which four 
strokes consist of two 2 's? 1 1 11 or U U? You might say that the figure 
consists of two 2 's when it is divided into two 2 's, but does not do so 
until it is divided. And then what you see is the whole drawing, like 
one whole experiment of which you see the beginning and end in one 
figure. However, it is not this; it is a picture of what an experiment 
would be if it gave this result. The picture of an experiment is not an 
experiment at all. But this picture could be used for two entirely dif-
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ferent purposes, (1) to show what the experiment yields, i.e., to de-
111 I 

scribe what actually happens. A film which shows ~1 shows three 
LIU 

stages of what an experiment yields when strokes are grouped and an 
arc added. (2) to serve as a standard for a normal experiment. For ex­
ample, if a picture was drawn of a flower and we said, "This is not 
the picture of a real flower, but if a flower grows in this way we shall 
say it grows normally", then we are using the picture as a standard. 
The diagram OU supplies us with a standard: if two things put together 
with two others give us four, then we shall say nothing has been added 
and nothing has vanished. 

In some cases it is not clear what is demonstration and what is ex-
periment. Consider Pythagoras' theorem. It probably was ·not a 
theorem at first but a proposition of experience. By measurement it 
was found that the sum of the squares on the sides was equal to the 
square on the hypotenuse. ~ 

Here one seems to have a proposition playing two different roles, (a) 
found true in all cases, (b) demonstrated. And it is queer that what is 
found true in particular cases should be demonstrated. It is as if the 
table stood on more legs than is necessary. 

What makes it difficult for us to understand UD as a demonstration 
pf 2 + 2 = 4 is in the idea of the visual 4. We might say we see one 
,figure and the other figure and then both together, but that we do not 
see a "must". What do we say the proof is about? ls it about 4, or 

1111 

about three 4's.; about 1111 or about !.H.1 ? (When I have written AA -LIU 

on the board, have I written one letter or two? This depends on 
whether I mean by ''A'' this peculiar shape or a collection of chalk 
marks.) 

Suppose I wish to lay boards 2 feet wide across a room 12 feet 
wide. Arithmetic tells me I shall need six boards to cover it. I get six 
such boards and say, "Therefore they will fill the room". But need 
they? If they do not, I shall say they must have expanded or contrac­
ted. This means that arithmetic has told me nothing. And though it ap­
pears that arithmetic has told me something if I find on laying six 
boards that they are each 2 feet wide, again it has not told me any­
thing. For now I call 2 feet what goes 6 times into 12. 
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Suppose I am doubtful whether three boards 2 feet wide fill 6 feet. 
This picture seems to demonstrate it DJ] 
and I might say it shows something about the nature of 6, namely, that 
it is 3 x 2. There is no experiment here, and nothing is shown about 
the nature of 6. We must distinguish between "This space can be cov­
ered by three boards 2 feet wide" and "A space of 6 feet can be cov­
ered by three boards 2 feet wide". The latter is not demonstrated by 
an experiment. 

Lecture V 

Suppose a space were fitted by three boards 2 feet wide. There is no 
difficulty in seeing that the mathematical proposition 2 x 3 = 6 says 

1 
nothing about the boards or about their fitting the space. For if we 

, filled the space with boards supposedly 2 feet wide and they did not 
, fit, we would say either that the boards had changed or that we had 

measured wrongly. Mathematical propositions do not predict, not even 
that they will fit if they do not change. For the criterion of the boards 
having changed is that they were measured correctly but do not fit. 

I have been trying to deal with visual geometry where proofs consist 
of looking at figures and seeing connections between them, what one 
might call visual demonsttations. Consider (a), 1 • I . I . 1, and 
(b) 1 • 1 I 1 • r Does (a) fit (b)? We place (b) under (a) and see 
that they do fit. It seems that we can show this by something which is 
like an experiment and yet not an experiment. It is something like a 
demonstration about reality. The question about (a) and (b) is of the 

same kind as the question whether Q fits * 
By joining the vertices of a pentagon we get a pentagram, and show 
how they fit. (l take figures here which one can see as ornaments and 
recognize. It won't do to take figures with 20--32 divisions.) Note 

Does a hexagon fit an equilateral triangle? ls it an experiment to 
prolong the faces of a crystal so as to get a figure that surprises 
one, e.g., to extend some faces of an octahedron and get a tetra­
hedron? All are the same sort of question. If one is an experiment, 
the other is. There is one matter of experience, viz., that by drawing 
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lines in such-an~-~uch a way one gets a well-known figure, say the 
pentagram. But It 1s not a matter of experience that the pentagram fits 
the pentagon. There is a peculiarity about the word "fits" here; it is 

tenseless. What1 · I I I , 1shows is not that the figures (a) and 

(b) fit, but what it looks like for these figures to fit. One might say that 
the complete figure @ 
shows what one means by a pentagram fitting a pentagon. 

I want to free you from the idea that this figure@ 

shows something about the essence of a pentagon and a pentagram, 
that the demonstration is an experiment in another sphere, an experi­
ment at a higher level on a more ethereal object. 
S~p~se we had n~ver seen a pentagram inscribed in a pentagon, 

that it 1s a new expenence. #We are tempted to say that the experi­
ence teaches us that the pentagram fits the pentagon. It seems that we 
are learning by experience a timeless truth.# At the same time we 
tend to think the experience of inscribing the one within the other is an 
~xperim~nt with sense. d~ta, and that it proves something about things 
~~ ?'1r v1~ual field. This 1s wrong. #What is important is that although 

visual image p (the pentagram) fits visual image P (the pentagon)•• 
seem~ to be proved by expe~ence, it is used as a proposition of geom­
etry, 1.e., of grammar.# 

In what cases do we call a color a blend of two other colors? When 
one mixes blue and white paint the result is pale blue. But what if 
mixing them gave green? We would say that could not be that a 
che~cal reaction had taken place. Consider mixing light, whi~h does 
not mtroduce the complications which paint does. Suppose mixing red 
and blue gave yellow instead of purple, and that it did this even on the 
color wheel. The color wheel can be used to experiment and also to 
demonstrate. In some cases it is not used to make an experiment but to 
show .us when we are getting .a real blend of colors, i.e., when they 
are mixed normally. If somethmg different happens from what we ex­
pect we say something must be wrong. We could say, ''Whatever the 
color wheel gives when red and blue are mixed, I'll call that the blend 
of the two colors'', but we do not in fact say this. As when the colors 
of the rainbow are mixed and give grey instead of white, so if a color 
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wheel gave an unexpected result we should say the colors mixed were 
not quite pure. When we use the color wheel to make an experiment, 
and say "Blue and white give pale blue", we can say it does this now, 
and "give" is temporal. Otherwise used, "This is a blend of blue and 
white" or "This . . . gives this . . . " is not a temporal statement, 
just as "This . . . fits this . . . ", similarly used, is not temporal. 

Lecture VI 

It is easy to see that statements of geometry and arithmetic are used as 
statements of grammar, that they do not predict, for example, what 
will happen when two rods 2 feet long are put together and set against 
a third rod of 4 feet. 

40

1 t: 
It does not follow at all that by putting the two-foot rods together one 
will get 4 feet. If one says they must give us 4 feet, that does not say 
anything about the actual result of measurements. One might 
(wrongly) argue that all that need be done to show that the two rods 
equal a rod of 4 feet is to divide the latter in this way: 

4H2' 
a 2' 

and conclude that a must be 2 feet. This assumes too much, for how 
do you know that if the lower right-hand rod is 2 feet the left-hand 
length a must be 2 feet? The total length may well be 4 feet by con­
struction but not by measurement. Similarly, a construction by com­
passes of a regular pentagon in a circle may show the sides to be 
equal, but measurement may not show this. If a is 2 feet by definition, 
then the whole matter is different. That is, if the measurement is to be 
confirmed by the calculation, then one can see that 2' + 2' = 4' is a 
grammatical proposition and not about actual lengths. There is the ap­
pearance, however, that a proposition of grammar is confirmed by ex­
perience, an experience, furthermore, of an internal relation. 

Let us ask the following mathematical question: What sort of star do 
the diagonals of a pentagon form? The answer is given by drawing a 
pentagon and its diagonals, then isolating the inscribed figure. Here 
we have a problem and also its solution. An exactly analogous ques-
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tion is the following: How much is 23 x 18? The calculation 23 is 
as much a geometrical construction as 18 

and ~ 23 @ 
184 

x 414 

The multiplication table might be regarded as a means of construct­
ing the figure. The following is also a geometrical construction 
~, showing that 3 x 3 = ( 4 x 2) + 1. If I call drawing the 
~ 
star which is formed by the diagonals of a pentagon an illustration 
of a geometrical construction, then the multiplication is also. But I 
should prefer to say that if the latter is a calculation then so is the for­
mer. 

It has been said that constructions with ruler and compasses are 
always inaccurate since one can never draw a geometrical straight line, 

and hence the drawing Q * 
is not exact. This is not a proper objection, but if it were, the same 
would apply to the multiplication: it could be objected that the shapes 
of ''4'' were not exact, that we could never be sure we had written 
•'the arithmetical 4''. 

lf we say the construction shows us something about the essence of 
pentagrams and pentagons, then we must say the multiplication shows 
something about the e~sence of numbers. Would it be wise to say this? 
Suppose we taught a man multiplication, giving him rules for multi­
plying decimal numbers. Suppose that besides these rules we assumed 
a further, queer axiom: 23 x 18 = 800. Is it wrong to assume this or 
not? Is there a sense in which an arithmetic which had this is no arith­
metic? Some might say it would be uninteresting, because from a con­
tradiction together with the usual rules one could deduce anything. I say 
this is wrong. Assuming the usual rules of arithmetic, was I bound to 
get the result 414 from 23 x 18? The proposed axiom, 23 x 18 = 800, 
is uninteresting because there is no phenomenon for which an arithme­
tic including it is of any use. If any phenomenon arose, i.e., if 23, 18, 
800 were constants relating to our space or to all natural phenomena, it 
might be extremely useful to have an arithmetic in which one mul­
tiplication among all others had two results. What about the objection 
that if we had this rule we should have to add others? If we taught a 
man a rule by giving him instances up to 500, expecting him to add 
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thereafter according to the rule of "Add 2", and if at 1000 instead of 
adding 2 he did what we would call adding 3, what would we say if he 
claimed to have followed the rule? We must not suppose that with the 
rule we have given the infinite extension of its application. Every new 
step in a calculation is afresh step. In answer to the objection above, 
the reply is that we need not give new rules. It is not in the nature of 
23 and 18 to give 414 when multiplied, nor even in the nature of the 
rules. We do it that way, that is all. This does not mean that any result 
in arithmetic will be accepted. 

Consider the following: "If you draw the diagonals of a pentagon 
you get a pentagram, and "if you do this and this . . . you get 

Napoleon."~ 

What can't be predicted when the operations are described is the char­
acter of the visual impression. An experimental factor is involved. We 
ought to examine what is an experiment in these cases, and in such 
analogous cases as ~ 

containing <1' , and the puzzle picture of foliage in which the face of 
a man is hidden. What sort of proposition is it to say ~ 

contains cf1? It may or may not be a proposition of experience. We 
are inclined to say that when the face of the man is seen when the 
foliage is looked at from a certain angle we have discovered something 
internally related to the foliage. One cannot draw the foliage without 
drawing the man's face, so that to say there is a face there is redun­
dant. It is a geometrical proposition that in the foliage there is a man's 
face. And yet it is a new experience when one sees the face. #Our vis­
ual impression has changed. But must one not say that the new expe­
rience would have been impossible if the old one had not been what it 
was? We seem bound to say that the new experience was already 
preformed in the old one, or that we had found something new which 
was already in the essence of the first picture.# 

What does one discover when one discovers the man's face or 
cf) in ~ , or that two right isosceles triangles put together give 
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a rectangle? A new experience is involved, an experience of a new 
aspect. We say "Oh, that has never struck me; but I now see it must 
be so". We do not say this in the case of a genuine experiment. 

Seeing a formufa in a different aspect is sometimes regarded as a 
mathematical discovery. Sheffer discovered that Russell's two primi­
tive ideas "or'' and "not'' could be defined in terms of one con­
stant "neither . . . nor""'. - q was defined as qlq and p v q as 
plq ·I ·p/q. Imagine that Russell and Whitehead had written Principia 
in such a way that "- " and '" '' were al ways distributed in the order 
- · - , as in -p · -q. And suppose that Sheffer discovered what they 
unwittingly did. One could say he was merely drawing attention to a 
certain aspect of the formula which they wrote in this fashion, just as 
the two triangles could be regarded as a new aspect of the rectangle. 

Lecture VII 

Let us look at the role which an aspect plays in mathematical demon­
stration, the aspect under which one sees figures, when something 
timeless seems to have struck us. 

Consider the statement that a certain object consists of parts, e.g., 
that a pentagram consists of a pentagon and five triangles, and that a 
chair consists of back, legs, rungs, etc. The word "consists", which 
means "made up of parts", is used in two different ways. To say a 
chessboard consists of 32 white squares and 32 blacks gives informa­
tion which a man might not have had. With this meaning given to 
''consists'' he would be able to make a chessboard. 

The parts a thing has depend on the different ways of dividing it. 
All sorts of things could be called dividing or putting together, one of 
which is visual division. A figure can be divided differently by dif­
ferent acts of attention. Suppose we visually divide 1111 into two 
groups of two. One might say that this is seeing that 2 + 2 =4. But the 
equation can't be seen. There is no phenomenon of seeing that 2 + 2 
means the same as 4. But there is a phenomenon of seeing certain 
aspects. Seeing the dashes in pairs suggests a rule, 2 + 2 =4. A certain 
symbolism readily goes with a certain aspect which strikes us when we 
look at a thing. 

Suppose a tribe saw a square as two intersecting parallels, and that 

another tribe always saw it as a double right angle: I I According to 

*This is an alternative to the usual reading of Sheffer's stroke. (Editor) 
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. ·the visual aspect they would very likely adopt a certain description, 
e.g., the use of "double right angle" instead of "square". But the 
description is not necessarily bound up with the aspect. And it is not 
the case that they must see it like this because they adopt the symbol­
ism. 

We can imagine a language which never used "4" but only 
"2 + 2' '. As long as we look at I I I I in "the 2 and 2 way" our pic­

, ture consists of a division into 2 and 2. The actual visual division is a 
' .temporal process, and the figure will consist in division into two parts 

as long as the phenomenon of division lasts. But the equation 2 + 2 = 4 
is timeless. That 4 consists of 2 and 2 in the sense of "2 + 2 =4" can­
not be seen. There is no phenomenon of seeing that a proposition of 
grammar holds. 

Visual division is a phenomenon like any other. If one does not rec­
·Ognize this one feels that by getting a new aspect one penetrates into 
the essence of the thing. When one's attention is drawn to the fact that 
a pentagram consists of a pentagon and five triangles one seems to see 
something which is there whether one's attention is drawn to it or not. 
(However, that the pentagram consists of these parts lasts as long as we 
'lee it under this aspect. On the other hand, if we adopt the geometrical 
expression, "pentagram = pentagon plus five triangles", what this 
.refers to cannot be seen. It states a rule. And of course the rule may 
have been suggested by seeing it thus. This shows what role may be 
played in a demonstration by attending to an aspect. As mentioned 
before, Sheffer might have called Russell's attention to the fact about 
the formula -[-p·-{-r·-q}]·-[-q·-r] that one logical constant 
could be used instead of two. This is an aspect one might not see even 
though the formulae of Principia always used "-" and "." in this 
kind of order. To see this is to see another aspect. And looking at a 
symbolism under a different aspect comes to changing the symbolism. 
But there is a great temptation to suppose that when one gets a new 
experience that #this experience teaches one something about the es­
sence, the internal nature, of the formula. It seems to teach one a 
mathematical (or logical) truth, and this does not seem to be a rule of 
grammar but a truth about the nature of things.# 

The statement that the picture puzzle consists of a man plus other 
lines could be two different things, a description of what was actually 
seen (where one's activity of attention is on no different level from an 
activity with chalk), or a statement that the picture was to be so used 
as to mean "a man plus other lines". The great temptation is to say 
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that if the puzzle were not of this kind it could not be divided into a 
man plus other lines, or that I I I I I I could not be divided into 3 and 3 
if it did not consist of these parts. This language suggests that there 
is an obstacle preventing a division, say, into 3 and 4, that such a di­
vision would present an insuperable difficulty. But there is no in­
superable difficulty. It just means nothing to say it is divided into 3 
and 4. The person who says I cannot divide it in this way must explain 
what it is like to do it. But naturally he fails since he himself does not 
admit of the description "dividing into 3 and 4" except in the case 
where one starts with 7. 

Suppose a person divides 1 by 3 to see whether 4 turns up in the de­
velopment. I tell him "You will never get 4; it is hopeless", and draw 
his attention to the fact that the dividend and remainder are the same. 
This may never have struck him. Here it looks as though by drawing 
attention to this fact we did not perform an oper~tion but showed what 
was already there. It also looks as though this is a quick way of show­
ing what could be shown by carrying on the division to an enormous 
number of places and concluding that it it is hopeless to look for a 4. 
The use of the rule to show by a short cut that a 4 cannot be found 
looks very like giving up looking for a pine tree on being told that 
pines never grow in the soil of that neighborhood. But there is a very 
great difference. Nor is carrying on division to an enormous number of 
places analogous to looking through a telescope and seeing a long row 
of 3 's. Whatever the apparent analogy, it is mistaken. We do not have 
here another method of seeing the same thing. However, there are two 
ways of answering the question whether at the 50th place there is a 3: 
by writing ouf 50 places, and by looking at the division 1:3, seeing 

1 
that dividend and remainder are the same, and thus anticipating the 
long calculation. 

#Imagine this operation: construction of a decimal by multiplying 
again and again .25 x .25: .625625625 ... And consider the order: 
Look for an 8 in it! What is it like to try to find an 8? What is it like to 
find an 8? I can hope to find an 8 in the product 284 x 379, but not in 
this decimal. To say it is hopeless to find a certain result really means: 
our calculation has already shown it to be wrong or, our calculation 
has already decided against it.# 
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Lecture vm 

Notes of this lecture and subsequent lectures by Margaret Mac­
donald, together with preparatory notes by Wittgenstein 

We said that it could be shown that a 4 would never appear in the 
division of 1 by 3, by calling attention to the fact that the remainder 
was always l, and therefore that the result would always be the same. 
Consider the division of 1 by 7. #In I: 7 gibt es ein endliches Prob­
lem und ein unendliches.# Now it might not be noticed that there 
comes a point in the division where the remainder is 1 and the digits of 
the quotient repeat. 7) 1.0000000 (142857 

30 
20 
. 60 

40 
50 

10 . . . 
It seems as if we could make a prophecy that smce the senes recurs It 
is hopeless to look for a 6, that there could not be a 6. Similarly, sup­
pose someone were looking for a product whose middle digit was 4, 
and I said, ''Multiply 19 by 34''.19 What would it be like to look for 

34 
76 

57 
646 

a 5 in this result? I can imagine what it would be like to find a £5 
note in a book, but can I imagine what it would be like to find a 5 in 
the result of this multiplication? I could rub out 4 and write 5; but this 
won't do. You could object that I have written 5 but notfound 5. To 
find a 2 in the division of I by 7 you might say is easy: here it is. But 
inasmuch as you know what it is like to find one 2, it looks as though 
you also know what it is like to find two 2 's. "Finding", however, 
should mean finding by correct calculation. A person who found an 
object in a maze by climbing a tree and overlooking the maze would 
be said not to be playing the game, that finding it means going into the 
maze and searching for it. Similarly, by multiplying 19 x 34 I have 
shown you what it means to find a 4 in the product: finding it by a pro­
cess of multiplication, i.e., by a particular operation and in no other 
way. To describe what it would be like to get two 2 's in the quotient 
of I: 7 you must always describe a faulty calculation, so that it is not 
finding a second 2. By "find" is meant, find by correct calculation. 
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Suppose the problem was to find the number occurring at the lQlOth 
place in the quotient of 1 : 7. One person might try to calculate the 
number, another give the rule for finding it. #You can now say, it 
seems, what the 101°th place will be. How can one calculation antici­
p~te the result of another? What does it mean: to prophesy what one 
will correctly find?# Are we to say that the two calculations must lead 
to the same result? What we do say is that if we do not arrive at the 
same result in both cases a mistake has been made in one or the other. 

What is the connection between the meaning of a statement and its 
verification? Suppose I asked what it is like to find 8 man in the next 
room. You might say it consists in going in and seeing him. You have 
given a description of what it is like. This may mean that a definition 
has been given of what it means to find him, or it may only be that a 
connection has been made between one sentence you utter and an­
other. It is not a definition inasmuch as there may be other ways of 
finding whether there is a man in the next room. What I am saying is 
that I am describing what it is like for p to be true by giving a gram­
matical connection between p and other propositions. It is not neces­
sary for there to be such a connection, but if I give a connection I am 
saying what it is like for p to be true. I am saying something about the 
~a~ar of the proposition. To give the grammar of the proposition p 
1s to give the sentences with which ''p'' hangs together and to say in 
what way they are connected. 

Lecture IX 

We are constantly misled by having the same forms of expression for 
mathematical and empirical facts. We say, for example, that one rod is 
longer than another and also that 6 feet is longer than 5 feet. We talk 
about finding out the same fact in different ways, and of finding the 
same mathematical result in different ways. But these are utterly dif­
ferent. Matters of fact always involve time; mathematical facts or 
propositions do not. 

~ In this diagram of 12 dashes it is shown that in 

these three fours there are four threes, that two processes lead to the 
same result. What would it be like not to get the same result? We say 
~at we cannot imagine any result except the correct one, nor that the 
different ways should lead to different results, and this is not because 
of human incapacity. I could imagine a totally different result but not 
in the same game. ' 
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We can see what it is like to get a 2 in the development of 1 : 7. In a 
sense we know what it is like not to get a 2-simply not writing it 
down or not doing a calculation at all. But this is quite different from 
getting a 6 instead. If I say I cannot imagine a 6 in the result, this 
means that the calculation shows me what it means to imagine a 2 and 
gives no sense to the statement "I imagine a 6 in the result". The 
same thing applies to getting the same result by two calculations. That 
I cannot imagine their not leading to the same result means that the 
proof of their leading to the same result shows what it is like for them 
to do so. The division into threes and fours does not show two proc­
esses leading to the same result but rather what the result of two 
processes is like when they lead to the same result. I might say that the 
following diagram shows what we call two things meeting; but it does 
not show two things meeting: __ __., • .._ __ _ 

There are many ways by which it might be made possible for me to 
look into the next room, by breaking the wall down, blasting it with 
dynamite, making it transparent, unlocking the door. None of these 
ways is part of what is meant by achieving the result. On the other 
hand, 1010 is defined as a number got at in a certain way. And there 
might be other ways which lead to the same result. For example, a 
slave might be got to write down 101° digit by digit, and another man 
might get it immediately by the formula. This looks like doing the 
same thing a quick way and a long way. It looks as if it were in the 
nature of the processes to lead to the same result. But the processes 
themselves show nothing about a must. 

The problem of finding different ways of reaching the same result in 
mathematics may seem analogous to finding different ways of looking 
into the next room. It might be said that any way of solving the 
problem will do, so long as it is in accordance with the rules of arith­
metic. But the ways will differ according to the system of arithmetic. 
What one calls mathematical problems may be utterly different. There 
are the problems one gives a child, e.g., for which it gets an answer 
according to the rules it has been taught. But there are also those to 
which the mathematician tries to find an answer which are stated 
without a method of solution. They are like the problem set by the 
king in the fairy tale who told the princess to come neither naked nor 
dressed, and she came wearing fish net. That might have been called 
not naked and yet not dressed either. He did not really know what he 
wanted her to do, but when she came thus he was forced to accept it. 
The problem was of the form, Do something which I shall be inclined 
to call neither naked nor dressed. It is the same with a mathematical 
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problem. Do something which I shall be inclined to accept as a solu­
tion, though I do not know now what it will be like. 

Lecture X 

It looks as if one calculation, by a given rule, tells one the result 
which another calculation, the actual working out to a thousand 
places, must have. Is there a difference between ''there must be'' and 
''there is''? The ''must'' always refers to what may roughly be called 
a method and a calculation not yet made. This suggests that there is 
something known beforehand. But you might say beforehenad that an 
8 would appear in the sixth place and something else might result. 
What is meant by the result of a process? Compare the result of heat­
ing water vapor to a certain temperature with the result of moving a 
piece of chalk until it ends up where one stops. In the first case the 
process can be described without describing tbe experiential result of 
splitting into hydrogen and oxygen. In the second, where the result of 
the process, ending up here, is part of the process, describing the proc­
ess includes describing the result. "Result" is used in two different 
ways. 

A mathematical process is not such that it could be what it is and 
the ·result be a different one. To say a process gives a certain result 
means giving the result. #In one sense you can't know the process 
without knowing the result, as the result is the end of the process. A 
calculation leads to a result mathematically apart from whether it has 
actually been performed. In another sense you can know a process and 
not know the .result. ''In what sense is it possible not to know where 
a mathematical process leads? We could answer, It is possible not 
to know where it will lead, but not possible not to know where it 
leads".*# 

Suppose a man worked out a multiplication once and then when he 
needed the product again, worked it out afresh. It might be said that he 
had done it once and is bound to get the same result. Can you imagine 
a man not seeing this and so having to get the result every time anew. 
Suppose someone counts the five dashes 11111 first from one end and 
then from the other. Must he always get the same result? There is an 

*Editor's translalion of Wit1gens1ein 's note: In we/chem Sinne ist es 111oglich 
nicht zu wissen wohin ein ma1hema1ischer Vorgangfiihrt? Man ko1111te a11twor­
te11, es ist moglich nicht zu wissen wohi11 er fiihren wird aber nicht, nicht zu 
wissen wohin er fiihrt. 
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empirical question involved here, but also something not empirical. In 
the visual five we correlated each dash with a numeral: 1, 2, 3, 4, 5. 
Must the series give the same number whichever way it is counted? 
What sort of fact is it that the order does not change the result? How 
could it make any difference if he began at the other end? He might 
agree that it could not, or again, he might not agree. Suppose someone 
asked, How do you know that you have not left out a digit when you 
counted 1, 2, 3, 4, 5? You might reply, How could one discover such 
a mistake? 

The first man who discovered periodicity in 1 : 7 found a way of dis­
covering in the first 1000 places whether there is a 6. Suppose that at 
first· he wished to go through the first 1000 places and then discovered 
periodicity, whereupon he changed his mind about the problem. Had 
his problem been to find out whether he would write a 6 in the first 
1000 places, he could solve it only be seeing what he would in fact 
discover by calculating. The second method, involving the discovery 
of periodicity, would not help him solve that problem. But it would 
determine what it was correct for him to discover. 

One might say that it can be proved by induction that the two 
methods lead to the same result. A proof by induction is such that you 
can always say, It must go on this way. We must disti.nguish ~tween 
seeing the calculations actually written down and seemg that 1t must 
always go on this way. Must one recognize periodicity as .a proof that 
there will be no 6 in the development of 1: 7? No. There 1s .no reason 
why a person should see that it must go on that way. He may accept 
this as a proof for future occasions, or he may not. We cannot make 
him recognize a new proof. In a way it is a matter of experience that 
everyone will find the same number by calculating 1 : 7, though it is an 
important fact of experience. That in mathematics we have to reco~­
nize that two methods must give the same result is not a fact of expen­
ence but a rule. But we accept the rule because we find that in all 
calculations we do get the same result. 

Can there be a 4 in the development of 1 : 3? The way to find out 
would be to divide. But how long is one to go on? Without knowing 
this, one has not been asked anything. It then looks as if by finding the 
formula, and seeing that there could not be a 4, one has found a short­
cut to infinity. What happens is that one accepts the formula as an in­
terpretation of the question and of the answer. A proof is not fou~d. but 
constructed. Periodicity does not mean the same as several repetitions 
of the same number or numbers, but makes a new calculus between 
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the dividend and certain remainders. Without this calculus division 
was not in any way incomplete. When you accept periodicity you ac­
cept a new interpretation of your question and a new method of an­
swering it; but it looks as if you must accept the periodic result unless 
you are a fool. 

Lecture XI 

Consider I 1111I1111i1111 I , and the question, "How many times can 
one count four dashes between the strokes?" The answer is three. 
About this one can say two things: that one gets three and that one 
must get three. There seem to be two independent processes which 
lead to the same result, one that finds three, and the other that fixes 
what the result must be. Finding three seems to be some kind of math­
ematical experience. If you put a bit of string between two poles and 
say it fits, realize that it fits because you made it fit. We have here the 
picture of what it is like for something to fit something. Similarly for a 
hollow mould or cylinder for which one has a hard object made to fit 
it, or a lump of clay which one could make fit it. In all cases in which 
two proofs meet it looks as if one has two independent processes lead­
ing to the same result, and not as if one had made them do so. By one 
process it looks as though we find an end and by the other reach it; and 
it looks as though we ought to be surprised at reaching it. 

In a chess game two players might be said not to see a simple truth 
with regard to a move, say, that if a bishop is moved to a certain 
square the result will be a checkmate. But what truth don't they see? 
Not a truth about pieces of wood; moves with these might be regarded 
as experiments, in which case the result could not be predicted. The 
pieces might break, burn, etc. What we mean is that they do not see 
that the process must always lead to this result. There is a difference 
between a process having a result and being its own result. 

We might say that if two processes must lead to the same result, 
showing that they do is a confirmation. But whether it is a confirma­
tion or not may be doubted. #After you have seen that 1000: 3 must 
lead to 333, is it a confirmation to calculate it and see that it does? 
What does it mean to say that one calculation confirms the result of 
another?# 

In the division of 1 by 7 to thirty places, we get, say, five periods. 
That one actually writes down a certain number of repetitions is a fact 
of nature. But we also say that we must get five. Should we call it a 
mathematical coincidence that when we write down the calculation 
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five repetitions have occurred after thirty places?* Or that a S must 
occur at the 17th place? The proof that 1 : 7 must lead to a S in the 17th 
place can be put beside two different things ( 1) the actual written row 
of digits, (2) what may be called the method for producing the 17th 
digit. The latter can be interpreted in all sorts of ways, though we may 
not as a matter of fact interpret it in all sorts of ways. To say of the 
many methods which might be shown you as leading to the same 
result, that they must lead to the same result, looks like a prophecy; 
but really it is a resolution we have made. That they do lead to the 
same result is a physical fact. The resolution did not prophesy it, but 
we operated in accordance with the resolution we made. 

If we were asked, we would probably all say that words like 
"great", ''small", "hot", ''cold" are relative and not absolute 
terms. But in ordinary life there is a use of such words which is 
absolute. As sensations, hot is not a high degree of cold, nor cold a 
low degree of hot. And it is the same with agreeable and disagreeable 
and with great and small. We always think of the infinite as something 
very huge or very tiny. The idea of converging to a point is the idea of 
convergence on something infinitely small. But the infinite has nothing 
to do with size at all. There is a constant temptation to picture an enor­
mous extension when we find the remainder in a division equal to the 
dividend. We take this to be the criterion for infinite periodicity, and 
say the result can be infinitely repeated. And it looks as if some 
superhuman being might survey the infinite extension even though we 
cannot. The greatest puzzle is that in some queer way what has not 
been done, say, division to the 17th place, seems as though it has been 
done, as though the whole extension has been given.t We tend to 
think of the development as an actual enumeration. If this picture of an 

* #Gibt es ei11e11 Zufall ill der Mathematik?# Taken from Wingenslein 's noies 
for 1his class leciure. (Edilor) 
tThe following, from The Yellow Book, reinforces Ihis poinl: 

Given Ihe series I. I +a, I + 2a, . . . , where "and so on" Irails off inio 
saying silen1ly four addiiional numbers, whal one has in lhis case is a series 
IhaI comes 10 an end: 1hree numbers said aloud, followed by four numbers 
1railing off. This idea of "Irailing off" makes us fail Io realize lhe difference 
in grammar for "and so on". II crea1es 1he illusion 1ha1 we ~ave d?ne lhe 
counling and noI done ii. We behave as 1hough Ihe numbers which Ira1led off 
were fixed, 1ha1 they were 111ea11t 1hough unsaid. Bui have you meanl Ihem if 
Ihey are unsaid? I am only saying 1ha1 a number nol wrinen down is nol wril­
Ien down. We in facl have 1hree numbers and "and so on". each wilh lheir 
own grammar. 

For discussion of Ihe use of "and so on" 10 indicale endlessness, see Philo­
sophische Gra111111atik, Parl II, Seciion II, IO. (Edilor) 
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e?onnous extension is give~ up we see that the infinite is on a totally 
different level [from the fimte]. The difference is like that between a 
race to a goal and an endurance race without a goal. I do not mean by 
this that the infinite is "unreal". The word "infinite" has its uses. For 
example, to say that there is no 6 in the infinite development of 1: 7 
means that it is not in the period, and that is all. It only makes sense in 
this calculus. How is it that this has been so misunderstood? 

Lecture XII 

Are there three consecutive 7's in the infinite development of 'TT? There 
is in fact no means of showing that there must be or cannot be three 
~·s in the infinite development. It is queer that we can ask this ques­
tion and have no means of discovering the answer. 

In talking about the infinite development of 1T we use the picture of 
something developing, of its growing longer and longer, stretching out 
~v~ so far .. We talk of an unlimited choice, as compared with a huge 
limited choice, as though it was something of the same kind, only 
more huge. We think that thousands of millions is nearer to infinity 
[than a thousand]. But infinity has nothing to do with size. · 

If I ask, Is there an 8 in the infinite development of 35: 161?, you 
will develop to a period and if 8 appears you will answer, Yes. What 
you know is that it has appeared in the period, or has not, as the case 
may be. This is different from asking the same question if you do not 
calculate with periodicity. The question is then equivalent to: Find 
some calculus which will lead you to say whether there is an 8 in the 
~nfinite development. We might say the questions are the same, only 
m one case you have the tool and in the other you have not-as if the 
order were ''Cut this book in half '', when in the one case you have a 
suitable knife and in the other you have not. But it is not quite the 
same, for there is not a psychological question here corresponding to 
the physical question connected with cutting the book. We must exam­
ine sentences in which we use the tenn ''infinite development'', to 
find out what meaning we have given them. What we call the infinite 
development is bound up with our method of producing it. 
. We could say that since we have made up 1T, we have made up all 
Its consequences. Similarly, we might say that after we have accepted 
certain axioms logic compels us to go on in a certain way. Now what 
sort of compulsion is this? 

We use "2 x 2" in such a way that it means the same as "4". 
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Hence to say "He ate the number of apples which is the product of 2 
and 2" is just to say he ate 4 apples, and to say "He ate the square 
root of 4 apples" is just to say he ate 2 apples. Compare these state­
ments about 4, 2 x 2, and 2, with "Mr. Wisdom is sitting in this 
chair'' and "The Sidgwick Lecturer in Moral Science is sitting in this 
chair". These two sentences do not have the same meaning, though 
they happen to be about the same person. But 4 does not happen to be 
the second place in the development of 'TT; 4 is the second place of 1T. 

There is no such thing in mathematics as a description of something 
and its name. That is, there is no such thing as the product of 35 and 
45 and the number 1575 which happens to be the number described; 
they are the same number. In this example we have another way of 
bringing out the fact that a process in mathematics contains its result. 

Suppose someone asks, Is there a 9 in the infinite development of 
1T?, and we calculate and find a 9 in the fifth place. You might then 
say that since there is a 9 in the fifth place there must be one in the in­
finite development. Now if you like to make that rule there is nothing 
wrong with it. But what have you said? Does your saying that you are 
justified in asserting there is a 9 in the infinite development of 1T entitle 
you to say there is some specific number, say 8, in the infinite devel­
opment of 1 : 7? if you have given a meaning in the one context [to 
"an x in the infinite development"], you have not necessarily given it 
in all. You have not been asked anything until you have been told 
what to do. 

Lecture XIII 

If one asks whether there is a 7 in the infinite development of a num­
ber, periodicity will give one an answer. Suppose you are calculating 
with periods and define "There is a 7 in the infinite development" as 
"there is a 7 in the period". That would be useful. But if you say 
there is a 7 in the period and therefore in the infinite development, you 
are concluding from a useful phrase to a verbal phrase without mean­
ing. There are two criteria for there being a 7 in an infinite develop­
ment (1) finding a 7, (2) finding a 7 in the period. If the number is to 
be compared [as to magnitude] with a rational number, one must also 
have a criterion for showing where in the development of a rational 
number the period will end. If there is no means of determining the 
length of the period, then to say a number is periodic changes the 
sense of ''periodic'' entirely. Suppose someone claimed to find a 
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number periodic although he could not say when the repetition began. 
He would say it must be a rational number. But which rational num­
ber? 

Suppose we have been taught to develop root 2 so as to get a series 
of decimals: 1.4, 1.41, 1.414, 1.4142 ... Would you in that case have 
reason for calling the square root of 2 a number? You would be more 
inclined to say it is a rule for developing these decimals, and you 
could talk then of giving root 2 an index, say 5: v'2. We talk of root 2 

5 

as a number because we can construct a method for finding whether it 
is greater or smaller than any given rational number. 

We talk as if we have a series of infinite length corresponding to the 
numerical symbol v'f. Now v'2 is a symbol for which there are rules 
for indefinite development. Suppose 1 give you a new irrational num-

ber, symbolized by 7 ~ , constructed by putting 0 whenever 7 is 

reached in the development of root 2. Are there any objections to 
calling this a real number? It might be said that 1 do not know whether 
1 shall ever get a 7, or it might be proved that there is no 7, in which 

case 7 ~ will be \12. There is the idea that there is a development 

corresponding to v'2 even if we do not happen to know it. But before 
v'2 had been calculated we did not have a connection of v'2 with 
1.414. What we have are rules of such a sort that a calculus of _greater 
and smaller between irrational numbers can be made up. The order, 
"Replace 7 by O" has no sense except that it gives a rule. The rule 
does not tell orie how long to go on before replacing 7 by 0. There is 
nothing to know about root 2 except what we have laid down. It is not 
that there is something to know that we don't know, but rather that 
there is no calculus yet for it. 

To say a certain rational number has a period that we do not know is 
to use words in an entirely different way. It might be said that if we 
have a proof that there is a period then there must be one. 1 want to 
say that it is most misleading to say this. There is a very loose relation 
between a mathematical proof and the words in which the result is 
stated. The relation between the proof and the words which express 
what the proof proves is widely different for different kinds of proof. 
Proof that there is a 7 in the infinite development of 1T may mean all 
sorts of things. It is easy to succumb to the old simple absurdity that 
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there is one development which is the infinite development of a num­
ber and that our problem is to find an indirect method of knowing 
something which the infinite Being or God knows already in its entirety. 
(Compare Russell's misleading claim that we have no direct acquaint­
ance with an infinite series but have knowledge by description of it.) 

The relation between the proof and the English (or German, etc.) 
words in which the result of the calculation is expressed is very dif­
ferent for different proofs. We say there is a proof that 26 x 13 = 338, 
and a connection between this and the proof that m x n = r, where m, 
n, and r are replaced by any numbers. You know what this proof is, 
viz., multiplication. But if you say that proof that the trisection of an 
angle with ruler and compasses is impossible, you do not know what 
that proof is, in the sense of knowing whether it belongs to a system of 
proofs. You might say it belongs to the class of proofs of the impossi­
bility of so-and-so. But this is a very rough description and quite dif­
ferent from the multiplication proofs. If someone has proved that 
26 x 13 = 338, one knows what he has done. But if 1 say there is a 
proof that a period exists but that 1 do not know where the period 
begins, 1 do not know what sort of proof it is. In the case of a chemi­
cal process, to know what the process yields one does not look at the 
process but at the result. But with a mathematical proof one must look 
at the proof to know what it yields. The formula of the proof may or 
may not give a catalogue of proofs. In the case of such things as mul­
tiplication and division it does. 

You can imagine the result of a proof as being like the end surface 
of a body. Suppose we had cylinders of a certain width and length, all 
of them being of the same length and different widths. We could give 
a catalogue of them by means of their end surfaces, and we could find 
the volume of any one by looking at its end surface. But were the 
lengths to vary we could not catalogue them by means of their end sur­
faces alone. If for a variation in width they varied an inch in length we 
could again catalogue them by their end surfaces. We could call the 
result the end surface of a proof, and the proof the body. All proofs 
such as 26 x 13 = 338 could be classified by their end surfaces, 
whereas the end surface, "It is not possible to trisect an angle with 
ruler and compasses'', does not help to catalogue the proof at all. We 
could classify this proof with other proofs such as the proof of the im­
possibility of constructing a heptagon. Then the result of the proof 
may help us to say what the proof is. When this occurs I say that the 
result of the proof is bound up in a mathematical way with the proof. 
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Otherwise ii is a prose senrence so loosely connecred wirh rhe proof 
1ha1 tors of other prose senrences mighr be connecred wirh ii. 

Certain verbal forms are misleading for a rime and rhen cease 10 be 
misleading, for example, symbols for imaginary numbers. There may 
have been somerhing misleading in rhe idea of imaginary numbers 
when ir was firsr introduced, bur now ii is unerly harmless. II does nor 
mislead anyone. By con1ras1, 10 say the appellarion "infinire develop­
menr" is misleading is correcr, though of course ii does nor mislead 
anyone in his calcularion. II misleads people inro a wrong idea abour 
whar they have done. The idea of rhe infinile as somerhing huge does 
fascinare some people, and rheir in1eres1 is due solely 10 1ha1 associa­
rion, though they probably would nor admir ii. Bur 1ha1 has nothing 10 
do with their calculations. I mighr say 1ha1 chess would never have 
been invenred apart from rhe board, figures, ere. and perhaps apart 
from rhe connection with troops in battle. No one would have dreamed 
of invenring the game as played wilh pencil and paper, by descriprion 
of rhe moves, withour the board and chess pieces. Srill, rhe game 
could be played eirher way. II is rhe same wirh ma1hema1ics. II is rhe 
associarions of rhe calculus which make rhe calculus seem worthwhile. 
Bur rhese are quire differenr from rhe calculus. Sometimes rhe associa­
tions are connecred with practical applications, sometimes nor. Bur 
wilhour the associarions wirh rhe huge, no one would care a damn 
abour rhe infinire. 

In a recenr article in Mind* rhe quesrion was raised whether if 
someone had proved ir is DQI self-contradicrory 10 assume rhere are 
three 7 's in rhe developmenr of 71' we should say 1ha1 he has I hereby 
proved 1ha1 ·rhere are rhree 7's, even rhough rhe proof gives us no 
method of finding rhree 7's in rhe infinire developmenr. II was sug­
gesred 1ha1 one should disringuish berween rwo expressions, ( l) ( wrir­
ten in Russell's notarion) (3x)<f>x, i.e., rhere is a place for which ii is 
rrue 1ha1 rhree 7's begin rhere, and (2)-(x)-<f>x, i.e., ii is nor true 
thar for all places there are nor rhree 7's. The aurhor suggesred 1ha1 
there are rwo merhods of proof, (1) showing rhree 7's berween rwo 
places in rhe developmenr, (2) showing 1ha1 ii is self-con1radic1ory 1ha1 
rhere nor be rhree 7's. (3x)<f>x (where rhree 7's have been exhibired) 
should be given as rhe resulr of one proof, and -(x)-<Ju (meaning 
1ha1 ii is self-con1radic1ory thar rhere nor be Ihree 7's) as the resulr of 

* "Finitism in Mathematics I", Mind, XLI V, no. 174, by Alice Ambrose. 
(Editor) 
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rhe orher. Bur this is no solution. II is like saying 10 rwo people who 
are quarreling abour a book, "See, Ibis will senle your quarrel: lei one 
of you take the rille and rhe other rhe resr of rhe book.'' Of course 1ha1 
would nor sarisfy rhem, for rhe 1i1le jusr is part of rhe book, ii belongs 
10 rhe book. II makes a division where people would say there cannor 
be a division. I do nor mean 1ha1 we cannor divide ii like rhis; only if 
we do so rhere is no earthly reason for assuming rhe ordinary notation 
for (2). The rwo are considered inseparable. If I say rhe one proof 
proves (1), so does ir prove (2). If I do nor wish 10 say rhey prove rhe 
same rhing, rhere is no use making rhe division rhere. To separare rhe 
rwo in rhe suggesred way is like dividing a double house by giving one 
house and the kilchen 10 one person and the dining room and the resr 
of rhe house 10 rhe orher. This would be said 10 be inadmissible 
because rhe kirchen and dining room go rogether. There is no use in 
separaring where normal language revolrs againsr rhe separarion. If I 
said, ''Divide the double house so 1ha1 one person has one house and 
the orher has rhe orher house'', 1ha1 would be differenl. We mighr say 
1ha1 whoever possesses one of rhese expressions rhereby possesses rhe 
orher, and 1ha1 rhe separarion musr be in a differenr way. We musr 
rhen stare whar reason we have for saying thar one proof proves the 
exisrence of so-and-so. 

Lecrure XIV 

From whar we have said ii seems 1ha1 a ma1hema1ical s1a1emen1 has no 
sense before being proved true or false. In rhe case of rhe sta1emen1 
thar rhere are rhree 7's in TT rhere is no proof 1ha1 ii is self-con1radic-
1ory nor do we know 1ha1 rhere are rhree Ts. II seems as rhough asking 
rhe quesrion is senseless since we have no means of answering ii. Sup­
pose, however, 1ha1 we discover rhree 7 's or devise a proof 1ha1 ii is 
self-contradicrory 1ha1 rhere should be rhree 7's. The quesrion seems 
borh 10 have been answered and 10 make sense. This accounr of rhe 
possible answers is conrrary 10 whar we ordinarily call a proposirion. 
For we say a proposirion musr make sense before we know wherher ii 
is true, or false. 

Proceeding from rhe analogy berween a finire exrension and rhe infi­
nire developmenr of TT, we are 1emp1ed 10 go on 10 say rhe same rhings 
abour borh, in rhis case thar rhere either are or are nor rhree 7's in 71'. 

This is rhe sort of thing some logicians would say-rhere eirher are or 
are not. Bur why do 1hey repeal rhe law of excluded middle? What 
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does it say? It is a tautology. Why do they stress this, and not, for ex­
ample, the law of contradiction? They do it in order to conjure up a 
particular image-as it were, of something lost in infinity. Consider 
the fact that in leading a dog, the longer the leash the more freedom 
for the dog. Now suppose I say the lead is infinitely long. Then I 
might as well say I do not lead him at all. Analogously, if I ask, "Are 
there three 7 's in this infinite series?", I might as well say the question 
cancels itself. Its grammar is such that it is not a question. 

One can look at this question in two distinct ways. ( l) If thought of 
in terms of an extension, the question whether there are three 7's in 
the infinite development of 7r will be thought to make sense, because it 
makes sense to ask whether there are three 7's in any finite develop­
ment, the difference between the finite and the infinite being only a 
matter of degree. Just as the third place of 7r is 4 whether we know it 
or not, so some places of 7r are (or are not) 777 whether we know it or 
not. Those who concentrate on the extension of 7r say the question 
makes sense, whatever means we have of answering it, or even if we 
have no means at all. They imagine a method which would give us the 
result if only we could apply it. It does not matter that we have to 
resort to a series of dodges to get some approximation to the result, for 
this is only because we are finite creatures and the difficulty is purely 
psychological. 

There is another way of looking at the question, and this leads to a 
different difficulty. According to this point of view, (2), it makes no 
sense to say there are three 7's in 7!, or to behave as though there were 
some method of finding out though it is impracticable. No method has 
been fixed, jusfas no goal has been fixed in an endurance race. There­
fore the only criterion for there being, or not being, three 7's in 7r is 
the proof after all. On the one view there is a way of finding out, only 
it is utterly impracticable for us. But it exists, and gives the question 
sense. It is only that we have an indirect way of getting at the same 
result the Deity could get at directly. The other view says. No, this 
claim about the Deity seeing the whole extension of 7r means nothing, 
and the only criterion for there being, or not being, three 7 's in 7r is 
the actual proof, if there is a proof. The intensional view (2) is that ei­
ther one has a proof that there exist three 7's in 7r or one has a proof 
that there cannot be three 7's in 7r. There seems to be still a third alter­
native, that one has no proof one way or the other. When Brouwer 
says that the law of excluded middle does not always hold he is taking 
the intensional point of view. 
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But this view creates another difficulty. It now seems as though the 
question had no sense. By contrast with the first view, which stresses 
the point that what we call a proposition is something true or false re­
gardless of whether we know which it is, the second view is the dif­
ficult one that there seem to be propositions which have no sense until 
we know whether they are true or false. The difficulty can be put in 
this way: wherever there is a proposition, we say, there ought to be a 
question, e.g., "The man is black" and "Is the man black?" And in 
"Are there three 7 's in 7r?" we seem to have something we should 
call a question. The difficulty is that this question must be answered in 
order to be called a question. But is not this characteristic of all mathe­
matical propositions? It is, tor this reason: if one takes any proposition 
at all, say that 26 x 13 = 419, one can say that the result cannot be 
imagined to be 419 if it is not-419 and that it cannot be imagined to be 
other than 419 if it is 419. This shows straightaway that mathematical 
propositions are different from what we ordinarily call propositions. 

The trouble into which we fall on the intensional view is due to one 
very simple matter of fact: that what we call a proposition in mathe­
matics, and what we call a question, can be all sorts of utterly dif­
ferent things. For example, the proposition 26 x 13 = 419 is essentially 
one of a system of propositions (the system given in the formula 
a x b = c), and the corresponding question one of a system of ques­
tions. The question whether 26 x 13 equals 419 is bound up with one 
particular general method by means of which it is answered. Let us 
compare the proposition which is its answer with one that is totally 
different, the fundamental law of algebra, viz., that every equation has 
a solution. This has the form of a proposition and is written as an ordi­
nary English sentence. But it is in a totally different position from the 
multiplication proposition. It seems to be an isolated proposition, un­
like the latter. Also, it seems to get its sense from the proof, while the 
propositions stating what the product in a multiplication is do not. 
Whatever the answer to the question, ''Has every equation a solu­
tion?", nothing more would be said by it than what the proof gives. 
By means of what we call the proof of there being roots to an equation 
we really know what proposition has been proved, and we know the 
answer to the question. Would you understand me if I said that the an­
swer here has much more in it than the question did? Normally it is 
not like this. 

In the case of the question about the product of 26 and 13, there is 
something about it which makes it look like an empirical question. 
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Suppose I ask whether there is a man in the garden. I could describe 
beforehand a complicated way of finding out whether there is or not. 
There is a resemblance of the multiplication question to this one, in 
that before you find out I could tell you how to find out. But when we 
ask, Does every algebraic equation have a root?, the question has 
hardly any content. It gives us a sort of hint as to what we are to do, 
but the proof provides it with its content. So the proposition which is 
its answer is of a totally different kind from a proposition of the form 
a x b = c. The reason I have brought up this comparison is to see what 
sort of proposition "There are three 7's in 7T" is. 

Suppose someone asks whether all algebraic equations have roots, 
and defines a root as a real or complex number which when substituted 
in a given equation makes the two sides equal. The question has obvi­
ous sense if you like to define it that way. Presumably all the numbers 
are there and the Deity could try them all to see whether any of them 
produced an identity. If the hypothesis of a mathematical Deity is dis­
carded, then we must answer the question, What is the criterion for 
every equation having a root? Could we say what would be proved? 
The difficulty here is the same as in the case of proving that there are, 
or are not, three 7's in 7T. We do not know at all what the proof would 
be like. In this respect the questions as to 7T and as to whether every 
equation has roots are alike, and they are unlike such questions as 
"What is the result of 26 x 13?", "Is there a 4 in the product?", "Is 
there a 7 in the period of 1 :7?", "Is there a 7 in 1 :27?", which can 
be answered by Yes, or No. These latter belong to a whole system of 
questions. We have a method of· answering them, and the answers 
within the system of answers are like ordinary empirical propositions 
in the respect that one could give a method for deciding them. If we 
had a method not merely for answering whether there are three 7 's in 
7T but also whether and how often any given group, say 1,9,5,6, oc­
curred, then the question about 7T would roughly be of the same kind 
as the question about multiplication. The proposition would be more 
or less like what we ordinarily call a proposition. On the other hand, 
had we something which claimed to prove nothing more than that 
there are three 7's, without showing where they occur, we should not 
have a proposition comparable with others of a system, and it is doubt­
ful whether we should call it a proof. One might say that the verbal 
expressions in mathematics which we use to describe the results of 
proofs are used highly metaphorically. They only get their strict sense 
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from a method, and when the method has been evolved, then ques­
' tions in that system become very like ordinary empirical questions. 

Compare the question "Is there a 4 in the product of 26 x 13?" with 
the question "Is there a 4 in the first 100 digits of 7r?" Here we have 
two questions fonnally similar but at the same time different. Now 
suppose that we first develop 100 places of 7T and if after that we find 
three 7's we replace the first digit of 7T by 4. Then ask, "Is there a 4 in 
the first 100 places?" We now have no idea what to do to answer the 
question. 

What we call a proposition is not one thing, aloof and isolated. 
When people ask whether the question, "Are there three 7's in 7r?" is 
sense or nonsense, they are up against the difficulty of saying under 
what conditions we would call "There are three 7's" a proposition. 
How far is it like the multiplication case and how far like the fun­

,, damental Jaw of algebra? What is in the nonnal sense a question, or 
proposition, becomes b~ isolation something which loses every char­
acter which it appears to have as question or proposition. "Are there 
three 7's in 7r?" belongs to a huge system of questions, but only the 
proof will show to what system it will belong. Only so far as the proof 
is a member of a system of proofs is the English sentence expressing 
the result of the proof justified. 

Lecture XV 

We said that if one took the intensional view, a question or proposition 
does not make sense until a proof, or method of proof, is given. We 
may say there is a contradiction between this use of ''proposition'' and 
its use in ordinary life. Everyone talks more about eggs and bacon and 
tables than about mathematics, and the use of the word "proposition" 
for statements about such things is the one to which we have been 
trained and to which we are accustomed. Now some of the usages of 
"proposition" in mathematics do not go against the most common 
usage at all. We nonnally use the word in such a way that for any 
proposition there is a question bound up with it. If the proof is what 
gives sense to the question, this seems to contradict what we mean by 
a proposition. , 

The cases in which a mathematical question is similar to an ordinary 
one are those in which we have a general method for answering it. For 
example, since we have a general way of deciding whether m x n = r, 
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the question whether 26 x 13 = 1560 resembles an ordinary question, 
although it does differ from an ordinary question since we cannot 
imagine what it would be like for the answer to be true if it were false, 
or false if it were true. One might say that in mathematics the idea of a 
question is bound up with the idea of a mistake in calculation. Sup­
pose I asked, Is 26 x 13 =sine a? ls this a question or a mistake? As a 
rule we should not call it a mistake, for we limit what we call mistakes 
to a few things. We should be inclined to call it nonsense. Whether an 
expression has sense depends upon the calculus. I can imagine the 
kind of mistake which would lead one to say 26 x 13 = 1560, or that 4 
is the first digit of 'TT, and thus I could say that the corresponding ques­
tions about them are genuine. 

To say that it is the proof which gives sense to the question seems to 
contradict what we ordinarily mean by a question. But note that after 
discovery of the period in the development of I : 7, the question 
whether there is a 4 in the infinite development no longer poses the 
problem of how we are to develop it far enough to find out. The ques­
tion about the infinite development becomes utterly unimportant. It is 
as though the stress of the question has moved away from the word 
"infinite". Periodicity is part of the method, and the period when 
found is involved in the question as well as in the answer. 

To say that it is the proof which gives sense to the question is ab­
surd because it misuses the word "question". But it is not absurd to 
say that it is the proof which gives a method of answering the question 
and in this way gives sense to the question. The question is thereby 
embodied in a system of questions corresponding to which there is a 
system of answers. 

It is often said, Suppose there were a proof that so-and-so. This 
kind of supposition says not one jot more than is said about the proof. 
It is like saying, Suppose there were a system in which 26 x 13 =sine 
a. In saying this I do not point to such a system; I merely write down 
''26 x 13 = sine a'·. Mathematicians talk of the possibility of there 
being a hidden contradiction in a proof. But in supposing it possible to 
find a contradiction they have not supposed any more than they have 
written down. Similarly with Ramsey's supposing that there were a 
universe which contained only three individuals. This is not at all like 
imagining what the room would be like if it contained three chairs in­
stead of six, or what the earth would be like if there were only one 
town on it. What 1s imagined is what he writes down and nothing 
more. He has said nothing about what its use might be. One cannot 
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conclude anything at all about what the world would be like if it con­
sisted of three individuals. 

Consider now the supposition that there is a proof of three 7 's in the 
infinite development of 'TT. You might remark, Well, if there were, I 
suppose it would be a proof like so-and-so. In reply I would say that 
there was nothing behind the supposition, but only something before 
it, namely, your use of it. It may be that psychologically we are more 
ready to make one kind of connection than another, but until it is made 
we are not driven to making a connection in any one particular way. 
Words like "Suppose there were a proof that so-and-so" get their jus­
tification only in terms of what is done after they are said. Suppose I 
claimed to imagine there were not three 7 's in 'TT. You might say I was 
imagining 'TT divided into chunks of digits, with the proof proceeding 
by induction. What have I imagined? I seem to say something about a 
proof of there not being three 7's in 'TT, and that is queer because I 
have not got a proof. I have done nothing but operate with the expres­
sion "proof that there are not three 7's ". 

To make a supposition would normally be to have some sort of pic­
ture of the kind of thing that is being supposed. If I suppose that this 
room is higher than it is, I might have a picture that represents how the 
room would look, and other things that are consequences of the sup­
position, e.g., that it would be more difficult to heat. But if I say, 
"Suppose I have a proof . . . ", I have nothing but those words. 
What comes after that, what I then say, is all that the supposition con­
sists of. The builder to whom I say, ''Make me a room one foot higher 
than this'', knows exactly what to do; and his knowing what is to be 
done may consist in having a drawing of the room before him. With 
the supposition about 'TT I have no drawing and cannot supply one. 
And it is essential that I should not be able to supply one. This shows 
that what we call a supposition in mathematics is entirely different 
from what we call a supposition in ordinary life. There is the same 
contradiction between the uses of ''supposition'' in the two contexts as 
between the uses of the words "proposition" and "proof". 

Suppose someone says he has found a proof that there cannot be 
three 7's in 'TT, and that someone else claims he has found three 7's. ls 
the proof going to show the latter where he made a mistake? Or is it 
not to make any difference at all? If you say it need not show him 
where the mistake is, then it will be utterly different from anything we 
call a proof in ordinary English. 
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Philosophy for Mathematicians 
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1 Is there a substratum on which mathematics rests? Is logic the 
foundation of mathematics? In my view mathematical logic is simply 
part of mathematics. Russell's calculus is not fundamental; it is just 
another calculus. There is nothing wrong with a science before the 
foundations are laid. 

I shall exclude all questions that may be solved by luck or experi­
ence. 

Consider the question, What is the number 2?, and the definition of 
number as a predicate of a-predicate. Now there are all sorts of predi­
cates, and 2 is an attribute of a predicate, not of a physical complex. 
What Russell has said about number is inadequate, first because cri­
teria for his use of identity are not mentioned in Principia, and sec­
ondly because the notation for generality is confusing. This notation is 
built up after the analogy of subject-predicate propositions in ordinary 
language, such as those describing physical objects. The "x" in 
"(3x)fx" stands for a thing, a substrate; and propositions having 
different grammars, both mathematical and nonmathematical proposi­
tions, are dealt with in the same way, e.g., "All men are mortal," 
"All men in this room have hats," "All rational numbers are compa­
rable in respect of magnitude." 

We use numbers in connection with many different predicates. Rus­
sell said 3 is the property common to all triads. What is meant by say­
ing number is a property of a class? Is it a property of ABC (the class), 
or of the adjective characterizing the class? There is no sense in saying 
ABC is three; this is a tautology and says nothing at all when the class 
is given in extension. But there is sense in saying that there are three 
people in the room. Number is an attribute of a function defining a 
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class; it is not a property of the extension. A function and a list are to 
be distinguished. Russell was desirous of getting another "entity" be­
sides the list, so he gave a function using identity to define it. Con­
sider the class [!). Russell gave x =a, using identity, as the function 
defining it. Ordinarily, the replacement of a function by a list (class) is 
mistaken. We say something different when we talk about a class 
given in extension and when we talk about a class given by a defining 
property. Intension and extension are not interchangeable. For ex­
ample, it is not the same thing to say "l hate the man sitting in the 
chair" and "l hate Mr. Smith." But it is otherwise in mathematics. In 
mathematics there is no difference between "the roots of the equation 
x2 + 2x + l = O" and the list [}]' or between "the number satisfying 

x + 2 =4" and "2." The roots, and 2, are not described in the way 
the person is who satisfies the description ''the man sitting in the 
chair." 

2 A pernicious consequence of the attempt to interchange function 
and list is in connection with infinite lists. What is the sense of talking 
of an infinite list, e.g., the list of values of a function of two vari­
ables? The phrase "infinite list" has no meaning unless given a mean­
ing entirely different from the ordinary sense of "list. " This is not to 
say some uses of ''infinite'' are not legitimate. Consider a pendulum 
attracted to bodies according to a known law. One can calculate the 
way it swings according as there is. a finite, or an infinite, number of 
attracting bodies. Meaning can thus be given to the statement that it is 
attracted to an infinite number of bodies. Detennining the number of 
bodies by means of the law is entirely different from counting them. 
An "infinite number" has an entirely different grammar from "finite 
number." We need not define "infinite number"; rather, we must say 
how the tenn is used. 

The difference between ''finite number of numbers in the develop­
ment of 11''' and ''development of 11''' is like that between a railway 
train and a railway accident. The two expressions are obviously con­
nected, yet have entirely different meanings. How do we learn these 
two phrases? To explain "the development of 11'" one need not write 
down a single number, whereas to explain ''the development of 11' to 
seven places" one writes down the numbers. Law and extension are 
utterly different. • 

PHILOSOPHY FOR MATHEMATICIANS 207 

These two spirals are related as larger and smaller bit. But the law for 
a spiral and one of these are not so related. And to say the series of 
cardinals is longer than l ,2,3,4 is to say something different from say­
ing l,2,3,4,5 is longer than l ,2,3,4. 

3 To return to Russell's definition of number, and the relation of 
similarity, or 1-1 correlation, which figures in it. Just as one could 
define the length one foot as the length which stands in a certain rela­
tion to the Greenwich foot, so Russell said every triad could be corre-

lated to ·1~. Greenwich triad." a e If-./ 
A difficulty in Russell's definition is in the notion of 1-1 correlation. 
This notion is vague. In his account, correlation is effected by use of 
the idea of identity. The correlation of A with B is given by the func­
tion x =A · y = B, as the only things satisfying this logical product are 
A for x and B for y. There are two meanings of identity in Principia 
Mathematica. One use of the identity sign occurs in definitions, i.e., 
in a shorthand: I + I = 2 DJ. l shall call a definition a primary equa­
tion, that is, an equation one starts with. If 3 + 4 = 4 + 3 and 
3 x 4 = 4 x 3 occur in a calculus in which these commutative laws are 
definitions*, one sign may be put in place of the other. But what is 
meant by "I + I = I + I?" It is part of the grammar of "=" that one 
can write this fonnula. But how is it used? The fonnula "a =a" uses 
the identity sign in a special way; for one would not say that a may be 
substituted for a. Yet we do start in inductions with something like 
a =a. Another use of the identity sign occurs in Principia in the nota­
tion for •'There is only one thing which satisfies the function f' ': 
(3x):.fx. (y) .fy :::> (x = y). Does it follow from this use that it makes 
sense to write . 'x = x''? 

This use of "=" is confined to cases where an apparent variable oc­
curs, and it could be eliminated by using different symbols for dif­
ferent things. In place of (3x):/x. (y) .fy :::> (x = y), write (3x)/x: 
-(3x,y) .fx .fy, which says there is one thing and not two. Russell 
would write "Only a satisfies/" as (3x)fx.x=a. l would write it as 
fa . - (3 x, y) . fx. fy. Russell's use of the identity sign is the use it has 
in the nonsensical expressions a =a, a =b, (3x) .x =x. These are 
degenerate cases of the legitimate use of identity. It is true that a =a 
and a = b are used at the start of proofs by induction. l suggest not 

*Compare these definitions with 13 x 14 = 14 x 13, where we have differenl 
calcula1ions on each side of the equation. 
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using them in induction at all, or else allowing "l + l = l + l" to 
mean something in this particular game. As for Russell's use of • • = '', 
it occurs in the expression of There is only one man in this room, 
which in ordinary English does not ref er to a relation x = y. 

Russell said a and b are identical if they have all their properties in 
common. It is as if this were a sort of physical law coupled with the 
feeling that a and b never will have all properties in common. There is 
a lack of clarity about properties. The properties of physical objects 
have only an irrelevant similarity to the properties of numbers, straight 
lines, etc. in mathematics. Property terms in ordinary contexts must 
stand for qualities that it is sensible to say the substrate has, or hasn't. 
It is nonsense to attribute a property to a thing if the thing has been 
defined.to have it. Compare the answers to the question "What proper­
ties has the color red?": (l) it is a property of red that something has 
it, (2) it is a property of red that it is darker than pink. There is no 
such proposition as Red is darker than pink, because there is no propo­
sition that negates it. What meaning has "Red is not darker than 
pink?'' To say that red is darker than pink is not to talk of a property 
of red but of the grammar of the word "red." Similar considerations 
apply to the statements, ''It is a property of the number l that it is had 
by a lecturer in this room" and "It is a property of l that l < 2 ". In 
Principia Russell talks of individuals and properties after the model of 
ordinary language. 

4 The definition of class equality by means of 1-1 correlation raises 
the question whether the classes rriust in fact be correlated with the 
paradigm in order to have the same number, or whether this need only 

· be possible. What is the criterion for there being a possibility of corre­
lating them? Is it that if you tried you would succeed? If so, then that 
there are, for example, three crosses provided you can correlate them 
with the paradigm, leaves the crosses hypothetically correlated. Hence 
the criterion of the possibility of correlation is their actually being 
correlated. 

There is something queer about Dedekind's definition of an infinite 
class: a class is infinite if it can be correlated 1-1 with a proper sub­
class of itself, finite if it cannot be. Giving a criterion presupposes that 
we can use it, and this implies that we can try to use it. But what does 
it mean to try to correlate a proper subclass to the class? Dedekind has 
not given a criterion which one could use to distinguish finite from in­
finite. It seems nonsense to say that an infinite class is such that it 
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could be 1-1 correlated to a proper subclass. We have not tried nor 
could we try, to correlate in this sense. It makes no sense to try. We 
mean something utterly different by "correlation" when we speak of 
correlating the infinite class of cardinals with the odd numbers. "Cor­
relation" is being used in a new sense. The point may be put in this 
way: the correlation of an infinite class with a part of itself, e.g., 
1,2,3,4 .... with 1,3,5, 7 .. ., is a different correlation when the words 
"and so on" are added. We correlate 1,2,3 with l,3,5 in the old way 
and give a law besides. Similarity and equality both mean something 
different here, though there are analogies. In fact, although the symbol 
1,2,3,4 ... is entirely different from 1,2,3,4, there are analogies, as is 
evidenced by the way of writing it. Some of the rules are common to 
finite and infinite sets. And of course some are different: 
l,2,3 ... = l,2,3,4 ... 

If we have a law holding for all cardinal numbers, and hence one 
which cannot be tested by going through the .entire series, our inability 
to carry out the test is sometimes said to be due to human weakness. I 
want to say that it has no meaning at all to assert that we are too weak 
to go through the cardinals. In asserting this, what we are doing is 
comparing writing down all the cardinals with writing down 1,000,000 
of them on a small blank card. The two are impossible in two entirely 
different senses, the former because we cannot perform something cor­
responding to nonsense. Now a series can be said to be of infinite 
length if there is a method of measurement. The sense of this state­
ment, like that of "This rod is three yards long,'' depends on how we 
determine its length, and differs according to the method of measure­
ment. A method of measurement must be given before the statement 
can make sense. Propositions which cannot be verified are not neces­
sarily useless, e.g., that a comet describes a parabola for 10,000 
years. But it makes no sense to say that because people do not live 
long enough there is no final test for ''The comet describes a parab­
ola." No means of verifying the whole path has been provided. Note 
how different is the statement ''It describes a parabola for three 
years'' from the statement ''It describes a parabola. '' 

5 When we construct an arithmetic we have the idea that it will 
include propositions involving the general concept of number and the 
concepts of odd number and even number, and that an arithmetic mak­
ing no mention of these would be incomplete. In particular, that if we 
had a calculus with the numerals and multiplication there would have 
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to be a general law in order to proceed to a new case, and that the 
general law would obviously contain the term "cardinal number." But 
an explanation of how to calculate does not require a general expres­
sion. Note that in teaching children arithmetic we need not mention 
the general concept number. We teach withparticular numbers, and in 
our explanation of how to calculate we need not have any general 
expression. A calculus without general expressions is not less com­
plete; it is just another game. (One could write a book of games in 
which the word "game" did not occur.) Chess is complete without 
any added complications. Added complications make a fresh game. 

6 What is the meaning of sentences of the form ''There is a number 
satisfying so-and-so" or "There is a number with such-and-such a 
property?'' And in what sense is a proof by induction a proof of a gen­
eral proposition, e.g., "For all cardinal numbers such-and-such is the 
case?" To consider questions of this sort it is not necessary to begin 
with sentences using the notation (3x)fx and ~)fx. One notation is not 
more exact than another. A notation may be more elegant but not more 
exact. Knowing a notation is exact is knowing what it can do. In con­
sidering the question, What does the proof that 1:3 =0.333 ... prove?, 
we shall begin with the common notation for division of 1 by 3. One 
answer to this question is that it proves that there will be an infinite 
number of 3 's or no other numbers than 3. The proof is that remainder 
= dividend. The recurrence of 1 in the division 3)1.0 (.3 shows that 

9 
1 

the 3 's go on. Suppose this recurrence had not been noticed, and 
someone asked, "Are there always to be 3 's, or will another number 
appear sometime?" Without noticing the recurrence one would have 
no way of answering this question. Now in what sense can discovery 
of a recurrent dividend be an answer to the question whether there will 
always be 3 's, which was concerned with an infinite extension? The 
answer seems to say nothing about an infinite extension. In what way 

will knowing the proof ) 3 put an end to the investigation? Must it 

end? Of course one cruld go on dividing and get a 4 by mistake. Why 
is it that we can prophesy that there will never be a 4, that any 4 we 
get would be a mistake? And does the statement, "There will never be 
a 4" have a sense apart from the proof, or does the proof give it a 
sense? 
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Our present example resembles our getting the notion of odd num­
ber and even number on being taught specific numbers. By having our 
attention directed to something not noticed before we get hold of 
something new. Suppose we had been taught division without the no­
tion of periodicity. We would have a complete calculus without this 
notion; but writing the symbol 3 for the law that remainder = dividend 
,when we notice the recurrence of l's, introduces something entirely 

new. We actually have in 3 a new symbol.* ®is a new operation 

and has a result in a different sense than!. 0.333 ... seems to refer to 
3 

an extension (.3, .33, .333, ... ), while 0.3 does not. The latter is not 
an extension, [nor is it an abbreviation]. t 

Before there was a proof of the irrationality of 'TT, the question 
whether there is a recurrence in the expansion of 'TT was not clear until 
one had a method for determining it. In the case of people who had no 
method at all, e.g., people who were even surprised that 1:3 continued 

to repeat, the question whether~ is periodic and the question whether 

'TT is periodic are alike. If one thinks of these questions as referring to 
an extension, to scores of decimals, one would think the method of 
continued calculation a good one. But it would not be a method for de­
termining whether there would always be recurrence. The question 
whether there will always be recurrence derives its sense from the an­
swer to it. "Is 1:3 recurrent?" has an answer; but "Is the expansion of 
'TT recurrent?" has none so long as one's method is to look for a recur­
rence in the infinite development. This method mixes up looking for a 
recurrence with looking for one in a finite interval. 

If it does not strike us as queer that proving 1 : 3 to be recurrent by 
giving the law that the remainder equals the dividend as an answer to 
the question, "Will the 3 's always continue?," which appears to con­
cern an infinite extension, the reason is this: that 1:3 is taken to be a 
symptom of the recurrence of 3 's in the infinite extension, as jaundice 
is taken to be a symptom of trouble in the liver. Are these analogous? 

In what way can we say 1:1 is a symptom of continuing recurrence? 

What would you say to a person who did not see immediately that it 

*See Philosophische Grammatik, p. 404. (Editor) 

tlbid., p. 428. (Editor) 
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was a symptom? The explanation would be: 1 divided by 3 leaves I, 
which being the same as the beginning number will when divided by 3 
leave I, and so on. The italicized phrase is the second part of the ex-

planation showing the connection between I? and recurrence.* But 

this explanation does not supply the extension. t 
If we watch a man dividing 1 by 3, then the question whether he 

will always write 3 's is like a question of physics-like asking 
whether a comet will always describe a parabola. The mathematical 
question whether 3 recurs, in contrast to the question about what the 
right-hand side of the equation I :3 = 0.33 .. will loQk like as he con­
tinues to divide, is a question about the whole equation. To say that 
I :3 yields a recurrent 3 is not to say something about the fate of 0.33 .. 

but about the calculation ®by which what.is meant by "recur­

rence" is defined. The result of a mathematical proof gets its meaning 
from the proof. 

It is useful to compare the proof that I :3 is periodic with the proof 
that V2 is irrational. The question about recurrence in the cases of I :3 
and I :5 is the same, but in the case of V2 it is very different. Given 
that V2= 1.414 ... , if someone asks the question "Is 14 recurrent?", 
you can ask in turn, "In what cases would you say it recurs?" Your 
question will get from him what his question meant. If he replies, "I 
shall say it doesn't recur if the next figure is not I'', then you get what 
he means by his question. He should tell you how it is to be answered. 
If the question is whether there will be any periodicity, there would be 
no sense to it because it has not been given any sense. It is like asking 
about the length of something when measured by a rod that changes 
from 0 to an indefinite length-though this question does not even 
have a false answer as does the question whether 14 recurs. Now in 
the case of 0.33 ... you have given criteria for truth and falsity of the 

statement that 3 recurs: (a) for truth, ®(though this is not really 

a criterion for the answer to the question asked, "Will there always 
be 3 's?"); (b) for falsity, the appearance of some other number, say 
4. But if 4 occurred, you would not be satisfied and would question 

*See Philosophische Gra111111atik, pp. 283-4. (Editor) 
tlbid., pp. 427-29. (Editor) 
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wh~ther the calculation had been done correctly. 4 must come by a 
correct calculation. And to decide whether it is correct one must look 

at the construction® and not at 0.33 ... 

If we fix the proof of the proposition that there will always be 3 's, 
we must have come to a decision between two possibilities: our result, 
"There will always be", and its negative "There will not be". The 
answer to the one is that the first remainder = the dividend, and to the 
other that it does 'not. We now cannot find an analogy between v'2 
and 1:3, for the calculations in the two cases are entirely different. The 
only analogy is that the right-hand sides of the equations are somewhat 
alike. If to the statement "1:3 yields a recurrent 3" one has given a 
meaning, then prior to tht proof of the irrationality of V2 one has 
given no meaning to the statement that V2 does, or does not, yield a 
recurrent 14. To define the meaning of a statement we must define its 
negative. We tend to think that here we know what we mean by 

nonrecurrence because we have a finite series in mind: ~~~~~~~ . In the 
I . I ·3 

case of3we have only a few figures, but recurrence ts defined by i . 
In the case of V2 = 1.414 .. , however, we have drawn no such dis­
tinction between recurrence and nonrecurrence as we have by the con-

struction ®. 

7 A person who is taught to multiply can ascertain that 
16 x 16 = 256. Does he know that 256 + 16 = 16? He does not, unless 

256 means just 16 x 16 = 256. Suppose one is taught the multiplication 
16 

of two recurrent decimals, e.g., .424242 .. x .3636 ... The answer will 
be the result of the multiplications 0.42 x 0.36, 0.4242 x 0.36, etc. 
The middle part of the periodic decimal does not change in the course 
of these multiplications, although there is no periodicity in the end fig­
ures. Having been taught multiplication of recurrent decimals, suppose 
the problem is reversed and one is asked whether division of 1 by 3 
gives a recurrent decimal. The right-hand side of the equation 
I :3 = .... has not been given a sense, inasmuch as "recurrent deci­
mal" has a meaning only in the calculation 0.4242 ... x 0.3636 ... , 
where we multiplied these decimals. The latter multiplication of 
decimals will not help at all. 

The question has been raised whether 0.333 .. x 3.0 would not be a 
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proof that 1:3 is recurrent. (Assume that in being taught multiplication 
of recurrent decimals you were taught that 0.333 ... x 3 = 1.0 and not 
0.999 ... ) If this is the sort of thing you would accept as an answei:, it 
is an answer. But this does not mean that a person can divide 1 by 3. 
We have here two different calculi and hence two results. The point of 
the question raised here is that if one could arrive at the result of peri­
odic division by multiplication, this contradicts my statement that the 
result of periodic division is bound up with the process. We seemingly 
have got the same result here in different ways. That is, the question, 
"Is 1:3 periodic?'', is seemingly answered in two ways. But I deny 
that it is the answer to the same question. Consider an ana­
logue: 14x15=210 and 210:14= 15. The question to which division 
is an answer is a different question. By teaching that the first can be 
written as the second, we have not taught division nor have we taught 
the answer resulting from division. "14Xl5=210" gets its sense 
from the calculation. Demonstrations which are said to prove the same 
thing usually meet only in the result and have no rapport before that 
point. 

If 1:3 is all that has been taught, the question, "Does a:b give ape­
riodic decimal?'', has no sense except where a = 1 and b = 3. Suppose 
periodic division of 1 by 3 had been taught, then the following four 
questions concerning it can all be answered, as there is a criterion for 
each answer: (1) Is there a recurrent period?, (2) What is it?, (3), Is it 
this period?, (4) Is it a disorderly decimal? Suppose one was given 
merely that 1:7=0.14. You cannot ask question (1), as you have no 
calculus, nor can you ask whether it is a disorderly decimal. We tend 
to suppose the same questions can be asked sensibly in all cases. Here 
we have a case where the calculus has not given sense to the answer. 
You can't ask "Is there a period?", but only "Will 14 recur?" This is 
not due to a gap in your knowledge but to a gap in your calculus. 
Whoever gets a method for looking for a period learns a new calculus. 
In general one cannot ask whether l:b gives a disorderly development 
unless this is merely another way of asking whether it is periodic. The 
fact that 1:3 = 0.3 answers all four questions shows the sense of the 
questions. The sense is determined by the method of solving. To the 
question there corresponds a general law for finding answers. 

If you want to explain what you mean by measurement, tell me your 
method of going about it. The construction ofv'2 by the following 

a 
0 t 
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is a way of measuring a length on the base line. People have said that 
they had found a point on the straight line which is not a rational dis­
tance from O. The idea is that v'2 is the result of the construction, i.e. , 
is a certain length, whereas it is the construction. It is absurd to say 
thatv'2 is the length on the base, for the length is what it measures. 
Hence accuracy does not come in, for that has to do with measuring 
rods. Nor is it an approximation. A construction such as this is a 
calculation, a symbolism. 

8 Hardy begins his discussion of the general definition of a real 
number with an account of the special case of defining v'2, as fol­
lows: 

The square of any ra1ional number is ei1her less 1han or grea1er 1han 2. We can 
1herefore divide 1he posllive raiional numbers . . . inio 1wo classes, one con­
Iaining 1he numbers whose squares are less Ihan 2, and Ihe 01her whose 
squares are grea1er 1han 2. We shall call 1hese 1wo classes the class L, or the 
lower class, or the left-hand class, and the class R, or the upper class, or the 
right-hand class . . . Every member of R is grea1er Ihan every member of L, 
we can find a member of L and a member of R whose square differs from 2 by 
as Jillie as we please, and L has no grea1es1 member and R no leas1 member 
. . . This mode of division of Ihe posilive ra1ional numbers x in10 1wo classes, 
such 1ha1 x2 <2 for 1he members of one class and x2>2 for 1hose of 1he 01her 
. . . is called a sec1ion . . . We deno1e 1he sec1ion or number 1hus defined by 
Ihe symbolv'2 ... A sec1ion of ra1ional numbers, in which bo1h classes exisl 
and Ihe lower class has no grea1es1 member, is called a real number.* 

Concerning the division of the infinity of rationals into two classes, 
given a principle of division we can say the square (or cube, or fourth 
power) of certain numbers is smaller than a given number. But has the 
word •'section'' any meaning that passes beyond specific powers and 
specific numbers, e.g., x3 < 2? Are Hardy's examples only for begin­
ners, so that we could have the general calculus without these? Are the 
examples essential? [His general discussion of sections enumerates 
three mutually exclusive possibilities, that R has a least r, L a greatest 
I, neither section has a least or greatest member.] These general 
terms, R, r, L. l, get their meaning only from such examples as are 
given, viz., x2 < 2, x2 > 2. All that has been explained to us as a sec­
tion is the numbers satisfying these functions. Also, what sense is 

*G. H. Hardy, Pure Mathematics, Cambridge University Press, 51h ed. 1928, 
pp. 7-19. This, or an excerpl of comparable de1ail, was read out in 1he lec­
ture. (Edilor) 
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there to the symbol ''P' ', which denotes a property belonging to all ra­
tional numbers, if no examples are given? Hardy gives one property, 
x

2 > 2, and then talks of ''other properties'', to which his calculus has 
given no meaning, for example, "being rational". What is the prop­
erty of being rational-rational as opposed to what? Perhaps to cardi­
nal. 

Mathematically, Hardy has done one of two things, either (1) he has 
given ''P'' the meaning which the example gives it, in which case we 
have only a less intelligible language, or (2) we have a brand new 
calculus with these general terms P, Q, L, R. To begin as though the 
e~~~ples were. for the stupid and then to talk of proceeding generally, 
dmdmg all rational numbers into the classes L and R, has no sense. 
The general terms L and R do not extend the field one starts with; 
they are a new type of term. We have a new calculus with these gen­
eral terms, and the new calculus does not represent the discovery of a 
larger field. We have a new field. If examples are not essential we can 
replace the words "property", "section", "upper", "lower" by new 
words since we become muddled when we use familiar words. Then 
we would have one calculus with the new words and another with 
x2 >2, x2 <2. 

When Hardy speaks of the three mutually exclusive possibilities, 
one possibility being that neither section has a least or greatest mem­
ber, this leaves the impression that a definition of "real number" 
could be given by general considerations, with examples only for 
beginners. But if we did not have the example Vf to explain one class 
having no greatest member and the· other no smallest, we could not 
define ''real number''. Before introducing V2, talk of such a class in 
connection with cardinals would be nonsense. 

A general approach can make it appear that the particular cases are 
examples of an idea, whereas the examples are rigorously needed to 
explain the idea. In the differential calculus examples would be needed 
if one defined a function /()c) by teaching what sine x, cosine x, etc. 
are, then saying that /()c) is one of these and perhaps others. /()c) is 
then a shorthand for these. If examples are not needed, then/()c) can 
be explained independently of any particular function, and must have 
meaning to a person who had never heard of cosine x, etc. 

Let us look at Hardy's statement that since any rational number is a 
mode of division of the rational numbers we can substitute for it the 
section. For example, 'h could be replaced by the section (pair of 
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classes) produced by 'h. Now what does it mean to replace the number 
by a section? For purposes of comparison consider only the cardinals 
0,1,2,3,4 ... , and the section we shall call 3, viz., the section follow­
ing it (or including and following it). Suppose instead of 3 we in­
troduce a new sort of number for the section: the number together with 
two others plus dots. 3 = 3,4,5 ... Calculation of 3 x 6 would be repre­
sented: 3,4,5 ... X6,7,8 ... =18, 19, 20 ... These new numbers would 
then have the same calculus as the old. The numbers following 3, 6, 
and 18 might just be considered otiose [so that there has really been no 
replacement of 3, 6, etc. by new numbers; we simply calculate with 3 
and 6.] If Hardy says he could calculate with the classes just as well as 
with the rationals, there has really been no substitution at all. Calcula­
tion is simply with the rationals. But when he talks of sections to 
which no rational number coi:responds, we only have a generalization 
of our system insofar as the notions of greater and smaller are similar 
to these notions in our systems of rationals. 

Consider the statement "A rational number is comparable to all 
other rationsls' '. This means there is a way of finding out. Now exam­
ine •'Consider anything that is comparable to a rational number''. This 
means nothing, for we have defined ''comparable'' only for the ration­
als, e.g., for 4 and 3 and the fractions * and ¥2. To say V2 is 
smaller or greater than some rational requires a new definition of 

•'comparable''. x3 < 2 = x < {12" is a new definition of ''smaller''. The 
old notion of "smaller" comes in, but something different as well. 

Hardy says of "! <!" that it is ambiguous in that it may be in-
2 3 

terpreted as a statement of elementary arithmetic or as a statement 
about sections of rationals. I want to say that what interprets the 
formula "a >b" is the calculus surrounding it. To give a new in­
terpretation of "a" and "b" is to place them in new surroundings. 
And to see whether in fact we are dealing with a new interpretation, 
look at the calculus. If the calculus is the same, then we have no new 
interpretation. (When we let 3 = 3,4,5 ... , inasmuch as the calculations 
with the two are the same, 3 and 3,4,5 ... do not differ.) Hardy said 

"" l'' that the context in which 2 occurs may be sufficient to fix the in-

terpretation, that "~" in "!<Jf' must be the real number !· I 
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want to say that what has changed is the meaning of the sign "< ". 
My general definition of a new sign "~"shows its relation to "<": 

x ~ . II ~· x2 < ! . In the present example, ! ~ II = (!)2 <! t/ a a 2 V 3 2 3· 
Suppose we wrote all rationals as infinite (recurrent) decimals, that 

is, replaced a rational by a process of approximation. ~ = .4999 ... 

Have we replaced it by a different entity? No. We have merely another 
notation. It has been asserted that the two lines 1 1 1 1 1 

0 1 /4 1 /3 1 /2 1 ' J}, the one with rational numbers and the I I I 
0 

other with real numbers, are composed of different entities, the second 
not being a mixture of the old and something new. The entities be­
tween 0 and 1 on the two lines are said to correspond but not to be the 
s~m~. Similarly, that among decimals some ¥C te~inating, some pe­
nod1c, and the latter are of two sorts, e.g., .49 and .3. In reply, I want 
to ~ay that .5 and the approximation .49 are not different things. 
".49" is just a different notation. In general proofs where we employ 

.5 and .49, a new general notation is required.~= .5 = .49alludes to 

a different idea, but we do not have here different things. Wherever in 
a calculus one number can be replaced by another, as 2 by 2 + (0 xi), 
they are the ~me. A proof mentioning "any decimal", while not a 
proof about .49 and .5, could be applied t~ both equally. A proof with 
.5 must be the same as the proof with .49, since whatever approxi-

mation corresponds to ! must have the arithmetic properties of ~ . 
But a proof about .4°9 may be different from one about .5 because the 
two proofs allude to a different general notation. 

Hardy applies to the aggregate of real numbers the method applied 
to the rationals. [For sections of real numbers the •'mode of division'' 
must now be explained, and the question again arises whether ex­
amples are essential to the general calculus.] The mode of division can 
be explained either (1) by taking an example, such as \12, as the sort 
of thing meant by a mode of division, or (2) by the explanation's 
being contained in the general theory. Hardy explains "mode of divi­
sion of the real numbers'' by the example of a real number, 0. p 
and Qare mutually exclusive properties possessed by any real number. 
P might be xs 2 and Q, x > 2. Here L has a greatest member I or R a 
least member r, but both of these possibilities cannot occur, as they 
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could with the sections of rationals. We have only the calculation 

1 ~ r to show this*. 

I am startled at the ease with which continuity is investigated. With 
practically no reasoning or examples we arri~e at the co~t~~~um: 

In connection with the a priori enumeration of poss1b1hues m the 
course of defining a real number, namely that the L class has a greatest 
member or the R class a least or that neither class has a greatest or a 
least, it makes no sense to point out that certain possibilities are real­
ized. For we do not have here a case of possibilities which are realized 
in particular instances. Only whenv'2 is introduced do we give sense 
to the possibility of one class having no first me~be~ and th~ ~t~er no 
last. That any rational number can be called a pnnc1ple of d1v1s1on of 
the rationals is clear. But division is a very different matter when L 
has no greatest member and R no least. [When a real n~mber is a~?­
ciple of division among classes], the a priori en~merauon of po~~~1~­
ities, with one possibility ruled out, has no mearung. The word divi­
sion'' introduces a simile. Division is not like dividing a cake. How 

far can it be used? 
When Hardy says he will apply the same method of division to the 

aggregate of real numbers as to the rationals, [thereby extending t~e 
the concept of division of rational numbers to real numbers], the pic-

ture used is I 
.... I· •-• I···· 

where 11 are rationals, I 
is division, and • • • are the real numbers which fill the gaps between 

[*If L had a greaiesl member I and R a Jeasl member r, lhen 
/ ~ r would be 

greater lhan all members of l and Jess lhan all members of~ and so could n~ 
belong to eilher class. Any sec1ion of real numbers, acc~rdmg to. Hardy, will 
correspond lo a real number in ihe same sense .1ha1 a sec11on of r~1onals som.e­
limes, ihough nol always, corresponds lo~ rai10nal number. A_n important dif­
ference is lhal the idea of a seclion of rationals Jed lo a new idea of number, 
lhal of a real number, more general ihan ihat of a ralional number, where~s lhe 
idea of a seclion of real numbers does nol lead lo a more genera.I conc~p11on of 
number .... The aggrega1e of real numbers is called the ar11hme11~al con­
tinuum.]-These remarks are from Hardy's accou.nl of real numbers m !'ure 
Mathematics, in large part in his words, and are included so as lo provide a 
coniexl for Wingenslein 's comments. (Edilor) 
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the rationals. ["Our common-sense notion of the attributes of a 
straight line, the requirements of our elementary geometry and our ele­
mentary algebra, alike demand the existence of a number x greater 
than all the members of L and less than all the members of R, and of a 
corresponding point P on the line such that P divides the points which 
correspond to members of L from those which correspond to members 
of R. '' "' One gets the idea that otherwise there must be a point left out 

· on the straight line. tJ If people had always painted geometrical fig­
ures with a brush, so that the dividing line between colors was a line 
and an intersection a point, they would never have got the notion of a 
class of points. The figures - • =I= 
would not have suggested a point belonging to one or the other 
classes, whereas dots do. The simile of dividing classes of points is 
connected with our peculiar way of drawing points and lines. Unless 
we had the idea given by the first picture above we would not say it 
is possible to apply the same method of division again to the real num­
bers as Hardy suggests. 

9 Suppose we divide a line AD in accordance with the rule of bisect­
ing the interval on the left if we throw tails and on the right if we 
throw heads. For example: 11 

A I II D 

Here we believe ourselves to be determining a point by ever decreas­
ing intervals in which it lives by repeatedly throwing the coin and 
thereby always diminishing the abode of the point. Also, we take it 
that the point corresponds to an irregular infinite decimal. But by 
throwing a coin so as to decrease the interval, we have not determined 
a point endlessly approached by the cuts made in accordance with the 
repeated tosses of the coin. We have really a series of intervals, which 
will always remain such. After every throw the point is still infinitely 
indeterminant.:j: The trouble is with our imagery. 

*G. H. Hardy, Pure Mathematics, p. 9. (Editor) 

t See Remarks on the Foundations of Mathematics, Oxford, and Cambridge, 
Mass., 1967, p. 151. (Editor) 

*Phi/osophische Grammatik, p. 477. (Editor) 
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We should make a distinction between a class of tosses, or mere 
choices, and a way, or rule, for making choices. The latter defines an 
irrational number. An irrational number is a process, not a result. We 
have a tendency to think that there is one result produced by v'2, viz., 
an infinite decimal fraction. v'2 produces a series of results, but no 
single result. \12 is a rule for producing a fraction, not an extension. 
Now there is this difference between the rule for constructing a deci­
mal bl repeated throws of a coin and the rule for working out places 
of v'2, namely, that we have a fixed method for deciding for any ra­
tional number whether it is larger or smaller than v'2. \12, i.e., the 
rule, is a point, but only because we have this method by which we 
can calculate as with the rational numbers."' 

IO Suppose a binary fraction is constructed by writing I whenever 
xn +yn =zn and writing 0 otherwise, letting x, y, and z be within the 
range 0-100. And suppose someone asked whether .11000 ... is 
larger than or equal to . 11. There is no answer, for we have arranged 
no method of answering. The same situation obtains for the problem 
of finding the distribution of primes. If a question is asked for which 
there does not exist a method of solution, does the question have 
meaning? I have said No, and have likened the conclusion of a mathe­
matical proof to the end surface of a cylinder. The proved proposition 
is the end surface of the proof, a part of it. Similarly, the result of a 
construction is not something by itself; the construction is essential to 
it. For example, the construction of V2 as a measure of a length on 
the base line: a 

, VI 

Without the construction V2 is not the length. This length is not an ap­
proximation. It has nothing to do with measurement by a foot rule. 

In what sense can one say that a question in mathematics makes no 
sense? It would seem that if it does not make sense, we could never 
know where the answer lay. Ask yourself, What uses does one make 
of the question? It does stand for a certain activity by the mathema­
tician, of trying, of messing about. If the question did not stand for 
something, one would expect any sort of activity. The question has 
then that meaning-as much meaning as the messing about has. The 

*See Philosophische Grammatik, pp. 484-5, for fuller discussion of the 
comparison. (Editor) 
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mathematician's activity is carried on in a particular sphere. A ques­
tion is part of a calculus. What does it prompt you to do? When a 
question is asked for which there is no method of answering it, we do 
know certain requirements the answer must fulfill. In one sense it is 
true to say this, but it is misleading. When Hardy says he believes 
Goldbach 's theorem, I would ask him what his belief in this theorem 
led him to. What does he do? It may have led him to attempts to prove 
it, which shows that some meaning attaches to the theorem inasmuch 
as these activities would not have been caused by another theorem. 

Suppose that two people who were set the same problem got dif­
ferent solutions. Then for one person to show the other that the two 
proofs ought to come to the same result it would need to be shown 
how the calculi meet, i.e., one calculus would need to be made. What 
does it mean for two proofs to prove the same verbal form? You may 
find on looking closely that they prove similar things, but not the same 
thing. How is it to be decided whether they prove the same thing? You 
must look at the proofs to decide. 

What is the system in which we say that every equation has a root? 
Is there a system where this might not be the case? The proof that 
there are n roots. of an equation of degree n, that they exist even 
though we have no method of finding them, is queer in the way a 
proof of the construction of a pentagon would be queer if it did not tell 
us how to construct a pentagon. The phrase "proof of existence" has 
a different sense here than it does where there is such a method. We 
say we ''think we know what we mean by 'root of an equation of l 0th 
degree' ". But do we? "Root" has meaning in terms of a proof in 
which it functions. [" ... the proposition 'This equation has n roots' 
hasn't the same meaning if I've proved it by enumerating the con­
structed roots as if I've proved it in a different way. If I find a formula 
for the roots of an equation, I've constructed a new calculus . . . "*] 

It has been observed that the expression of the result of a proof is a 
way of cataloguing the proof. The concluding prose sentence is in a 
particular sense a short-hand of the proof. It would be like a title, 
which has a definite relation to the text of a book. If a proof deserves 
the title, i.e., the end result, then the result stands for the proof. When 
it does, the final sentence of a demonstration is not like a proper name, 
else it would be the name of the demonstration. It is part, namely the 
end, of the proof, and the proof incorporates it into a new calculus. 

*Philosophische Grammatik, p. 373. (Editor) 
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Were the proof to stand in the same relation to the conclusion as veri­
fications do to the statement that Smith is in his room, then we could 
call the proof a sort of symptom of the conclusion. But in mathematics 
the proof is not a symptom, for the proved proposition is part of the 
proof. The concluding prose sentence can serve to catalogue the proof 
by being part of a system of language. If you want to know the func­
tion of what is called the result of a proof, see how far it catalogues 
the proof, or whether it is only a name. ["The verbal expression of the 
allegedly proved proposition is in most cases misleading, because it 
conceals the real purport of the proof, which can be seen with full 
clarity in the proof itself."*] 

11 Let ·us look at considerations which led to Russell's theory of 
types. 

Let f (a) = U 's coat is red 
F (a) = U 's coat is a color of the rainbow· 

cJ> (/) = Red is a color of the rainbow. 

Now does cJ>(F) have meaning? Russell would say that ''a color of the 
rainbow has the property of being a color of the rainbow'' does not 
have meaning, and in general that ''/(/)" does not. Now if we make a 
rule of grammar excluding one substitution, which is what the theory 
of types does so as to avoid contradiction, we must not make it depend 
on a property of anything but symbols. We must give a formal crite­
rion forbidding it: that when we introduce ''f(x)" we are not thereby 
allowed meaning to ''/(/)". Consider - /(/) = F (/), and the expres­
sion got by replacing ''f'' by '' F'': the property of not having itself as 
a property has itself as a property. From - /(/) = F (/) the contradiction 
F(F) = -F(F) results. The root of the contradiction is in making a 
function a function of itself. That the result is a contradiction means 
that "/" cannot be used as an argument in "/(x)". t But why should 
it not come out this way, inasmuch as what you started with is no 
proposition? t It is not right to say the law of contradiction has been 
violated, for this could only be the case if you were talking of proposi­
tions. We merely have a game here that leads to something that looks 

*Philosophische Grammatik, p. 370. (Edi1or) 
t See Remarks on the Foundations of Mathematics, p. 178, and Zettel, Ludwig 
Willgenslein, Schriften 5, Suhrkamp, Frankfurt am Main, 1970, p. 424. 
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like a contradiction. You can either say ''f(f)'' is meaningless, or that 
''f'' outside the bracket stands for a function of higher order. 

Hardy said it would be intolerable to have real numbers of different 
orders. See his discussion of the upper bound of a sequence of real 
numbers as being of a different order because it is defined by reference 
to a totality of which it is the bound. An analogous example is the 
maximum of a curve, defined as the highest of all points on the curve. 
The axiom of reducibility says that a number of higher order can be 
calculated by processes which define numbers of lower order. This 
axiom is like a proposition of physics; it seems to be true. Now we 
cannot have an axiom which will have to be, or which can be, borne 
out by a special case. A mathematical axiom about number is a postu­
late or rule according to which we proceed. The axiom of reducibility 
states that there is a number of lower order even though there is no 
way of calculating it, e.g., that an irrational that is a maximum of a 
curve exists though there is no rule for constructing it. I ask, What is 
the character of a real number? If it is a method of developing a deci­
mal fraction infinitely, there is no room for the idea of different or­
ders. Processes of developing a decimal fraction are of the first order. 
Thus 1T and e might be considered to be numbers of the first order, and 
~as a process of second order. (TT as a series of rationals, and~ as a 
series of irrationals). A series of irrationals is an irrational of the sec­
ond order, as a series of rationals is an irrational of the first order. 
Now we have a process of developing~ just as for developing 1T. And 
it is in no way objectionable to pave what one might call a process of 
the second order, though one might as well call it a process of the first 
order since one can write down the development of it. We have a proc­
ess of the first order wherever we can write down a development in 
the decimal system. It is as though the difficulty comes in before the 
process of development. The axiom of reducibility says that there is a 
development, say, of an irrational, e.g., the maximum of a curve, 
though no process of development has as yet been found. A number 
that we have no method of developing is a number in a different sense. 
In the case of an irrational number without a development we sup­
posedly have a description corresponding to which there is a number 
which can be found by looking for a method of development; and this 
number will be the irrational number described. Discovery of this 
number is treated analogously to making an expedition of discovery or 
solving a problem in physical science by finding something corre­
sponding to a description. But the analogy is misleading. 

PHILOSOPHY FOR MATHEMATICIANS 225 

What counts in mathematics is what is written down. Symbols ob­
viously do interest even the intuitionist, who says that mathematics is 
not a science about symbols but about meanings-just as a zoologist 
might say, analogously, that zoology is not a science about the word 
"lion" but about lions. But there is no analogy between mathematics 
and zoology in this respect. The intuitionist should be asked to show 
how "meaning" operates. In Chapter II of Grundlagen der Arithmetik 
Frege attacks formalism. But there is this much correct about forma­
lism: if a mathematician exhibits a piece of reasoning one does not 
inquire about a psychological process. 

There is no retreat in mathematics except in the gaseous part. (You 
may find that some of mathematics is uninteresting-that Cantor's par­
adise is not a paradise.) 

The talk of mathematicians becomes absurd when they leave mathe­
matics, for example, Hardy's description of mathematics as not being 
a creation of our minds. He conceived philosophy as a decoration, an 
atmosphere, around the hard realities of mathematics and science. 
These disciplines, on the one hand, and philosophy on the other, are 
thought of as being like the necessities and decoration of a room. 
Hardy is thinking of philosophical opinions. I conceive of philosophy 
as an activity of clearing up thought. 




