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Editorial introduction

EW AREAS OF ACADEMIC study have attracted so much atten-

tion as that of interpersonal communication. In recent years there
has been a deluge of research studies in this field. The reasons for this
were aptly summarised by Wiemann (2003, p. ix): ‘Our ability to create
and sustain our social world depends in large measure on how well we
communicate. People’s social skills are crucial to their well-being — indi-
vidually and collectively. The importance of understanding skilled
behavior in all its complexities cannot be overstated.” Studies have
shown a clear and positive relationship between effective interpersonal
skills and a range of benefits such as greater happiness in life, resilience
to stress and psychosocial problems, and enhanced academic and pro-
fessional achievements (Hargie & Dickson, 2004). Indeed, to the question
of why we should study this area, Stewart, Zediker and Witteborn
(2005, p. 70) answered, “There’s a direct link between the quality of your
communication and the quality of your life.”

In relation to the professional domain, as society developed and
became more complex, the need evolved for a greater number of what
Ellis (1980) termed ‘interpersonal professionals’ who spend a large part
of their working lives in face-to-face interaction with others. Such profes-
sionals include doctors, teachers, speech therapists, physiotherapists,
occupational therapists, social workers, psychologists, nurses, careers
advisers, counsellors and business executives, to name but a few. Histori-
cally, the training of many of these professionals focused almost
entirely upon the acquisition of specialised knowledge. More recently,
however, the centrality of interpersonal communication in their work
has been recognised and catered for in training. As noted by Greene and
Burleson (2003, p. xiii), ‘In light of the importance of communication
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skills, it is hardly surprising that they have been a continuing object of study by
scholars and researchers from numerous disciplines.’

Competence in most types of professions involves the effective implementation
of three main sets of skills.

1 Cognitive skills. This relates to the knowledge base of the profession, that which
characterises it and sets it apart from others. Barristers must have knowledge
of existing legal structures, doctors need to understand human anatomy, and
SO on.

2 Technical skills. These are the specialised practical and manipulative techniques
essential to the profession. Thus, a surgeon must be able to utilise a scalpel
skilfully, a nurse has to be able to dress a wound, and a surveyor needs to know
how to use a theodolite.

3 Communication skills. Here, the professional must have the ability to interact
effectively with clients and other professionals.

Traditionally, the education and training of most professional groups placed emphasis
upon the former two sets of skills at the expense of interpersonal skills. This is
somewhat surprising, given that it has long been recognised that the ability to commu-
nicate effectively is essential for success in many walks of life (McCroskey, 1984). The
oldest extant essay, written circa 3000 BC, consisted of advice to Kagemni, the eldest
son of Pharaoh Huni, on how to speak effectively in public. Likewise, the oldest book,
the Precepts written in Egypt by Ptah-Hotep about 2675 B, is a treatise on effective
communication. It can thus be argued that scholarship in the field of communication
has been ongoing for some 5000 years.

In the last edition of this book it was pointed out that the study of communica-
tion had been neglected in the education and training of many professional groups.
In the intervening decade, much has changed. Communication as a social science
discipline has developed at a very rapid pace. There has been a huge growth in
communication research and theory, as evidenced by the number of journals and
books now devoted to this discipline. This has been paralleled by a concomitant large
increase in the number of students undertaking undergraduate and postgraduate
degree programmes in this field. A significant proportion of this work has been at the
interpersonal level, including the study of professional interaction. Given the import-
ance of effective communication, it is reasonable to expect that professionals should
have knowledge of, and expertise in, communication skills. Therefore, it is hardly
surprising that in the past few years increasing attention has been devoted to the
study of such skills in professional contexts. Almost without exception, those
involved in the training of professionals now recognise the necessity for neophytes to
become competent communicators.

Increasing attention has also been devoted to the entire spectrum of socially
skilled interaction. The fairly obvious observation that some individuals are more
socially skilled than others has led to carefully formulated and systematic investiga-
tions into the nature and functions of social skills. There are three discrete contexts
within which such investigations have taken place.

1 Developmental. Here the concern is with the development of skilled behaviour in
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children; with how, and at what stages, children acquire, refine and extend their
repertoire of social skills.

2 Remedial. In this context, the focus of attention is upon those individuals who,
for whatever reason, fail to develop an adequate repertoire of social skills.
Investigators are interested in attempting to determine the nature and causes of
social inadequacy, and in ascertaining to what extent deficits can be remediated.

3 Specialised. Here, attention is devoted to the study of interpersonal skills in
professional encounters. Most professions necessitate interaction of a specialised
nature either with clients or with other professionals. Therefore, it is important to
chart the types of communication skills that are effective in specific professional
situations.

It is with the latter context that this book is concerned. Research into specialised social
skills has developed rapidly, and the decade since the publication of the second edition
of this handbook has witnessed a vast amount of investigation. This text now
brings together much of this research to provide a comprehensive study of those
communication skill areas central to effective interpersonal functioning in a range of
professional contexts.

Although it is difficult to sectionalise communication, for the purpose of analy-
sis the book is divided into four main sections. Part I sets the book in context by
providing a theoretical framework for the study of communication as a form of
skilled activity. The concept of communication as skilled performance is examined
(Chapter 1), and an operational model of interpersonal communication as skill is fully
delineated (Chapter 2). Part II then focuses upon nine core communication skills,
namely, non-verbal communication, questioning, reinforcement, reflecting, explaining,
self-disclosure, listening, humour and laughter, and persuasion. These are included as
‘core’ skills, as they occur to a greater or lesser degree in most interactions. While
these skills are not entirely mutually exclusive (for example, aspects of non-verbal
communication are relevant to all of the other chapters), each chapter deals with a
discrete and important component of communication.

In Part III, the focus moves to an analysis of interpersonal communication in
four specialised and widely researched contexts. These are broader areas of com-
munication, involving a combination of the skills included in Part II. This section
incorporates an examination of central dimensions inherent in situations where
assertion and confrontation are required (Chapter 12), a synopsis of factors that
impinge upon the individual working in a task group (Chapter 13), negotiating and
bargaining encounters (Chapter 14), and pivotal elements inherent in the development,
maintenance and dissolution of relationships (Chapter 15).

Part IV is then devoted to the study of four interviewing contexts. The import-
ance of interviewing was succinctly summarised by Millar et al. (1992, p. 183): “The
interview is a ubiquitous activity. Everyone will have had the experience of being
interviewed at one time or another, and an increasing number of people are required to
play the role of interviewer in a professional capacity. For this latter group, a know-
ledge of the nature of interviewing can make an important contribution to effective
practice.” This is an apt justification for the inclusion of this section. While it is
beyond the scope of the present text to include chapters on all types of interview, the
main forms of interview relevant to most professionals are included, namely, the
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employment interview (Chapter 16), the helping interview (Chapter 17), the appraisal
interview (Chapter 18) and the cognitive interview (Chapter 19). The final chapter then
provides an overview bringing together the main issues arising from the study of
communication skills and relates these to the context of training (Chapter 20).

The information about interpersonal communication provided in this book
should be regarded as providing resource material. How these resources are applied
will depend upon the personality of the reader and the situation in which any inter-
action occurs. It is impossible to legislate in advance for every possible social context,
and decisions about what approach could best be employed can be made only in the
light of all the available background information. As such, this book certainly does
not provide a preordained set of responses for given situations. Rather, it offers a
selection of communication perspectives that facilitate the interactive process. In this
way, it proffers valuable information that can be used to reflect upon, refine and
extend one’s own personal style and pattern of interaction.

Thus, this text provides reviews of research, theory and practice pertaining to a
range of key skills and dimensions of communication. At the same time, it should be
realised that the coverage of interpersonal skills is not intended to be exhaustive,
since there are specialised skills relevant to particular contexts (such as ‘breaking bad
news’ in the medical sphere) that could not be covered in a text of this nature. Fur-
thermore, research in the field of social interaction is progressing rapidly, and it is
anticipated that other general skills will be identified as our knowledge of this area
increases. Finally, although the aspects contained in this book are presented separ-
ately, in practice they overlap, are interdependent and often complement one another.
However, for the purposes of analysis and evaluation, it is valuable to identify separ-
ately those elements of communication which seem to ‘hang together’, and thereby
attempt to understand and make sense of what is a complex field of study.
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skill in theory






Chapter 1

Skill in theory:
Communication as

skilled performance

Owen Hargie

NY ANALYSIS OF INTERPERSONAL communication is inevit-
Aably fraught with difficulties. The interpersonal process is complex,
ever-changing, and directly affected by a large number of interrelated
factors. This means that in order to make sense of, and systematically
investigate, social encounters, some form of interpretive framework is
usually employed. In fact, numerous alternative frameworks have been
developed for this purpose. For example, interpersonal encounters have
been conceptualised variously as:

. a form of joint economic activity or social exchange in which both
sides seek rewards and try to minimise costs, which may be in the
form of money, services, goods, status, or affection (Sletta, 1992)

. transactional episodes during which individuals play roles akin to
acting as either parent, adult, or child, and respond to others at
one of these three levels (Hargaden & Sills, 2002)

. a type of dramatic performance composed of major scenes, in
which everyone has a role to play with expected lines, some have
more prominent roles than others, the actors behave differently
‘front stage’ as opposed to ‘back-stage’, there are various ‘props’ in
the form of furniture and fittings, there is a storyline, and all of
this changes from one ‘production’ to the next (Hare & Blumberg,
1988).

These are just three of the approaches that have been developed as
templates for the interpretation of interpersonal communication. In this
chapter and in Chapter 2, another such approach will be presented,
namely, the perspective that social behaviour can be conceptualised as a
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form of skilled performance, and that it is therefore meaningful to compare socially
skilled behaviour (such as interviewing or negotiating) with motor skill behaviour
(such as playing tennis or operating a machine). In further pursuit of this analogy, it is
argued that the models and methods successfully employed for over 100 years in the
study of motor skill can usefully be applied to interpersonal skill. The validity of this
comparison, and the accompanying implications for the study of social behaviour, will
be investigated.

This chapter is concerned with an examination of the nature of skill, and in
particular with the perspective that interpersonal communication can be viewed as a
form of skill. In order to evaluate this perspective, it is necessary to relate the history
of the study of interpersonal skill directly to the study of motor skill, since it was
from the latter source that the concept of communication as skill eventually emerged.
The extent to which this analogy can be pursued is then discussed, together with an
analysis of the nature of social skill per se. Overall, therefore, this chapter provides a
reference point for the entire book, by delineating the nature and defining features of
interpersonal skill.

MOTOR SKILLS

The study of perceptual-motor skill has a long and rich tradition within psychology.
Such skills, which involve coordinated physical movements of the body, are widely
employed in human performance, and they include, for example, eating, dressing,
walking, writing, riding a bicycle, and playing golf. Welford (1968) traced the scientific
study of motor skill back to 1820, when the astronomer Bessel examined differences
between individuals in a task that involved the recording of star-transit times. How-
ever, direct psychological interest in the nature of motor skill really began with explor-
ations by Bryan and Harter (1897) into the learning of Morse code, followed by studies
on movement by Woodworth (1899), and investigations by Book (1908) into the learning
of typewriting skills. Since this early research, the literature on perceptual-motor skill
has become voluminous, and indeed this area remains an important focus of study.

Numerous definitions of ‘motor skill’ have been put forward. Marteniuk (1976,
p. 13) stated that ‘a perceptual-motor skill refers to those activities involved in moving
the body or body parts to accomplish a specified objective’, while Kerr (1982, p. 5), in
similar vein, iterated that ‘a motor skill is any muscular activity which is directed to a
specific objective’. These definitions emphasise the goal-directed nature of skilled
behaviour, which is regarded as intentional, rather than chance or unintentional. As
Whiting (1975, p. 4) pointed out: ‘Whatever processes may be involved in Zuman skill
learning and performance, the concern is with intentional attempts to carry out motor
acts, which will bring about predetermined results.’

A further distinction has been made between innate behaviour, such as breath-
ing and coughing, and learned behaviour. For behaviour to be regarded as skilled, it
must have been learned. This feature is highlighted by a number of theorists. Thus,
‘motor skill’ was defined by Knapp (1963, p. 4) as ‘the learned ability to bring about
predetermined results with maximum certainty’, while Magill (1989, p. 7) noted that
skills ‘all have in common the property that each needs to be learned in order to be
properly executed’.
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Other aspects were covered by Cratty (1964, p. 10), who described motor skill as
‘reasonably complex motor performance ... [denoting] ... that some learning has
taken place and that a smoothing or integration of behavior has resulted’. Skilled
behaviour is therefore more complex than instinctive or reflexive movements, and
consists of an integrated hierarchy of smaller component behaviours, each of which
contributes in part to the overall act. In this respect, Summers (1989, p. 49) viewed
skilled performance as requiring ‘the organization of highly refined patterns of
movements in relation to some specific goal’. Two remaining features of skill were
emphasised by Proctor and Dutta (1995, p. 18), namely, the role of practice and the
ease of operation: ‘Skill is goal-directed, well-organized behavior that is acquired
through practice and performed with economy of effort.’

As these definitions indicate, while there are commonalities, theorists tend to
emphasise different features, so that Irion (1966, p. 2), in tracing the history of this
research, concluded: “The field of motor skills does not suffer from a lack of variety of
approach. Indeed, the approaches and methods are so extremely various that there is
some difficulty in defining, in a sensible way, what the field of motor skills is.” Robb
(1972, p. 1), in discussing the acquisition of motor skill, reached a similar conclusion,
stating: “The problems associated with how one acquires skill are numerous and
complex. For that matter, the term skl is itself an illusive and confusing word.’

However, Welford (1958, p. 17) summarised the study of this field as being
encapsulated in the question: ‘When we look at a man working, by what criteria in his
performance can we tell whether he is skilled and competent or clumsy and ignorant?’
In other words, his basic distinction was between skilled and unskilled behaviour
(although, in fact, these two concepts represent opposite ends of a continuum of
skilled performance, with individuals being more or less skilled in relation to one
another). In his investigations of the nature of skill, Welford (1958) identified the
following three main characteristics.

1 They consist of an organised, coordinated activity in relation to an object or a
situation and, therefore, involve a whole chain of sensory, central, and motor
mechanisms, which underlie performance.

2 They are learnt, in that the understanding of the event or performance is built
up gradually with repeated experience.

3 They are serial in nature, involving the ordering and coordination of many
different processes or actions in sequence. Thus, the skill of driving involves
a pre-set repertoire of behaviours, which must be carried out in temporal
sequence (put gear into neutral, switch on ignition, and so on).

INTERPERSONAL SKILLS

Given the vast amount of attention devoted to the analysis and evaluation of motor
skill performance, it is rather surprising that it was some considerable time before
psychologists began to investigate seriously the nature of social skill. Welford (1980)
attributed the growth of interest in this field to the initial work of Crossman. In a report
on the effects of automation on management and social relations in industry, Crossman
(1960) noted that a crucial feature in the work of the operator of an automatic plant
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was the ability to use social skills to communicate with co-workers. He also noted that
no real efforts had yet been made to identify or analyse these skills. Crossman sub-
sequently contacted Michael Argyle, a social psychologist at the University of Oxford,
and together they carried out a study of social skill, explicitly designed to investigate
the similarities between man-machine and man—-man interactions. In this way, the
first parallels were drawn between motor and social skills.

In 1967, Fitts and Posner, in their discussion of technical skills, emphasised that
social skills were also important. In the same year, Argyle and Kendon published a
paper in which they related the features of motor skill, as identified by Welford,
directly to the analysis of social skill. They proposed a definition of skill as compris-
ing ‘an organized, coordinated activity, in relation to an object or a situation, that
involves a chain of sensory, central and motor mechanisms. One of its main character-
istics is that the performance, or stream of action, is continuously under the control of
the sensory input ... [and] ... the outcomes of actions are continuously matched
against some criterion of achievement or degree of approach to a goal’ (Argyle &
Kendon, 1967, p. 56). While recognising some of the important differences between
motor and social performance, they argued that this definition could be applied in
large part to the study of social skill.

The intervening years since the publication of Argyle and Kendon’s paper have
witnessed an explosion of interest in the nature, function, delineation, and content of
socially skilled performance. However, quite often researchers and theorists in this
area have been working in differing contexts, with little cross-fertilisation between
those involved in clinical, professional, and developmental settings. The result has
been a plethora of different approaches to the analysis and evaluation of inter-
personal skill. Therefore, it is useful to examine the current degree of consensus as
to what exactly is meant by the term ‘social skill’.

In one sense, this is a term that is widely employed and generally compre-
hended, since it has already been used in this chapter and presumably understood by
the reader. Indeed, the terms ‘communication skill’, ‘social skill’, and ‘interpersonal
skill’ have entered the lexicon of everyday use. For example, many job advertisements
stipulate that applicants should have high levels of social, or communication, skill. In
this global sense, social skills can be defined as the skills employed when communicat-
ing at an interpersonal level with other people. This definition is not very illuminating,
however, since it describes what these skills are used for rather than what they are. It
is rather like defining a bicycle as something that gets you from one place to another.
As illustrated in the next section, attempts to provide a more technical, insightful
definition of social skill are manifold.

DEFINITIONS OF INTERPERSONAL SKILL

In reviewing this field, Phillips (1978) concluded that a person was socially skilled
according to “The extent to which he or she can communicate with others, in a manner
that fulfils one’s rights, requirements, satisfactions, or obligations to a reasonable
degree without damaging the other person’s similar rights, satisfactions or obliga-
tions, and hopefully shares these rights, etc. with others in free and open exchange’
(p. 13). This definition emphasised the macroelements of social encounters, in terms
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of reciprocation between participants, and focused upon the outcome of behaviour
rather than the skills per se (although Phillips also noted that knowing how to behave
in a range of situations was part of social skill). A similar approach was adopted by
Combs and Slaby (1977, p. 162), who defined social skill as ‘the ability to interact with
others in a given social context in specific ways that are socially acceptable or valued
and at the same time personally beneficial, mutually beneficial, or beneficial primarily
to others’.

Although again highlighting outcome, this definition differed from that of
Phillips in that it is less clear about to whom the skilled performance should be
of benefit. Both definitions view social skill as an ability, which the individual may
possess to a greater or lesser extent. Kelly, Fincham and Beach (2003, p. 724) linked
ability to performance when they pointed out that ‘Communication skills refer to the
ability to realize communicative goals while behaving in a socially appropriate
manner.” A similar focus has been emphasised by other theorists. Spence (1980)
encompassed both the outcome or goals of social interaction and the behaviour of the
interactors when she defined social skills as ‘those components of social behaviour
which are necessary to ensure that individuals achieve their desired outcome from a
social interaction’ (p. 9). In like vein, Kelly (1982, p. 3) stated: ‘Social skills can essen-
tially be viewed as behavioral pathways or avenues to an individual’'s goals.” Ellis
(1980, p. 79) combined the goal-directed nature and the interactive component when
he pointed out: ‘By social skills I refer to sequences of individual behaviour which are
integrated in some way with the behaviour of one or more others and which measure
up to some pre-determined criterion or criteria.” More specific aspects of situational
features were noted by Cartledge and Milburn (1980, p. 7), who viewed social skills as
‘behaviors that are emitted in response to environmental events presented by another
person or persons (for example, cues, demands, or other communications) and are
followed by positive environmental responses’.

Several theorists have restricted their definitions to the behavioural domain.
Rinn and Markle (1979) conceived of social skill as a repertoire of verbal and non-
verbal behaviours, as did Wilkinson and Canter (1982, p. 3), who stated that ‘Verbal
and nonverbal behaviour are therefore the means by which people communicate with
others and they constitute the basic elements of social skill.” Curran (1979), in discuss-
ing definitional problems, actually argued that the construct of social skill should be
limited to motoric behaviour. He based his argument on the fact that the behavioural
domain is still being charted and that this task should be completed before expanding
the analysis into other domains. However, this emphasis on behaviourism would not
be acceptable to many of those involved in research, theory, and practice in social
skills who regard other aspects of human performance (such as cognition and
emotion) as being important, both in determining behaviour and understanding the
communication process.

A final defining feature was recognised by Becker, Heimberg and Bellack (1987,
p. 9), who highlighted that “To perform skillfully, the individual must be able to
identify the emotions or intent expressed by the other person and make sophisticated
judgments about the form and timing of the appropriate response.” Thus, the skilled
individual needs to take cognisance of the others involved in the encounter. This
involves perceptual acumen and perspective-taking ability, together with a capacity to
mesh one’s responses meaningfully, and at apposite moments, with those of others.

11
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An evaluation of these definitions reveals a remarkable similarity with the
position relating to motor skill, in that there are common elements, but no uniform
agreement about the exact nature of interpersonal skill. One problem here is that any
detailed study of higher-order skill will involve a long process. There is a well estab-
lished ‘10-year rule’ in relation to the learning of complex skill routines, in that the
highest level of performance in any field is only attained after 10 years of concerted
practice and training (e.g. Bryan & Harter 1899; Ericsson, 1996a). Top chess players,
Olympic athletes, international soccer players, celebrated musicians, etc., will all have
engaged in at least a decade of intensive practice. It is very probable that the 10-year
rule also applies to complex social skills (negotiating, teaching, counselling, etc.).
This makes analysis and synthesis problematic. While there has been study of how
various types of motor skill performance change over time (Ericsson, 1996b), there is
a paucity of such research in relation to interpersonal skill.

In the interpersonal domain, Spitzberg and Dillard (2002, p. 89) concluded that
‘what constitutes skill, even in well-defined contexts, is difficult to specify’. Phillips
(1980, p. 160) aptly summed up the state of affairs that still pertains: “The simple facts
about all social skills definitions are these: they are ubiquitous, varied, often simple,
located in the social/interpersonal exchange, are the stuff out of which temporal and/
or long-range social interactions are made, underlie and exemplify normative social
behaviour and, in their absence, are what we loosely call psychopathology.’ It is also
useful to consider the rationale provided by Segrin and Givertz (2003, p. 136) in
relation to this issue:

A clear, comprehensive, and widely accepted definition of social skills may
never come to fruition. Social skills are complex and, at least to some extent,
influenced by person and situation. Trying to define social skills in a sentence is
like trying to define some complex motor skill, such as being a good baseball
player, in one sentence. There are many components to these skills.

However, Furnham (1983) argued that the lack of consensus in skills definitions was
not a major problem, pointing out that while there also exists no agreed-upon defin-
ition of psychology, this has not retarded the development of the discipline.
Indeed, progress in all areas is a cycle in which initially less precise terms are sharp-
ened and redefined in the light of empirical enquiry. In addition, social interaction is
such a dynamic, complex process, involving a labyrinth of impinging variables, that
an understanding of even a small part of the process can be difficult to achieve. In
their detailed examination of the area, Matthews, Davies, Westerman and Stammers
(2000, p. 139) concluded: ‘Understanding skilled performance is difficult, because of
the complexity of skilled action. ... Some skills are simply too complex to capture
with a manageable model, although we may be able to model critical aspects of them.’
Skilled performance is not a unitary activity. There is a large variety of different types
of skill, some of which involve basic activities that are simple to execute, while others
incorporate a range of intricate subelements, making them much more complicated to
master (Holding, 1989).

It is hardly surprising therefore that differing definitions of what constitutes
social skill have proliferated within the literature. Any definition must, of necessity,
be a simplification of what is an intricate, multifarious, and multifaceted process. This
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is not to say that definitions are without value: at the very least, they set parameters as
to what should be included in the study of social skill and, therefore, act as a template
for legitimate investigation in this field. Moreover, while definitions vary in emphasis,
the defining features of skill can be charted. Thus, Michelson, Sugai, Wood and
Kazdin (1983) identified six main elements as being central to the concept of social
skills; namely, that they:

are learned

are composed of specific verbal and non-verbal behaviours
entail appropriate initiations and responses

maximise available rewards from others

require appropriate timing and control of specific behaviours
are influenced by prevailing contextual factors.

S O W N~

Given the above parameters, the definition adopted in this book is that social skill
involves a process in which the individual implements a set of goal-divected, inter-
related, situationally appropriate social behaviours, which are learned and controlled.
This definition emphasises six main features.

PROCESS

While behaviour is a key aspect of skill, it is in turn shaped by a range of other
features. As such, motoric behaviour represents the overt part of an overall process in
which the individual pursues goals, devises implementation plans and strategies,
continually monitors the environment, considers the position of others involved in the
encounter, responds appropriately in that situation, estimates the likelihood of goal
success, and adjusts future behaviour accordingly (the operationalisation of these
process elements of skilled performance will be discussed in more detail in Chapter 2).
In this way, interaction is a transactional process in which each person’s response is
guided and shaped by the responses of others. In fact, a common analogy is made
between interacting and dancing (Adler, Rosenfeld & Proctor, 2001; Clampitt, 2001).
Both are carried out for a wide variety of reasons, some of which overlap. Thus, one
may dance or interact to express oneself, to impress others, to help to develop a
relationship, to pass the time, to seduce a partner, and so on. Interacting, like dancing
a tango or waltz, depends on the coordinated intermeshing of learned repertoires
between the two parties. Both are forms of performance wherein certain ‘moves’ are
expected and anticipated, and the people involved complement one another in a fluid
pattern of co-responding. If one partner is unskilled, the encounter becomes much
more difficult.

One of the process dimensions to have attracted considerable attention within
the interpersonal communication literature is the notion of competence. Indeed,
Spitzberg and Cupach (1984, p. 11) argued that ‘Competence is an issue both perennial
and fundamental to the study of communication.” Some theorists have conceptualised
skill as being subsumed by competence. For instance, Samter (2003, p. 639) concluded
that ‘Social competence can thus be regarded as the manifestation of the various
social skills a person possesses.” Likewise, Ridge (1993) defined competence as the
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ability ‘to choose a strategy, then select among skills appropriate to that context and
employ these skills’ (p. 1), given that ‘a strategy is a plan derived from a context that
determines which skills to apply’ (p. 8). Here, competence is regarded as the ability to
choose appropriate strategies and implement these in terms of skilled performance.
Spitzberg (2003, p. 97) argued, ‘Competence can be viewed as an evaluative judgment
of the quality of a skill.” He also concluded that appropriateness (the extent to which
behaviour meets standards of acceptability and legitimacy) and effectiveness (the
degree to which desired outcomes are achieved) were the two main criteria used to
guide such judgements. In a comprehensive review of this area, Wilson and Sabee
(2003) concluded that there are three qualities associated with competence.

1 Knowledge. This relates to the information that is necessary for the person to
be able to communicate in a way that is perceived to be competent (e.g. what
one should say in this situation, how others might feel about this, what the
alternative responses are).

2 Motivation. This concerns the desire of the person to behave in ways that will
be judged as competent.

3 Skill. This refers to the individual’s ability to act in such a way as to promote the
perception of competence.

However, it is also possible to argue that skill subsumes competence. Thus, the
Chambers English Dictionary defines skill as ‘aptitudes and competencies appropriate
for a particular job'. In this way, skilled soccer players or skilled negotiators would be
regarded as highly competent in many separate facets of the process in which they
are engaged. Likewise, it makes sense to describe someone as ‘competent but not
highly skilled’ at performing a particular action. Furthermore, the terms are often
combined. Thus, Daly (2002, p. 153) asserted, “Those who exhibit socially competent
skills are preferred in interactions.’

If all of this is confusing, it reflects the confusion that is rife in the deliberations
of some theorists who grapple with this issue. For example, the distinction proffered by
Sanders (2003, p. 230) was that competence involves the acquisition of an apparently
higher-order ‘system of computation and reasoning” whereas skill is of a lower-order
nature and concerned with having ‘acquired a set of methods and techniques’. But
Sanders failed to explain how one could be skilled without being competent. Moreover,
his definition of competence implies that it is an abstract ability. Thus, by Sanders’
distinction, someone who could provide a fluent rationale (reasoning) as to how one
should be, for example, a good soccer player or negotiator, yet who in practice is
disastrous at playing soccer or negotiating, would be highly competent in these con-
texts, yet also highly unskilled. Most theorists would regard this as an unusual state
of affairs, to say the least, and would agree with Emmers-Sommer, Allen, Bourhis,
Sahlstein et al. (2004, p. 2) that competence incorporates ‘a combination of encoding
and decoding skills’. To compound the matter, Sanders (2003, p. 230) further concluded
that, in relation to the concepts of competence and skill, ‘it is imperative to sharply
distinguish them’, but then proceeded to argue that they ‘are not mutually exclusive’.

Given that the terms ‘skill’ and ‘competence’ are often used interchangeably
(Hajek & Giles, 2003), it is hardly surprising that Phillips (1984, p. 25), in examining
definitional issues, concluded that, ‘Defining “competence” is like trying to climb a
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greased pole. Every time you think you have it, it slips.” Likewise, Jablin and Sias
(2001), in their review of the area, concluded that there are almost as many definitions
of the concept as there are researchers who investigated it.

The view taken in this chapter is that, in essence, the terms ‘skilled” and ‘com-
petent’, when applied to the interpersonal domain, both indicate that the individual is
equipped with the range of skills required to perform effectively, and can execute
apposite combinations of these as required. Skills per se are processes of which
behaviours are the surface manifestations, in turn determined and driven by a whole
array of cognitive, affective, and perceptual activities.

GOAL-DIRECTED

Social interaction is now widely recognised as goal-directed activity (Berger, 2002).
A defining feature of skilled performance is therefore intentionality. As expressed by
Dindia and Timmerman (2003, p. 686), ‘Communication skill refers to an individual’s
ability to achieve communicative goals.” Skilled behaviours are selected by the indi-
vidual to achieve a desired outcome, and as such are purposeful as opposed to chance
or unintentional. The importance of goals has long been recognised. McDougall
(1912), for example, claimed that a key characteristic of human behaviour is its goal-
oriented nature. A distinction needs to be made between goals and plans. Once goals
have been formulated, plans must be devised to attain them. The plan is the route map
to the goal. However, as Berger, Knowlton and Abrahams (1996) pointed out, while a
plan implies that there is a goal, a goal does not always imply that there is a plan. An
unskilled person may have ambitious goals, but without carefully related action plans
nothing is likely to be achieved. Carver and Scheier (1998) illustrated how, in turn, the
execution of plans depends on a range of resources, such as money, access to relevant
others, interpersonal skills, and cognitive ability.

Four main theories for explaining and predicting goal-directed intentions and
behaviours have been proposed (Bagozzi & Kimmel, 1995).

1 The theory of reasoned action purports that behaviour is determined directly by
one’s intentions to carry it out, and these are influenced by one’s attitudes
(positive or negative) toward the behaviour and by perceived social pressure to
perform it.

2 The theory of planned behaviour extends this by adding the notion of perceived
behavoural control as an important predictor of intention and action. Perceived
behavoural control refers both to the presence of facilitating situational condi-
tions and to feelings of self-efficacy (personal confidence in one’s ability to
execute the behaviour successfully).

3 The theory of self-regulation emphasises the centrality of motivational com-
mitment, or desire, to act (this aspect will be further discussed in Chapter 2).

4 Finally the theory of trying interprets goal-directed behaviour within three
domains — trying and succeeding, trying but failing, and the process of striving
per se. This theory emphasises the importance of personal attitudes to success
and failure as predictors of intentions and actions, as well as attitudes to the
process involved en route to the goal. For example, one may decide not to try to
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lose weight because of a personal belief that one would fail anyway, or because
the process of dieting and exercising is not viewed as desirable. The frequency
and recency of past behaviour is also seen as important. Thus, one is likely
to be less hesitant about asking a member of the opposite sex for a date if
one has had lots of dates (frequency), the last of which was two days ago
(recency), than if one has only ever dated three people and the last date was
10 years ago.

Although the processes of goal setting, goal implementation, and goal abandonment
are affected by a range of variables (Oettingen, Bulgarella, Henderson & Gollwitzer,
2004), in essence the decision to pursue particular goals seems to be determined by
two overarching factors:

1 desirability (the attractiveness of goal attainment)
2 feasibility (the strength of belief that the goal can be achieved).

Another distinction has been made between learning goals and performance goals.
Those who see themselves as pursuing learning goals (e.g. to learn how to be a better
salesperson) view setbacks as opportunities for learning and future development.
On the other hand, those who are guided by performance goals (to sell ‘x’ number of
products today) are more negatively affected by failure. Learning goals therefore lead
to better achievements than performance goals (Oettingen et al., 2004).

In their comprehensive analysis of the nature, role, and functions of goals as
regulators of human action, Locke and Latham (1990) demonstrated how goals both
give incentive for action and act as guides to provide direction for behaviour. They
reviewed studies to illustrate the following principles:

1 People working toward a specific goal outperform those working with no
explicit goal.

2 Performance level increases with goal difficulty (providing the person is
committed to the goal).

3 Giving people specific goals produces better results than vague goals (such as
‘do your best’).

A distinction needs to be made between long-term and short-term goals. In order to
achieve a long-term goal, a number of related short-term ones must be devised and
executed. Our moment-by-moment behaviour is guided by the latter, since if these
are not successfully implemented the long-term goal will not be achieved. Sloboda
(1986) used the term ‘goal stacks’ to refer to a hierarchy of goals through which one
progresses until the top of the stack is reached. In this way, skilled behaviour is
hierarchically organised with larger goal-related tasks comprising smaller component
subunits (Spitzberg & Cupach, 2002). For example, a long-term goal may be to appoint
an appropriate person for a job vacancy. In order to do so, there is a range of subgoals
which must be achieved — advertising the position, drawing up a short-list of candi-
dates, interviewing each one, and so on. These subgoals can be further subdivided.
At the interview stage, the chief goal is to assess the suitability of the candidate,
and this, in turn, involves subgoals such as welcoming the candidate, making
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introductions, and asking relevant questions. In this way, the short-term, behavioural
goals provide a route to the achievement of the long-term, strategic goal.

Another aspect of skilled action is that goals are usually subconscious during
performance. The skilled soccer player is not consciously aware of objectives when
running with the ball, but these nevertheless govern behaviour. When shooting on
goal, the player does not consciously think, 1 must lift back my left foot, move my
right foot forward, hold out my arms to give me balance’, and so on. The essence of
skill is subconscious processing of such behaviour-guiding self-statements. Thus, the
socially skilled individual does not consciously have to think, ‘I want to show interest
so I must smile, nod my head, engage in eye contact, look attentive and make
appropriate responses.” In his comprehensive analysis of skill acquisition, Greene
(2003, p. 55) concluded: ‘Although people are initially cognizant of task-directed activ-
ities, with extensive practice those behaviors tend to be lost from conscious awareness.
Thus, experts may have difficulty reporting just how they do what they do.’

Those involved in the process of successful learning of new skills progress
through the following four sequential stages:

1 Unconscious incompetence. At this stage, we are blissfully unaware of the fact
that we are acting in an unskilled way.

2 Conscious incompetence. Here we know how we should be performing but also
know that we are not able to produce the level of performance required.

3 Conscious competence. At the early stage of skill acquisition, we are aware of
behaving in a skilled manner as we act.

4 Unconscious competence. Once a skill has been fully assimilated, we successfully
execute it without having to think about it.

Langer, Blank and Chanowitz (1978) termed behaviour that is pursued at a conscious
level as mundful and behaviour carried out automatically as mindless. Burgoon and
Langer (1995), in analysing these constructs, illustrated how mindful activity is
guided by goals that indicate flexible thinking and careful choice making. In this way,
skilled behaviour is mindful. On the other hand, a lack of skill is indicative of mind-
less behaviour, since this involves limited information processing, a lack of awareness
of situational factors, and rigid behaviour patterns.

However, part of skill is the ability to act and react quickly at a subconscious
level. In discussing the role of the unconscious, Brody (1987) made the distinction
between being aware and being aware of being aware. He reviewed studies to illus-
trate how stimuli perceived at a subconscious level can influence behaviour even
though the person is not consciously ‘aware’ of the stimuli (this issue is further
explored in Chapter 2). At the stage of skill learning, such conscious thoughts may be
present, but these become more subconscious with practice and increased competence.
An example given by Mandler and Nakamura (1987, p. 301) follows:

The pianist will acquire skills in playing chords and trills and in reading music
that are at first consciously represented, but then become unconscious. However,
the analytic (conscious) mode is used when the accomplished artist practices a
particular piece for a concert, when conscious access becomes necessary to
achieve . . . changes in the automatic skills.
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Boden (1972) identified the features of behaviour carried out to achieve a conscious
goal as being actively attended to, under direct control, guided by precise foresight,
and open to introspection in that the component features are both discriminable and
describable. The individual is aware of particular responses and of the reasons why
they are being employed, has planned to carry them out, and is able to explain and
justify the behaviours in terms of the goals being pursued. For example, someone who
has arranged a romantic date may plan a sequence of steps in order to achieve a
particular goal, and be aware of the goals while executing the dating behaviour.

Thus, if person A is skilled and wishes to persuade person B to do something,
A may do so by some combination of the following techniques: smiling, compliment-
ing B, promising something in return, emphasising the limited opportunity to take
advantage of a wonderful offer, using logical arguments to show the advantages of
the recommended action, highlighting the dangers of doing otherwise, or appealing to
the moral/altruistic side of B (Hargie, Dickson & Tourish, 2004). In this case, these
behaviours are directed toward the goal of successful influence over B’s behaviour
(see Chapter 11 for more information on persuasion).

INTERRELATED BEHAVIOUR

Social skills are defined in terms of identifiable units of behaviour, and actual per-
formance is in many ways the acid test of effectiveness. In recognising the centrality
of behaviour, Millar, Crute and Hargie (1992, p. 26) pointed out:

Judgements about skill are directly related to behavioural performance. We do
not judge soccer players on their ability to discuss the game or analyse their
own performance, but rather we regard them as skilful or not based upon what
they do on the field of play. Similarly, we make judgements about social skill
based upon the behaviour of the individual during social encounters.

Therefore, a key aspect of skilled performance is the ability to implement a smooth,
integrated, behavioural repertoire. In a sense, all that is ever really known about
others during social interaction is how they actually behave. All kinds of judgements
(boring, humorous, warm, shy, and so on) are inferred about people from such
behaviours. As mentioned earlier, skilled behaviour is hierarchical in nature, small
elements such as changing gear or asking questions combining to form larger skill
areas such as driving or interviewing, respectively. This viewpoint has guided train-
ing in social skills, whereby the emphasis is upon encouraging the trainee to acquire
separately smaller units of behaviour before integrating them to form the larger
response elements — a technique that has long been employed in the learning of motor
skills (this issue of skills training is further discussed in Chapter 19).

Socially skilled behaviours are interrelated in that they are synchronised and
employed in order to achieve a common goal. As this book illustrates, there is a wide
range of differing behavioural routines, each of which can usefully be studied separ-
ately. However, to be skilled, the individual must combine appropriate elements of
these as required, so as to respond appropriately in a particular interaction. As noted
by Stivers (2004, p. 260), ‘Social interaction requires that many different practices and
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systems of practices be brought together.” This is similar to the tennis player who, to
improve performance, focuses on separate aspects of the game (serve, volley, lob,
backhand, etc.) during training, but, to be skilled, must combine these during actual
matches. In this sense, while our understanding is informed by a microanalysis of
particular elements, for a fuller appreciation of skilled performance the complete
picture must also be taken into consideration. One example of this is that an analysis
of aspects of the channels of verbal and non-verbal behaviour combined has been
found to be more effective in accurately detecting whether or not someone is being
deceptive than the scrutiny of either channel on its own (Vrij, Akehurst, Soukara &
Bull, 2004). Skilled performance has been likened to an orchestra (McRae, 1998). All of
the instruments (behaviours) must be synchronised, and if any one is out of synch
the entire performance is adversely affected. In this respect, Bellack (1983) highlighted
how performance needs to be viewed as a whole when making judgements about skill,
pointing out that in social presentation:

The elements combine to form a gestalt. The contribution of any one element
varies across respondents, observers, behaviours and situations. . . . Intermedi-
ate levels of many responses may play little role in forming the gestalt, while
extremes may have dramatic impact. Similarly, non-context elements (e.g.
posture, inflection) may be of secondary importance when consistent with
verbal content, but they may dramatically alter the meaning of a response when
they are discordant. (p. 34)

Skill therefore involves a coordinated meshing of behaviour, and ‘is said to have been
acquired when the behavior is highly integrated’ (Proctor & Dutta, 1995, p. 18). The
car driver needs simultaneously to operate the clutch, accelerator, gear lever, brakes,
steering wheel, and light switches. Similarly, someone wishing to provide reward to
another concurrently uses head nods, eye contact, smiles, attentive facial expressions,
and statements such as ‘That’s very interesting.” These latter behaviours are all inter-
related in that they are indicative of the skill of rewardingness (Dickson, Saunders &
Stringer, 1993). Conversely, if someone does not look at us, yawns, uses no head nods,
and yet says, ‘That’s very interesting’, these behaviours are contradictory rather than
complementary, and the person would not be using the skill of rewardingness effect-
ively. An individual who adopted such a pattern of mixed response over a prolonged
period would be judged to be low in interpersonal skills. People who always act in a
socially incompetent fashion are deemed to be unskilled regardless of the depth of
theoretical knowledge they may possess about interpersonal behaviour. In skill, it is
performance that counts. Noel Coward, recognising his own performance deficit, once
said that he could not sing although he knew how to.

An important criterion for judging skill is accuracy. Highly skilled individuals
make fewer performance errors than those less skilled (Matthews et al., 2000). Just as a
highly skilled golfer misses fewer putts than one less skilled, so, too, a skilled orator
makes fewer speech dysfluencies than a less skilled public speaker. Matthews et al.
divided errors into:

1 Errors of omission. Here an action that should have been executed is omitted.
For example, a driver forgets to put the gear in neutral before switching on the
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engine, or a salesperson fails to get the client’s commitment to buy before
attempting to close a sale.

2 Errors of commuission. In this instance, the person carries out a behaviour that
detracts from performance. For example, a learner driver releases the clutch too
quickly and the car engine stalls, or an individual discloses too much deeply
negative personal information on a first date and the other person terminates
the encounter.

This behavioural aspect of the skills definition has been misunderstood by some
theorists. For example, Sanders (2003) presented a critique of the skills approach from
his background as a ‘language and social interaction” scholar. In a misinterpretation
of the skills perspective, Sanders made the rather absurd deduction that ‘all speakers
of a language are equally able to produce grammatical sentences, and thus must be
equally skilled’ (p. 235). Unfortunately, he does not explain how precisely he reached
this conclusion, as it is the exact opposite of what is being proposed in the skills
perspective. It is completely illogical to make the leap from individuals being able to
produce grammatical sentences to being equally skilled, and no skills analyst would
make such an error. While behaviour (both verbal and non-verbal — although the latter
domain is almost entirely ignored by Sanders) is recognised as being important, it is
how this behaviour is contextually employed that determines the extent to which it
is deemed to be skilful.

SITUATIONALLY APPROPRIATE

20

The importance of contextual awareness for the effective operation of motor skill has
long been recognised. In his analysis of motor skill, Welford (1976, p. 2) pointed out
that ‘skills represent particular ways of using capacities in relation to environmental
demands, with human beings and external situation together forming a functional
“system” . Likewise, Ellis and Whittington (1981, p. 12) asserted that a core feature of
social skill is ‘the capacity to respond flexibly to circumstances’. For behaviour to be
socially skilled, it must therefore be contextually appropriate, since behaviours that
are apposite when displayed in one situation may be unacceptable if applied in
another. Singing risque songs, telling blue jokes, and using crude language may
be appropriate at an all-male drinking session following a rugby game. The same
behaviour would, however, be frowned upon if displayed in mixed company during
a formal meal in an exclusive restaurant. It is therefore essential to be able to
decide which behaviours are appropriate in what situations. Simply to possess the
behaviours in not enough. A tennis player who has a very powerful serve will not be
deemed skilful if the ball is always sent directly into the crowd. Similarly, being a
fluent speaker is of little value if the speaker always monopolises the conversation,
talks about boring or rude matters, or does not listen to others when they speak. Skills
must therefore be targeted to given people in specific settings.

The skills definition given in this text was criticised by Sanders (2003, p. 234) as
being too ‘broadly drawn and open-ended’. Sanders argued, ‘It is common and mean-
ingful to talk about skilled negotiators, skilled teachers, skilled therapists, and so
forth, but not skilled interactants.” But what he failed to recognise is that this is
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actually in line with the skills perspective. In his criticism, Sanders completely over-
looked the import of the ‘situationally appropriate’ component of the skills definition
as presented in this chapter. The behaviour of skilled teachers will, of course, differ
from that of Sanders’ apparently generic ‘skilled interactants’, as the situational
aspect is clearly defined in the former and is vague (to say the least) in the latter.
Sanders, therefore, beats the ‘broad and abstract’ (p. 223) straw man of skill. Using
the definition employed in this chapter, we would need to know in what context
Sanders’ hypothetical ‘skilled interactant’ was operating in order to make judgements
about effectiveness. In other words, skill is adjudged in the light of specific contextual
behaviour. Furthermore, as the chapters in this book demonstrate, we know a
considerable amount about the specifics of skilled performance.

Situational factors play a central role in shaping behaviour. Magnusson (1981)
argued that such factors are important for three reasons: first, we learn about the
world and form conceptions of it in terms of situations experienced; second, all
behaviour occurs within a given situation and so can be fully understood only in the
light of contextual variables; and third, a greater knowledge of situations increases
our understanding of the behaviour of individuals. There is firm evidence that certain
behaviours are situationally determined. For example, Hargie, Morrow and Woodman
(2000) carried out a study of effective communication skills in community pharmacy,
in which they videotaped 350 pharmacist—patient consultations. They found that
skills commonly employed when dealing with over-the-counter items were not utilised
by the pharmacist when handling prescription-related consultations. For instance, the
skill of suggesting/advising, which was defined as the offer of personal/professional
opinion as to a particular course of action while simultaneously allowing the final
decision to lie with the patient, fell into this category. When dealing with prescription
items, suggestions or advice were not given, probably because these patients had
already been advised by their doctor and the pharmacist did not wish to interfere.

Individuals skilled in one context may not be skilled in another. For example, an
excellent midfielder in soccer may be a terrible goalkeeper. Likewise, experienced
teachers have been shown to have difficulties in becoming skilled school counsellors
(Hargie, 1988). In essence, the more similarity there is between the demand character-
istics of situations, the higher the probability that skills will transfer. Thus, a profes-
sional tennis player is usually good at other racquet sports. In the same way, a
successful car salesperson is likely to be effective in other related selling contexts.

One similarity between motor and social skill is that they are both sequential in
nature. Thus, the skill of driving involves a pre-set sequence of behaviours that must
be carried out in the correct order. In social interaction, there are also stages that tend
to be followed sequentially. Checking into a hotel usually involves interacting in a set
way with the receptionist, being shown to one’s room and giving a tip to the porter
who delivers one’s cases. Likewise, going to the doctor, the dentist, or church involves
sequences of behaviour that are expected and which are more or less formalised,
depending upon the setting. In the case of the doctor’s surgery, the sequence would be:

Patient enters the surgery.

Doctor makes a greeting.

Patient responds and sits down.

Doctor seeks information about the patient’s health.

QT N
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Patient responds and gives information.

Doctor makes a diagnosis.

Doctor prescribes and explains treatment.

Doctor makes closing comments.

Patient responds, stands up, and leaves the surgery.
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This sequence is expected by the patient, who would be most unhappy if the doctor
moved straight from (1) to (7) without going through the intervening steps.

It can be disconcerting and embarrassing if one is in a situation where the
sequence is not as expected or has not been learned (for example, attending a church
service of a different religious denomination). In such situations, however, we usually
cope and, unlike the sequence of behaviours in, for example, driving a car, these
behaviours are expected rather than essential. It is only in certain rituals or cere-
monies that a pre-set sequence is essential (for example, weddings in church) and
responses are demanded in a fixed temporal order.

Interpersonal skills are more fluid and individualised than most motor skills.
Different people employ varying combinations of behaviours, often with equal suc-
cess, in social contexts. This process, whereby the same goal can be achieved through
the implementation of differing strategies, is referred to as equifinality (Shah &
Kruglanski, 2000). These strategies, in turn, have alternative yet equally effective
behavioural approaches. While there are common stages in social episodes (e.g. open-
ing, discussion, closing), the behaviours used within each stage vary from one person
to another. However, ‘knowing’ the social situation is clearly an important aspect of
social skill, in order to relate behaviours successfully to the context in which they are
employed. Further aspects of the situational context will be explored in Chapter 2.

LEARNING

22

The fifth aspect of the definition is that skills comprise behaviours that can be
learned. Some theorists purport that not all skilled behaviour is learned. For example,
Sanders (2003, p. 228) argued, ‘There are species of behavior for which persons can
produce desired results “naturally” because the skills are acquired in the course of
bodily or mental development.” As an example, he cites ‘speaking and understanding
one’s native language’ (p. 228). However, most skills analysts would find the view that
language just occurs ‘naturally’ (whatever that means) to be a rather unusual perspec-
tive. Does it mean, for example, that children reared in isolation acquire their ‘native’
language ‘naturally’? Of course, the answer is no, they do not. While most humans are
hard-wired to learn language (an exception being those suffering from cognitive
impairments), all social behaviour (including non-verbal as well as verbal) still has to
be learned. We know that if children are reared in isolation they do not develop
‘normal’ interactive repertoires and certainly will not acquire their ‘native’ language.
In addition, it has been shown that the interactive skills of parents are key com-
ponents in the development of social competence in children (Hart, Newell & Olsen,
2003). Thus, mothers who encourage their children to talk, and make elaborations on
the child’s responses, produce enhanced language development in the child (Thorpe,
Rutter & Greenwood, 2003). Indeed, there is evidence that the degree of deprivation of
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appropriate learning experiences from other people differentially affects the social
behaviour of individuals (Messer, 1995; Newton, 2002). In this way, children from
socially deprived home backgrounds are more likely to develop less appropriate social
behaviours, whereas children from culturally richer home environments tend to be
more socially adept.

Bandura’s (1971) social learning theory posited that all repertoires of behaviour,
with the exception of elementary reflexes (eye blinks, coughing, etc.), are learned. This
social learning process involves the modelling and imitation of significant others,
such as parents, peers, media stars, siblings, and teachers. The individual observes
how others behave and then follows a similar behavioural routine. By this process,
from an early age, children may walk, talk, and act like their same-sex parent. At a
later stage, however, they may begin to copy and adopt the behaviour of people whom
they see as being more significant in their lives by, for example, following the
dress and accents of peers regardless of those of parents. A second major element in
social learning theory is the reinforcement of behaviour. As a general rule, people
tend to employ more frequently responses that are positively reinforced or rewarded,
and to display less often those that are punished or ignored (see Chapter 5).

This is not to say that there are not innate differences in individual potential,
since some people may be more talented than others in specific areas. While most
behaviours are learned, it is also true that people have different aptitudes for certain
types of performance. Thus, although it is necessary to learn how to play musical
instruments or how to paint, some may have a better ‘ear’ for music or ‘eye’ for art and
so will excel in these fields. Likewise, certain individuals have a ‘flair’ for social
interchange and find interpersonal skills easier to learn and perfect. However, as
discussed earlier, practice is also essential for improvement. Comparisons of highly
skilled people with those less skilled, across a wide variety of contexts, show that the
former engage in significantly more practice (Ericsson, 1996b). As summarised by
Cupach and Canary (1997, p. 290), ‘Skills are developed through practice; the more we
use a skill, the more we sharpen it.” This was aptly expressed by Aristotle: ‘If you
want to learn to play the flute, play the flute.” But while practice is a necessary factor
in skill development it is not on its own sufficient, since feedback on performance
is also vital (see Chapter 2). In his analysis of expert performance, Ericsson (1996a,
p. 34) concluded: ‘The mere duration of practice will not be a perfect predictor of
attained performance. Effective learning requires attention and monitoring of goals,
processes, and performance.” Practice alone does not make perfect. It is practice, the
results of which are known, understood and acted upon, that improves skill.

COGNITIVE CONTROL

The final element of social skill is the degree of cognitive control that the individual
has over behaviour. Thus, a socially inadequate person may have learned the basic
behavioural elements of interpersonal skill but may not have developed the appropri-
ate thought processes necessary to control their utilisation. If skill is to have its
desired effect, timing is a crucial consideration. Behaviour is said to be skilled only if
it is employed at the opportune moment. For example, smiling and saying ‘How funny’
when someone is relating details of a personal bereavement would certainly not be
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a socially skilled response. Indeed, saying the right thing at the wrong time is a
characteristic of some social inadequates. Learning when to employ socially skilled
behaviours is every bit as important as learning what these behaviours are, where
to use them, and Zow to evaluate them. In his discussion of the notion of interpersonal
competence, Parks (1994) highlighted the importance of hierarchical control theory,
which conceives of personal action as a process controlled by nine linked and
hierarchical levels. From lower to higher, these levels are as follows.

1. Intensity control

This is the level just inside the skin involving sensory receptors, muscle movements,
and spinal responses. Damage at this basic level has serious consequences for com-
munication. For example, impairments to vision, hearing or to the vocal chords can
dramatically impede interpersonal ability.

2. Sensation control

Here, the sensory nuclei collected at level 1 are collated and organised into meaningful
packages. The ability to portray a certain facial expression would be dependent upon
activity at this level.

3. Configuration control

The basic packages developed at level 2 are in turn further organised into larger
configurations, which then control movements of the limbs, perception of visual
forms, and speech patterns. The ability to decode verbal and non-verbal cues occurs
at this level.

4, Transition control

This level further directs the more basic configurations into fine-grained responses,
such as changing the tone of voice, pronouncing a word, or using head nods at
appropriate moments. Transition control also allows us to recognise the meaning of
such behaviour in others.

5. Sequence control

At this level, we control the sequence, flow, intensity, and content of our communica-
tions. The ability to synchronise and relate our responses appropriately to those with
whom we are interacting, and to the situational context, is handled at this level. Thus,
judgements of the extent to which someone is socially skilled can begin to be made at
the sequence control level.
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6. Relationship control

Here the individual judges and makes decisions about larger sets of relationships
(cause—effect, chronological, etc.), so that appropriate strategies can be implemented to
attain higher-order goals. For example, the ability to encode and decode deceptive
messages is controlled at this level. Likewise, longer-term tactics for wooing a partner,
negotiating a successful business deal, or securing promotion at work all involve
relational control.

7. Programme control

At this level, programmes are developed to predict, direct, and interpret communica-
tion in a variety of contexts. Skill acquisition involves a process of knowledge compil-
ation (Matthews et al., 2000). Two types of knowledge are important here (Spitzberg &
Cupach, 2002):

. Knowing what is important in social encounters. This type of content or
declarative knowledge includes an awareness of the rules of social encounters,
the behaviour associated with the roles that people play, and so on. In the early
stages of skill learning, this knowledge predominates.

. Knowing /ow to perform in a skilled fashion. When the individual becomes
skilled, declarative knowledge is ‘compiled’ into procedural knowledge. Here, the
person has developed a large repertoire of procedures directly related to the
implementation of interpersonal skills.

There has been increasing interest in the role of ‘mental representations’ in social
behaviour (Smith & Queller, 2004). Highly skilled people have a huge store of such
representations relating to a wide range of situations (Richman, Gobet, Staszewski &
Simon, 1996). These representations, or conceptual schemas, allow existing circum-
stances to be compared with previous knowledge and experience, and so facilitate
the process of decision making. For the development of skill, ‘knowledge must
be acquired in such a way that it is highly connected and articulated, so that
inference and reasoning are enabled as is access to procedural action. The resulting
organization of knowledge provides a schema for thinking and cognitive activity’
(Glaser, 1996, pp. 305-306). A schema is a cognitive structure that is developed
after repeated exposure to the same situation. It provides the person with a store
of knowledge and information about how to behave in a particular context (Hogg &
Vaughan, 2002). Schemas contain learned ‘scripts’ that are readily available for
enactment as required. By adulthood, we have developed thousands of schemas to
deal with a wide variety of people across a range of situations, such as checking-in
at an airport, shopping at the supermarket, or giving directions to a stranger on
the street.

It would seem that our implementation of schemas is guided by inner speech. In
examining this field, Johnson (1993) identified three main characteristics of inner
speech. Firstly, it is egocentric and used only for our own benefit, in that the producer
and intended receiver of the speech are one and the same person (oneself). Secondly, it
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is silent and is not the equivalent of talking or mumbling to oneself out loud. Thirdly,
it is compressed, containing a high degree of semantic embeddedness, so that single
words have high levels of meaning. Johnson used the analogy of a shopping list to
explain the operation of inner speech. When going to the supermarket, we just write
bread, biscuits, soap, etc., on a list. In the supermarket, when we look at the word
bread we know that we want a small, sliced, wholemeal loaf made by Bakegoods, and
we select this automatically. In a similar fashion, as we enter a restaurant, inner
speech reminds us of ‘restaurant’, and this in turn releases the schema and script
for this situation, thereby enabling us to activate ‘restaurant mode’. Other actions
within the restaurant will also be guided by inner speech (e.g. ‘ordering’, ‘compliment-
ing’, ‘paying’, or ‘complaining’). All of this usually takes place at a subconscious
level, which, as discussed earlier, is a key feature of skilled performance. Thus, as
explained by cognitive accessibility theory, schemas enable individuals to use cogni-
tive shortcuts when processing information and making decisions about how to
respond (Shen, 2004).

New situations can be difficult to navigate, since we have not developed rele-
vant schemas to enable us to operate smoothly and effectively therein. In any
profession, learning the relevant schemas and scripts is an important part of profes-
sional development. In their analysis of skill acquisition, Proctor and Dutta (1995)
demonstrated how as skill is acquired cognitive demands are reduced (the person no
longer has to think so much about how to handle the situation), and this in turn frees
up cognitive resources for other activities. An experienced teacher has a number of
classroom-specific schemas, such as ‘class getting bored’ and ‘noise level too high’,
each with accompanying action plans — ‘introduce a new activity’ or ‘call for order’.
These schemas are used both to evaluate situations and to enable appropriate and
immediate responses to be made. Experienced teachers build up a large store of
such schemas, and so are able to cope more successfully than novices. The same is
true in other professions. Veteran doctors, nurses, social workers, and salespeople
develop a range of work-specific schemas to enable them to respond quickly and
confidently in the professional context. This ability to respond rapidly and appropri-
ately is, in turn, a feature of skilled performance. In fact, speed of response is a
notable aspect of skilled interaction. Thus, in free-flowing interpersonal encounters,
less than 200 milliseconds typically elapses between the responses of speakers.
As summarised by Greene (2003, p. 53), ‘Perhaps most readily apparent of the
behavioral changes that occur as a person becomes more skilled at a given activity
is an increase in speed of task execution. One reason for this is that skilled indi-
viduals develop a cognitive capacity to analyse and evaluate available information
and make decisions about how best to respond. They will also have formulated a
number of contingency plans that can be implemented instantly should the initial
response fail. This flexibility to change plans, so as to adapt to the needs of the
situation, is another feature of skill.

8. Principle control
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Programmes must be related directly to our guiding principles or goals, and these,
in turn, control their implementation. In this sense, we have to create programmes that
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are compatible with our goals. However, as Parks (1994) pointed out, ‘unsuccessful
behavior often occurs because individuals lack the necessary programming to actual-
ize their principles’ (p. 603). This is particularly true when one is confronted by
unexpected events, for which programmes have not been fully developed.

9. System concept control

At the very top of this hierarchy is our system of idealised self-concepts. These drive
and control our principles, which in turn determine programmes, and so on. Someone
whose idealised self-concept included being a ‘trustworthy person’ would then
develop principles such as ‘always tell the truth’ and ‘fulfil one’s obligations’. Further
down the hierarchy, at the programme-control level, schemas would be formulated to
enable these principles to be operationalised across various contexts.

SOCIAL SKILLS AND MOTOR SKILLS

From the above analysis, it is obvious that there are similarities and differences
between social and motor skills. The parallels between the two sets of skill are not
perfect. However, the analogy between motor and social performance has stimulated
considerable debate, and there certainly are considerable areas of overlap. The main
similarities are that both sets of skill:

are goal-directed and intentional

involve high levels of cognitive control

encompass behaviour that is synchronised and situation-specific
are learned and improved through practice and feedback.

Sloboda (1986) used the acronym FRASK to describe the five central elements of
skilled performance: fluent, 7apid, automatic, simultaneous, and knowledgeable.

Fluency, in the form of a smooth, almost effortless display, is a feature of skill.
Compare, for example, the international ice skater with the person making a first
attempt to skate on the rink. Likewise, experienced TV interviewers make what is a
very difficult task look easy. Fluency subsumes two factors. Firstly, there is the over-
lapping of sequential events in that the preparations for action B are begun while
action A is still being performed. Thus, a car driver holds the gear lever while the
clutch is being depressed, while an interviewer prepares to leave a pause when coming
to the end of a question. Secondly, a set of actions are ‘chunked’ and performed as a
single unit. For instance, skilled typists need to see the whole of a word before
beginning to type it, and only then is a full set of sequenced finger movements put
into operation as a single performance unit. In a similar way, the greeting ritual —
smiling, making eye contact, uttering salutations, and shaking hands or kissing — is
performed as one ‘unit’.

Rapidity is a feature of all skilled action. An ability to respond rapidly means
that skilled individuals appear to have more time to perform their actions and as
a result their behaviour seems less rushed. The skilled person can ‘sum up’ situations
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and respond swiftly, so that performance becomes smoother and more fluid. In one
study of chess players, Chase and Simon (1973) showed novices and grandmasters
chessboards on which were placed pieces from the middle of an actual game. After
viewing the board for 5 seconds, they were asked to reconstruct the game on a blank
board. On average, novices correctly replaced 4 out of 20, whereas masters replaced
18 out of 20, pieces. Interestingly, in a second part of this study when the subjects
were shown a board on which the pieces were placed in a way that could not have
resulted from an actual chess game, masters performed no better than novices. Thus,
rapidity was related to actual chess playing. Socially skilled individuals develop a
similar ability in relation to specific contexts — for example, interviewers will know
how to deal with a vast array of interviewee responses. Again, this is context-related,
so that an experienced detective may be highly skilled during an interrogative
interview but less skilled in a counselling interview.

Automaticity refers to the fact that skilled actions are performed ‘without think-
ing’. We do not think about how to walk or how to talk — we just do it. Yet, in infancy,
both skills took considerable time and effort to acquire, and in cases of brain injury in
adulthood both may have to be relearned. The other feature of automaticity is that a
skill once acquired is in a sense mandatory, in that a stimulus triggers our response
automatically. When a lecture ends, the students immediately get up from their seats
and walk to the exit. Likewise as we pass someone we know, we look, smile, make an
eyebrow ‘flash’ (raised eyebrows), and utter a salutation (e.g. ‘Hello, how are you?’), get
a reciprocal gaze, smile, eyebrow flash, and a response (e.g. ‘Fine, thanks. And your-
self?’), give a reply (e.g. ‘Good’), as both parties walk on without having given much
thought to the encounter.

Simultaneity, or what has been termed multiple-task performance (Greene,
2003), is the fourth dimension of skill. The components of skilled activity are exe-
cuted conjointly, as in depressing the clutch with a foot, changing gear with one hand,
and steering the car with the other while looking ahead. Furthermore, because of the
high degree of automaticity, it is often possible to carry out an unrelated activity
simultaneously. Thus, experienced drivers carry out all sorts of weird and wonderful
concurrent activities, not least of which include operating the in-car entertainment
system, eating, drinking, shaving, reading, or applying make-up. Equally, the driver
can engage in the social skill of carrying on a deep philosophical discussion with
passengers while travelling at speed.

Knowledge, as discussed earlier, is important. Skill involves not just having
knowledge but actually applying it at the appropriate juncture. Knowing that the
green traffic light turning to amber means get ready to stop is not sufficient unless
acted upon, and indeed for some drivers seems to be taken as a signal to speed up
and race through the lights! Similarly, a doctor may know that a patient question
is a request for further information, but choose to ignore it so as to shorten the
consultation as part of a strategy of getting through a busy morning schedule.

Thus, the FRASK process applies to both social and motor skill. However, the
analogy between these two sets of skill is rejected by some theorists. For example,
Plum (1981) argued that the meaning of ‘good’ tennis playing can be easily measured
by widely agreed criteria, such as accuracy and points scored, whereas the meaning
of social acts cannot be so judged. Sanders (2003) later used this same analogy,
contending that there were two differences here, namely that:
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1 The specifics of performance outcome that can be enhanced by skill are less
apparent in social interaction than in tennis.
2 There is no standardised basis for score keeping in interpersonal encounters.

However, both of these can be countered. To take the commonly used analogy between
playing tennis and negotiating, the skilled negotiator, like the tennis player, can
be judged upon specified outcomes (percentage of pay increase, price of goods, and
so on). Secondly, behaviour analysts can evaluate negotiators along a range of
behavioural criteria, such as number of questions asked, behaviours labelled, counter-
proposals employed, and so on (see Rackham, 2003). This is not to say that there
are not differences between the sets of skills, as will be discussed later. Plum and
Sanders further argued that good motor skill equals success, yet good social skill is
purely subjective; for example, what is judged as an act of empathy by one person
could be viewed as an insensitive intrusion by someone else. Again, similar disputes
exist regarding motor skill operators. At soccer games, the author has often debated
vigorously with fellow spectators whether a forward was attempting to shoot or pass,
whether a goal was the result of a great striker or a terrible goalkeeper, and whether
the midfielder was capable of playing at national level or incapable even of playing
for the club side. Equally, it is agreed that often the most skilful sides do not win the
trophies — if they are lacking in team spirit, determination, and work-rate, or have not
had ‘the luck’.

Both Plum (1981) and Yardley (1979) have iterated that social skills are unique in
that only the people involved in interpersonal interaction understand the real meaning
of that interaction. This is certainly true in that, phenomenologically, no one else can
experience exactly what another person is experiencing. However, the same is also
true of motor skill operators. Television commentators frequently ask sportsmen after
a competition, ‘What were you trying to do at this point? or ‘What was going through
your mind here?’ as they watch a video replay of the action. This is to gain some
further insight into the event, and how it was perceived by the participants. While
such personal evaluations are important, so, too, are the evaluations of others. When
people are not selected at job interviews, do not succeed in dating, or fail in teaching
practice, they are usually regarded as lacking in skill, just as is the youth who fails to
get picked for a sports team or the car driver who fails the driving test.

Another argument put forward by Yardley (1979) is that social skills are not
goal-directed in the same way as motor skills. She opined that few individuals could
verbalise their superordinate goals during social interaction and that, furthermore,
social interaction is often valued in its own right rather than as a means to an end.
Again, however, these arguments can be disputed. It seems very probable that nego-
tiators, if asked, could state their superordinate goals during negotiations, while a
doctor would be able to do likewise when making a diagnosis. Furthermore, although
social interaction is often valued per se, it is likely that individuals could give
reasons for engaging in such interactions (to share ideas, pass the time, avoid loneli-
ness, and so on). In addition, motor skill operators often engage in seemingly aimless
activities, for which they would probably find difficulty in providing superordinate
goals (as when two people on the beach kick or throw a ball back and forth to one
another).

What is the case is that there are gradations of skill difficulty. Thus, opening a
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door is a relatively simple motor action to which we do not give much thought, while
using a head nod during conversation is similarly a socially skilled behaviour to which
we do not devote much conscious attention. On the other hand, piloting a jumbo jet or
defending a suspected murderer in court involves more complex skills, and requires
much more planning and monitoring.

However, while there are numerous similarities between social and motor skills,

there are also four key differences.

1

Social interaction, by definition, involves other people, whereas many motor
skills, such as operating a machine, do not. The goals of the others involved
in interaction are of vital import. Not only do we pursue our own goals, but
we also try to interpret the goals of the other person. If these concur, social
interaction will be facilitated, but if they conflict, interaction can become
more difficult. Parallels can more readily be drawn with social skills when
motor skill operation involves the participation of others. Thus, as mentioned
earlier, an analogy is often made between a game such as tennis and a
social encounter such as negotiating. Both players make moves, try to antici-
pate the actions of their opponent, win ‘points’, and achieve a successful
outcome. At the same time, of course, while the ‘games’ analogy is useful,
there are differences between the two contexts that must be borne in mind.
For example, in tennis there are strict pre-set routines that must be followed,
determined by hard-and-fast rules, coupled with a rigid scoring system. None
of this applies during negotiations, where the rules and routines are usually
more fluid.

While the emotional state of the person can influence motor skill performance,
the affective domain plays a more central role in interpersonal contexts. We
often care about the feelings of other people, but rarely worry about the feel-
ings of machines. The way we feel about others directly affects how we per-
ceive their behaviour and the way in which we respond to them. The concept
of ‘face’ is important here. Skilled individuals are concerned with maintaining
the esteem of both self and others. ‘Face’ in this sense refers to the social
identities we present to others — it is the conception of who we are and of the
identities we want others to accept of us. Maintaining or saving face is an
underlying motive in the social milieu. Metts and Grohskopf (2003) identified
two types of facework that are important in skilled performance: (a) preventive
Jacework involves taking steps to avoid loss of face before it happens;
(b) corrective facework is concerned with attempts to restore face after it has
been lost.

The perceptual process is more complex during interpersonal encounters. There
are three forms of perception in social interaction: first, we perceive our own
responses (we hear what we say and how we say it, and may be aware of our
non-verbal behaviour); second, we perceive the responses of others; third, there
is the field of metaperception, wherein we attempt to perceive how the other
person is perceiving us and to make judgements about how others think we are
perceiving them.

Personal factors relating to those involved in social interaction have an import-
ant bearing upon the responses of participants. This would include the age,
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gender, and appearance of those involved. For example, two members of the
opposite sex usually engage in more eye contact than two males.

These differences between social and motor skill will be further discussed in Chapter 2,
where an operational model of skilled performance is presented.

OVERVIEW

This chapter has examined the core elements of skilled performance as identified in the
study of perceptual-motor skill, and related them directly to the analysis of social skill.
While certain differences exist between the two, there are also a number of features of
skilled performance that are central to each, namely, the intentionality, learning, con-
trol, and synchronisation of behaviour. The realisation that such similarities exist has
facilitated a systematic and coherent evaluation of social skill. As summarised by Bull
(2002, p. 22), “The proposal that communication can be regarded as a form of skill
represents one of the main contributions of the social psychological approach to
communication. Indeed, it has been so influential that the term “communication skill”
has passed into the wider culture.’

This has resulted in concerted efforts to determine the nature and types of
communication skill in professional contexts, and guided training initiatives to
encourage professionals to develop and refine their own repertoire of socially skilled
behaviours. However, both of these facets are dependent upon a sound theoretical
foundation. This chapter has provided a background to such theory. This will be
extended in Chapter 2, where an operational model of interpersonal skill in practice
is delineated. As the present chapter has shown, although there are differences
between motor and social skills, there are ample similarities to allow useful parallels
to be drawn between the two, and to employ methods and techniques to identify
and analyse the former in the examination of the latter. In this way, interpersonal
communication can be conceptualised as a form of skilled performance.
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Chapter 2

Skill in practice:
An operational model
of communicative

performance
Owen Hargie

HIS CHAPTER FURTHER EXPLORES the analogy between

motor skill and social skill, as discussed in Chapter 1. In particular,
it examines the central processes involved in the implementation of
skilled behaviour, and evaluates the extent to which a motor skill model
of performance can be operationalised in the study of interpersonal
communication. A model of interaction, based upon the skills paradigm,
is presented. This model is designed to account for those features of
performance that are peculiar to social encounters.

MOTOR SKILL MODEL

Several models of motor skill, all having central areas in common, have
been put forward by different theorists. An early example of this type
of model was the one presented by Welford (1965), in the shape of a
block diagram representing the operation of perceptual motor skills,
in which the need for the coordination of a number of processes in
the performance of skilled behaviour is highlighted. As shown in
Figure 2.1, this represents the individual as receiving information about
the outside world via the sense organs (eyes, ears, nose, hands, etc.). A
range of such perceptions is received, and this incoming information is
held in the short-term memory store until sufficient data have been
obtained to enable a decision to be made about an appropriate response.
As explained by action assembly theory (Greene, 2000), responses are
gradually assembled by the individual, taking into account information
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Figure 2.1 Welford’s model of the human sensory-motor system

stored in long-term memory, in terms of previous responses, outcomes associated
with these responses, and impinging situational factors (see Chapter 9 for further
discussion on the role of memory in skilled performance). After all of this data has
been sifted, a response is made by the effector system (hands, feet, voice, and so on). In
turn, the outcome of this response is monitored by the sense organs and perceived by
the individual, thereby providing feedback that can be used to adjust future responses.

To take a practical example, let us consider a golfer on the green about to make a
putt. Here, the golfer observes (perception) the position of the ball in relation to the
hole, the lie of the land between ball and hole, and the prevailing weather conditions.
All of this information is held in short-term memory store and compared with data
from the long-term memory store regarding previous experience of similar putts in
the past. As a result, decisions are made about which putter to use and exactly how the
ball should be struck (translation from perception to action: choice of response). The
putt is then carefully prepared for as the golfer positions hands, body, and feet (control
of response). The putt is then executed (effectors), and the outcome monitored (sense
organs) to guide future decisions.

Argyle (1972) applied this model to the analysis of social skill (Figure 2.2). His
model was a slightly modified version of Welford’s, in which the flow diagram was
simplified by: removing the memory store blocks; combining sense organs and percep-
tion, control of responses, and effectors; and adding the elements of motivation and
goal. An example of how this model can be applied to the analysis of motor perform-
ance is as follows. Someone is sitting in a room in which the temperature has become
too warm (motivation), and therefore wants to cool down (goal). This can be achieved
by devising a range of alternative plans of action (translation), such as opening a
window, removing some clothing, or adjusting the heating system. Eventually, one of
these plans is carried out: a window is opened (motor response), and the situation is
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Figure 2.2 Argyle’s motor skill model

monitored. Cool air then enters the room, making the temperature more pleasant
(changes in outside world). This change in temperature is available as feedback that
can be perceived by the individual, to enable goal achievement to be evaluated.

A simple example of the application of this motor skill model to a social context
would be a woman meeting a man whom she finds very attractive (motivation), and
wanting to find out his name (goal). To do so, various plans of action are translated
(e.g. ask directly, give own name and pause, ask someone to effect an introduction).
One of these is then carried out, such as the direct request: ‘What’s your name?’
(response). This will result in some response from the other person: ‘Norris’ (changes
in the outside world). His response is available as feedback, which she hears while also
observing his non-verbal reactions to her (perception). She can then move on to the
next goal (e.g. follow-up response, or terminate discussion).

At first sight, then, it would appear that this motor skill model can be applied
directly to the analysis of social skill. However, there are several differences between
these two sets of skills, which are not really catered for in the basic motor skill model.
In fact, many of these differences were recognised by Argyle (1967) in the first edition
of The Psychology of Interpersonal Behaviour when he attempted to extend the basic
model to take account of the responses of the other person in the social situation, and
of the different types of feedback that accrue in interpersonal encounters. However,
this extension did not really succeed and was dropped by Argyle in later editions.

Subsequently, few attempts were made to expand the basic model to account for
the interactive nature of social encounters. Pendleton and Furnham (1980), in critically
examining the relationship between motor and social skill, did put forward an
expanded model, albeit applied directly to doctor—patient interchanges. Furnham
(1983) later pointed out that, although there were problems with this interactive model,
it was a ‘step in the right direction’. In the earlier editions of the present book, a model
was presented which built upon the Pendleton and Furnham extension, in an attempt
to cater for many of the special features of social skill. This model was subsequently
revised and adapted by Millar, Crute and Hargie (1992); Dickson, Hargie and Morrow
(1997); Hargie and Tourish (1999); and Hargie and Dickson (2004). These revised
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models all attempted to account for the differences between social and motor perform-
ance as discussed in Chapter 1.

However, it is difficult to devise an operational model of skilled performance that
provides an in-depth representation of all the facets of interaction. Such a model would
be complicated and cumbersome. As a result, a relatively straightforward, yet robust,
extension has been formulated. This model, as illustrated in Figure 2.3, takes into
account the goals of both interactors, the influence of the person—situation context,
and the fact that feedback comes from our own as well as the other person’s responses.
In addition, the term ‘translation’ has been replaced by ‘mediating factors’, to allow for
the influence of emotions, as well as cognitions, on performance. The interrelationship
between mediation and goals, perception, and responses is also acknowledged. Thus,
as a result of mediating processes, we may abandon present goals as unattainable and
formulate new ones; how we perceive others is influenced (usually subconsciously) by
our existing cognitive structure and emotional state (as depicted by the dashed arrow
in Figure 2.3); and our responses help to shape our thoughts and feelings (as in the
adage, how do I know what I think until I hear what I say?). This model can best be
explained by providing an analysis of each of the separate components.

GOALS AND MOTIVATION

40

As discussed in Chapter 1, a key feature of skilled performance is its goal-directed,
intentional nature. The starting point in this model of social interaction is therefore
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Figure 2.3 Model of skilled communicative performance
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the goal being pursued, and the related motivation to achieve it. The link between
needs, motivation, and goal is also recognised. As pointed out by Slater (1997,
p. 137), “The presence of various goals or motivations changes the nature of affect
and cognitions generated, and of subsequent behaviors. In essence, goals shape
behaviour, while motivation determines the degree of commitment to pursue a par-
ticular goal. Carlson (1990, p. 404) described motivation as ‘a driving force that moves
us to a particular action. ... Motivation can affect the nature of an organism’s
behavior, the strength of its behavior, and the persistence of its behavior. The motiv-
ation that an individual has to pursue a particular goal is, in turn, influenced by needs.
There are many needs that must be met in order to enable the individual to live life to
the fullest. Different psychologists have posited various categorisations, but the best
known hierarchy of human needs remains the one put forward by Maslow (1954), as
shown in Figure 2.4.

At the bottom of this hierarchy, and therefore most important, are those
physiological needs essential for the survival of the individual, including the need
for water, food, heat, and so on. Once these have been met, the next most important
needs are those connected with the safety and security of the individual, including
protection from physical harm and freedom from fear. These are met in society by
various methods, such as the establishment of police forces, putting security chains
on doors, or purchasing insurance policies. At the next level are belonging and love
needs, such as the desire for a mate, wanting to be accepted by others, and striving
to avoid loneliness or rejection. Getting married, having a family, or joining a club,
society, or some form of group, are all means whereby these needs are satisfied.
Esteem needs are met in a number of ways: for instance, occupational status,

Self-actualisation
needs
(To realise one’s potential,
achieve self-fulfilment)

Esteem needs
(Self-respect and the esteem of others)
Belongingness and love needs
(Love, affection and the need to belong)

Safety needs
(Security, freedom from fear, dependency)

Physiological needs
(Water, food, heat, etc.)

Figure 2.4 Maslow’s hierarchy of human needs
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achievement in sports, or success in some other sphere. At a higher level is the need for
self-actualisation, by fulfilling one’s true potential. People seek new challenges, feeling
the need to be ‘stretched’ and to develop themselves fully. Thus, someone may give up
secure salaried employment in order to study at college or set up in business.

Maslow argued that only when basic needs have been achieved does the indi-
vidual seek higher needs. The person who is suffering from hunger will usually seek
food at all costs, even risking personal safety, and is unlikely to worry about being
held in high esteem. At a higher level, someone deeply in love may publicly beg a
partner not to leave, thereby foregoing self-esteem. However, it should be recognised
that this hierarchy does not hold in all cases. Needs can also be influenced directly by
individual goals. One example of this is political prisoners starving themselves to
death in an attempt to achieve particular political objectives. But for the most part this
hierarchy of needs holds true, and the behaviour of an individual can be related to
existing level of need. Similarly, people can be manipulated either by promises that
their needs will be met, or threats that they will not be met. Politicians promise to meet
safety needs by reducing the crime rate and improving law and order, computer-
dating firms offer to meet love needs by providing a partner, while company manage-
ment may threaten various needs by warning workers that if they go on strike the
company could close and they would lose their jobs.

Skilled performers take account of the needs of those with whom they interact.
For example, effective salespeople have been shown to ascertain client needs early in
the sales encounter and then tailor their responses to address these needs (Hargie,
Dickson & Tourish, 2004). One of the generic needs during social encounters is the
quest for uncertainty reduction. We want to know what is expected of us, what the
rules of the interaction are, what others think of us, what relationship we will have
with them, and so on. In other words, we have a need for high predictability and are
happier in familiar situations with low levels of uncertainty about what to expect and
how to behave (Clampitt & Williams, 2004). In interpersonal encounters, skilled indi-
viduals take cognisance of the desire for others to have uncertainty reduced. For this
reason, skilled professionals take time at the outset of consultations with clients to
clarify goals and agree objectives (Hargie & Dickson, 2004).

Motivation is therefore important in determining the goals that we seek in social
interaction. Indeed, traditionally, motivation has been defined as ‘the process by which
behavior is activated and directed toward some definable goal’ (Buck, 1988, p. 5). Our
behaviour, in turn, is judged on the basis of the goals that are being pursued. As the
model outlined in Figure 2.3 illustrates, both parties to an interaction have goals. This
is important, since those who can accurately interpret the behaviour of other people in
terms of goals tend to be more successful in achieving their own goals (Berger, 2000).
Our goals are determined in three main ways (Oettingen & Gollwitzer, 2004), in that
they can be:

1 Assigned. Goals may be decided for us by others (e.g. parents, teachers,
managers), who tell us what goals we should (and should not) pursue.

2 Self-set. Here, goals are freely chosen by the individual.

3 Participative. In this case, goals are openly agreed in interaction with others.

Goal conflict may occur where goals being pursued by both sides do not concur, or
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where there is internal inconsistency in goals. Informing a good friend of an annoying
habit, while maintaining the same level of friendship, would be one example of the latter.
Encounters such as this obviously require skill and tact. Yet we know little about how
to ensure success in such situations. We have goals and those with whom we interact
also have goals, and these may not concur. However, for relationships to develop, ways
must be found of successfully negotiating mutual goal achievement. Despite a great
deal of interest in the subject of goal-directed action, relatively little work has been
carried out to investigate the process whereby communicators negotiate intentions.

What is clear is that goals, needs, and our motivation to satisfy these, all play
a vital role in skilled performance. Once appropriate goals have been decided upon,
they have an important bearing on our perceptions, behaviour, and the intervening
mediating factors.

MEDIATING FACTORS

The term ‘mediating factors’ refers to those internal states, activities, or processes
within the individual that mediate between the feedback perceived, the goal being
pursued, and the responses that are made. What has been termed the ‘mediated mind’
(Lucariello, Hudson, Fivush & Bauer, 2004) is therefore an important feature of inter-
personal communication. Mediating factors influence the way in which people and
events are perceived, and determine the capacity of the individual to assimilate,
process, and respond to the social information received during interpersonal encoun-
ters. It is at this stage that the person makes decisions about appropriate courses of
action for goal achievement. This is part of the process of feedforward, whereby the
individual estimates the likely outcome of particular responses in any given context.
There are two core mediating factors, cognition and emotion.

Cognition

As discussed in Chapter 1, cognition plays a very important role in skilled communi-
cation, in terms of control of responses. This is because ‘it is in the mind that inten-
tions are formulated, potential courses of action considered, and efferent commands
generated’ (Greene, 1988, p. 37). Cognition has been defined as ‘all the processes by
which the sensory input is transformed, reduced, elaborated, stored, recovered and
used’ (Neisser, 1967, p. 4). This definition emphasises the following aspects:

. Cognition involves transforming, or decoding and making use of the sensory
information received.

. To do so, it is often necessary to reduce the amount of information attended to,
in order to avoid overloading the system.

. Conversely, at times, we have to elaborate upon minimal information by making
interpretations, judgements, or evaluations (e.g. ‘He is not speaking to me
because I have upset hin’).

. Information is stored either in short-term or long-term memory. While there is
debate about the exact nature and operation of memory, there is considerable
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evidence to support the existence of these two systems (Bentley, 1993). Short-
term memory has a limited capacity for storage, allowing for the retention of
information over a brief interval of time (no more than a few minutes), while
long-term memory has an enormous capacity for storage of data that can be
retained over many years. Thus, information stored in short-term memory is
quickly lost unless it is transferred to the long-term memory store. For instance,
we can usually still remember the name of our first teacher at primary school,
yet a few minutes after being introduced to someone for the first time we may
have forgotten the name. The process of context-dependent coding is important.
Remembering occurs by recalling the context of the original event. When we
meet someone we recognise but cannot place, we try to think where or when we
met that person before — in other words, we try to put the individual in a
particular context. A similar process occurs in social situations, whereby we
evaluate people and situations in terms of our experience of previous similar
encounters. Short-term memory is important in skilled performance in terms
of listening and retaining information about the responses of others so as to
respond appropriately (see Chapter 9).

. Information that is stored is recovered or retrieved to facilitate the process of
decision making and problem solving. As expressed by Meyer (2000, p. 183),
‘Prior to addressing a communication goal, speakers retrieve from long-term
memory knowledge about how that goal has been addressed in the past.

While some thoughts are purposeful and goal-oriented, other cognitive activity may
be disordered, less controlled, and more automatic, or involuntary, in nature. The
extent to which these erratic thoughts determine the main direction of mental activity
varies from one person to another, but is highest in certain pathological states, such as
schizophrenia, where a large number of unrelated thoughts may ‘flood through’ the
mind. Socially skilled individuals have greater control over cognitive processes and
use these to facilitate social interaction. Snyder (1987) demonstrated how those high in
social skill have a capacity for monitoring and regulating their own behaviour in
relation to the responses of others — a system he termed self-monitoring. This process
of regulation necessitates an awareness of the ability level of the person with whom
one is interacting and of the ‘way they think’, since, as Wessler (1984, p. 112) pointed
out, ‘In order to interact successfully and repeatedly with the same persons, one must
have the capacity to form cognitive conceptions of the others’ cognitive conceptions.’
Such metacognition is very important in forming judgements about the reasons for
behaviour. However, as with many of the processes in skilled performance, there is
an optimum level of metacognition, since, if overdone ‘all of this thinking about
thinking could become so cumbersome that it actually interferes with communication’
(Lundsteen, 1993, p. 107). In other words, it is possible to ‘think oneself out of” actions.

However, highly skilled individuals have the ability to ‘size up’ people and
situations rapidly, and respond in an appropriate fashion. Such ability is dependent
upon the capacity to process cognitively the information received during social
interaction.
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Emotion

The importance of mood and emotional state in the communication process and the
part they play in shaping our relationships with others has been clearly demonstrated
(Planalp, 2003). The effective control of emotion is a central aspect of socially skilled
performance. For this reason, measures of the emotional domain figure prominently
in interpersonal skill inventories (Bubas, 2003). Skilled individuals are adept both at
encoding their own emotions, and at accurately decoding and responding appropri-
ately to the emotional state of others (Burleson, 2003). Being responsive to the emo-
tional needs of others is a key aspect of effective relational communication (Clark,
Fitness & Brissette, 2004). Indeed, one of the characteristics of dysfunctions of per-
sonality, such as psychopathy, is emotional malfunction (Mitchell & Blair, 2000). The
central role played by the affective domain in interpersonal encounters was aptly
summarised by Metts and Bowers (1994) as follows:

Emotion is a fundamental, potent, and ubiquitous aspect of social life. Affective
arousal forms a subtext underlying all interaction, giving it direction, intensity,
and velocity as well as shaping communicative choices. Emotion is also one
of the most consequential outcomes of interaction, framing the interpretation
of messages, one’s view of self and others, and one’s understanding of the
relationship that gave rise to the feeling. (p. 508)

Differing theoretical perspectives exist concerning the nature and cause of emotion
(Anderson & Guerrero, 1998; Manstead, Frijda & Fischer, 2004). An early viewpoint
put forward by James (1884) was that emotions were simply a category of physio-
logical phenomena resulting from the perception of an external stimulus. Thus,
James argued, you see a bear, and the muscles tense and glands secrete hormones to
facilitate escape — as a result, fear is experienced. However, this view was under-
mined by later research which demonstrated that patients who had glands and
muscles removed from the nervous system by surgery nevertheless reported the
feeling of affect. Later theorists emphasised the link between cognition and emotion,
and highlighted two main elements involved in the subjective experience of the
latter: first, the perception of physiological arousal; and, second, the cognitive evalu-
ation of that arousal to arrive at an emotional ‘label’ for the experience (Berscheid,
1983).

However, differences persist about the exact nature of the relationship between
cognition and emotion (Hartel, Kibby & Pizer, 2004). Centralist theorists purport that
a direct causal relationship exists between cognitive and affective processes, the latter
being caused by the former. Within this model, irrational beliefs would be seen as
causing fear or anxiety, which, in turn, could be controlled by helping the individual to
develop a more rational belief system. This perspective is regarded by others as being
an oversimplification of what is viewed as a more complex relationship between
cognition and affect. It is argued that emotional states can also cause changes in
cognition, so that an individual who is very angry may not be able to ‘think straight’,
while it is also possible to be ‘out of your mind’ with worry. In this sense, there does
seem to be a reciprocal relationship, in that the way people think can influence how
they feel and vice versa. As summarised by Parrott (2004, p. 12), ‘Emotions usually
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occur because events have been interpreted in a certain way, and, once emotions occur,
people often think in a somewhat altered manner.

Cognition has been conceptualised as comprising two main dimensions: analytic
cognition, which is rational, sequential, and reason-oriented; and, syncretic cognition,
which is more holistic and affective in nature. Chaudhuri and Buck (1995), for
example, found that differing types of advertisement evoked different forms of cogni-
tive response in recipients. Thus, advertisements that employed product information
strategies strongly encouraged analytic cognition and discouraged syncretic (or affect-
ive) cognition, whereas those using mood-arousal strategies had the converse effect.
There may be individual differences in cognitive structure, in that with some people
analytic thought drives central processing, while others are more affective in the way
they think. It is also likely that when we interact with certain people, and in specific
settings, affective cognition predominates (e.g. at a family gathering), whereas in other
contexts analytic cognition is more likely to govern our thought processes (e.g. negoti-
ating the price of a car with a salesperson in a garage showroom). More research is
required to investigate the exact determinants of these two forms of cognition.

Emotion itself has been shown to have three main components: first, the direct
conscious experience or feeling of emotion; second, the physiological processes that
accompany emotions; and third, the observable behavioural actions used to express
and convey them. Izard (1977, p. 10), in noting these three processes, pointed out that
‘virtually all of the neurophysiological systems and subsystems of the body are
involved in greater or lesser degree in emotional states. Such changes inevitably affect
the perceptions, thoughts and actions of the person.” As a result, the individual who is
in love may be ‘blind’ to the faults of another and fail to perceive negative cues, while
someone who is very depressed is inclined to pick up negative cues and miss the
positive ones. Similarly, a happy person is more confident, ambitious, and helpful,
smiles more, and joins in social interaction, while a sad person is more cautious,
makes more negative assessments of self and goal-attainment likelihood, has a flatter
tone of voice, and generally avoids interaction with others (Burleson & Planalp, 2000).

Emotional states are, therefore, very important in terms of both our perception
of the outside world and how we respond to it. The importance of the affective
domain is evidenced by the vast array of words and terms used to describe the variety
of emotional states that are experienced. Bush (1972) accumulated a total of 2186 emo-
tional adjectives in English, while Averill (1975) identified a total of 558 discrete
emotional labels, and Clore, Ortony and Foss (1987) found 255 terms referring to core
emotions. The fact that we have a very large number of terms to describe emotional
states is one indication of the importance of this domain. However, Power and
Dalgleish (1997), in a major review of the field, concluded that these can be distilled to
five basic emotions — sadness, happiness, anger, fear and disgust. They further argued
that from each of these basic emotions a range of related complex emotions is
derived. Thus, ‘happiness’ is the foundation for, infer alia, ‘joy’, ‘nostalgia’, and ‘love’.
There are also behaviours associated with the expression of these emotions, so, for
example, love involves kissing, hugging, and extensive mutual gaze.

Another distinction has been made between ‘secondary’ emotions, which are
seen as thought-imbued and unique to humans, and ‘primary’ emotions, which are also
experienced by other animals. For example, all animals experience fear, anger, happi-
ness, sadness, and surprise, but it is argued that feelings such as disillusionment,
cynicism, respect, pride, and optimism are specific to humans. There is some evidence
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that messages using secondary emotional labels have greater social impact, and are
more persuasive, than those employing primary emotions (Vaes, Paladino & Leyens,
2002).

While emotion and cognition are the two main aspects focused upon in this
chapter, there are other related mediating factors that influence how we process
information. This was highlighted by Miller, Cody and McLaughlin (1994, p. 187), who
noted that ‘individuals also enter into situations with preexisting experiences, beliefs
and knowledge, resources, emotional tendencies, and so forth, all of which may not only
affect what situation we enter but how we color and construe the current situation and
make subsequent behavioral choices’. In this sense, ‘communication phenomena are
surface manifestations of complex configurations of deeply felt beliefs, values and
attitudes’ (Brown & Starkey, 1994, p. 808). Thus, our values, attitudes, and beliefs
affect our perceptions, actions, cognitions, and emotions. Our political, moral, and
religious beliefs and values therefore influence our actions and reactions to others.
These also affect our attitudes toward other people, which, in turn, affect our thoughts,
feelings, and behaviour during social encounters.

Our attitudes are affected not only by our beliefs and values, but also by previous
experiences of the person with whom we are interacting, and by our experiences of
similar people. All of these factors come into play at the decision-making stage during
interpersonal encounters. For the most part, this mediating process of translating
perceptions into actions takes place at a subconscious level, thereby enabling faster,
smoother responses to be made. As highlighted in Chapter 1, a feature of skilled
performance is the ability to operate at this subconscious level, while monitoring the
situation to ensure a successful outcome.

RESPONSES

Once a goal and related action plan have been formulated, the next step in the
sequence of skilled performance is to implement this plan in terms of social res-
ponses. It is the function of the response system (voice, hands, face, etc.) to carry out
the plan in terms of overt behaviours, and it is at this stage that skill becomes
manifest. Social behaviour can be categorised as shown in Figure 2.5.

Thus, an initial distinction is made between linguistic and non-linguistic
behaviour. Linguistic behaviour refers to all aspects of speech, including the actual
verbal content (the words used), and the paralinguistic message associated with it.
Paralanguage refers to the way in which something is said (pitch, tone, speed, volume
of voice, accent, pauses, speech dysfluencies, etc.). Non-linguistic behaviour involves
all of our bodily communication and is concerned with the study of what we do rather
than what we say. While there are many approaches to the analysis of non-verbal
behaviour (Manusov, 2005), this domain encompasses the following three main
categories.

1 Tacesics is the study of bodily contact — in other words, with what parts of the
body we touch one another, how often, with what intensity, in which contexts,
and to what effect.

2 Proxemics is the analysis of the spatial features of social presentation — that is,
the social distances we adopt in different settings, how we mark and protect
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SOCIAL BEHAVIOUR

Linguistic Non-linguistic

Verbal Paralinguistic Tacesics Proxemics Kinesics

Figure 2.5 Main categories of social behaviour

personal territory, the angles at which we orient toward one another, and the
standing or seating positions we take up.

Kinesics is the systematic study of body motion — the meanings associated with
movements of the hands, head, and legs, the postures we adopt, and our gaze
and facial expressions.

These aspects of social behaviour are discussed fully throughout the remaining
chapters of this book.

One important element of individual behaviour is the concept of style, defined

by Norton (1983) as ‘the relatively enduring pattern of human interaction associated
with the individual’ (p. 19), involving ‘an accumulation of “microbehaviors” ... that
add up to a “macrojudgment” about a person’s style of communicating’ (p. 38). Norton
identified the following nine main communicative styles, each of which can be
interpreted as a continuum:

1

Dominant/submissive. Dominant people like to control social interactions, give
orders, and be the centre of attention; they use behaviours such as loud volume
of voice, interruptions, prolonged eye contact, and fewer pauses to achieve
dominance. At the opposite end of this continuum, submissive people prefer to
keep quiet, stay out of the limelight, and take orders.

Dramatic/reserved. Exaggeration, storytelling, and non-verbal communication
are techniques used by dramatic individuals who tend to overstate their mes-
sages. At the other end of the continuum is the reserved type of person, who is
quieter, modest, and prone to understatement.

Contentious/affiliative. The contentious person is argumentative, provocative, or
contrary, as opposed to the agreeable, peace-loving, affiliative individual.
Animated/inexpressive. An animated style involves making use of hands, arms,
eyes, facial expressions, posture, and overall body movement to gain attention
or convey enthusiasm. The converse here is the dull, slow-moving, inexpressive
person.
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5 Relaxed/frenetic. This continuum ranges from people who do not get over-
excited, always seem in control, and are never flustered, to those who are tense,
quickly lose self-control, get excited easily, and behave frenetically.

6 Attentive/inattentive. Attentive individuals listen carefully to others and display
overt signs of listening such as eye contact, appropriate facial expression, and
posture. Inattentive individuals, on the other hand, are poor listeners who do not
make any attempt to express interest in what others are saying.

7 Impression-leaving/insignificant. The impression-leaving style is characterised
by flamboyant individuals who display a visible or memorable style of communi-
cating and leave an impression on those whom they meet. They are people who,
for example, wear loud clothes, have unusual hairstyles, or exhibit a controversial
interactive manner. The opposite of this is the insignificant individual who ‘fades
into the fabric’ of buildings, is non-controversial, and dresses conservatively.

8 Open/closed. Open people talk about themselves freely, and are approachable,
unreserved, candid, and conversational. At the opposite end of this continuum
are very closed individuals who disclose no personal information, are guarded,
secretive, and loath to express opinions, and ‘keep themselves to themselves’
(see Chapter 8 for further discussion on self-disclosure).

9 Friendly/hostile. This style continuum ranges from the friendly person who
smiles frequently, and is happy, very rewarding, and generally non-competitive,
to the hostile person who is overtly aggressive, highly competitive, and very
unrewarding.

Most people can be evaluated overall in terms of these continua, although style of
communication can also be affected by situations. A dominant teacher in the class-
room may be submissive during staff meetings, while a normally friendly individual
may become hostile when engaging in team sports. Nevertheless, there are elements
of style that endure across situations, and these have a bearing on a number of facets
of the individual. For example, someone who tends to be dominant, frenetic, inatten-
tive, or hostile will probably not make a good counsellor. Similarly, a very dominant
person is unlikely to marry someone equally dominant.

As discussed in Chapter 1, behaviour is the acid test of skill. If someone always
fails miserably at actual negotiation we would not call that person a skilled negotiator.
For this reason, much of this text is devoted to an analysis of a wide array of responses
in terms of skills, styles, and strategies. However, in order to respond appropriately, it is
also necessary to be aware of available feedback during communication.

FEEDBACK

It is now well documented that a key feature in skill acquisition is the receipt of
accurate and timely feedback on performance (Greene, 2003). Feedback enables us to
monitor our progress toward goal achievement (Locke & Latham, 1990). As noted by
Tourish and Hargie (2004, p. 188), “The more channels of accurate and helpful feed-
back we have access to, the better we are likely to perform.” ‘Feedback’ is a term
derived from cybernetics (the study of automatic communication and control in sys-
tems), which is the method of controlling a system by reinserting into it the results of
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its past performance. This concept of feedback as a control process operates on the
basis that the output of a system is ‘fed back’ into it as additional input, which, in
turn, serves to regulate further output (Annett, 1969). In this way, a thermostat on a
central heating unit acts as a servomechanism, automatically feeding back details of
the temperature into the system, which then regulates heating output. One important
difference between this mechanistic view and its application to the interpersonal
domain is that people actively interpret feedback. Thus, a message intended as posi-
tive feedback by the sender may be construed as negative by the receiver. Likewise,
feedback from others may be either not picked up at all, or perceived and rejected.

Nevertheless, once a response has been carried out, feedback is available to
determine its effects and enable subsequent responses to be shaped in the light of this
information. To perform any task efficiently, it is necessary to receive such feedback
so that corrective action can be taken as required. Thus, sighted individuals would
find it very difficult to write a letter, make a cup of coffee, or even walk along a
straight line in the absence of visual feedback. As Sloboda (1986, pp. 32-33) put it:
‘Feedback of one sort or another is essential to all skill acquisition. One cannot
improve unless one has ways of judging how good present performance is, and in
which direction change must occur.’

Within the sphere of social interaction, we receive feedback from the reactions of
other people, as messages are received and transmitted in a continuous return loop. The
importance of such feedback was illustrated in a study of advice giving during sup-
portive encounters, which concluded: ‘before giving advice, it is important to determine
whether advice is even wanted. The support seeker’s receptiveness to advice has a
significant influence on whether the advice is liked, assists with coping, or is adopted’
(MacGeorge, Feng, Butler & Budarz, 2004, p. 68). As well as getting feedback from the
other person, we also receive self-feedback, which provides information about our own
performance (see Figure 2.3). For example, if we ask a question which we immediately
perceive to be poorly worded, we may rephrase the question before the listener has had
an opportunity to respond. High self-monitors more readily access such information
and by so doing control the images of self they project to others. Our self-perceptions
over time help us to shape our attitudes, values, beliefs, and personality. We develop
self-schemata regarding the type of person we think we are, and our self-concept in
turn influences the way in which encounters with others are perceived and interpreted.

Fitts and Posner (1973) identified three main functions of feedback:

1 To provide motivation to continue with a task — if feedback suggests the possi-
bility of a successful outcome. In this way, feedback enables performance to be
evaluated. For example, a salesperson who believes the customer is showing
interest is likely to be more motivated to try to clinch the sale.

2 To provide knowledge about the results of behaviour. Whether the sale is suc-
cessful or not will help to shape the salesperson’s future sales attempts — to
replicate the same approach or make appropriate changes.

3 To act as a form of reinforcement from the listener, encouraging the speaker to
continue with the same type of messages. Thus, during an interaction, feedback
in the form of comments, such as ‘I fully agree’ or ‘Great idea’, and non-verbal
behaviours, including smiles and head nods, are overt positive reinforcers (see
Chapter 5).
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What is referred to as backchannel behaviour has been shown to be a key form of
feedback. This allows the listener to feed back information (agreement, disagreement,
interest, involvement, etc.) to the speaker on an ongoing yet unobtrusive basis, in the
form of vocalisations (‘m-hm’, ‘uh-huh’), head nods, posture, eye movements, and
facial expressions. The skilled speaker engages in track-checking behaviour by moni-
toring these backchannel cues to assess whether the message is being understood and
accepted, and is having the intended impact. This enables adjustments to be made to
the delivery as necessary. Research findings indicate cross-cultural differences in type
and degree of backchannel behaviour, and also show that judgements of communica-
tion skill are higher where interactors display similar levels of backchannel cues
(Kikuchi, 1994).

In interpersonal communication, we are bombarded by a constant stream of
sensory stimulation, in the form of noises, sights, smells, tastes, and tactile sensations.
While bodily olfaction has a very important communicative function that can affect
the relationships we develop with others (Serby & Chobor, 1992), in Western society,
bodily odours are often camouflaged by the application of various types of artificial
scent. During social encounters, we therefore receive most perceptual information
through the eyes and ears, and, to a lesser extent, tactile senses. Indeed, we receive
such a barrage of sensory input that it is necessary to filter out some of the available
stimuli, to deal more effectively with the remainder. In their analysis of skilled per-
formance, Matthews, Davies, Westerman and Stammers (2000, p. 67) noted how, ‘For
more than a century, there has been explicit recognition that human cognitive per-
formance involves a process of attentional selectivity.’ This is because ‘the capacity of
human information processing is limited. We cannot process all stimuli that reach our
sensory system’ (Fiedler & Bless, 2001, pp. 125-126). Thus, we employ a selective
perception filter to limit the amount of information that is consciously perceived,
while storing the remainder at a subconscious level. For example, in a lecture context,
students are bombarded by stimuli in terms of the voice of the lecturer, the noises
made by other students, the pressure of their feet on the floor and backsides on the
seat, the hum of a data projector, the feel of a pen, and so on. If the lecturer is very
stimulating, other stimuli are filtered out, but if the lecturer is boring, one’s aching
backside may become a prime focus of attention.

Unfortunately, vital information from others may be filtered out during social
interaction and less important cues consciously perceived. One reason for this is that
we are not objective animals, since our ‘Beliefs tell us what to listen to, how to filter
incoming information’ (Thompson, 1993, p. 158). Thus, from all the social stimuli
available to us, we may focus upon less relevant stimuli and miss important verbal or
non-verbal signals. The difference between feedback and perception is that while there
is usually a great deal of feedback available, it is not all consciously perceived. Skilled
individuals make appropriate use of the feedback available during interactions by
perceiving the central messages and filtering out peripheral ones.

PERCEPTION

Perceptual acumen is a key feature of skilled performance. Indeed, Guirdham (2002,
p. 160) argued that ‘Accurate and differentiated social perception is the basis of all
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skilled interpersonal interaction.” Socially skilled individuals continually monitor their
environment and use the available information to assess the most apposite responses.
As noted by Sekuler and Blake (2002, p. 1), in general terms, ‘Perception puts us in
contact with the world we live in; it shapes our knowledge of that world.” Hinton
(1993, p. ix) stated that, within the social domain, ‘Interpersonal perception is all about
how we decide what other people are like and the meanings we give to their actions.’
The centrality of person perception was emphasised by Cook (1979), who illustrated
how the way people perceive one another directly determines their behaviour during
interaction.

One of the most common observations made of human nature is that ‘people are
all different’. They differ in terms of physical characteristics such as height and
weight. They differ in sex, socio-economic status, cultural inheritance, educational
attainments, peer group influences, and personality traits. People also differ in the
way they perceive the world around them, so that they ‘read’ the same situation in
differing ways. This is because ‘social perception is not a neutral registration of
objective reality, but an active construction that is influenced by concurrent processes
of thought, memory, feeling, and motivation’ (Martin, Frack & Strapel, 2004, p. 54).
Thus, reality for each individual is constructed from the way in which incoming
information is interpreted (Myers, 2002). To appreciate this more fully, we need to
understand some of the factors that influence the perceptual process.

Perceptual ability is influenced by the familiarity of incoming stimuli. Bentley
(1993) illustrated how knowledge is a set of associated concepts, such that new infor-
mation is learned by building connections to the existing cognitive network. Con-
sequently, if incoming material is difficult to understand, it will be harder to assimilate
and conceptualise. Within social interaction, such elements as a common understand-
able language, recognisable dialect, and phrasing influence perceptual capacity. Thus,
our speed of perception would drop if someone used technical terms with which we
were unfamiliar or spoke too fast. Likewise, if the non-verbal signals do not register
as understandable, or are distracting, our perceptual reception is hampered. In either
situation, we may selectively filter out the unfamiliar or unacceptable and thus receive
a distorted or inaccurate message. Another factor here is that we are not always
consciously aware of having perceived stimuli. It has been shown that messages
received at the subliminal (subconscious) level influence the way in which we judge
others (Monahan, 1998; Banaji, Lemm & Carpenter, 2004).

There are two main theories of perception, namely, intuitive and inference.
Intuitive theories regard perception as being innate, purporting that people instinct-
ively recognise and interpret the behaviour and feelings of others. There is some
evidence to support the existence of such an innate capacity. It has been found, for
example, that monkeys reared in isolation are able to recognise and respond to the
emotions displayed by other monkeys. Furthermore, people blind from birth are able
to display facial expressions of emotions (albeit of a more restricted range than
sighted people), and a number of such expressions seem to be common across different
cultures. However, although there may be elements of emotion that are perceived
intuitively, it is unlikely that many of the perceptual judgements people make are
innate (for example, warm, intelligent, sophisticated). Such detailed evaluations are
culture-specific and dependent upon learning. Moreover, if perception were innate and
instinctive, we should be accurate in our perceptions. Yet this is patently not the case.
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There is a great deal of evidence that we are often inaccurate in our perceptions and
can be deceived in terms of what we appear to see (Jones, 1990). For example, a series
of bulbs lit in quick succession seems like the flowing movement of light. Another
example of how perception can be distorted is shown in the ‘impossible object’ in
Figure 2.6. This object is meaningful if we look at either end of it, but when viewed in
its entirety it is, in fact, an optical illusion. Likewise, in person perception, one can be
deceived by appearances — for example, family and friends are often shocked when
someone commits suicide without seeming to be at all unhappy.

Perceptions are also influenced by context, so that the symbol 1 will be seen as a
number in the first sequence and as a letter in the second sequence below. In the same
way, our perceptions of people are influenced by the social context.

1-2-3
G-H-1

Likewise, what we see often depends on how we look at things. Thus, in Jastrow’s
famous ambiguous illusion (Figure 2.7), we can see either a rabbit or a duck. In like
vein, our perception of others depends upon the way in which we ‘look’ at them. The
primacy and recency effects also play an important role in perception. The primacy
effect refers to the way in which information perceived early in an encounter can
influence how later information is interpreted. In this way, initial impressions of
people we meet for the first time influence how we respond to them, despite the fact
that such impressions can be misleading. Important decisions, such as whether or not
to give someone a job, are influenced by the first impressions of the candidate gleaned
by the interviewer (Hargie et al., 2004). The recency effect refers to the way in which
the final information received can affect our judgements. For example, in a sequence
of employment interviews, the final candidate is more readily remembered than those
interviewed in the middle of the sequence.

It is also possible to improve perceptual ability, thereby supporting the view that
learning processes are involved. Thus, while intuition plays a role in our perceptions
of others, it cannot account for the entire process. The second theory of perception
purports that judgements of others are based on inferences made as the result of past

Figure 2.6 Impossible object
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Figure 2.7 Jastrow’s duck-rabbit

experiences. Through this process, we develop categories with which to describe
others, and hold certain beliefs about which categories ‘hang together’. In this way, if
we were told that someone is compassionate, we might expect other related qualities
to be displayed (e.g. sympathetic, kind, generous).

The process of labelling is used during person perception to enable people to be
categorised and dealt with more readily. Labels are related to aspects such as age,
physical appearance, sex, race, and mode of dress, as well as non-verbal and verbal
behaviour. Labelling arises from the need to classify and categorise others, and to
simplify incoming information, which would otherwise become unmanageable. One
of the most ubiquitous types of label is that of the social stereotype (Operario &
Fiske, 2004). Once a person is identified as belonging to a particular group, the charac-
teristics of that group tend to be attributed irrespective of actual individual character-
istics. As Fiedler (1993, p. 349) pointed out, ‘perceptions and judgements of people not
only reflect the objectively available stimulus information but also to a considerable
extent the judge’s own inferences or stereotypical expectations.’

Expectations can directly influence both the behaviour of the individual and the
outcomes of interaction. This interpersonal expectancy effect, which has been shown
to be operative in a range of professional contexts, including health, business, educa-
tion, social research, and the courtroom (Blanck, 1993), can be either positive or nega-
tive. For instance, if we are given positive information about someone, we form
positive expectations and respond accordingly. In this way, a self-fulfilling prophecy
can occur, in that we actually encourage the anticipated response. The effects of
expectations upon behaviour can also be negative. For example, if we believe that
people from a particular racial background are aggressive, when we meet someone of
that race we are more likely to behave in a way that anticipates aggression, thereby
provoking a more aggressive response and so confirming our original beliefs.

Thus, both intuition and inference play a part in person perception. The innate
perception of certain basic emotions in others is important for the survival of the
individual, but in a complex society, learned inferences enable us to recognise and
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interpret a range of social messages, and respond to these more appropriately. It is at
the latter level that perception plays a key role in skilled performance. The more
socially skilled individual possesses greater perceptual ability than someone less
socially adept. To be effective in social interaction, it is necessary to be sensitive to
relevant social feedback, in terms of the verbal and non-verbal behaviour being dis-
played both by oneself and by others. If such perceptions are inaccurate, then
decisions about future responses will be based upon invalid information, and the
resulting responses are likely to be less appropriate.

Perception is the final central process involved in the model of skilled perform-
ance (Figure 2.3). However, in order to comprehend fully such performance, we must
take account of two other aspects, namely, personal and situational factors, which
impinge upon and influence how skill is operationalised.

THE PERSON-SITUATION CONTEXT

As discussed in Chapter 1, skilled behaviour is appropriate to the situation in which it
is carried out. Communication is embedded within a context and interactive messages
can be fully understood only by taking cognisance of the situation (S) in which they
occur. At the same time, the person (P) side of the equation is also important. Burleson
(2003, p. 577) summarised it as follows:

enduring features of the person interact with contextual factors in generating
both a situated interpretation of a specific event and a situated motivational-
emotional response to that event . . . [which]. . . lead, in turn, to the formation of
interaction goals . . . and these ultimately generate the articulated message.

It is therefore necessary to study skilled performance within the parameters of what
Hargie and Dickson (2004) termed the person—situation context. This is important
since ‘skill is achieved when learners can systematically adapt their performance to
changing personal and contextual conditions’ (Zimmerman, 2000, p. 30).

The person-situation debate has produced three perspectives. Personologists
purport that behaviour is mainly a feature of inner personality traits, situationalists
argue that it is primarily a function of the setting in which people find themselves,
and interactionists hold that behaviour is a product of P x S. In reviewing research
into this debate, Argyle (1994, p. 102) concluded: ‘The overall results are very clear:
persons and situations are both important, but P x S interaction is more important
than either” Thus, for example, in the employment interview, what is known as
the ‘person—environment fit’ plays a key role (Whetzel & McDaniel, 1999), in that
selection interviewers attempt to assess whether or not a candidate would fit into the
existing organisational environment.

Person factors

As noted by Kelley, Holmes, Kerr, Reis, Rusbult and Van Lange (2003, p. 9), ‘Person
factors are a necessary component of the study of social interaction because they
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determine the individual’'s perception of and response to the objective properties of
the situation.” The following are the key factors pertaining to the person.

Personality

The concept of personality and the role it plays in determining behaviour has long
occupied the minds of social scientists (Butt, 2004). While recognising that there are
many differing perspectives on personality, and hence varying definitions, Pervin and
John (2001, p. 4) defined it as ‘those characteristics of the person that account for
consistent patterns of feeling, thinking and behaving’. One common unit of analysis
in the study of personality has been that of traits. It is argued by trait theorists that
whether we are cooperative or competitive, extraverted or introverted, dominant or
submissive, dependent or independent, and so on, influences both how we interpret
and how we respond to situations. Although many inventories have been developed to
measure a plethora of such characteristics, there is considerable debate regarding the
exact number of traits, or factors, which can reliably be charted. Most agree on the
validity of what have been termed the ‘big five’ traits of extraversion, neuroticism (or
anxiety), tough-mindedness, conscientiousness, and open-mindedness.

Traits can be viewed as representing naturally occurring goal tensions within
individuals. For example, extraversion—introversion represents the tension between
wanting to meet and socialise with others, on the one hand, and the desire to have
peace and quiet and be alone, on the other hand. It would seem that while traits are not
universally reliable in predicting behaviour, they are most useful in predicting indi-
vidual responses across similar situations (Miller et al., 1994). However, there is no
clear agreement about the exact determinants of personality. Although a combination
of hereditary and prenatal factors is contributory, experiences in infancy and early
childhood seem to play a vital shaping role. Furthermore, while personality is rela-
tively stable, it can and does change as a result of experiences throughout the lifespan.
There is also some evidence that differences in personality may differentially affect
skill acquisition, though research in this field is at a very early stage (see Greene,
2003). In addition, skills need to be adapted to meet the specific requirements of
different types of people (see, for example, the discussion of variations in persuasion
techniques in Chapter 11).

We need to interact with others for a period of time before making judgements
about their personality. Yet, even before we actually talk to others, we make inferences
about them based upon ‘how they look’. Such judgements can markedly affect the
goals we pursue, our motivation to open an interaction, the way in which we perceive
the actions of others, and how we respond to them. Therefore, it is necessary to take
account of those aspects of the individual that are immediately visible, namely,
gender, age, and appearance.

Gender

During social interaction, we tend to respond differently to, and have differing
expectations of, others depending upon whether they are male or female. All cultures

56



AN OPERATIONAL MODEL OF COMMUNICATIVE PERFORMANCE

recognise male/female as a fundamental divide and accord different sets of character-
istics and behavioural expectations according to which side of the divide an indi-
vidual is on (Eckes, 1994). The first question asked after the birth of a baby is
usually whether it is a girl or a boy. Sexual differences are then perpetuated by the
ways in which infants are dressed and responded to by adults. Not surprisingly,
therefore, by the age of 2 years, children can readily distinguish males from females
on the basis of purely cultural cues such as hairstyle and clothing (Romaine, 1999).
Gender stereotypes proliferate in child rearing, with children being reminded of
gender role expectations in phrases such as ‘big boys don’t cry’ or ‘that’s not very
lady-like’. Such practices inevitably contribute to later differences in behaviour
and expectations thereof. However, the extent to which gender-specific patterns of
behaviour are innate or learned remains unclear. For example, ‘social constructionist’
theorists view gender as being constructed through everyday discourse and relational
communication (Frosh, Phoenix & Pattman, 2003). However, this perspective, which
purports that masculinity and femininity exist only in relation to one another, is
rejected by evolutionary theorists. The latter argue that gender variations in behaviour
can be understood from an evolutionary perspective, as these arise from biological
differences (Archer, 2004). Each side cites evidence to substantiate its claims. It seems
likely, however, that both nature and nurture play a part in shaping gender response
patterns, although the precise manner in which this occurs remains a matter of
considerable debate.

Differences have been reported in studies of non-verbal behaviour, some of
the trends being that women tend to require less interpersonal space, touch and are
touched more, gesture less, look and are looked at more, and smile more frequently,
than males (Hargie & Dickson, 2004). In addition, social skills inventories have
revealed consistent gender differences on various dimensions, females scoring higher
on measures of emotional expressivity and sensitivity (Riggio, 1999). Likewise, gen-
der variations have been reported in several aspects of language (Mulac, Bradac
& Gibbons, 2001). The male-preferred style involves being more directive, self-
opinionated, and explicit, whereas females tend to be more indirect, use a greater
number of ‘hedges’ and expressed uncertainties (‘kind of, ‘it could be’), speak for
longer periods, and refer more to emotions. However, Jones (1999) highlighted the fact
that there are many inconsistencies in the findings of studies into gender differences,
concluding that gender is something that we ‘do’ rather than something that we ‘are’.
In other words, some females choose to behave in what is regarded within their
particular culture as a feminine style. This is probably because males or females who
deviate markedly from their expected sex role behaviour are likely to encounter prob-
lems during social interaction. In this sense, the study of gender needs to take account
of not only biological features but also psychological make-up. As a personality
factor, gender can be divided into the following four categories:

High femininity Low femininity
High masculinity Androgynous Masculine
Low masculinity Feminine Indeterminate

57



HARGIE

58

Age

In this way, for instance, a feminine female is likely, in various situations, to
behave differently from a masculine female. Research bearing such psychological
gender characteristics in mind is likely to be more fruitful in charting actual
behavioural variants of performance.

There has been increasing research into the field of social gerontology. One reason for
this is that ‘social aging — how we behave, as social actors, towards others, and even
how we align ourselves with or come to understand the signs of difference or change
as we age — are phenomena achieved primarily through communication experiences’
(Nussbaum & Coupland, 2004, p. xi). Likewise, communication processes are directly
affected by maturational phenomena at each stage of our lives (Yingling, 2004). It is
also clear that our own age, and the age of those with whom we interact, shape our
behaviour and expectations (Williams & Harwood, 2004). Skilled individuals therefore
take the age of the target (and of course their own age) into consideration when
framing their responses. For example, different forms of reward are appropriate
for 3-year-olds, 12-year-olds, and 25-year-olds; statements such as ‘You're a clever
little person’, ‘You have really grown up’, and ‘I find your ideas intellectually very
challenging’ are apposite for one age group, but not for the others.

Reaction time, speech discrimination, and the capacity for information process-
ing tend to decrease with age (Giordano, 2000). However, there are wide differences
across individuals, with some more adversely affected than others. Furthermore, older
people have accumulated a larger vocabulary, coupled with a wealth of experience of
handling a wide variety of types of people across varying situations. Thus, there can
be advantages and disadvantages in terms of the effects of age upon skilled perform-
ance. There has been considerable research into patterns of intergenerational com-
munication. Hummert, Garstka, Ryan, and Bonnensen (2004) identified three positive
stereotypes and four main negative stereotypes of the older adult as follows:

Positive stereotypes

1 John Wayne conservative (patriotic, proud, mellow)
2 perfect grandparent (kind, supportive, wise)
3 golden ager (lively, well-travelled, healthy).

Negative stereotypes
1 despondent (depressed, lonely, neglected, etc.)
2 severely impaired (feeble, incompetent, senile)
3 shrew/curmudgeon (complaining, selfish, ill-tempered)
4 recluse (quiet, timid, naive).

The possession of negative stereotypes of the elderly, especially that of being impaired,
can lead younger adults to adopt an overaccommodating speech style that has been
variously described as ‘secondary baby talk’, ‘elderspeak’, infantilising speech’
and ‘patronising talk’. This pattern includes the presence of simplification strategies
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(e.g. slower delivery, low grammatical difficulty), clarification strategies (e.g. increased
volume, deliberate articulation), and diminutives (e.g. ‘dear’, ‘love’). Such patterns, as
well as being demeaning, may actually have negative effects on the self-identity of the
elderly persons to whom they are directed and on their psychological and physical
health (Barker, Giles & Harwood, 2004). The corollary, of course, is that older
adults may underaccommodate when interacting with younger individuals, by ignor-
ing their conversational needs (e.g. by not listening, or talking about events outside the
younger person’s experience). An important aspect of skilled performance is pitching
responses at the apposite level, bearing in mind the ability (rather than chronological
age) of the other person.

Appearance

The physical appearance of others, in terms of body size, shape, and attractive-
ness, also affects our behaviour and expectations. People are judged upon their
appearance from a very early age, so that nursery school children have been
shown to exhibit an aversion to chubby individuals and a greater liking for phys-
ically attractive peers (Stewart, Powell & Chetwynd, 1979). Attractiveness is a very
important feature in social encounters. A range of research studies has shown that
being rated as attractive has positive benefits (Wilson & Nias, 1999). These include
being seen as more popular, intelligent, friendly, and interesting to talk to; receiving
higher grades in school; dating more frequently; securing employment more read-
ily; earning more; and being less likely to be found guilty in court. While they are
also seen as more vain, materialistic, and likely to have extramarital affairs, it
remains the case that ‘on the whole, we seem to equate beauty with goodness’
(Saks & Krupat, 1988, p. 256). Ratings of physical attractiveness are fairly consist-
ent across variations in age, gender, socio-economic status, and geographical loca-
tion. Aronson (2004) argued that cross-cultural agreement about ratings of
attractiveness has been influenced by popular culture. Many children are raised
on a diet of Disney cartoon characters, Ken and Barbie dolls, Scream-Dream pop
stars, and TV soaps. There are clear features of attractiveness therein; for example,
Disney’s Cinderella and Snow White have small faces, clear complexions, thin figures,
and large eyes.

It is not surprising therefore that research has shown cross-cultural agreement
that attractive facial features in young women include large eyes relative to size of
face, high cheek bones, and thin jaw, as well as short distance between nose and
mouth and between mouth and chin (Perret et al., 1994). The male physique rated as
attractive by females includes being tall and slim, with medium-thin lower trunk and
medium-wide upper trunk, small buttocks, thin legs, and a flat stomach (Argyle,
1988). However, research and theory into the study of attraction have also emphasised
how initial judgements of attractiveness can be tempered by psychological, socio-
logical, contextual, and relational influences (Duck, 1995). Thus, attractiveness
involves more than physical features and is not just ‘skin deep’. For instance, a
physically unattractive professional may be successful and popular with clients by
developing an empathic interactive style coupled with a competent professional
approach.
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Although one of the prime functions of clothes is to protect the wearer from cold
or injury, dress also serves a number of social functions (Hargie & Dickson, 2004). The
importance of social signals conveyed by apparel is evidenced by the amount of
money spent on fashion wear in Western society. This is because, in many situations,
it is very important to ‘look the part’. Socially skilled people devote time and effort to
the selection of appropriate apparel for interpersonal encounters in order to project a
suitable image. Thus, we ‘dress up’ for important occasions such as selection inter-
views or first dates. In addition, we also carefully select other embellishments, includ-
ing ‘body furniture’ (rings, bangles, necklaces, brooches, earrings, watches, and hair
ribbons or bands), spectacles, and make-up, to enhance our overall personal image.
Since so much attention is devoted to the choice of dress, it is hardly surprising that
we make judgements about others based upon this feature. In terms of impression
management, it is patently advisable to dress with care.

The situation

As explained in Chapter 1, skilled performance is shaped by situational factors. There
is ample evidence that social situations have a powerful impact on behaviour
(Manstead, 1997). This impact can be understood by examining the core features of
social situations, as initially identified by Argyle, Furnham, and Graham (1981). These
are explained below, with reference to professional interaction.

Goal structure

Roles

As noted earlier in this chapter and in Chapter 1, goals represent a central aspect of
skill. The goals we seek are influenced by the situation in which we are interacting,
while, conversely, the goals we pursue are central determinants of situation selection
(Kelley et al., 2003). Thus, in the surgery, the doctor will have goals directly related to
dealing with patients. However, if the doctor has the social goal of finding a mate,
social situations in which available members of the opposite sex are likely to be
encountered will be sought. In this way, goals and situations are intertwined. Thus,
knowledge of the goal structure for any situation is an important aspect of skilled
performance.

In any given situation, people play, and are expected to play, different roles, which
carry with them sets of expectations about behaviour, attitudes, feelings, and values.
Thus, a doctor is expected to behave in a thorough, caring fashion, to be concerned
about patients’ health, and to treat their problems in confidence. The roles of those
involved affect both the goals and behaviour of participants. For example, a teacher
will behave differently, and have different goals, when teaching pupils in the class-
room, attending a staff meeting at lunchtime, or having an interview with the principal
about possible promotion.
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Rules

Social interaction has been likened to a game, involving rules that must be followed if
a successful outcome is to be achieved (see Chapter 1). Professionals must be aware
not only of the rules of the situations they encounter, but also how to deal with clients
who break them (for example, pupils misbehaving in the classroom).

Repertoire of elements

Different types of behaviour are more or less appropriate in different situations; there-
fore it is important for professionals to develop a range of behavioural repertoires.
Thus, in one situation, fact finding may be crucial and the skill of questioning central,
while in another context it may be necessary to explain carefully certain facts to a
client. These behavioural repertoires are usually sequential in nature (see Chapter 1).

Concepts

A certain amount of conceptual information is necessary for effective participation in
any given situation. In order to play the game of poker, one must be aware of the
specific meaning of concepts such as ‘flush’ and ‘run’. Similarly, a patient visiting the
dentist may need to be aware of the particular relevance of concepts such as ‘crown’
or ‘bridge’. One common error is to assume that others are familiar with concepts
when in fact they are not. Most professionals have developed a jargon of specific
terminology for various concepts, and must ensure that it is avoided, or fully
explained, when dealing with clients.

Language and speech

There are linguistic variations associated with social situations, with some requiring a
higher degree of language formality. Giving a lecture, being interviewed for a man-
agerial position, or chairing a board meeting all involve a more formal, deliberate,
elaborated use of language than having a chat with a friend over coffee. Equally,
changes in tone, pitch, and volume of voice change across situations: there are vocal
patterns associated with, inter alia, evangelical clergymen addressing religious gath-
erings, barristers summing up in court, and sports commentators describing ball
games. Professionals need to develop and refine their language and speech to suit a
particular context.

Physical environment
The nature of the environment influences behaviour. Humans, like all animals, feel

more secure on ‘home territory’ than in unfamiliar environs. Thus, a social worker will
tend to find clients more comfortable in their own homes than in the office, whereas
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the social worker will be more relaxed in the latter situation. People usually feel more
at ease, and therefore talk more freely, in ‘warm’ environments (soft seats, concealed
lights, carpets, curtains, and pot plants). The physical lay-out of furniture is also
important in either encouraging or discouraging interaction.

Culture

62

Few aspects of the communication process have attracted as much attention in recent
years as the study of culture (O'Dell, de Abreu & O’Toole, 2004). Culture can be
defined as ‘the sets of behaviors, beliefs, values, and linguistic patterns that are
relatively enduring over time and generation within a group’ (Spitzberg, 2003, p. 96). It
is passed from one generation to another and, while not static, is a stable system
within which people negotiate identity and relationships (Ayoko, Hirtel, Fisher &
Fujimoto, 2004). Furthermore, any group that is significantly different from the rest of
society forms a subculture, and the actions of individuals are more readily understood
in the light of subcultural influences.

Culture has been shown to have a definite influence on how interpersonal skills
are enacted (Campbell & Falkowski, 2003). This is because, ‘Based on the beliefs and
values of our culture, we learn not only what are appropriate interaction scripts
within our culture, but also the meanings that should be assigned to these inter-
actions’ (Pecchioni, Ota & Sparks, 2004, p. 168). The importance of cultural expertise
as a feature of skilled performance was highlighted by Ivey, D’Andrea, Ivey and
Simek-Morgan (2002). Cultural expertise refers to the ability to adapt one’s responses
appropriately across differing cultural settings. An example is contained in the old
adage, ‘When in Rome, do as the Romans do.’ It necessitates the development of a
knowledge and understanding of the cultural and subcultural norms, beliefs, values,
and responses of those with whom we are interacting. Being a skilled person includes
the possession of a high level of such cultural expertise.

While culture is a multifaceted concept (Chryssochoou, 2004), a common broad
distinction is made between collectivist and individualistic cultures. Eastern cultures
(e.g. Japan, China, Korea) tend to be collectivist and /igh context, in that much of the
communicative meaning is implicit and attached to relationships and situations
rather than to what is said. The style of communication is more indirect and self-
concealing, with the result that verbal messages can be ambiguous. These cultures
foster an interdependent self with high value placed upon external features such as
roles, status, relationships, ‘fitting in’, being accorded one’s proper place, being aware
of what others are thinking and feeling, not hurting others’ feelings, and minimising
imposition when presenting requests. Time is conceived as being subservient to
duties, relationships, and responsibilities.

Western cultures (e.g. the USA, the UK, Canada, Germany, Norway) are low
context, with an emphasis upon open, direct communication with explicit meaning, so
that verbal messages tend to be clearer, more complete, specific, and pointed. There is
a discomfort with ambiguity, and anxiety when meaning depends upon something
other than the words uttered. These cultures encourage the development of an
independent self that is bounded, unitary, stable, and detached from social context,
with a consequent focus upon internal abilities, thoughts and feelings, expressing
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oneself and one’s uniqueness, and being ‘up front’. Goals tend to be more personal and
instrumental, and time is seen as paramount — being viewed as akin to a commodity,
which can be ‘spent’, ‘saved’, ‘invested’, or ‘wasted’.

Collectivist cultures therefore inculcate a ‘we’ identity as opposed to the ‘T iden-
tity in individualist cultures. This directly affects interpersonal skills. For example,
cultural differences have been found in style of request, between direct forms (‘Close
that window’), indirect forms (‘It’s getting cold’) and those in between (‘Would it be OK
to have the window closed?’). Kim and Wilson (1994) found that US undergraduates
considered the direct style as the most skilful way of making a request whereas
Korean undergraduates rated it as the least effective strategy. Furthermore, the US
sample saw clarity as a key dimension of successful requests, while Koreans viewed
clarity as counterproductive to effectiveness.

However, it has also been found that there are individual as well as cultural
differences in individualism and collectivism (Iyengar & Brockner, 2001; Reykowski,
2001). As noted by Ivey (1994, p. 12), ‘individuals differ as much as or more than do
cultures. You will want to attune your responses to the unique human being before
you.” Furthermore, at different times, in varying situations, and with different people,
we may adopt either a more individualistic or a more collectivist style of communicat-
ing. Skilled individuals therefore consider both the nature of the specific individual
and prevailing cultural norms when deciding how to respond.

OVERVIEW

The model described in this chapter has been designed to account for the central
facets of interpersonal interaction. It will be apparent from this review that interaction
between people is a complex process. Any interpersonal encounter involves a myriad
of variables, some or all of which may be operative at any given time. Although each
of these has been discussed in isolation, it should be realised that in reality these occur
simultaneously. As we are encoding and sending messages, we are also decoding and
receiving messages. Skilled communication is, in this sense, transactional. People in
social encounters are therefore interdependent, and as information is perceived it is
immediately dealt with and responded to so quickly that we are not usually aware that
these processes are occurring. This transactional element of socially skilled perform-
ance needs to be emphasised, as it has been misunderstood by some theorists, who
have then proceeded to misrepresent the skills paradigm. For example, Sanders (2003)
criticised the skills approach on the specious basis that by focusing solely upon the
behaviour of the individual it fails to recognise that interaction is a two-way process.
Sanders patently failed to appreciate or understand that his description of how ‘the
quality of individual’s performance ... depends not only on their own capabilities,
motives, and goals, but also on the capabilities, motives and goals . .. of the other(s)
with whom they interact’ (p. 224) is in fact a summary of key aspects of the skills
perspective as described in this chapter.

Given the number of factors that influence the behaviour of individuals during
social interaction, it is extremely difficult to make judgements or interpretations about
the exact reasons why certain behaviours are, or are not, displayed. A key advantage
of the model as presented in this chapter is that it provides a systematic structure for
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analysing skilled human behaviour. It has taken account of the central processes
involved in interpersonal communication, namely, the goals people pursue and their
motivation to attain them, the cognitive and affective processes which influence
the processing of information, the feedback available during social encounters, the
perception of this feedback, impinging personal and contextual factors, and the
responses that people make.

While some of the features of the model of skilled performance (Figure 2.3) are
the same as those contained in the motor skills model (Figure 2.2), there are also
differences. In particular, the reciprocal nature of social interaction, the role of emo-
tions, the nature of person perception, and the influence of the person—situation
context have more impact during social than motor skill performance. However, it can
be argued that the analogy between motor and social skills, as explicated in this chapter
and in Chapter 1, has provided a valuable theoretical framework for interpreting
interpersonal interaction.

As Hartley (1999) has exemplified, the model also illustrates how communication
breakdown can occur at any of the interrelated stages. For example, an individual’s
goals may be unrealistic or inappropriate, or communicators may have competing,
irreconcilable goals. At the mediation level, the person may suffer from disordered
thought processes, have underdeveloped schemas, or lack emotional empathy. Prob-
lems can also occur because inappropriate responses are made, or because the person
has poor perceptual acumen and cannot make use of available feedback from others.
Breakdown may be a factor of the person-situation axis; for instance, it may occur
because of cultural insensitivity or inappropriate personality characteristics (e.g.
someone who is highly neurotic is unlikely to be a good counsellor). The model has
also been shown to provide a valuable template for research investigation in the fields
of health care (Skipper, 1992), negotiation (Hughes, 1994), and counselling (Irving,
1995), and among the clergy (Lount, 1997). Its applicability to communication between
employees in the workplace has also been demonstrated (Hayes, 2002). Indeed, the
conclusion reached by Bull (2002, p. 19), in his analysis of communication theories,
was that ‘the social skills model continues to be highly influential’.

The main focus in this chapter has been upon the application of the main
interactive processes involved in dyadic (two-person) interaction. When more than two
people are involved, although the same processes apply, interaction becomes even
more complex and certainly much more difficult to represent diagrammatically. Despite
the increased complexity (in terms of differing goals, motivation, and so on), know-
ledge of these central processes will facilitate attempts to understand and interpret the
skilled performance of the individual in both group and dyadic interaction.
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Chapter 3

Non-verbal behaviour
as communication:
Approaches, issues

Randall A. Gordon, Daniel Druckman,
Richard M. Rozelle and James C. Baxter

N THIS CHAPTER, WE survey a large cross-disciplinary literature
Ion non-verbal communication. After placing the study of non-verbal
behaviour in historical perspective, we highlight the major approaches
that have guided scientific explorations. Non-verbal communication can
be understood best in relation to the settings in which it occurs. Settings
are defined in terms of both the varying roles taken by actors within
societies and the diverse cultures in which expressions and gestures are
learned. Based on an example of research conducted in a laboratory
simulation of international politics, we develop implications for the
themes and techniques that can be used to guide analyses of behaviour
as it occurs m situ.

NON-VERBAL BEHAVIOUR IN PERSPECTIVE

In recent years, it has become increasingly recognised that investigators
in a field of enquiry — any field — bring personal perspectives and
figurative comparisons to bear on their work. Such perspectives have
been called paradigms, metaphors, or fundamental analogies, and their
influence has been thought to be pervasive. Indeed, both philosophers
and working scientists acknowledge the value and necessity of such
processes in the realm of creative thought (e.g. Koestler, 1964; Glashow,
1980; Leary, 1990).

Examples of this phenomenon abound. For instance, in psychology,
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Gentner and Grudin (1985) undertook a review of a sample of theoretical contributions
to the field published in Psychological Review between the years 1894 and 1975. From
the 68 theoretical papers they reviewed, they were able to identify 265 distinct mental
metaphors. They defined a mental metaphor as ‘a nonliteral comparison in which
either the mind as a whole or some particular aspect of the mind (ideas, processes,
etc.) is likened to or explained in terms of a nonliteral domain’ (p. 182). These meta-
phors were all introduced by their contributors as ways of understanding the field.
They were often based on explicit comparisons, such as James’ ‘stream of conscious-
ness’, but also were frequently based on subtly implied, extended comparisons only
identifiable from broad sections of text. Gentner and Grudin identified four categories
of analogy which characterised the period — spatial, animate-being, neural, and sys-
tems metaphors — and found clear trends in metaphor preference and rates of usage
over time.

Such an examination of the field of psychology is illuminating and provocative.
Recognising that the use of different metaphors places different aspects of the field in
relief and interrelation, and introduces different explanatory and predictive emphasis,
one can identify remarkable shifts in the ways in which psychologists have thought
about their subject matter. For example, the recent emphasis on systems metaphors
suggests a focus on lawfully constrained interaction among elements where organisa-
tion, precision, and mutuality of influence are stressed. Predictions are complex but
specific; analysis is multifaceted and hierarchical. Fundamentally, such metaphors
are thought to be constitutive of the subject matter we study (Gibbs, 1994; Soyland,
1994).

A number of contemporary cognitive scientists extended the analysis of meta-
phor and other linguistic forms (tropes), showing that they abound in everyday usage
(even beyond scientific and creative discourse) and clearly reflect the presence of
poetic aspects of mind (e.g. Lakoff, 1993; Ortony, 1993; Gibbs, 1994). Linguistic forms
such as metaphor, metonymy, irony, and related expressions point to our fundamental
ability to conceptualise situations figuratively (e.g. non-literally) and transpose mean-
ing across domains. Indeed, such complex processes are assumed to occur essentially
automatically and unconsciously (Gibbs, 1994). Although such analyses have focused
on linguistic expression, both oral and written, the role played by non-verbal aspects
of language does not seem to have been examined explicitly.

Lastly, the role that our species’ evolution has played in the encoding and decod-
ing of non-verbal behaviour has received increased attention in recent years (Zebrowitz,
2003). This has occurred, in part, as a function of the discipline-wide influence of
evolutionary perspectives on the investigation of human behaviour. The observation
that the scientific study of non-verbal communication began with Darwin’s (1872)
book on the expression of emotions primarily in the face alludes to the importance of
understanding the role that adaptation plays in our non-verbal communication.

NON-VERBAL BEHAVIOUR AS COMMUNICATION

A comparable examination of contributions to the field of non-verbal behaviour may
be meaningful. To this end, it is interesting to note that attention has been directed
at the meaningfulness of gesture and non-verbal behaviour since earliest recorded
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Western history (cf. Aristotle’s Poetics and Rhetoric). According to Kendon (1981),
classical and medieval works on rhetoric frequently focused on the actual conduct
of the orator as he delivered his speech. They occasionally defined many forms of
particular gestures and provided instructions for their use in creating planned effects
in the audience.

At least as early as 1601, gesture as a medium of communication coordinate
with vocal and written language was recognised by Francis Bacon (1884, 1947). He
suggested that ‘as the tongue speaketh to the ear, so the hand speaketh to the
eye’ (quoted in Kendon, 1981, p. 155). Subsequent analyses, inspired by Bacon’s
proposal, were undertaken to examine chirologia (manual language) as both a rhet-
orical and natural language form (Bulwer, 1644/1974). During the eighteenth and
nineteenth centuries, scholars argued that emotional expression and gesture, the so-
called ‘natural languages’, surely provided the foundation for the more refined and
artificial verbal symbolic communication (e.g. Lavater, 1789; Taylor, 1878). Spiegel and
Machotka (1974) have identified a collateral history in dance, mime, and dramatic
staging beginning in the late eighteenth century. Body movement as communication
has been an analogy of broad and continuing interest.

In examining the focus on non-verbal behaviour as communication, a number of
somewhat different analogies can be identified. Darwin (1872) focused on facial
behaviour as a neuromuscular expression of emotion and vestiges of the past, and
as informative of an inner affective state. A number of investigators have extended
this approach and elaborated the affective expression metaphor (e.g. Woodworth &
Schlosberg, 1954; Tomkins, 1962, 1963; Izard, 1971; Ekman, 1992a). In delineating
bodily movement, gesture, vocalisation, and particularly facial movement as expres-
sive of affect, an emphasis is placed on the rapid, automatic, serviceable, universal
aspects of behaviour. Indeed, consciousness, intention, and guile are ordinarily not
central to such an analysis, although experiential overlays and culturally modified
forms of expression are of interest. In examining how readily people recognise affect-
ive displays in others (Ekman & Oster, 1979; Triandis, 1994; Matsumoto, 1996) or how
rules of expression are acquired (Cole, 1984), an emphasis is placed on the plastic
nature of neuromuscular form.

In an ever-increasing manner, tests of hypotheses derived, at least in part, from
evolutionary psychology can be found in the research literature on non-verbal
behaviour and communication. In a field of enquiry where few general descriptions
fail to cite Darwin’s (1872) book on the expression of emotions as a starting point for
the scientific investigation of non-verbal behaviour, the current increased influence of
evolutionary psychology and its search for evidence of adaptation has reinforced
interest and work in this area. In 2003, two issues of the Journal of Nonverbal
Behavior were devoted to research guided by this perspective. As pointed out by
Zebrowitz (2003), the studies in the issues ‘take an evolutionary approach well beyond
the domain of emotional expressions’ (p. 133). The impact of evolutionary psychology
can be seen across a number of research domains (e.g. social, developmental, cognitive-
neuroscience) and is discussed as a primary influence in many contemporary models
of non-verbal communication. However, this approach is problematic when it neglects
the impact of more immediate situational factors.

The perceptually based (cf. Gibson, 1979) ecological approach of Zebrowitz
(Zebrowitz & Collins, 1997; Zebrowitz, 2003) incorporates a focus on proximal
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elements and mechanisms alongside an assessment of behaviour tied to the survival
of our species. In an additional commentary on evolutionary psychology and its
impact on non-verbal research, Montepare (2003) echoes the need to include proximal
(or situational) along with distal (or historical) influences when one studies non-verbal
communication.

A related metaphor comparing non-verbal actions, especially accidents and
parapraxes, to a 7iddle or obscure text, has been employed by psychodynamic
investigators. Indeed, Freud (1905/1938, 1924) argued that such actions are usually
meaningful and can often be recognised as such by a person. At the same time, Freud
acknowledged that people frequently deny the significance of gestural-parapraxic
actions, leaving the analyst in a quandry with respect to the validity of interpretation.
Freud offered a number of interpretive strategies, including articulation with the
person’s life context and delayed verification as approaches to this problem. The
influence of this psychodynamic perspective continues to be seen in subsequent
examples of psychotherapeutic techniques that incorporate a specific focus on non-
verbal behaviour (e.g., Rogers’ (1961) focus on examining congruence between non-
verbal and verbal expression, Perls’ (1969) use of non-verbal expression as an
interpretive tool in gestalt psychology). Recent data have revealed that the ability to
note verbal-non-verbal inconsistency appears to be already well developed by the
time we reach 4-5 years of age (Eskritt & Lee, 2003).

In dealing with the problem of denial, Freud seems to have foreshadowed the
more recent concerns about the questions of consciousness and intention in determin-
ing expressive actions. In any event, Freud’'s approach to the investigation of non-
verbal behaviour as communication appears to have taken the analogies of the riddle
or perhaps the obscure text which can be made meaningful by the application of
accepted interpretive (for example, hermeneutic) principles. Many psychoanalytic
investigators have utilised the broad interpretive analysis of behavioural text (Deutsch,
1959; Feldman, 1959; Schafer, 1980). Feldman’s examination of the significance of such
speech mannerisms as ‘by the way’, ‘incidentally’, ‘honest’, ‘before I forget’, ‘believe
me’, ‘curiously enough’, and many others provides an illustration of the fruitfulness of
regarding speech and gesture as complex, subtle, multilevel communication.

Certainly, the reliance on an affective expression as opposed to an obscure text
analogy places the process of communication in different perspectives. In the first
instance, the automatic, universal, perhaps unintended and other features identified
above are taken as relevant issues, while the articulation with context, uniqueness,
obfuscation and necessity of prolonged scholarly examination by trained and skilful
interpreters are equally clearly emphasised by the behaviour as riddle analogy.

A third approach to the behaviour as communication analogy has been provided
by the careful explication of non-verbal behaviour as code metaphor. Developed most
extensively in Birdwhistell’'s (1970) analogy with structural linguistics and Weiner
et al.’s (1972) comparison with communication engineering, the central concern rests
with the detailed, molecular examination of the structure of the code itself, modes
(that is, channels) of transmission, and accuracy-utility of communication. Conven-
tional appreciation is essential to accuracy and efficiency, as auction applications, stock
and commodities trading, athletic coaching, and social-political etiquette and protocol
applications may attest (Scheflen & Scheflen, 1972). Levels of communication (for
instance, messages and metamessages), channel comparisons, sending and receiving



NON-VERBAL BEHAVIOUR AS COMMUNICATION

strategies, and accessibility of the intention—code—channel-code—interpretation
sequence as an orderly, linear process are all designed to emphasise the systematic,
objective, and mechanistic features of the metaphor (Druckman et al., 1982). Indeed,
the utilisation of non-verbal behaviour as metamessage is very informative, if not
essential, in distinguishing ironic from literal meaning. This is perhaps especially the
case for channels that allow for relatively fine-grained differentiation of non-verbal
behaviour (e.g. facial expression, paralinguistic cues).

However, the boundaries of the particular variations in the ‘behaviour as com-
munication’ analogies which have been identified are fuzzy, and the explicit categories
of the metaphors as employed by particular investigators are difficult to articulate
fully. Yet the three variations of the communication analogy seem valid as the history
and current investigation in non-verbal behaviour as communication is examined. In
this spirit, a fourth general communication metaphor can also be identified —
non-verbal behaviour as dramatic presentation.

While this analogy clearly descends from mime, dance, and dramatic stage
direction (Spiegel & Machotka, 1974; Poyatos, 1983), the approach has been most
skilfully developed by Goffman (1959, 1969), Baumeister (1982), and DePaulo (1992) as
both expressive form (that is, identity and situation presentation) and rhetorical form
(that is, persuasion, impression management, and tactical positioning). The particu-
larly fruitful features of this analogy appear to be the crafted, holistic, completely
situated, forward-flowing nature of expression, with emphasis on recognisable skill,
authenticity, and purpose. Strategy, guile, and deception are important aspects of
this analogy, and subtlety and complexity abound (Scheibe, 1979; Schlenker, 1980;
DePaulo, Wetzel, Sternglanz & Wilson, 2003).

NON-VERBAL BEHAVIOUR AS STYLE

Although the ‘non-verbal behaviour as communication’ analogies hold historical pre-
cedence in the area, two additional analogies can be identified: non-verbal behaviour
as personal idiom (Allport, 1961) and non-verbal behaviour as skill (Argyle, 1967;
Argyle & Kendon, 1967; Hargie, Saunders & Dickson, 1981; Hargie & Dickson, 2004).

Allport introduced the important distinction between the instrumental aspects
of action and the expressive aspects, the latter being personalised and stylistic ways
of accomplishing the tasks of life. Comparisons with one’s signature, voice, or thumb
print are offered. This perspective emphasises holism, consistency, and configural
uniqueness, while de-emphasising complexity, skill, and authenticity. Demonstrations
of the application of the analogy have been offered (certainly among the ranks of the
stage impressionists, if not scientific workers), but the richness and fruitfulness of
the metaphor have not yet been fully exploited.

Perhaps the most inviting metaphor of non-verbal behaviour has been the
emphasis on skilled performance. The fruitfulness of the analogy of acquired skills
as a way of thinking about non-verbal behaviour has been recognised for some time
(Bartlett, 1958; Polanyi, 1958). However, its extension to non-verbal behaviour has
been rather recent (Argyle, 1967; Knapp, 1972, 1984; Snyder, 1974; Friedman, 1979,
Rosenthal, 1979; DePaulo et al., 1985; Burgoon & Bacue, 2003; Hargie & Dickson,
2004). The analogy has directed attention to the expressive or sending (encoding) and
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interpretive or receiving (decoding) aspects of non-verbal exchange, and has begun to
highlight aspects of face-to-face interaction not investigated hitherto.

The skilled performance analogy

Since the introduction of the skilled performance metaphor is somewhat recent in the
area of non-verbal behaviour analysis, it might prove useful to attempt to explicate
some of the categories of such an analogy. As Bartlett (1958) pointed out, in the
general case and in every known form of skill, there are acknowledged experts in
whom much of the expertness, though perhaps never all of it, has been acquired by
well-informed practice. The skill is based upon evidence picked up directly or
indirectly from the environment, and it is used for the attempted achievement of
whatever issue may be required at the time of the performance. Examples of such
performance would include the sports player, the operator engaged at the workbench,
the surgeon conducting an operation, the telegrapher deciphering a message, or the
pilot controlling an aeroplane (see Chapter 1).

Initial examination of the comparison suggests a number of important features
of skilled performance (for more detailed analysis of these, see Chapters 1 and 2) that
are relevant to the investigation of non-verbal behaviour. First, skilled performances
usually imply complex, highly coordinated motor acts, which may be present in
unrefined form at the outset of training, but in many cases are not, and which only
emerge gradually with training and development. Thus, final performances may
be quite different from untutored performances. Moreover, the recognisability of
individuality in the crafting of skilful expression seems clearly implied. A second
feature of such performance is that it is based on perceptually differentiating
environmental properties or conditions often unrecognised by the untutored. A quality
of ‘informed seeing’ or ‘connoisseurship’ develops that serves to guide and structure
refined action.

A third feature of skilled performances is their dependence on practice, usually
distributed over extended periods of time (see Druckman & Bjork, 1991). The
importance of combinations of both practice and rest as aids in acquiring desired
performance levels and the occurrence of marked irregularities in progress during the
attainment of desired levels is recognisable, as are the influences of age and many
physical condition factors (Bilodeau, 1966). A fourth important feature of skilled
performances is their persistence and resistance to decay, interference, and effects of
disuse. While comparisons are difficult, the general belief is that skilled actions
remain viable after verbal information has been lost to recovery. A fifth area of
importance is the general assumption that individuals vary in the extent to which they
display refined performances. A sixth characteristic of skilled actions is that they are
ineffable, acquired best by modelling and described only imprecisely by linguistic
means. Finally, the expression of skilled performances usually entails the incorpor-
ation of internalised standards of the quality of expression. Performers can recognise
inadequacies or refinements in their performance, which serve to guide both practice
and performance styles.

The development of the skilled performance metaphor in the investigation of non-
verbal behaviour as expression seems to have suggested several areas of development
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and possible advance in the field. Training strategies, individual differences, the role
of practice, the importance of performance feedback, and internalised criteria of
achievement represent a few areas of investigation of non-verbal behaviour implied
by this analogy. A number of contemporary research programmes that examine the
issue of training and expertise (Frank & Ekman, 1997; Ekman, O’Sullivan & Frank,
1999; Vrij, 2000; Vrij, Evans, Akehurst & Mann, 2004) can be seen as guided, in part,
by the skilled performance metaphor. In addition, current research that has revealed
relationships between non-verbal decoding and interpersonal social skills among
adults (Carton, Kessler & Pape, 1999) and encoding skills and social competence
among adolescents (Feldman, Tomasian & Coats, 1999) points to the importance of
continued investigations of these aspects of individual performance.

THE SCIENTIFIC STUDY OF NON-VERBAL BEHAVIOUR

Literature dealing with non-verbal behaviour as communication has increased
dramatically in volume and complexity, particularly during the last several decades.
Wolfgang and Bhardway (1984) listed 170 book-length volumes published during the
previous 100 years that contained non-verbal communication materials, the vast
majority of which had appeared within the last 15 years. Today’s electronic databases
attest to the health and continued development of the field. A search of the area,
covering the time period of 1988-1995, yielded over 300 books and chapters on the
subject of non-verbal behaviour as communication. A comparable search of the
PsycINFO database from 1997 to the present suggests an increased empirical focus on
this area of communication. The results of the search listed over 700 entries that had
the descriptor term ‘non-verbal behaviour’ or ‘non-verbal communication’. Over 500
of these entries were journal articles, the vast majority of which were empirically
based.

The topic is usually presented with two different emphases: (1) a theoretical-
research orientation and (2) an application-demonstration orientation. Because of
its relation to the subtle and interpretative aspects of communication, there is a
tendency on the part of popular lay texts to emphasise application without a balanced
presentation of the theory and research which examines the validity and reliability
aspects necessary for proper understanding of non-verbal behaviour as one form of
communication. Indeed, an interesting piece in this vein appeared on the Internet
recently, providing an extended discourse on the psychological meaning of the hand-
shake. While fascinating, and probably face valid, no recognisable empirical data
accompanied the analysis.

The challenge of the present chapter is to discuss non-verbal behaviour as a
communication skill, while maintaining the scientific integrity needed to evaluate
critically the degree to which application is appropriate for any particular reader.
It is hoped that the reader will assume a critical, scientific perspective in treating
non-verbal behaviour as a meaningful yet complex topic for research and application.
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Behavioural dimensions

Knapp (1972) suggested seven dimensions which describe the major categories of
non-verbal behaviour research as related to communication, and these are useful for
placing this chapter in perspective. The first category is kinesics, commonly referred
to as ‘body language’, and includes movements of the hand, arm, head, foot, and leg,
postural shifts, gestures, eye movements, and facial expressions. A second category is
paralanguage and is defined as content-free vocalisations and patterns associated
with speech such as voice pitch, volume, frequency, stuttering, filled pauses (for
example, ‘ah’), silent pauses, interruptions, and measures of speech rate and number
of words spoken in a given unit of time. A third category involves physical contact in
the form of touching. Another category is proxemics, which involves interpersonal
spacing and norms of territoriality. A fifth category concerns the physical character-
istics of people such as skin colour, body shape, body odour, and attractiveness.
Related to physical characteristics is the category of artefacts or adornments such as
perfume, clothes, jewellery, and wigs. Environmental factors make up the last cat-
egory and deal with the influences of the physical setting in which the behaviour
occurs: a classroom, an office, a hallway, or a street corner. Knapp’s seven dimensions
help depict the breadth of non-verbal communication. It is interesting to note that
the physical characteristic, adornment, and environmental factor categories do not
involve an assessment of overt non-verbal expressions, but rather information about
the actor that is communicated non-verbally.

There are numerous examples in the literature that detail these categories, either
individually or in combinations (e.g. Ekman & Friesen, 1969; Argyle & Cook, 1976;
Duncan & Fiske, 1977; Harper et al., 1978; LaFrance & Mayo, 1978), and the reader is
referred to these for detailed discussion. This chapter will present these categories in
various combinations as they pertain to non-verbal behaviour as a communication
skill. It is important to stress that non-verbal behaviour is dependent upon all of these
factors for meaningful communication to take place. Some of these categories are
covered in the theoretical and empirical presentation; others are not, but are neverthe-
less important and should always be considered as part of the ‘universe’ comprising
non-verbal communication.

Setting and role influences on non-verbal behaviour

One of the major problems in focusing on the interpretation of non-verbal behaviour
is to treat it as a separate, independent, and absolute form of communication. This
view of the topic is much too simplistic. The meaning of non-verbal behaviour must
be considered in the context in which it occurs. Several types of contextual factors will
be used to guide this discussion of non-verbal communication and the behaviours
associated with it.

One involves the environmental setting of the behaviour. Both the physical and
social aspects of the environment must be described in sufficient detail to assess
possible contributing factors to non-verbal behaviour as meaningful communication.
For example, the furniture arrangement in an office can be a major factor influencing
the non-verbal behaviours exhibited therein. Body movements differ depending upon
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whether the person is sitting behind a desk or openly in a chair. The proximity and
angle of seating arrangements have been shown to serve different functions during
interaction and to affect such behaviour as eye contact, gazing, and head rotation
(Argyle & Dean, 1965; Manning, 1965).

Non-verbal behaviour may have very different meanings when exhibited on
the street rather than, say, in a classroom. Background noise level in a work setting
may produce exaggerated non-verbal communication patterns that would have very
different meaning in a more quiet setting such as a library. The influence of ecological
factors on behaviour has become an increasingly important focus in the study of
human behaviour (McArthur & Baron, 1983; Willems, 1985). Most research in non-
verbal communication dealing with physical-environmental factors focused on inter-
personal spacing, proxemics, and cultural differences in interaction patterns (Hall,
1966; Baxter, 1970; Collett, 1971).

The social climate of the environment is also an important factor in the con-
sideration of non-verbal behaviour (Jones et al., 1985). Research has demonstrated that
different behaviours are produced in stressful versus unstressful situations (Rozelle &
Baxter, 1975). The formality of a setting will determine the degree to which many
non-verbal behaviours are suppressed or performed. Competitive versus cooperative
interaction settings will also produce different types, levels, and frequencies of non-
verbal behaviours. These are just several examples of factors affecting the communi-
cative meaning of non-verbal behaviour. The reader is encouraged systematically to
survey factors that may be of importance in more personally familiar settings.

Non-verbal behaviour as communication: process and
outcome factors of the interaction episode

Many communication models as applied to non-verbal behaviour have concentrated
on the interpersonal level and have not elaborated to the same degree the role
and situational levels of communication. An important distinction in viewing non-
verbal behaviour as communication is that between the encoder and the decoder.
The encoder is analogous to an actor or impression manager, producing and ‘sending’
the behaviours to be interpreted. The decoder is analogous to an observer ‘receiv-
ing’ the presented behaviours and interpreting them in some fashion. Within the
context of the encoder—decoder distinction, a major concern is that of intention and
whether intended and unintended messages obey the same rules and principles of
communication (Dittmann, 1978).

Ekman and Friesen (1969) provided two general classifications for behavioural
messages. The first is the ‘informative act’ that results in certain interpretations on the
part of a receiver without any active or conscious intent on the part of the sender.
Thus, an individual’s non-verbal behaviour is unintentionally ‘giving off’ signals that
may be either correctly or incorrectly interpreted by a decoder (Goffman, 1959). The
important point is that an impression is being formed without the encoder’s knowledge
or intention. A second classification is termed the ‘communicative act’ or, in Goffman’s
terms, expressions that are ‘given’. In this case, the encoder is intentionally attempting
to send a specific message to a receiver. Goffman suggested that, as impression
managers, we are able to stop ‘giving’ messages, but cannot stop ‘giving off’
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information. A difficulty lies in distinguishing varying degrees of conscious intent as
opposed to ‘accidental’ or non-specifically motivated behaviour. Extreme examples
of communicative behaviours intended to convey such emotions as anger, approval, or
disagreement are usually described in the literature (e.g. Jones & Pittman, 1982).
Similarly, informative acts such as fidgeting and gaze aversion are presented as
examples of informative behaviour indicating unintended guilt, anxiety, or discomfort.

As will be discussed later in this chapter, role and situational considerations can
lead to gross misinterpretations of what is considered ‘informative’ or ‘communica-
tive’ behaviour on the part of both encoder and decoder in an interaction. Most
interactions among people involve less extreme emotion and a complexity of inten-
tions. Many social interactions also involve changing roles between encoder and
decoder as the participants take turns in speaking and listening.

A useful model dealing with the issues of social influence in non-verbal
communication was presented by MacKay (1972). The distinction is made between
two types of non-verbal signals exhibited by the encoder: (1) goal-directed and (2) non-
goal-directed. The receiver or decoder then interprets either of these signals as being
(3) goal-directed or (4) non-goal-directed. Thus, the signal and the interpretation may
be similar: (1) goal-directed signal being interpreted as goal-directed; (2) non-goal-
directed signal being interpreted as non-goal-directed; or dissimilar: (3) goal-directed
signal being interpreted as non-goal-directed; (4) non-goal-directed signal being inter-
preted as goal-directed. When considering goal-directed signalling, MacKay’s model
assumes that the encoder is behaviourally attempting to communicate a specific
internal state or presence and that the intended communication has a desired effect on
the encoder. If, in the encoder’s judgement, the intended effect has not been achieved,
the goal-directed, non-verbal behaviour is modified to achieve the desired effect.
Therefore, the encoder actively evaluates the reaction of the decoder and proceeds
accordingly.

Requiring communicative behaviour to be explicitly goal-directed, with an
immediate adjustment on the part of the encoder depending upon the decoder’s
response, limits the number of behaviours that can be considered communicative. In
typical conversations, many non-verbal behaviours become automatic responses and
are performed at low levels of awareness or involve no awareness at all. What was
once a specifically defined, goal-directed behaviour becomes habitual and is no longer
a product of conscious intention. The degree to which non-verbal behaviours involve
varying levels of awareness then becomes difficult to determine.

Another consideration for the understanding of non-verbal communication is
whether or not the encoder and decoder share a common, socially defined signal
system. Weiner et al. (1972) argued that this is a crucial requirement for communication
to occur, regardless of the degree to which any behaviour is intentional. This repre-
sents a limited perspective on what is considered communication. One of the more
pervasive problems in the use of non-verbal behaviour in the encoding and decoding
process is when a common system is 7ot shared and misinterpretation of behaviour
results. Certain encoded behaviours may have unintended effects, especially when
contextual factors, such as cultural, role, and spatial factors, are inappropriately con-
sidered during an interaction. The misinterpretation of behaviour that results can lead
to profound consequences and must be considered a type of communication per se.
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APPROACHES TO NON-VERBAL BEHAVIOUR AS
COMMUNICATION

Ekman and Friesen

Perhaps the most useful model of non-verbal communication that encompasses these
issues (but does not resolve them) is one originally presented by Ekman and Friesen
(1969). They began by distinguishing between three characteristics of non-verbal
behaviour: (1) usage, (2) origin, and (3) coding.

Usage refers to the circumstances that exist at the time of the non-verbal act. It
includes consideration of the external condition that affects the act, such as the phys-
ical setting, role relationship, and emotional tone of the interaction. For example, the
encoder and decoder may be communicating in an office, a home, a car, or a street.
The role relationship may involve that of interviewer—interviewee, therapist—client,
supervisor—employee, husband-wife, or teacher-student. The emotional tone may
be formal or informal, stressful or relaxed, friendly or hostile, warm or cold, and
competitive or cooperative. Usage also involves the relationship between verbal and
non-verbal behaviour. For instance, non-verbal acts may serve to accent, duplicate,
support, or substitute for — or they may be unrelated to — verbal behaviours.

Usage is the characteristic Ekman and Friesen chose to employ in dealing with
awareness and intentionality on the part of the encoder, as discussed previously.
In addition, usage involves external feedback, which is defined as the receiver’s
verbal or non-verbal reactions to the encoder’s non-verbal behaviours as interpreted
by the encoder. This does not involve the receiver’s actual interpretations of the
sender’s behaviour, but is only information to the sender that his or her non-verbal
behaviours have been received and evaluated. Finally, usage also refers to the type
of information conveyed in terms of being informative, communicative, or interactive.
Informative and communicative acts have been discussed. Interactive acts are those
that detectably influence or modify the behaviour of the other participants in an
interaction. Thus, these three information types involve the degree to which non-
verbal messages are understood, provide information, and influence the behaviour of
other people.

The second characteristic of non-verbal behaviour discussed by Ekman and
Friesen is its origin. Some non-verbal behaviours are rooted in the nervous system,
such as reflex actions; other non-verbal behaviours are commonly learned and
used in dealing with the environment: for example, human beings use their feet for
transportation in one form or another. A third source of non-verbal behaviour refers
to culture, family, or any other instrumental or socially distinguishable form of
behaviour. Thus, we adopt idiosyncratic behaviours when driving a car; we eat in a
certain manner and groom ourselves in various ways. Social customs dictate non-
verbal patterns of greeting one another, expressing approval or disapproval, and
apportioning appropriate distances from one another depending upon the type of
interaction involved.

The third characteristic of non-verbal behaviour is coding, that is, the meaning
attached to a non-verbal act. The primary distinction is between extrinsic and intrinsic
codes. Extrinsically coded acts signify something else and may be either arbitrarily
or iconically coded. Arbitrarily coded acts bear no visual resemblance to what they
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represent. A thumbs-up sign to signal that everything is OK would be an arbitrarily
coded act since it conveys no meaning ‘by itself’. An iconically coded act tends to
resemble what it signifies, as in the example of a throat-cutting movement with a
finger. Intrinsically coded movements are what they signify. Playfully hitting a person,
say on the upper arm, is an intrinsically coded act in that it is actually a form of
aggression.

Employing usage, origin, and coding as a basis for defining non-verbal
behaviour, Ekman and Friesen went on to distinguish among the following five
categories of behavioural acts.

Emblems

These are non-verbal acts that have direct verbal translation and can substitute for
words, the meaning of which is well understood by a particular group, class, or
culture. Emblems originate through learning, most of which is culture-specific, and
may be shown in any area of the body. Examples include waving the hands in a
greeting or frowning to indicate disapproval. Ekman et al. (1984) found substantial
regional, national, and intranational variation in these displays, leading them to sug-
gest compiling an international dictionary of emblems. Differences have also been
found in the way cultures interpret emblems: cultures studied include the Catalans
in Spain (Payrato, 1993), Dutch interpretations of Chinese and Kurdish gestures
(Poortinga et al., 1993), and Hebrew speakers in Israel (Safadi & Valentine, 1988).
The culture-specific nature of emblems can come into sharp focus when unintentional
communication occurs as a function of an encoder and decoder having learned
different meanings for identical emblematic displays.

Hlustrators

These are movements that are tied directly to speech and serve to illustrate what is
verbalised. Illustrators are socially learned, usually through imitation by a child of a
person he or she wishes to resemble. An example of an illustrator is holding the hands
a certain distance apart to indicate the length of an object.

Regulators

These non-verbal acts serve to regulate conversation flow between people. Regulators
are often culture-specific and may be subtle indicators to direct verbal interaction such
as head nods, body position shifts, and eye contact. Because of their subtle nature,
regulators are often involved in miscommunication and inappropriate responses
among people of different cultures or ethnic backgrounds. This will be examined later
in greater detail when the authors’ police—citizen research is described.



NON-VERBAL BEHAVIOUR AS COMMUNICATION

Adaptors

These are object or self-manipulations. The specific behaviours are first learned as
efforts to satisfy bodily needs, usually during childhood. In adult expression, only
a fragment of the original adaptive behaviour is exhibited. Adaptors are behavioural
habits and are triggered by some feature of the setting that relates to the original
need. There are three types of adaptors: (1) self-adaptors such as scratching the
head or clasping the hands; (2) alter-adaptors, which may include protective hand
movements and arm-folding intended to protect oneself from attack or to represent
intimacy, withdrawal, or flight; and (3) object adaptors, which are originally learned to
perform instrumental tasks and may include tapping a pencil on the table or smoking
behaviours.

Affect displays

These consist primarily of facial expressions of emotions. There is evidence that
people from different cultures agree on their judgements of expressions for the pri-
mary emotions (happiness, sadness, anger, surprise, fear, disgust, and interest) but
disagree on their ratings of the intensity of these expressions (Ekman, 1992a, 1992b,
1993, 1994). However, these expressions are usually modified and often hidden by
cultural display rules learned as ‘appropriate’ behaviour. Thus, affect displays may be
masked in social settings in order to show socially acceptable behaviour. Recent find-
ings related to this issue have led to the development of an interactionist perspective
that integrates findings supportive of both cultural specificity and universality. A
recent study by Elfenbein and Ambady (2003) documents the degree to which (cul-
tural) familiarity increases decoding accuracy, and meta-analytic assessments of this
question have revealed in-group advantages in decoding accuracy (Elfenbein &
Ambady, 2002a, 2002b). However, evidence for such an in-group advantage has been
questioned due to methodological restrictions in studies documenting the impact of
culture (see Matsumoto, 2002). It may be that the events that elicit emotions vary from
culture to culture, but the particular facial muscle movements triggered when a given
emotion is elicited may be relatively universal.

The non-verbal characteristic-category system of Ekman and Friesen has pro-
vided a useful means of analysing and organising non-verbal behaviours used in
communication, and it is readily applicable in describing processes of information and
expression-exchange in normal, social interactions. Extended use of the system has
focused on a number of significant topic areas, among which could be cited many
investigations into the relationships between genuine and recalled emotion and facial
expression (Ekman et al., 1990; Ekman, 1992a, 1993), and the utility of the system in
distinguishing honest and authentic expressions from the deceptive and dissembling
(Hyman, 1989; Ekman et al., 1991; Ekman & O’Sullivan, 1991; Ekman, 1992a). Perhaps
one of the most promising findings to emerge from this literature is the recognition of
a particular smile, ‘the Duchenne smile’, which seems to be a reliable indicator of
genuine enjoyment and happiness. Moreover, this facial profile seems to be quite
resistant to staging and dissimulation (Ekman, 1993). Results from current investiga-
tions of the Duchenne smile suggest that there may exist a universal cross-cultural
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response to these displays that might have evolved due to the important communicative
role of such smiles (Williams, Senior, David, Loughland & Gordon, 2001).

Ditmann

Another way of organising non-verbal acts in terms of their communicative nature is
by focusing on the ‘communication specificity’ and channel capability of message
transmission. These concepts have been presented by Dittmann (1972, 1978) as
part of a larger model of the communication of emotions and are an important aspect
of using non-verbal behaviour as a communication skill. Dittmann focused primarily
on four major channels of communication: (1) language, (2) facial expression, (3) vocal-
isations, and (4) body movements. These four channels can be discussed in terms of
their ‘capacity’, defined as the amount of information each may transmit at any given
moment. Channel capacity can be described along two dimensions: (1) communication
specificity (communicative-expressive) and (2) information value (discrete-continuous).

The closer a channel is to the communicative end of the continuum, the more
discrete its information value will be in terms of containing distinguishable units with
identifiable meanings (for instance, words). The more discrete a communication is,
the greater the communication specificity it will usually have. These channels have
the greatest capacity for conveying the largest number of messages with a wide
variety of emotional meaning.

Channels at the other end of the capacity dimension are described as being
relatively more expressive and continuous. For example, foot movements or changes
in posture are more continuous behaviours than are spoken words, and are more
expressive than specifically communicative in their emotional content. These channels
have a lower capacity for conveying information regarding how a person is feeling.
Facial expressions and vocalisations (paralanguage) may vary in their capacity to
convey emotional expression depending on their delivery, the role the person is play-
ing, the setting of the behaviour, and whether the decoders are family, friends, or
strangers.

Dittmann also discussed the degree to which a message varies in intentional
control on the part of the encoder, and awareness on the part of the decoder. Inten-
tional control refers to the degree to which an encoder is in control of allowing his
or her emotions to be expressed. Level of awareness refers to a decoder’s either being
aware of, repressing, or not noticing a message being sent by an encoder.

The most useful contribution by Dittmann to the non-verbal communication
area is his analysis of channels of communication. A major challenge in non-verbal
behaviour research is to examine the degree to which single versus multiple channels
of transmission provide more meaningful communication in human interaction.

Mehrabian

An influential approach that uses multiple non-verbal categories and attempts to
organise them in terms of three dimensions is that of Mehrabian (1972). These dimen-
sions, described as social orientations, are positiveness, potency, and responsiveness.
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Positiveness involves the evaluation of other persons or objects that relate to
approach—-avoidance tendencies, usually described in terms of liking. Non-verbal
behaviours associated with positiveness represent ‘immediacy’ cues such as eye
contact, forward-lean, touching, distance, and orientation.

Potency represents status or social control and is demonstrated through ‘relax-
ation’ cues of posture such as hand and neck relaxation, sideways lean, reclining angle,
and arm-leg position asymmetry. Responsiveness is expressed through ‘activity’ cues
that relate to orienting behaviour and involve the relative importance of the inter-
action participants. Such non-verbal behaviour as vocal activity, speech rate, speech
volume, and facial activity are indices of responsiveness. Mehrabian’s system of
non-verbal expression is thus organised into (1) dimensions, (2) associated cues, and
(3) specific non-verbal indicators of the cues.

Mehrabian’s system places non-verbal behaviour in socially meaningful con-
texts and is especially useful for non-verbal behaviour as a communication skill. The
dimensions of non-verbal behaviour can be applied equally to encoding or decoding
roles and are supported by numerous experimental results. For example, data col-
lected by Mehrabian and others indicate that the positiveness dimension, with its
immediacy cues, is concerned with deceptive or truthful communication. McCroskey’s
research on non-verbal immediacy in the classroom has also revealed positive effects
on both evaluations of teachers (McCroskey et al., 1995; Rocca & McCroskey, 1999)
and student learning outcomes (McCroskey et al., 1996). The potency dimension, as
expressed by relaxation cues, is useful in understanding situations where social or
professional status is salient, such as military rank, corporate power, teacher—student
relations, and therapist—client interaction.

The responsiveness dimension, as expressed by activity cues, relates to persua-
sion, either as intended (encoding) or perceived (decoding). Thus, Mehrabian organ-
ised a complex set of non-verbal behaviours into manageable proportions, which are
readily testable and applicable to social situations experienced daily, particularly by
professionals whose judgement and influence are important to those with whom they
communicate.

Patterson

A more recent attempt to organise non-verbal behaviour into basic functions or pur-
poses of communication is presented by Patterson (1983, 1988, 2001). He argues that,
as social communication, non-verbal behaviour is meaningful only when considered in
terms of an exchange of expressions between participants in an interaction. It is this
relational nature of behaviours that must be considered and requires sensitivity to the
behavioural context each person constructs for the other (Patterson, 1983), or for third
parties viewing participants in a primary relationship (Patterson, 1988). The basic
functions of non-verbal behaviour are related to the management (both interpretation
and presentation) of those acts primarily involved in social interaction.

Seven basic functions are suggested: (1) providing information, (2) regulating
interaction, (3) expressing intimacy, (4) expressing social control, (5) presentation
function, (6) affect management, and (7) facilitating service or task goals. Non-verbal
behaviour is best considered as ‘coordinated exchanges’ and configurations of
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multichannel combinations as related to the seven functions. Thus, presenting
non-verbal behaviour in terms of separate channels (for instance, facial expressions,
arm movements, paralanguage, and so on) does not properly emphasise the inter-
dependent and coordinated relationship among channels that are meaningfully
involved in the functions. This configural approach is important for application to the
development of communication skills. The use of emblems provides a good example
of a non-verbal display that often employs multiple channels to produce a direct verbal
equivalent. For example, the emblem for the verbalisation ‘I don’t know’ involves
a coordinated facial expression, shoulder movement, arm movement, and hand
movement.

The information-provision function is considered to be most basic and is seen
primarily from an impression formation or decoder perspective. When observing an
encoder’s (actor’s) behaviour patterns, the decoder may infer aspects of the encoder’s
acquired dispositions and temporary states, or the meaning of a verbal interaction.
Facial cues are emphasised (Ekman & Friesen, 1975) usually to infer emotional
expressions. However, other channels of non-verbal behaviour, such as the postural,
paralinguistic, and visual, are also important in formulating the impression.

The function of regulating interaction deals with the development, mainten-
ance, and termination of a communicative exchange. These non-verbal behaviours are
usually ‘automatic’ or operate at low levels of awareness. Two types of behaviour are
involved in regulating interactions: the first are structural aspects that remain rela-
tively stable over the course of an interaction and include posture, body orientation,
and interpersonal distance; the second is dynamic and affects momentary changes in
conversational exchange, such as facial expression, gaze, tone and pitch of voice, and
change in voice volume (Argyle & Kendon, 1967; Duncan, 1972). Both the information
and regulating functions are ‘molecular’ in form and represent communicative aspects
of more isolated and specific non-verbal behaviours.

The last five functional categories represent broader purposes of communica-
tion and are molar descriptions of more extended interactions. These are of greater
importance in understanding and predicting the nature of non-verbal acts during an
interaction. Intimacy refers to liking, attraction or, generally, the degree of ‘union’ or
‘openness toward another person’. Extended mutual gazing into another’s eyes, closer
interpersonal spacing, and mutual touching are examples of communicating intimacy.

Social control functions to persuade others and establish status differences
related to the roles of the interaction participants. Examples of non-verbal behaviours
involved in social control are gaze patterns and touch to clarify status differences, and
eye contact, direct body orientation, and vocal intonation to attempt to persuade
someone to accept another’s point of view. Much of the authors’ research relates to
this function and will be discussed later in the chapter.

The presentational function of non-verbal behaviours is managed by an indi-
vidual or a couple to create or enhance an image, and is typically aimed not so much
at the other partner as it is at others outside the direct relationship. Some authors
have identified these processes as ‘tie-signs’ (Goffman, 1971) or ‘withness cues’
(Scheflen & Scheflen, 1972). Holding hands, standing close, and sharing a common
focus of attention are frequent examples. Such behaviours occur more often in the
presence of others. The affect-management function focuses on the expression of
strong affect by demonstrative processes such as embracing, kissing, and other forms
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of touching associated with strong positive affect; or embarrassment, shame, or social
anxiety, as in instances of decreased contact, averted gaze, and turning away from the
partner.

The service-task function involves non-verbal behaviours that are relatively
impersonal in nature. Role and situational factors are particularly important here
since many of the same non-verbal behaviours involved in intimacy are also present in
service-task functions. A good example is close interpersonal spacing and touching
behaviour on the part of a physician toward a patient or between hairdresser and
customer. The distinguishing feature of service-task behaviours is that they function
to service the needs of individuals.

Patterson (1995) has attempted to expand his functional conception of social
process maintenance by conceptualising a dynamic, multistaged, parallel-processing
model of non-verbal communication. The model encompasses four classes of factors,
each containing multiple processes: (1) determinants (biology, culture, gender, person-
ality); (2) social environment (partner, setting); (3) cognitive-affective mediators (inter-
personal expectancies, affect, goals, dispositions, cognitive resources, attentional
focus, cognitive effort, action schemas); and (4) person perception and behavioural
processes (impression formation, actor behaviour). In the broadest sense, the model
attempts to describe the complex demands entailed in simultaneously initiating and
monitoring interactive behaviour. It is generally recognised that if non-verbal
behaviour is discussed separately by channel, it is primarily for organisational clarity;
any one channel should not be considered at the exclusion of others in either man-
aging or interpreting social behaviour. This, of course, results in a more complex task
in using non-verbal behaviour as a communication skill, yet it places the topic in a
more appropriate perspective vis-a-vis communication in general.

Patterson’s functional approach to non-verbal behaviour is similar to
Mehrabian’s in its application to social-communicative processes. Both stress the
importance of the multichannel use of configurative aspects of non-verbal communi-
cation. However, Patterson provides a broader framework in which to view non-verbal
behaviour in role- and setting-specific conditions, by emphasising the degree of over-
lap in multichannel expression among the functions and the importance of interpreting
these expressions in light of the psychological, social, and environmental context.

In more recent descriptions of Patterson’s (1998, 2001) parallel-process model
of non-verbal communication, the model is increasingly focused on the roles that
goals and automatic processing play in our dealing with the tasks of simultaneously
decoding our social environment and managing impressions of ourselves. Patterson
observes that many relatively automatic judgements (e.g. the tendency to react in a
positive and nurturing manner with baby-faced adults) may have been biologically
based. However, he also suggests that due to the experience of processing social
information, automatic judgements can occur as a function of forming associations
between specific non-verbal cues or behaviours and learned preferred tendencies of
the individual. In his commentary on the influence of evolutionary psychology on
current non-verbal research, Patterson (2003) states that the evolutionary focus on the
adaptive value of specific forms of expressive behaviour is consistent with the func-
tional perspective, and that ‘Evolutionary processes play a critical role in providing the
foundation for this functional system of nonverbal communication’ (p. 207). However,
in a manner similar to that of Zebrowitz (2003), his major criticism of the evolutionary
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perspective is that it does not capture the parallel sending and receiving processes that
represent an adequately complex interactive model of non-verbal communication.

The complexity of the task of communicative and self-presentational uses of
non-verbal behaviour has been reviewed by DePaulo (1992). She examined the difficul-
ties of communicating intended messages and emotional states through non-verbal
channels. Two factors received particular emphasis. Non-verbal behaviour is more
accessible to others in an interaction than it is to the actor. This makes self- (or
relationship) presentational refinements and monitoring difficult for the actor, and
access direct and figural for others, although such refinements have been shown to be
affected by self-monitoring tendencies and strategic self-presentational goals (Levine
& Feldman, 1997). Second, it is never possible to ‘not act’ by non-verbal channels.
While one can fall silent verbally, one can never become silent non-verbally. These
two features of non-verbal behaviour vis-a-vis speech highlight the significant and
problematic nature of non-verbal behaviour as communication.

NON-VERBAL COMMUNICATION IN CONTEXT

This chapter has stressed that non-verbal behaviour, as a communication skill, is most
usefully understood when discussed in role- and setting-defined contexts. With the
possible exception of facial expressions subject to display rules, non-verbal communi-
cation cannot be discussed adequately by presenting principles that have universal
application. Perhaps a useful way of presenting research results as applied to com-
munication skills is to provide a sampling of findings in selected contexts. At present,
research on non-verbal communication is incomplete and asks more questions than it
provides answers, yet it is hoped that the reader will better appreciate scientific
attempts to study this communication skill meaningfully.

In his review, Knapp (1984) discussed the relevance of non-verbal behaviour to
communication in general and suggested several assumptions from which the research
can be viewed. Among these are that human communication consists primarily of
combinations of channel signals such as spatial, facial, and vocal signals operating
together. Another assumption is that communication is composed of ‘multilevel sig-
nals’ and deals with broader interpretations of interactions such as general labelling
(for example, a social or professional encounter) and inferences about longer-term
relationships among the interactants. His last assumption is most crucial for the
present discussion, since it points out the critical importance of context for generating
meanings from human communication encounters.

Setting and role applications

A major limitation of much non-verbal behaviour research is that it is conducted in
a laboratory setting devoid of many of the contextually relevant environmental
and social features present in real-life interactions (Druckman et al., 1982; Davis,
1984; Knapp, 1984). This is a serious problem in attempts to generalise techniques
of impression management and processes of impression formation to specific
role-defined settings (such as the psychotherapeutic or counselling session), health
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professional-patient interactions, the employment interview, and police—citizen
encounters. Professionals in these areas have a special interest in non-verbal
behaviour. Accurate and effective communication is crucial to accomplishing the pur-
poses of the interaction. One series of studies conducted over a number of years is
illustrative of setting- and role-defined research and reveals the importance of the
interplay among the categories of kinesics, paralanguage, proxemics, physical char-
acteristics, adornments, and environmental factors mentioned earlier as describing
major categories of non-verbal behaviour.

The specific role-defined setting was that of a standing, face-to-face, police—
citizen interaction. In the initial study (Rozelle & Baxter, 1975), police officers were
asked to indicate the ‘characteristics and features they look for when interacting with a
citizen while in the role of a ‘police officer’. They were also asked to indicate cues they
used in forming these impressions of the citizen. These cues or information items were
classified as either behavioural (that is, the other person’s verbal and non-verbal
behaviour) or situational (that is, aspects of the environment, such as number of other
people present, whether inside a room or on the street, and lighting conditions).

The officers were asked to compare a ‘dangerous’ and a ‘non-dangerous’ situ-
ation. Under conditions of danger, the officers indicated a broadened perceptual
scan and were more likely to utilise behavioural (mainly non-verbal) and situation-
environmental cues (for instance, area of town, size of room, activities on the street) in
forming an impression of the citizen. Under the non-dangerous conditions, the officers
concentrated almost exclusively on specific facial and vocal cues, eye contact, arm and
hand movements, and dress and behavioural sequences such as body orientation and
postural positions. Under these less stressful conditions, police officers indicated
an impression formed that described the citizen primarily in terms of dispositional
characteristics (i.e. guilty, suspicious, deceptive, honest, law-abiding).

Dispositional causes of observed behaviour are contrasted with situational
causes such as attributing one’s behaviour to momentary discomfort or confusion,
crowding, response to another’s actions, or other events in the immediate environment.
Thus, in the more typical police—citizen interaction, which is non-stressful for the
police officer (for instance, obtaining information from a witness to an accident or
crime), the officer focused predominantly on the citizen’s non-verbal behaviours and
dispositional attributions, rather than situational attributions, to explain the citizen’s
behaviour (for example, guilty or innocent).

Actor and observer bias in explaining non-verbal behaviour

An important feature of impression-management (encoding) and formation (decoding)
processes deals with differences arising out of the perspectives of the participants in
the interaction (Jones & Nisbett, 1972; Ross & Nisbett, 1991). In most role-defined
interactions, the person in the encoding role is considered to be the actor, whereas the
decoder is the observer. It has been proposed that unless otherwise trained or sensi-
tised (Watson, 1982), observers overemphasise dispositional qualities in inferring the
causes of the actor’s behaviour, while ignoring the more immediate situational factors
related to the observed behaviour. Actors, on the other hand, usually overemphasise
situational factors at the expense of dispositional ones in explaining their own
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behaviour, especially when it is self-serving to do so. It should be mentioned, however,
that a number of factors, including cross-cultural differences (Choi & Nisbett, 1998;
Krull, Loy, Lin, Wang, Chen & Zhao, 1999; Masuda & Kitayama, 2004) and differences
in the way that individuals process information (D’Agostino & Fincher-Kiefer, 1992),
have been found to moderate these general attributional tendencies.

Rozelle and Baxter (1975) concluded that police officers see themselves as
observers, evaluating and judging the behaviours of the citizen with whom they are
interacting. As a result, the officer makes predominantly dispositional interpretations,
ignoring situational causes of the observed behaviour. It is of particular importance
to note that in this type of face-to-face interaction, the officer is probably one of the
more distinguishable features of the situation, and the officer’s behaviour is an
important situational determinant of the citizen’s behaviour. Thus, the officer under-
estimates or ignores personal behaviour as a contributing, situational determinant of
the citizen’s behaviour. This can lead to misinterpretations of behaviour, particularly
when judgements must be made on the basis of a relatively brief, initial encounter. It
should also be noted that the citizen may be misinterpreting his or her own behaviour
in terms of reacting to the situation, including the officer’s behaviour; thus, non-verbal
cues are not ‘managed’ properly to avoid expressing or concealing appropriate
behaviour for desired evaluation on the part of the officer. Other types of role-defined
interactions resemble this condition in various degrees.

Interpersonal distance, roles and problems of interpretation

A more dramatic example of how this observer bias can lead to clear, yet inaccurate,
interpretations of behaviour was obtained when the category of proxemics was
included in the police—citizen interaction. Based on his observations of North American
behaviour in a variety of settings, Hall (1959, 1966) proposed four categories of
interpersonal distance that describe different types of communications in face-to-face
interactions:

1 intimate distances in which interactants stand 6-18 inches from each other,
types of interactions expressing intimacy being ‘love-making and wrestling,
comforting and protecting’

2 personal distances of 1.5-4 feet, which usually reflect close, personal
relationships

3 social or consultative distances of 4-7 feet, which are typical of business and
professional client interactions

4 public distances of 12-20 feet involving public speaking in which recognition
of others spoken to is not required.

Hall (1966) stipulated that these distances are appropriate only for North American
and possibly northern European cultures, and that other cultures have different
definitions of interpersonal spacing.

A study by Baxter and Rozelle (1975) focused on a simulated police—citizen
interview between white male undergraduates at a North American university and an
interviewer playing the role of a police officer questioning the student-citizen about
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various items in his wallet. The interview consisted of four 2-minute phases in which
the distance between the officer and citizen was systematically varied according to
Hall’s first three distance classes.

For both the experimental and control groups, the role-played officer stood 4 feet
away from the student during the first 2-minute phase. At the beginning of the second
2-minute phase, the officer casually moved within 2 feet (personal distance) of the
subject for both groups. For the experimental group only, the intimate or ‘severe crowd-
ing’ condition (due to the inappropriate distances for the roles being played) occurred
during the third 2-minute phase: the officer moved to an 8-inch nose-to-nose distance
from the subject, and then returned to the 2-foot distance during the fourth 2-minute
phase. The 2-foot distance was maintained throughout the second, third, and fourth
phases for the control group. The police interviewer was instructed to maintain eye
contact during all phases of the interaction. The student was positioned next to a wall
which prevented him from moving back or escaping during the crowding condition.

The non-verbal behaviours exhibited by the subjects during the crowding condi-
tion were consistent with typical reactions of people experiencing inappropriate,
intimate, interpersonal spacing. As the subject was increasingly crowded during the
interview, his speech time and frequency became disrupted and disorganised, an
uneven, staccato pattern developing. Eye movements and gaze aversion increased,
while few other facial reactions were displayed. Small, discrete head movements
occurred, and head rotation/elevation movements increased. Subjects adopted posi-
tions to place their arms and hands between themselves and the interviewer, and
there was a noticeable increase in hands-at-crotch positioning. Brief rotating head
movements increased, while foot movements decreased.

These non-verbal behaviours were produced by a situational manipulation (that
is, crowding) but were strikingly similar to those emphasised by Rozelle and Baxter’s
real police officers as they described behaviours indicating dispositional character-
istics of guilt, suspicion, and deception. Officers in the earlier study specified facial
and vocal cues, arm and hand behaviour, and posture and body orientation; they
related non-verbal behaviours as being particularly reliable indices of these disposi-
tions. At that time, the training course (at the police academy) required of all officers
included instructions to stand close to the citizen and maintain maximal eye contact
during such an interview. Thus, reliance on non-verbal behaviour has, in this role-
specific setting, a high probability of miscommunicating intention, motivations, and
other dispositions from actor to observer. The observer, by not properly including his
or her own behaviour as a significant part of the situation influencing the actor’s non-
verbal behaviour, inaccurately forms an impression of the actor in a highly reliable
and confident manner.

Cultural influences

The important role played by cultural differences in non-verbal behaviour is sug-
gested from several directions. Early studies by Watson (1970) and by Watson and
Graves (1966) have shown differences in gazing behaviour, space behaviour, body
orientation, and touching behaviour among members of different cultures. More
recent studies by Ekman and his colleagues distinguished the universal from the
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culturally specific sources for expressions of emotion (e.g. Ekman & O’Sullivan, 1988).
While the underlying physiology for the primary emotions may be universal, the
actual expression elicited is subject to cultural (Elfenbein & Ambady, 2002b, 2003) and
situation-determined display rules, as we discussed above. Display rules serve to
control an expression or to modify certain expressions that would be socially
inappropriate or would reveal deception.

Klopf et al. (1991) showed that the Japanese subjects in their study perceived
themselves to be less immediate — as indicated by less touching, more distance, less
forward lean, less eye contact, and orientation away from the other — than their
Finnish and American subjects. These variations may reflect cultural differences in
rules dealing with intimacy (Argyle, 1986). Anecdotal reports also suggest distinct
patterns of expression for Japanese negotiators — in the face (immobile, impassive);
the eyes (gaze away from others); the mouth (closed); the hands (richly expressive
gestures); and synchronous movements in pace, stride, and body angle with other
members of a group (March, 1988). Understanding preferred non-verbal expressions
may be a basis for communicating across cultures, as Faure (1993) illustrated in the
context of French—Chinese negotiations. They may also reveal the way that members
of different societies manage impressions (Crittenden & Bae, 1994).

Subcultural differences in interpersonal spacing preferences have been exam-
ined in several observational studies (Willis, 1966; Baxter, 1970; Thompson & Baxter,
1973). In general, African-Americans tend to prefer interacting at greater distances
and at more oblique orientations than Anglo-Americans, who in turn prefer greater
distances and more indirection than Mexican-Americans. Indeed, the Thompson and
Baxter study demonstrates that African-Anglo- and Mexican-Americans, when inter-
acting in intercultural groups in natural contexts, appear to ‘work toward’ inconsis-
tent spacing arrangements through predictable footwork and orientation adjustments.
A subsequent study by Garratt et al. (1981) trained Anglo-American police officers to
engage in empirically determined ‘African-American nonverbal behaviour and inter-
personal positioning’ during an interview with African-American citizens. These
interviews were contrasted with ‘standard’ interviews conducted by the same officers
with different African-American citizens. Post-interview ratings by these citizens
showed a clear preference for the ‘trained’ policeman, along with higher ratings in the
areas of personal, social, and professional competence. A similar study with compar-
able results had been carried out previously by Collett (1971) with trained British
interviewers interacting with Arab students.

Differences were also found between African-American and white American
subjects in gazing behaviour. The African-American subjects directed their gaze away
when listening and toward the other when speaking (LaFrance & Mayo, 1978). Similar
patterns of gaze behaviour were found in other societies (Winkel & Vrij, 1990; Vrij
& Winkel, 1991). Preliminary evidence obtained by the authors of this chapter sug-
gests that the differences in gaze may reflect differences between subcultural groups
in felt stress. A comparison of decoding accuracy between African-American, African,
Afro-Caribbean, and European-Americans demonstrated that decoding accuracy for
the non-verbal expression of emotion through posture and tone of voice was signifi-
cantly related to degree of acculturation (Bailey, Nowicki & Cole, 1998). Consistent
with the likelihood that facial expressions would be more universally understood,
acculturation was unrelated to the accurate interpretation of emotion from face in this
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study. However, more recent investigations that have compared Japanese nationals
and Japanese-Americans have revealed cultural differences in ‘non-verbal accents’ in
the facial expression of emotion (Marsh, Elfenbein & Ambady, 2003).

A few studies have investigated cultural factors in deceptive enactments. Com-
paring Chinese experimental truth tellers to liars, Yi Chao (1987), Cody et al. (1989),
and O’'Hair et al. (1989) found that only speech errors and vocal stress distinguished
between the groups. Other paralinguistic variables were related more strongly to
question difficulty. Like the Americans in the studies reviewed by DePaulo et al.
(1985), the Chinese liars (compared to the truth tellers) experienced more difficulty in
communicating detailed answers to the questions that required effort. Both the liars
and truth tellers were brief in communicating negative feelings, smiling frequently
and suppressing body and hand movements. With regard to Jordanian subjects, Bond
et al. (1990) found that only filled pauses distinguished between the liars and truth
tellers: the Jordanians expressed more filled pauses when lying than when telling the
truth. Compared to a comparable sample of Americans, the Jordanian subjects (liars
and truth tellers) displayed more eye contact, more movements per minute, and more
filled pauses. However, the American and Jordanian subjects both used similar,
inaccurate non-verbal cues (avoiding eye contact and frequent pauses) in judging
deception by others. An examination of beliefs about deception cues among
Jordanians by Al-Simadi (2000) revealed some similarities with data from the USA
and Western Europe (expectations of increased gaze aversion and paralinguistic cues)
and some notable differences (expectations of increased blinking and facial colour).
For a review of other cross-cultural studies, see Druckman and Hyman (1991).

While suggestive, these studies are not sufficient probes into the cultural dimen-
sions influencing non-verbal behaviour. None of them describes the way people from
different cultures feel when they violate a social taboo, for example, or attempt to
deceive or exploit an interviewer. While the studies are informative, they do not
illuminate the psychological states aroused within cultures that give rise to the kind
of ‘leakage’ which may be used to examine complex intentional structures in different
cultural groups. Based on their review of deception research, Hyman and Druckman
(1991) concluded that ‘detection of deception would be improved if one could antici-
pate the sorts of settings that constitute social transgression or a guilt-producing
state for particular individuals (or cultures) (p. 188).

Some research implications

Building on the idea of cultural display rules, investigations designed to discover the
situations which produce guilt for members of different cultural groups would be
helpful. Situations that produce guilt are likely to vary with an individual’s cultural
background and experience. When identified, these situations could then be used as
settings for enacting scripts that involve either deception or truth telling by subjects
from those cultures. The enactments should reveal the non-verbal behaviours that
distinguish deceivers and truth tellers within the cultural groups. These behaviours
would be culturally specific ‘leaked’ cues.

Following this approach, such studies could be implemented in stages. First,
interviews would be conducted to learn about a culture’s ‘folk psychology’ of deception
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(see Hyman & Druckman, 1991). Respondents would be asked about the kinds of lies
and lying situations that are permissible and those that are taboo within their culture.
Second, experimental deception vignettes would be presented for respondents’ reac-
tions in terms of feelings of guilt, shame, and stress. The vignettes could be designed
to vary in terms of such dimensions as whether the person represents a group or her/
himself, the presence of an audience during the interview, and the extent to which he
or she prepared for the questions being asked. Analyses would then suggest the
dimensions that influence feelings of guilt or shame for each cultural group. Prelimin-
ary findings on subcultural groups, obtained by the authors of this chapter, showed
differences in stress for members of different cultural groups and less guilt felt by
respondents in all cultural groups when they were in the role of group representative
rather than non-representative. (See also Mikolic et al., 1994, for evidence on the
disinhibiting effects of being in groups.) Third, the information gathered from the
interviews could provide the bases for more structured experimental studies designed
to discover those non-verbal behaviours that distinguish between liars and truth
tellers (the leakage cues) for each of several cultural groups. These cues could then be
used for diagnostic purposes as well as for the development of training modules along
the lines of work completed by Collett (1971), Garratt et al. (1981), Druckman et al.
(1982), Costanzo (1992), and Fiedler and Walka (1993).

Non-verbal behaviour in professional settings: a sample of
research findings

Although the police—citizen encounter was brief, and involved rather extreme situ-
ational proxemic variations with only a moderate amount of verbal exchange, it has
elements similar to many professional interactions. For example, the actor—observer
distinction could be applied to the employment interview. In such an interaction, the
interviewer could be considered the ‘observer’ or decoder evaluating the verbal and
non-verbal acts of the interviewee, who is the ‘actor’ or encoder.

In the authors’ experience with the professional interview setting, the inter-
viewer often makes an important, job-related decision regarding the interviewee based
on dispositional attributions occurring as a result of behaviour observed during a
30-minute interview. Although the employment interview may be a typical experience
for the interviewer during the working day, it is usually an infrequent and stressful
one for the interviewee. This could increase the observer-dispositional bias, actor-
situational bias effect. The interviewer, in the role of observer, proceeds ‘as usual’,
while the interviewee reacts in a sensitive manner to every verbal and non-verbal
behaviour of the interviewer. Unaware that the very role of the interviewer is an
important, immediate situational cause of the interviewee’s behaviours, the inter-
viewer uses these same behaviours to attribute long-term dispositional qualities to the
interviewee-actor and may make a job-related decision on the basis of the impression
formed. Thus, from a non-verbal communication perspective, the impression formed
is, to varying degrees, inadvertently encoded by the interviewee-actor, and possibly
misinterpreted in the decoding process by the interviewer (the employment interview
is discussed in detail in Chapter 16).

This miscommunication process may be particularly important during
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the initial stages of an interaction, since expectancies may be created that bias the
remaining interaction patterns. Research indicates that first impressions are import-
ant in creating expectancies and evaluative judgements (and sometimes diagnoses) of
people in interviewing, counselling, teaching, therapeutic, and other professionally
role-related interactions. Zajonc (1980) stated that evaluative judgements are often
made in a fraction of a second on the basis of non-verbal cues in an initial encounter.
Others have shown that a well-organised, judgemental impression may be made in as
little as 4 minutes.

A meta-analytic study by Ambady and Rosenthal (1992) summarized the
research on ‘thin slices’ (defined as a 5-minute exposure or less) of expressive
behaviour as a predictor for deception detection. They found a significant effect size,
7 = 0.31, across 16 studies. Neither length of exposure nor channel exposure (non-
verbal vs verbal and non-verbal) significantly moderated the effect size. Babad et al.
(2003) found that even very brief (10-second) exposure to teacher non-verbal
behaviour while the latter was interacting with the class is predictive of students’
teaching evaluations.

Those in professional roles, such as interviewing, counselling, and teaching,
should constantly remind themselves of the influence they have on clients’ non-verbal
behaviour, and not to rely on ‘favourite’ non-verbal behaviours as flawless indicators
of dispositional characteristics. Knowledge of the potential effects of verbal and non-
verbal behaviour can be useful in impression-management techniques to create more
effective communication in face-to-face interactions. For example, in a simulated
employment interview setting, Washburn and Hakel (1973) demonstrated that when
applicants were given a high level of non-verbal ‘enthusiasm’ by the interviewer (for
instance, gazing, gesturing, and smiling), the applicants were judged more favourably
than those given a low level of interviewer enthusiasm. Another study showed that
when candidates received non-verbal approval during an employment interview, they
were judged by objective observers to be more relaxed, more at ease, and more com-
fortable than candidates who received non-verbal disapproval from the interviewer
(Keenan, 1976).

Impression-management strategies may also be utilised by the interviewee. For
example, the American Psychological Association gives specific suggestions, based
on research, to postgraduate school applicants on how to communicate favourable
qualities non-verbally during an interview (Fretz & Stang, 1982). Research studies
generally show that non-verbal behaviours, such as high levels of gaze, combinations
of paralinguistic cues, frequent head movement, frequent smiling, posture, voice
loudness, and personal appearance, affect impressions formed and evaluative judge-
ments made by employment interviewers (Young & Beier, 1977; Hollandsworth et al.,
1979; Forbes & Jackson, 1980). Non-verbal immediacy has also been shown to be
related to positive subordinate perceptions of supervisors (Richmond & McCroskey,
2000). Caution should be advised before applying these specific behaviours, since
qualifying factors have been reported. For example, one study reported that if an
applicant avoids gazing at the interviewer, an applicant of high status will be evalu-
ated more negatively than one of low status (Tessler & Sushelsky, 1978). Evidently,
gaze aversion was expected, on the part of the interviewer, from a low-status appli-
cant, but not from a higher-status one. Status differences and associated non-verbal
behaviours have also been recognised in the military setting, where physical appear-
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ance, such as uniform markings, clearly identifies the ranks of the interactants (Hall,
1966).

This brief sampling of empirical results provides impressive evidence for the
importance of non-verbal behaviour in managing and forming impressions in role-
defined settings. However, these results also reveal that non-verbal behaviour in the
form of kinesics interacts with other non-verbal categories such as proxemics, para-
language, physical characteristics, and environmental factors. Although this creates
a rather complex formula for applications, all of Knapp’s seven dimensions are
important to consider in developing communication skills in the various contexts of
role-defined interactions that one experiences.

AN EXAMPLE OF RESEARCH AND
APPLICATION: INTERNATIONAL POLITICS

In this section, a programme of research will be briefly presented that illustrates
an attempt to identify systematically certain non-verbal behaviours associated with
specific intentions of the communicator (encoder), and then to apply these findings
to develop better skills in interpreting (decoding) observed behaviour of others
(Druckman et al., 1982). The context selected for this research is international politics.
This is an area that encompasses a broad range of situational, cultural, personal, and
social factors and thus attempts to deal with the complexity of non-verbal expression
and interpretation. It is also an area that contains elements similar to a variety of
everyday experiences encountered by a broad range of people in professional and
social interactions.

Laboratory research

The initial research project involved a role-playing study in which upper-level uni-
versity students were instructed to play the role of a foreign ambassador being
interviewed at a press conference. A set of pertinent issues was derived from United
Nations transcripts and presented to the subjects in detail. After studying the issues,
subjects were randomly assigned to one of three intention conditions which directed
them to express their country’s position on the issues in either an honest, deceptive, or
evasive fashion. Examples of honest, deceptive, and evasive arguments and discussion
points were presented to the subjects to help prepare them for the interview.

A formal, 15-minute, videotaped interview was conducted between the ‘ambas-
sador’ and a trained actor playing the role of a press interviewer. An informal,
7-minute, post-interview discussion was also videotaped in which the subject was
asked to be ‘him/herself and discuss his or her activities at the university. It is import-
ant to note that the subject ambassadors were not aware that the purpose of the study
was to assess non-verbal behaviour exhibited by them during the interview. Thus, the
study dealt with ‘informative’ rather than consciously controlled ‘communication’
acts as described by Ekman and Friesen (1969) and discussed by Dittmann (1978).
Moreover, the interviewer was unaware of whether the subject was in the honest,
deceptive, or evasive intention condition. Ten subjects served in each of the condi-
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tions. The videotaped interviews were coded by an elaborate process involving 200
student volunteers carefully trained reliably to observe specific channels of non-
verbal behaviour patterns produced by subjects in the honest, deceptive, and evasive
conditions.

Research findings

Among the detailed results presented by Druckman et al. (1982), several general
findings are appropriate for this discussion. One set of analyses revealed that honest,
deceptive, and evasive subjects could be classified accurately solely on the basis
of their non-verbal behaviours. Using 10 non-verbal behaviours (for instance,
head-shaking, gaze time at interviewer, leg movements, and so on), 96.6% of the
subjects were classified correctly as being honest, deceptive, or evasive. In another
segment of the interview, three non-verbal behaviours (for instance, leg movements,
gaze time at interviewer, and object fidgeting) were accurate in 77% of the cases in
detecting honest, deceptive, or evasive intentions of the subject.

These computer-generated results were in striking contrast to another set of
judgements produced by three corporate executives selected on the basis of their
experience and expertise in ‘dealing effectively with people’. These executives viewed
the tapes and then guessed whether the subject had been in the honest, deceptive, or
evasive condition. Results indicated that the experts correctly classified the subject-
ambassadors in only 43%, 30%, and 27% of the cases, respectively. Thus, even
‘experts’ would appear to benefit from further training and skill development in inter-
preting non-verbal behaviours — and actually may be in special need of such training
(DePaulo et al., 1985).

The vast majority of decoding studies have involved the use of undergraduate
students to assess deception. The accuracy rate across these studies tends to hover
close to chance: 45% and 60% (Kraut, 1980; DePaulo et al., 1985; Vrij, 2000). Vrij (2000)
points out that a more specific evaluation that distinguishes between skill at detecting
honesty and skill at detecting lies reveals that we tend to be particularly poor at
detecting lies (a truth bias). Some data suggest that accuracy in detecting deception
may be higher among specific groups of experts such as members of the Secret
Service (Ekman & O’Sullivan, 1991; Ekman, O’Sullivan & Frank, 1999) and police
officers (Mann, Vrij & Bull, 2004), but this is only likely to be the case when these
professional groups have learned or are trained to pay attention to the more reliable
non-verbal cues and ignore non-diagnostic non-verbal behaviour.

Current research summarised by Vrij and Mann (2004) has demonstrated the
utility of combining the evaluation of non-verbal behaviour with the application of
various speech content analysis techniques that assess the credibility of verbal con-
tent. The accuracy rate in these studies was 77-89% (Vrij, Edward, Roberts & Bull,
2000; Vrij, Akerhurst, Soukara & Bull, 2004). Lastly, a recent study that compared
decoding accuracy between individuals and small (six-person) groups revealed a sig-
nificant advantage among participants in the group conditions (Frank, Paolantonio,
Feeley & Servoss, 2004). However, this advantage was found only for judgements of
deceptive, not honest, communication.

Another set of analyses revealed significant shifts in non-verbal behaviour
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patterns when the subject changed from the ambassador role to being ‘him/herself’
during the informal post-interview period. Generally, subjects showed more
suppressed, constrained behaviour when playing the role of ambassador: for example,
significantly fewer facial displays, less head nodding, fewer body swivels, and less
frequent statements occurred during the interview than in the post-interview period. It
would appear that the same person displays different patterns and levels of non-
verbal behaviour depending upon the role that is being communicated. Moreover,
different patterns of behaviour occurred in the three 5-minute segments of the formal
interview. Thus, even when a person is playing the same role, different behaviours
emerge during the course of an interaction. These may be due to factors of adaptation,
stress, familiarity, relaxation, or fatigue.

Yet another set of analyses using subjects’ responses to a set of post-interview
questions indicated that certain patterns of non-verbal behaviours were related to
feelings the subject had during the interview (for example, stress, relaxation, con-
fidence, apprehension), and that these patterns were related to the intention condition
assigned to the subject. Evasive and honest subjects displayed behaviours indicating
involvement, while evasive and deceptive subjects displayed non-verbal indication of
stress and tension. Subjects in all three conditions displayed behaviour patterns
related to expressed feelings of confidence and effectiveness.

Training the decoder

Even though the results of this study were complex, they were organised into a training
programme designed to improve the observer’s ability to distinguish among honest,
deceptive, and evasive intentions of subjects playing this role. Four training pro-
grammes were presented to different groups of decoders and represented four types of
instruction, ranging from general (a global lecture and an audio-only presentation) to
specific information (a technical briefing and inference training) regarding non-verbal
indicators of intention. Results showed that accuracy of judgement in distinguishing
between honest, deceptive, and evasive presentations improved as the specificity and
applied organisation of the instructional materials increased. The strategy used for
inference training was shown to be especially effective (Druckman et al., 1982).

Strategies for interpreting non-verbal behaviour:
an application of experimental results

The studies reviewed above support the assumption that gestures, facial expressions,
and other non-verbal behaviours convey meaning. However, while adding value to
interpretation in general, an understanding of the non-verbal aspects of behaviour
may not transfer directly to specific settings. Meaning must be established within the
context of interest: for example, the non-verbal behaviour observed during the course
of a speech, interview, or informal conversation.

Building on the earlier laboratory work, a plan has been developed for deriving
plausible inferences about intentions and psychological or physical states of political
leaders (see also Druckman & Hyman, 1991). The plan is a structure for interpret-
ation: it is a valuable tool for the professional policy analyst, and it is a useful frame-
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work for the interested observer of significant events. In the following sections, themes
and techniques for analysis are discussed, and the special features of one particular
context, that of international politics, are emphasised.

Themes for analysis

Moving pictures shown on video or film are panoramas of quickly changing actions,
sounds, and expressions. Just where to focus one’s attention is a basic analytic
problem. Several leads are suggested by frameworks constructed to guide the research
cited above. Providing a structure for analysis, the frameworks emphasise two general
themes, namely, focusing on combinations of non-verbal behaviours and taking
contextual features into account.

While coded separately, the non-verbal behaviours can be combined for analysis
of total displays. Patterns of behaviours then provide a basis for inferences about
feelings or intentions. The patterns may take several forms: one consists of linear
combinations of constituent behaviours, as when gaze time, leg movements, and
object fidgeting are used in equations to identify probable intentions; a second form is
correlated indicators or clusters, such as the pattern of trunk swivels, rocking move-
ments, head-shaking, and head nodding shown by subjects attempting to withhold
information about their ‘nation’s’ policy; another form is behaviours that occur within
the same time period as was observed for deceivers in the study presented above — for
example, a rocking/nodding/shaking cluster was observed during interviews with
deceptive ‘ambassadors’.

Patterned movements are an important part of the total situation. By anchoring
the movements to feelings and intentions, one can get an idea of their meaning. But
there are other sources of explanation for what is observed. These sources may be
referred to as context. Included as context are the semi-fixed objects in the setting (for
instance, furniture), the other people with whom the subject interacts, and the nature
of the discourse that transpires. The proposition that context greatly influences social
interaction/behaviour comes alive in Rapoport’s (1982) treatment of the meaning of
the built environment. The constraining influences of other people on exhibited
expressions are made apparent in Duncan’s (1983) detailed analyses of conversational
turn taking. Relationships between verbal statements and non-verbal behaviour are
the central concern in the analyses of stylised enactments provided by Druckman
et al. (1982). Each of these works is a state-of-the-art analysis. Together, they are the
background for developing systems that address the questions of what to look for and
how to use the observations/codes for interpretation. Highlighted here is a structure
for interpreting material on the tapes.

It is obvious that the particular intention—interpretation relationships of interest
vary with particular circumstances. Several issues are particularly salient within the
area of international politics. Of interest might be questions such as: What is the state
of health of the leader (or spokesman)? To what degree are statements honestly
expressive of true beliefs (or actual policy)? How committed is the person to the
position expressed? How fully consolidated and secure is the person’s political
position?

Knowing where to focus attention is a first step in assessment. A particular
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theme is emphasised in each of the political issues mentioned above. Signs of failing
health are suggested by incongruities or inconsistencies in verbal and non-verbal
behaviours, as well as between different non-verbal channels. Deception is suggested
by excessive body activity, as well as deviations from baseline data. Strong commit-
ment to policy is revealed in increased intensity of behaviours expressed in a variety
of channels. The careful recording of proxemic activity or spatial relationships pro-
vides clues to political status. Biographical profiles summarise co-varying clusters of
facial expressions and body movements. Each of these themes serves to direct an
analyst’s attention to relationships (for health indicators and profiles), to particular
non-verbal channels (for deception and status indicators), or to amount (as in the case
of commitment).

Knowing specifically what to look at is the second step in assessment. Results of
a number of experiments suggest particular behaviours. These provide multiple signs
whose meaning is revealed in conjunction with the themes noted above. Illustrative
indicators and references in each category are the following.

Health indicators

1 pain: furrowed brow and raised eyelids; change in vocal tone and higher pitch
(Ekman & Friesen, 1975); lowered brow, raised upper lip (Kappesser & Williams,
2002); facial expression (Williams, 2002)

2 depression: hand-to-body motions, increased self-references, and extended
periods of silence (Aronson & Weintraub, 1972); lowered facial muscle activity
over the brow and cheek region (Gehricke & Shapiro, 2000)

3 wrritability: more forced smiling (McClintock & Hunt, 1975); fewer positive head
nods (Mehrabian, 1971)

4 tension: increased spontaneous movement (Mehrabian & Ksionzky, 1972); faster
eye blinking, self-adaptive gesture (for body tension) (McClintock & Hunt, 1975)

5 stress: flustered speech as indicated by repetitions, corrections, use of ‘ah’ or
‘you know’, rhythm disturbances (Kasl & Mahl, 1965, Baxter & Rozelle, 1975;
Fuller, Horii & Conner, 1992); abrupt changes in behaviour (Hermann, 1979);
increased eye movements and gaze aversion in an otherwise immobile facial
display, increased head rotation/elevation, increased placement of hands in
front of the body (Baxter & Rozelle, 1975)

6 general state: verbal/non-verbal inconsistencies where different messages are
sent in the two channels (Mehrabian, 1972).

Deception indicators

1 direct deception: speech errors as deviations from baseline data (Mehrabian,
1971); tone of voice (DePaulo et al., 1980); fidgeting with objects, less time spent
looking at the other than during a baseline period, patterns of rocking, head
shaking, and nodding movements varying together (coordinated body move-
ments) (Druckman et al., 1982); reduction in hand movements among skilled
deceivers and those high in public self-consciousness (Vrij, Akehurst & Morris,
1997); increased pauses (Anolli & Ciceri, 1997)
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2 indirect deception (evasion): more leg movements during periods of silence
(when subject feels less assertive), frequent gazes elsewhere especially during
periods of stress, frequent head shaking during early periods in the interaction,
increasing trend of self-fidgeting throughout the interaction (McClintock and
Hunt, 1975; Druckman et al., 1982).

The search for a coherent set of reliable non-verbal cues to deception has
comprised a large segment of the empirical investigation of non-verbal behaviour.
However, findings from decoding accuracy studies suggest that either such a set of
reliable cues simply does not exist or, alternatively, that the majority of individuals
have little knowledge of how to use such a set of cues for diagnostic purposes. The
most recent review of findings appears in a meta-analytic assessment conducted by
DePaulo, Lindsay, Malone & Muhlenbruck et al. (2003), based on 120 independent
samples. Although the review reveals consistencies with some of the indicators listed
above (e.g. liars tend to talk less, provide fewer details, and tend to be perceived as
more tense as a function of perceived vocal tension and fidgeting), the majority of
deception cues were found to be unrelated, or only weakly related to deceit. Consistent
with many individual studies, response latency was also found to be greater, but only
when the lies were spontaneous (unplanned). However, specific cues to deception (e.g.
increased vocal frequency or pitch) and overall assessment of non-verbal tension
were found to be more pronounced when encoders were highly motivated to succeed,
when lies were identity relevant, and when they were about transgressions. These
findings are consistent with the recent work of Frank and Ekman (2004), Vrij (2000),
and others that has documented the extent to which motivated lies (‘true lies’) tend to
produce non-verbal cues related to the expression of negative facial affect. Motivated
liars have been found to be more easily detected by experts, and high-stakes lies
produce more consistent non-verbal displays.

To summarise, as documented in much of the previous research on the non-
verbal encoding of deception, the review by DePaulo et al. (2003) emphasises the
salience and relative utility of a number of paralinguistic cues. However, a cue’s
diagnosticity is moderated by a number of factors, including the liar’s level of motiv-
ation, the spontaneity of the deception, whether or not the deception involved identity-
relevant content, and whether or not the lie was about a transgression. In addition,
given the universality of the reciprocity norm, it would seem to follow that lies about
transgressions (breaching a social contract) might be especially difficult to conceal.

Commutment to policies

1 commitment: increased use of ‘allness’ terms (Hermann, 1977); increased redun-
dancy, more trunk swivels, more time spent looking at (versus looking away
from) the other (Druckman et al., 1982)

2 persuasiveness (impact on others): increased intensity in voice, increased object
(other)-focused movements (Freedman, 1972); more facial activity and gestur-
ing, increased head nodding, fewer self-manipulations, reduced reclining angles
(Mehrabian, 1972; Washburn & Hakel, 1973)

3 credibility (impact on others): sustained gazing at short distances (Exline &
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Eldridge, 1967; Hemsley & Doob, 1975); relaxed vocalisations (Addington,
1971); immediacy behaviours (Thweatt & McCroskey, 1998).

Political status

1 relative status: non-reciprocated touching, eye contact at closer distances for
higher status members, more frequent use of words suggesting distance from
people and objects (Frank, 1977); hand and neck relaxation, sideways lean,
reclining posture, arm-leg position asymmetry (Mehrabian, 1972)

2 changes in status: increased physical distance from colleagues (Dorsey &
Meisels, 1969); increased signs of psychological withdrawal from situations
(outward-directed gestures, changed postures) for reduced status (Mehrabian,
1968); more frequent appearances at state functions for enhanced status.

Techniques for analysis

Whereas patterns of non-verbal behaviour are the basis for interpretation, it is the
separate behaviours which are the constituents of the displays. A first step is to code
specific, well-defined movements and expressions. Advances in technique make pos-
sible the efficient coding of a large variety of behaviours. Particularly relevant is
a subset of non-verbal behaviours chosen on the basis of high reliability, as deter-
mined by independent coders, and importance, in terms of distinguishing among
intentions and emotional states. Included in this list are the following: gaze time
at interviewer or other person, leg movements, object fidgeting, speech errors, speak-
ing frequency, rocking movements, head nodding, illustrator gestures, and foot
movements. These are some of the movements or vocalisations coded directly from
videotapes of laboratory subjects (experiments cited above) and world leaders.

Efficiency is gained by training coders to be channel specialists. Small groups
are trained to focus their attention on one channel — vocalisations, eyes, face, body,
legs, or spatial arrangements. Frequencies are recorded for some measures (for
instance, leg movements); for others, the coder records time (for example, gaze at
interviewer, speaking time). Further specialisation is obtained by assigning the differ-
ent groups to specific segments of the tapes. Such a division of labour speeds the
process, increases reliability, and preserves the coders for other tasks. A set of 25
non-verbal behaviours shown by subjects in 30, 20-minute tapes was coded in about
3 weeks, each individual coder contributing only 2 hours of effort.

The procedures define a coding scheme or notation system for processing video
material. Computer-assisted analysis would facilitate the transforming of non-verbal
measures into profiles of selected world leaders. Here, one becomes more interested in
characteristic postures or movements than in particular psychological or physical
states. The emphasis is on idiosyncratic styles of leaders, conditioned as they are
by situational factors. Using the non-verbal notation system, these behaviours can
be represented as animated displays. Recent developments in computer graphics
and virtual reality technologies expand the range of programming options (Badler
et al,, 1991). They also contribute tools for the creative exploration of movement
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and expression control, such as manipulating the display to depict styles in varying
situations (Badler et al., 1993).

The list of behaviours is one basis for structuring the analysis. Another basis
is a more general category system that encompasses a range of situations, purposes,
and verbal statements, as well as types of displayed non-verbal behaviours. Sufficient
footage in each category makes possible the tasks of charting trends, making compar-
isons, and developing profiles. It also contributes to inventory management: system-
atic categorising and indexing of materials aids in the task of retrieving relevant
types from archival collections. Multiple measurements provide alternative indicators
that may be useful when all channels are not available to the observer (such as leg and
foot movements for a speaker who stands behind a podium and eye movements for an
actor seen from a distance). They also provide complementary indicators, bolstering
one’s confidence in the inferences made. For the time-sensitive analyst, a manageable
subset of non-verbal behaviours can be identified for ‘on the spot’ commentary.

Systematic comparisons

Non-verbal indicators can be used to build profiles of individual foreign leaders. It is
evident that such an approach emphasises Allport’s (1961) concept of morphogenic
analysis and stresses the analogy of expressive behaviour as personal idiom. This
strategy of systematic comparison is designed to increase an analyst’s understanding
of his ‘subject’. This is done by tracking the displays exhibited by selected individuals
across situations and in conjunction with verbal statements.

Comparisons would be made in several ways: (1) examine deviations from base-
line data established for each person (for instance, speech errors); (2) compare non-
verbal displays for the same person in different situations (for example, within or
outside home country; formal or informal settings); and (3) compare displays for
different types of verbal statements (for example, defence of position, policy com-
mitment). These analyses highlight consistencies and inconsistencies at several levels
— between situations, between verbal and non-verbal channels, and within different
non-verbal channels. They also alert the analyst to changes in non-verbal activity:
being aware of changes from a baseline period would give one a better understanding
of relatively unique expressive behaviour. Further analysis consists of comparing
different persons in similar situations or dealing with similar subject matter.

The value of these comparisons is that they contribute to the development of a
system of movement representation similar to the notation and animation systems
described by Badler and Smoliar (1979). Extracted from the data are sets of coordin-
ated movements which may change over time and situations. The coordinated move-
ments can be represented in animated graphic displays. Illuminated by such displays
are ‘postural’ differences within actors across time and between actors. When associ-
ated with events and context, the observations turn on the issue of how the feelings
and intentions which are evoked by different situations are represented in body
movement. When compared to displays by actors in other cultural settings, the obser-
vations are relevant to the question: What is the contribution of culture to observed
non-verbal displays? (See our discussion above on cultural influences.)

Several analytic strategies enable an investigator to get to know his subject or
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group. Each strategy formalises the idea of ‘following a subject around’. Extended
coverage provides an opportunity to assemble baseline data for comparisons. It also
permits execution of within-subject analytic designs for systematic comparison of
displays observed in different situations and occasions, as well as when addressing
different topics. These strategies enable an analyst to discriminate more precisely the
meaning of various non-verbal displays.

Extensive video footage makes possible quite sophisticated analyses of leaders’
behaviours. Relationships are highlighted from comparisons of responses to questions
intended to arouse varying levels of stress. Profiles are constructed from the combin-
ations of expressions and movements seen over time. Predictive accuracy of the
form, ‘Is this person telling the truth?’ is estimated from behaviours coded in situ-
ations where a subject’s intentions are known; namely, does the subset of behaviours
discriminate between honest, evasive, and deceptive statements? Contributing to an
enhanced analytic capability, these results reduce dependence on notation systems
developed in settings removed from the critical situations of interest. They would also
contribute information relevant to time-sensitive requests.

Time-sensitive requests

Demand for current assessments often places analysts on the spot, as they are fre-
quently asked to provide interpretations without the benefit of penetrating analysis,
extensive video footage, o hindsight. Indeed, these are the conditions often present for
both technical specialist and layman. Scheibe (1979) noted that the informed observer
(whom he calls the ‘sagacious observer’) relies on good memory for past characteristic
patterns and astute observation of departure from the ‘typical’. Current findings on
the extent to which decoders can make rapid judgements of verbal and non-verbal
cues reveal that such judgements can be made in a reliable and relatively accurate
manner after training (Vrij, Evans, Akehurst & Mann, 2004). Under these conditions,
notation systems are especially useful. They provide the analyst with a structure for
focusing attention on relevant details. Determined largely on the basis of what is
known, the relevant details are part of a larger coding system whose validity is
previously established. Serving to increase the analyst’s confidence in personal
judgements, the codes (relevant details) highlight where to focus attention and what to
look at. Examples include the following.

Abrupt changes

Readily detectable from limited data, abrupt changes may take the form of incongru-
ities between different non-verbal channels (face and body) or increased intensity of
behaviours expressed in a number of channels. The former may be construed as signs
of failing health; the latter often indicates a strong commitment to policies.
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Regarded as signs of deception, leaks take the form of excessive activity in one
channel (body) combined with reduced activity in another (face) (Ekman & Friesen,
1974). Based on a ‘hydraulic model’ analogy, the concept of leakage describes the
consequences of attempts by a subject to control facial expressions during deception —
to wit, the poker face.

A study designed by the authors was intended as a test of the leakage hypoth-
esis. Subjects in one condition were asked to control their facial expression during a
deceptive communication; those in another condition were asked to control their body
movements. Both conditions were compared to an earlier session in which subjects
were not instructed to control expressions or movements during deception. More body
movements in the ‘control-face’ condition and more facial expressions in the ‘control-
body’ condition than in the earlier session would support the leakage hypothesis.
Although the results did not support this hypothesis, they did reveal less overall
animation for deceivers in both conditions, supporting the findings by DePaulo et al.
(1985) showing behavioural inhibition for motivated liars (see Druckman & Hyman,
1991, for further details).

The extent to which the deception is encoded under ‘high-stakes’ circumstances,
as alluded to in the DePaulo et al. (2003) meta-analysis, is an additional factor related
to leakage and decoding accuracy. When motivation is high (when deception success
will lead to reward and failure to deceive will lead to negative consequences), research
has revealed that consistency in the facial expression of emotion can betray the
deception (Frank & Ekman, 1997).

Leaks

Micromomentary expressions (MMEs)

Regarded as universal expressions, MMEs are the muscle activities that underlie
primary emotions (happiness, sadness, surprise, anger, fear, disgust, and interest) and
information-processing stages (informative seeking, pre-articulation processing, and
response selection). With the aid of special instrumentation, workers have been able
to identify quite precisely the muscle clusters associated with particular emotions
(Ekman et al., 1980) or processing stages (Druckman et al., 1983; Karis et al., 1984).
Additional research in this area has shown that MMEs may be useful in decoding
body cues as well as the face (McLeod & Rosenthal, 1983).

[Mustrated above are the kinds of observations that can be used for inferences
from limited data: for example, behaviours that change quickly (MMEs) or obviously
(incongruities), and those that occur within the time frame of a statement (leaks).
However, useful as these indicators are, they are only a part of the story: missing
are the cultural and contextual influences that shape what is observed. These influ-
ences are discovered through careful analysis of leaders’ behaviour in the settings
of interest.
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Stereotypes of non-verbal deception

The empirical investigation of beliefs, expectations, and general stereotypes regard-
ing non-verbal behaviour perceived as indicative of deception has resulted in a rela-
tively consistent set of findings across a number of studies and reviews (Gordon et al.,
1987; Vrij, 2000). In one of the earliest investigations of this issue, Zuckerman, Koestner,
and Driver (1981) found that a wide variety of cues were thought to be associated with
deception (e.g., gaze aversion, smiling, adaptors, body and head movements, response
latency, speech errors, and hesitations). However, as mentioned in an earlier section,
cross-cultural differences in such beliefs have been demonstrated (Al-Simadi, 2000).
Other studies have shown that beliefs of ‘experts’ (police officers) are similar to those
of laypersons (Akehurst et al., 1996; Vrij & Semin, 1996). Findings from an investiga-
tion by Anderson et al. (1999) also suggest that ‘experts’ and laypersons alike may rely
on a generalised stereotype of deceptive non-verbal behaviour. This same study did
show that decoders who indicated they relied on the relevant paralinguistic deception
cues were indeed more accurate at detecting lies.

An examination of the stereotype content listed above, in conjunction with the
findings from the encoding and decoding accuracy research, suggests that outcomes
of chance level performance may be a function of decoders’ stereotypes; they usually
incorporate both accurate (e.g. increased response latency) and inaccurate (e.g.
increased gaze aversion) components. Decoders may be relying on both diagnostic and
non-diagnostic information, leading to no better than chance levels of decoding
accuracy. Adding to the complexity of the deception detection task is the evidence
that motivated or high-status encoders may be more likely to attempt to control leaks
consciously in the channels that are more easily manipulated. It may also be that more
variability is found for the encoding of behaviours in more controllable channels.
Indeed, Vrij et al. (2001) found considerably more variability for the ‘more easily
controlled’ gaze aversions than for the ‘less-easily controlled’ paralinguistic utter-
ances. Deceivers showed more diverted gazes (M = 6.4) than truth tellers (M = 4.3).
However, the difference was not statistically significant due to the large standard
deviations (9.4 and 6.2 respectively). Confidence in this interpretation, referred to as
the ‘leakage-variability’ hypothesis, awaits the results of further research.

OVERVIEW

Considering the large number of full-length books and papers published on non-
verbal behaviour, the present chapter has provided only an up-to-date sampling of the
literature on this important form of communication. Beginning with an organisa-
tional overview and historical perspective, the discussion covered general issues and
theoretical and methodological frameworks, and provided some specific examples of
research findings and applications. As the chapter has demonstrated, the wealth of
information generated by scientific enquiry reveals the significant impact of non-
verbal behaviour on communication; yet, this body of knowledge is incomplete and
often complex.

The authors have argued that non-verbal behaviour, as a communication skill, is
meaningful only if the context of behaviour is taken into account. Incomplete or narrow
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perspectives regarding others’ or one’s own behaviour may lead to misinterpretation
of actions observed or performed. On the other hand, careful and reliable applications
of non-verbal behaviour can enrich and enlighten one’s understanding and control of
communication in a variety of situation, role, and cultural settings.

The influence of the Darwinian focus on the issue of universality for both non-
verbal encoding and decoding continues to play itself out in the research on the impact
of culture-specific display rules and non-verbal ‘accents’ on perceptions of emotion in
the face. Findings from a number of relatively diverse, contemporary non-verbal
research programmes, each guided in part by evolutionary theory, illustrate the popu-
larity of the application of such investigations to the understanding of non-verbal com-
munication and behaviour. However, it is always important to acknowledge the manner
in which factors related to our species’ evolutionary heritage interact with a multitude
of interpersonal motives and aspects of the situation to produce non-verbal behaviour
(Patterson, 2001). Both distal and proximal factors need representation for a com-
prehensive assessment of non-verbal communication and behaviour (Zebrowitz, 2003).

The key theoretical issue turns on the relative power of universal versus con-
textual explanations for the sources of non-verbal behaviour The main practical issue
is whether the diagnostic value of non-verbal behaviour is improved more by knowl-
edge of species-wide or universal expressions or of cultural-specific (or contextually
influenced) behavioural displays. Progress on these issues will depend both on more
complex and dynamic theoretical frameworks and on empirical research that is sensi-
tive to the interplay among these possible sources for behaviour. This issue is per-
vasive in social science. It is raised with regard to many other aspects of social
behaviour and interpersonal or intergroup interactions. (See, for example, Pickering,
2001, for an insightful treatment of the issue in research on stereotyping.)

In addition to further experimental work and replication of results, one direction
for future research may be to study, in greater detail, the accomplishments and strat-
egies of performers and interpreters of non-verbal behaviour. For example, when
considering non-verbal behaviour as skilled performance, aspects of style, expertise,
and expression are stressed. The ways in which such crafted performances are
accomplished and their effects assessed should aid in the training and development
processes as well as in directing future experimental research. However, regardless of
the specific approach, non-verbal behaviour must be examined rigorously by a variety
of laboratory and field perspectives, such as those discussed in this chapter. Under-
standing is furthered and applications become possible when attempts are made to
synthesise results obtained from the use of a variety of methods and frameworks. The
achievements so far hold promise for significant progress in basic and applied
research on this important form of communication.
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Chapter 4

Questioning

David Dickson and Owen Hargie

UESTION ASKING AND ANSWERING is one of the most preva-
lent and readily identifiable features of talk. Accordingly, Fritzley
and Lee (2003, p. 1297) described questioning as a ‘major form of speech
act in interpersonal communication’, while Stenstroem (1988, p. 304), in
similar vein, reflected, ‘It is difficult to imagine a conversation without
questions and responses.” Being prosaic, however, should not be mis-
taken for being trivial. While at a surface level questioning seems to be a
straightforward feature of communication, deeper analysis, at func-
tional, structural, and textual levels, reveals questioning to be a complex
and multifaceted phenomenon, as we shall illustrate in this chapter.
Questions are principal moving parts in the engine of social interaction.
Hence, the skilful use of questions is a potent device for initiating,
sustaining, and directing conversation. For Hawkins and Power (1999,
p. 235), “To ask a question is to apply one of the most powerful tools
in communication.” Questions are prominently positioned in what tran-
spires during many interpersonal encounters. They can take several
forms, be one of a number of possible types, and serve a range of
intended purposes (Dickson, 1987). While we typically think of ques-
tions as being posed verbally, there are also non-verbal options. For
example, someone can be brought into play with a quizzical look. When
using American Sign Language, Crystal (1997) explained how the act
of asking a question can be signalled facially by, for instance, raising
eyebrows and tilting the head slightly back. Questions, then, may be
non-verbal signals urging another to respond, although in this chapter
we will concentrate on those that take a verbal form.
As far as question type is concerned, there is no one commonly
agreed typology according to which instances can be neatly categorised.
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Some questions are blatantly interrogative (‘Where did you leave the key?’), some
declarative (‘You appreciate what this will mean?’), while others take an imperative
form (‘Tell me more?’). Furthermore, questions can be classed, inter alia, as open,
wh-questions, closed, tag, leading, or multiple. More will be said of these later. As far
as purpose served in posing a question is concerned, getting information most readily
springs to mind. Heritage (2002, p. 1427), for instance, highlighted this usage when he
wrote, ‘In its most elemental form, a “question” is a form of social action, designed to
seek information and accomplished in a turn at talk by means of interrogative
syntax.” But interrogative intent can also be signalled in other ways. Prosodic ques-
tions are ‘declarative sentences containing question cues that may be intonational, or
these utterances are marked as questions by means of a variety of contextual cues’
(Woodbury 1984, p. 203). Furthermore, people ask questions to which they already
have the detail requested (as when a prosecuting attorney asks the accused in court
during cross-examination, ‘Where did you go after leaving 26 Hope Street, that even-
ing?’). Some may even ask questions to which they know the respondent realises they
already possess the answer (e.g. a teacher asks a pupil in class, ‘What’s the capital of
Nigeria?’). Expressive questions are framed, on the other hand, not to get information
but, in an oblique way, to give it (e.g. a mother asks her wayward son, following
another feeble excuse, ‘Do you expect me to believe that?’). Adler, Rosenfeld, and Proctor
(2001) termed these counterfeit questions in that they are ‘really disguised attempts to
send a message, not receive one’.

So what, then, is a question? In broadest terms, a definition is offered by Stewart
and Cash (2000, p. 79): ‘A question is any statement or nonverbal act that invites an
answer. In this way, these authors tacitly acknowledged the conversational rule that,
in being asked a question (and with the notable exception of those that are rhetorical),
one is obligated to respond in some way, even if only to admit one’s inability to
provide the detail requested. Put another way, and from a conversation-analysis per-
spective, questions and answers comprise adjacency pairs (Schegloff, 1972) (see also
Chapter 5). Various interactive sequences implemented through talk are structured in
this ‘paired’ fashion, made up of two turns that are closely linked or ‘go together’. As
such, a question is a first pair part, with the corresponding answer a second pair part.
Importantly, the relevance of turns that are second pair parts is conditional upon the
preceding first pair part. This is not to say, of course, that a question, as a first pair
part, only legitimises some specific response. Rather, conversation analysts recognise
a relevance gradation encompassing response alternatives. A ‘preferred’ response is
one that is most closely aligned to the substance of the question; a ‘dispreferred’
alternative is one that less closely complements what was asked. (For example, the
reply, ‘My sister’s going to Africa’, in reply to the question, ‘Why is there so much
poverty in Africa?’, would be dispreferred; ‘It’s a legacy of colonial exploitation’ is the
preferred option.) Preference here is not a psychological entity. It is not about what will
please most, but is rather a feature of the structural arrangement of the conver-
sational elements (Koshik, 2002). To align more fully the first reply in the above
example, an explanation along the lines of the person’s sister going to Africa to do
voluntary work and help the poor would probably have to be offered. Even then, more
elaborate repair work may be necessary to prevent the conversation from stalling. In
this sense, dispreferred alternatives are often more structurally complex than their
preferred counterparts.
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QUESTIONS IN PROFESSIONAL SETTINGS

In addition to featuring prominently in casual conversation, questions play a signifi-
cant role in institutional discourse, being ‘an important factor in the work of many
professionals’ (Waterman, Blades & Spencer, 2001, p. 477). Investigations into the use
of questions in contrasting professional contexts have been carried out over some
considerable period of time. The earliest of these reflect an enduring interest in how
teachers put questions to use. From ancient times, exceptional teachers such as Jesus
and Socrates used questions to engage their listeners and promote understanding
of their messages. As shown by Ralph (1999), the reason for this interest is that
‘Educational researchers and practitioners virtually all agree that teachers’ effective
use of questioning promotes student learning’ (p. 286). However, not all teachers use
questioning skilfully. An early study conducted by Corey (1940) found that, on aver-
age, the teacher asked a question once every 72 seconds. Some 30 years later, Resnick
(1972), working with teachers of 5-7-year-old pupils in south-east London, reported
that 36% of all teacher remarks were questions. Furthermore, this figure increased to
59% when only extended interactions were analysed.

It is clear, from a review of similar studies by Dillon (1982), that most of the
questions in class are posed by teachers rather than pupils. While the former ask
about two questions per minute, the latter, as a group, only manage around two
questions per hour, giving an average of one question per pupil per month. This
statistic, however, is quite at odds with teachers’ perceptions of classroom interaction.
They used three times as many questions as they estimated and reckoned that pupils
asked six times more questions than they actually did. It is not that children are
generally loath to question, however. Tizard, Hughes, Carmichael, and Pinkerton
(1983) reported, from an observational study, that 4-year-old girls at home ask about
24 questions on an average per hour, but only 1.4 in school. Furthermore, children
quickly learn how to manipulate questions to functional advantage. Thus, Lehtovaara
(2002) illustrated how, at age 4 years, the ‘Why?" question accounted for 46% of all
questions asked by a child. These were employed to organise a still unfamiliar world
and served the purposes of obtaining information, maintaining conversation, and
checking rights to do certain things. By age 7 years, the proportion of questions of the
‘Why?’ variety fell to 22%. By this stage, the child was using the ‘Why?’ question in an
adult fashion, demonstrating a knowledge of conversational conventions and struc-
tures which was missing from the 4-year-old’s usage. The functions that this question
served at age 7 were to check rules or to make accusations.

In the classroom, fear of a negative reaction from classmates may be a factor in
reluctance to ask questions (Dillon, 1988). Other inhibitors include a reluctance to
interrupt the teacher’s flow, a deficit in pupils’ questioning skills, and difficulty in
recognising their own knowledge deficit (Graesser & Person, 1994). Age of pupil is
a further consideration here. Daly, Kreiser, and Roghaar (1994) found a significant
negative correlation between the number of questions asked and age, in pupils aged
13-16 years. White males from higher-income groups who felt accepted by the teacher
and enjoyed higher self-esteem also seemed less inhibited in asking questions.
However, just encouraging pupils to ask more questions is not enough, as there is no
relationship between volume of pupil questions and their comprehension of material
(Rosenshine, Meister & Chapman, 1996). Rather, positive benefits accrue when pupils
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actively ask questions at the higher levels of Bloom’s taxonomy (Graesser & Person,
1994). Bloom (1956) identified six cognitive levels as follows:

Level 1 — knowledge: recalling previously learned material

Level 2 — comprehension: demonstrating an understanding of the facts by organising,
comparing, interpreting, giving descriptions, or stating main ideas

Level 3 — application: applying acquired knowledge to solve problems

Level 4 — analysis: making inferences, identifying causes, and finding evidence to
support judgements

Level 5 — synthesis: combining elements in different patterns to formulate new
solutions

Level 6 — evaluation: giving opinions and making judgements about the validity or
quality of ideas.

Daly and Vangelisti (2003, p. 886), in reviewing the literature in this field, likewise
underlined the importance of teachers encouraging pupils to ask questions at the
higher levels of this taxonomy:

Because of the low rate with which learners ask questions and the importance
of questioning, scholars have spent a good deal of time trying to encourage
learners to ask more and better questions. The results are impressive: They
demonstrate that improvements in comprehension, learning, and memory of
technical materials can be achieved by training students to ask good questions.

This issue of the cognitive demands made by teachers in requesting information will
be returned to later in the chapter in relation to recall/process questions.

Imbalance between professional and service receiver in the deployment of ques-
tions is not confined to the classroom, as we shall see, turning to doctor—patient
interaction. Thus, West (1983) revealed that of 773 questions featured in the 21 doctor—
patient consultations sampled, only 68 (9%) were initiated by patients. Indeed, in a
study cited by Sanchez (2001), doctors incredibly managed to ask, on average, one
question per 4.6 seconds during consultations lasting little more than 2 minutes
each. Patients may even be interrupted in order for a question to be asked. In one
investigation, patients got little more than 18 seconds into a description of their
symptoms before the physician butted in (Epstein, Campbell, Cohen-Cole, McWhinney
& Smilkstein, 1993). Summing up this state of affairs, Street (2001, p. 543) noted:
‘Research consistently shows that physicians tend to talk more, ask more questions,
give more directives, make more recommendations, and interrupt more than do
patients.’

While in some instances patients may ask fewer questions simply because they
do not know what to enquire about (Cegala & Broz, 2003), their reticence is widely
acknowledge to have relational roots, reflecting an imbalance in power and control
(Thompson, 1998). As observed by Sacks (1995, p. 55), ‘As long as one is in the
position of doing the questions, then in part one has control of the conversation.’
Female patients may be (or may have been) particularly disadvantaged in this respect.
While there is some evidence, presented by Cline and McKenzie (1998), that women
ask more questions generally and in consultations with doctors, these latter questions
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are more likely than those of male patients to be ignored or responded to in a minimal
way by the medical practitioner. Gender differences apart, when the patients studied
did ask questions, nearly half of these were marked by speech disturbances, accord-
ing to West (1983), indicating discomfort at requesting information from the doctor.
Directing questions is, therefore, one way of marking a status differential, reflecting
dominance, and exercising conversational control. This is a tactic not lost on medical
students, who, according to Wynn (1996), quickly learned how to handle patient-
initiated questions — by adopting the strategy of asking unrelated doctor-initiated
ones. In so doing, they held sway. Consistent with this analysis, when patients did ask
a question, they often prefaced it with a phrase such as ‘I was wondering’ (Skelton &
Hobbs, 1999). Doctors never used this expression with patients, although they did
when telephoning colleagues. Adding such pre-remarks is one way, mentioned by
Tracy (2002), of making a question more ‘polite’ and less potentially face threatening
to the person addressed. Incidentally, patients who are more active participants in the
interaction have been found to express higher levels of satisfaction and commitment
to what was decided (Young & Klingle, 1996). More particularly, opportunity to ask
questions was one of the key elements rated most highly by patients when receiving
bad news from health workers (Hind, 1997).

In the field of pharmacy, Morrow, Hargie, Donnelly, and Woodman (1993)
carried out an observational study of community pharmacist—patient consultations.
Patients in that context asked on average 2.5 questions per consultation compared
to an average of 4.1 for pharmacists, a much higher ratio, as we have seen, than in
doctor—patient consultations. Interestingly, some patient questions were requests for
clarification of information previously given by the doctor. It could be that they felt
more at ease asking questions of the pharmacist than admitting a lack of understand-
ing to the doctor. Alternatively, they may have had time to reflect on the consultation
and think of questions they would have liked to have asked at that time. Morrow et al.
(1993) argued that the public may also see pharmacies as readily and easily accessible,
and hence pharmacists become ‘approachable’ professionals. Furthermore, since most
clients pay for the services they receive from pharmacists at the point of delivery, they
may feel more empowered to ask questions of them.

It is, therefore, in general terms, the person of higher status and in control who
asks the questions. As such, questions tend to be posed by teachers in classrooms,
doctors in surgeries, nurses on the ward, lawyers in court, detectives in interrogation
rooms, and so on. The counsellor—client relationship is typically construed differently.
Here, indeed, there is evidence that HIV-prevention counsellors may actually manage
the conversation in such a way as to solicit client questions in order to create a pretext
for giving information and offering advice (Kinnell, 2002).

Some counselling theorists have long cautioned against the excessive use of
questioning on the part of counsellors. Egan (1998, p. 101) complained that ‘Helpers
often ask too many questions. When in doubt about what to say or do, novice or inept
helpers tend to ask questions.” Indeed, it was once thought by Rogers (1951) that
questioning clients was to be avoided lest it established the counsellor as controller of
the interaction. The concern of such theorists has to do with the undesirability of
directing clients rather than creating space for them to ‘tell their story’ as they see fit.
Additionally, being subjected to a particular line of questioning may place one in a
certain light: others can attribute unfavourable qualities, not from answers given but
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from the questions asked. According to Fiedler (1993, p. 362), ‘The way in which a
person is questioned may have a substantial effect on his or her credibility, regardless
of what s/he actually says.” For example, witnesses being interviewed or candidates at
selection interviews may be treated with varying levels of respect: more or less atten-
tion may be paid to a need for face work. As well as directly affecting the respondent’s
self-esteem and confidence, such treatment is likely to affect how that person is
perceived and evaluated by a third party.

Questions have been shown to be an important skill for a wide range of other
professionals, including, to name but a few, negotiators (Rackham, 2003), psycholo-
gists (Fritzley & Lee, 2003), salespersons (Shoemaker & Johlke, 2002), organisational
consultants (Dillon, 2003), journalists (Clayman & Heritage, 2002), lawyers (Kebbell,
Hatton & Johnson, 2004), and police officers (Davies, Westcott & Horan, 2000).

FUNCTIONS OF QUESTIONS

As mentioned already, and at its most basic, ‘the essential function of a question is to
elicit a verbal response from those to whom the question is addressed’ (Hawkins &
Power, 1999, p. 236). More specifically, questions serve a range of functions depending
upon the context of the interaction, as outlined, for instance, by Dillon (1997), Stewart
and Cash (2000), Koshik (2002), and Hargie and Dickson (2004). These include, most
obviously, obtaining information, although giving information is a further possibility.
Maintaining control of the encounter, as we have seen with doctors talking to patients,
may be at the heart of a questioning sequence, while teachers can ask questions to
arouse interest and curiosity concerning a topic of study. Assessing the extent of the
respondent’s knowledge and encouraging critical thought and evaluation might be
additional objectives for other teacher questions. Quite often conversation with a
stranger gets under way with the aid of a question where it serves to express initial
interest in the respondent. Follow-on questions can indicate, furthermore, that that
person’s attitudes, feelings, and opinions matter, at least to the one taking the trouble
to ask. Depending upon the type of question framed, respondents can be encouraged
to become more fully involved in the interchange. To this end, counsellors, when they
do use this technique, are often advised to make their questions open. As explained by
Hill and O’Brien (1999, p. 109), ‘When helpers use open questions, they do not want a
specific answer from clients but instead want to encourage clients to explore whatever
comes to mind.’

An additional reason for questioning, in professional circles, has to do with
managing the interactive process: more particularly with controlling its pace. Rackham
(2003) found that skilled negotiators demonstrated very significant differences from
average negotiators on their amount of questioning. Questions were put to use control-
ling the focus and flow of the interaction. Placing an obligation upon the other party
to answer questions denies them space for detailed perusal. At the same time, the
skilled negotiator creates space for personal reflection on the current state of affairs.
Finally, in such conflict situations, questions can act as an alternative to an overt
statement of disagreement.

Moreover, it should be appreciated that the type of question asked influences the
extent to which each of these various functions can be fulfilled.
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TYPES OF QUESTION

Questions can be analysed on three main linguistic levels: form (literal level), content
(semantic level), and intent (pragmatic level) (Ulijn & Verweij, 2000). Beyond this
broad distinction, different systems for classifying questions have been formulated
(e.g. Quirk, Greenbaum, Leech & Svartvik, 1985; Bull & Mayer, 1993; Bowling, 1997;
Gnisci & Bonaiuto, 2003). Among the most common subtypes to be specified are
questions that are open, closed, wh-questions, leading, tag, process, multiple, and
probing. These will feature prominently in the remainder of the chapter.

Closed/open questions

Varying the syntax of a question can have significant effects on the answer to emerge. It
can reduce response choices available from a range of possibilities, limit the length of
the response, lead the respondent in such a way as to make a certain reply more likely,
and impose a particular set of underlying presuppositions for embedding the response
(Matoesian, 1993). The most commonly cited differentiation, identifying closed and
open questions, has to do essentially with the first two of these effects. Accordingly,
open questions tend to be unrestricting, leaving the respondent free to choose any one
of a number of possible ways in which to answer, and at length. Closed alternatives, in
contrast, can typically be adequately dealt with in one or two words with that reply
even being one of a limited range of options presented in the question itself.

Closed questions

These often request basic, limited, factual information, having a correct answer. They
characteristically can be answered with a short response selected from a limited
number of possible options. Three subtypes exist, the most frequently cited being the
yes—no question, so called because it can be adequately responded to with a ‘yes’ or
‘no’, although this does not mean that it invariably will be, of course. In addition to
affirming or negating what is asked, equivocation is a third alternative. This is the
option often favoured by politicians when answering either ‘yes’ or ‘no’ has equally
undesirable consequences (Bull, 2002). Incidentally, 87% of these so-called ‘avoidance-
avoidance’ questions (i.e. ones where both preferred responses are problematic) used
when politicians were interviewed in the 1992 British general election were of the
yes-no type (Bull, Elliott, Palmer & Walker, 1996). Other conditions, at least among
those speaking Finnish, under which respondents depart from a minimal answer to
yes—no questions, are discussed by Hakulinen (2001).

This form of closed question plays a special role in courtroom discourse, where
it has been found to account for over 66% of questions framed (Woodbury, 1984). It
seems to be favoured by lawyers due to the levels of close control it enables them to
exert over the process of evidence disclosure. Effectively, these yes—no questions
enable lawyers themselves to present the evidence, the witness simply serving to
affirm or deny what they say.

In community pharmacies, Morrow et al. (1993) found that almost all pharmacist
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questions were closed in nature with 69% being of the yes—no variety. They argued
that pharmacists were thereby following the clinical algorithm approach of elimina-
tive questioning for diagnosis. While this approach, if carried out expertly, should
result in the correct clinical conclusion, it is not without drawbacks in that important
information may be missed.

The selection question is a second variety of closed question. Here the respond-
ent is presented with two or more alternative responses from which to choose. For this
reason, it is sometimes also labelled a disjunctive, either/or, alternative, or forced-choice
question (e.g. ‘Do you want to travel by car or by train?’). Here the options are given in
the question itself from which an acceptable response can be selected. Sometimes the
choice is more open-ended: the list is unspecified in the question per se. This is the
case with the identification question, the third subtype of closed question. In this case,
the respondent may be asked to identify, for instance, person (‘Who were you with last
night?’), place (‘Where were you born?’), time (‘When does the meeting start?”’), or event
(‘At which conference did we meet?’).

Closed questions have a number of applications, especially in fact-finding
encounters where limited pieces of mainly objective information are required. These
are of particular value and are often used in a variety of research and assessment-type
interviews. Arroll, Khin, and Kerse (2003), for example, found that GPs could detect
most cases of depression in patients by asking just two yes—no screening questions. In
the research interview, responses to closed questions are usually more concise and
therefore easier to record and code than those to open questions; this, in turn, facilitates
comparisons between the responses of different subjects. They can also be less
demanding to answer. Fritzley and Lee (2003) surveyed 377 studies into child develop-
ment that used questions as a data-gathering technique with 2-6-year-olds. They
found that 43.3% of all questions asked were yes—no. Interestingly, in their own sub-
sequent investigation, they reported a consistent bias in 2-year-olds toward replying
‘yes’ in response to questions about objects they were both familiar and unfamiliar
with, even when they did not understand the question. With those aged 4-5 years, this
had changed to a ‘no’ bias, but only in response to incomprehensible questions. (This
issue will be returned to later in the chapter when leading questions are discussed.)
With adults, a heightened threat to face due to the limitations and restrictions imposed
is a further consideration with this type of question (Tracy, 2002). But by the same
token, and when compared with their more open counterparts, closed questions make
it easier for an interviewer to control the talk, keep the respondent on a narrow path of
conversational relevancy, and often require less skill on the part of the interviewer.

Open questions

In the extreme, this type of question simply extends an invitation to address a pre-
sented topic. Open questions can be answered in a number of ways, the response
being left up to the respondent. They are sometimes called wh-questions since they
frequently start with words such as ‘why’ and ‘what’. Those beginning with ‘how’
also carry this classification, despite the spelling, although spelling may not be the
only feature that sets them apart. In trying to get to the bottom of causes for
actions, McClure, Hilton, Cowan, Ishida, and Wilson (2001) found that ‘how’ questions
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were used more frequently to unearth the precipitating preconditions, whereas ‘why’
questions led to explanations in terms of goals targeted.

Open questions are broad in nature, and require more than one or two words for
an adequate reply. In general, they have the effect of ‘encouraging clients to talk
longer and more deeply about their concerns’ (Hill & O’Brien, 1999, p. 113). For this
reason, they tend to be the type preferred when counselling. Egan (2002, p. 121)
advised that helpers, ‘as a general rule, ask open-ended questions. . . . Counselors who
ask closed questions find themselves asking more and more questions. One closed
question begets another.” At the same time, however, some open questions impose
more restriction and constraints than others. Indeed, Gnisci and Bonaiuto (2003) dis-
tinguished between broad and narrow wh-questions. The latter comprise those
seeking limited specific information (‘What date is it”’, ‘When did the flight touch
down?’). (We have regarded these as closed identification-type questions in this
chapter.) Broad wh-questions request more general information (‘What are your views
on globalisation?’).

Several advantages are attributed to open questions (Hargie & Dickson, 2004).
They facilitate the in-depth expression of opinions, attitudes, thoughts, and feelings
while leaving the questioner free to listen and observe. In so doing, they afford the
respondent greater control over the interaction and what is to be discussed. Inter-
viewed in this way, the respondent may reveal unanticipated, yet highly relevant,
information that the questioner had not directly asked for. Furthermore, where a
respondent has a body of specialised knowledge to convey, the use of open questions
can be the easiest way to aid the process. On the other hand, when time is limited, or
with talkative clients, they may be time-consuming and elicit irrelevant data.

Open versus closed questions

Inevitably talk of open and closed questions quickly gives way to talk of open versus
closed questions. In one of the earliest investigations, Dohrenwend (1965) reported
that, in research interviews, when the subject matter under discussion was objective,
responses to open questions contained a higher proportion of self-revelation than did
responses to closed questions. When the subject matter was subjective, however,
open questions produced a lower proportion of disclosure about self. Additionally,
responses to open questions were approximately three times longer than those to
closed ones, but, again, subjective open questions were significantly shorter than
responses to objective open questions. Length of response to closed questions was not
influenced by content in this way. Similar findings have been reported by Lamb et al.
(1999). They found that, in forensic interviews, open-ended questions produced
responses that were three to four times longer, in terms of number of words used,
than closed-ended questions, and also produced three times as many new details in the
answers. Additionally, Waterman et al. (2001) showed how children were less accurate
in reporting events they had experienced when answering closed rather than open
questions and consequently recommended that ‘interviewers should use open ques-
tions as much as possible’ (p. 477).

Likewise, Kebbell et al. (2004) have shown that in the courtroom context
witnesses with intellectual difficulties (and young children) produce more accurate
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information in relation to open, free-recall questions (e.g. ‘What happened?’). When
these questions are used, those with intellectual difficulties produce accounts with
accuracy rates equivalent to the general population. However, as questions become
more closed (e.g. from ‘describe her’ to ‘describe her clothing’ to ‘describe her skirt' to
‘was her skirt black?’) their responses become more inaccurate. Kebbell and colleagues
explain this phenomenon in terms of level of cognitive and social demand. Free-recall
questions allow those with intellectual difficulties the ‘space’ to recall what they can
from memory. However, as questions become more closed, the task changes to one
of trying to satisfy the demands of the questioner, and this, in turn, raises levels
of uncertainty and stress. Feeling under pressure, the respondent with intellectual
difficulties then has an increased tendency to confabulate in order to comply with
perceived expectations.

Generalised discussion of the relative efficacy of open and closed questions,
however, ignores a spectrum of variables relating to both individual differences among
respondents and associated features of these questions themselves. Among the former
can be cited gender, educational background, and cognitive ability. Thus, Moreno and
Mayer (1999) found that male and female college students reacted differently to certain
types of open-ended questions. After receiving instruction about the formation of light-
ning, eight times as many females as males stated that they could not answer the ques-
tion, ‘What could you do to decrease the intensity of lightning?’, since nature could not
be altered. In relation to intellectual ability, Schatzman and Strauss (1956) found that
interviewers used more open questions with respondents who had spent at least one
year at college than with those who had not gone beyond grammar school. Another
factor here is that the respondent’s perceptions of the questioner can affect how they
respond. For example, children are more likely to admit they do not know the answer to
a question if they feel that the interviewer is knowledgeable about the subject (Water-
man, Blades & Spencer, 2004). The sheer length of the question itself may also be a con-
taminating factor in any rigorous comparison. There is evidence of a positive corre-
lation between length of question and length of response (Wilson, 1990). This could be
due to longer questions containing more elements to be addressed by the respondent.

We have already talked about pre-remarks to questions (e.g. ‘I've just arrived,
where’s the best place to go for Italian food?’). Allwinn (1991) demonstrated how
closed questions could be framed in this way to indicate that a detailed response was
required, despite the fact that a minimal answer could be given. Moreover, the context
and rules of the interaction may mean that although a question has been phrased in a
closed fashion, it is clear that an open reply is expected.

Rather than placing open and close questions in all-out, head-to-head competi-
tion, a more fruitful pursuit is to acknowledge their relative strengths and weaknesses.
Dillon (1997) proposed a complementary arrangement in survey interviews whereby
open questions are used with a range of respondents in order to produce an exhaustive
list of response alternatives for later inclusion in closed-question format. He came to
this recommendation upon discovering, for example, that when asked the open ques-
tion of what they preferred in a job, only half as many respondents mentioned a
‘feeling of accomplishment’ as selected it when it was presented as one of the alterna-
tives in closed format. On the other hand, good pay was the most frequently volun-
teered answer to the open question, but the least frequently selected alternative in the
closed variant.
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Loftus (1982) also found sequencing open and closed variants to work effectively
in questioning eyewitnesses to incidents. Open questions produced more accurate
information, but less overall detail, than specific closed questions. She consequently
recommended starting with open questions to ensure accuracy of information,
followed by specific closed questions to obtain a fuller picture. This approach has
been widely confirmed in studies of forensic interviewing (see Memon & Bull, 1999).

The process of beginning an interaction with a very open question, and grad-
ually reducing the level of openness, is referred to as a funnel sequence (Kahn &
Cannell, 1957). This is particularly apt under circumstances where respondents have
the requested information readily accessible, are well motivated to offer it up, and can
express themselves easily. The sequencing is favoured, for example, in counselling
interviews (Hargie & Dickson, 2004), in focus groups (Morgan, 1977), and in health
settings as part of the assessment interview process with patients (Cohen-Cole &
Bird, 1991; Newell, 1994). It can motivate participants by providing them with more
latitude at the outset to talk about issues high on their agenda, and in ways that come
naturally to them (Hayes, 2002).

An inverted funnel (or pyramid) sequence, on the other hand, begins with narrow,
closed questions and gradually introduces more open forms. A further possibility is
the tunnel sequence, or ‘string of beads’ (Stewart & Cash, 2000). Here, all of the
questions employed are at the same level and are usually closed. This structuring is
often characteristic of screening interviews where the task is to match the respondent
with some pre-set criteria. It sometimes also features as an opening gambit in inter-
views to map out, as it were, the conversational territory in advance of returning to
some (or all) of the topics for deeper perusal.

Questions are also linked, on occasion, in a more erratic fashion. An erratic
sequence of open and closed questions can lead to confusion and perhaps reduce the
level of interviewee participation. It may be used intentionally, though, in forensic
settings to catch suspects off guard and, as such, is recommended to lawyers by
Kestler (1982).

Leading questions

If the closed/open dimension of questioning has to do with the degree of constraint or
restriction imposed on responses, then influencing response choice from options, and
the introduction of potential bias in information gathering, is the concern here. All
questions have embedded sets of assumptions and presuppositions. At one level, in
asking a question, there is a basic implication that the other person, for whatever
reason, would not volunteer the information (Ulijn & Verweij, 2000). At another level,
if I ask, ‘Are you my sister?’, the presuppositions are that (a) you are female, (b) I have
a sister, and (c) you are in a position to give me this information. Likewise, it would be
assumed that: (a) I truly do not know (or at least am uncertain about) our familial
relationship, (b) I genuinely seek this information, (c) I believe that you will answer,
and (d) I want to listen to your response.

Questions can be framed in ways that seduce respondents into offering answers
at odds with real perceptions, experiences, or happenings. This can be done subtly
and not always with intent. Based upon empirical work completed, Conrad and
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Schober (2000, p. 20) concluded, ‘Surprisingly often, respondents can interpret seem-
ingly straightforward questions differently than the survey designers intended.
Leading questions are assumption-laden in potentially problematic ways. By their
wording, they entice respondents toward an expected or desired response: they ‘put
words in their mouths’. The anticipated answer is implied or assumed within the
question (e.g. ‘Aren’t you my sister?’) and may or may not be immediately obvious to
the respondent, depending upon the phrasing. For this reason, they have also been
labelled misleading questions or suggestive questions (Gee, Gregory & Pipe, 1999).

Some individuals are high in nterrogative suggestibility, which ‘refers to the
tendency of people to yield to leading questions and submit to interrogative pressure’
(Gudjonnson 1999, p. 338). Two separate phenomena come into play here. The first
is yield, which is the extent to which the individual acquiesces in the expectations
inherent in the initial leading question. The second is shuft, which is the extent to
which the respondent is induced to alter an initial answer by pressure or negative
feedback from the questioner. Research indicates that individuals most susceptible to
interrogative suggestibility include those who have a low IQ, poor memory, low self-
esteem, higher levels of trust (less suspicious), low assertiveness, and high anxiety
(Gudjonnson, 2003). There is also some evidence that there may be differences in
suggestibility across countries (e.g. Pollard et al., 2004).

This process of leading has been given other names, including ‘conductiveness’
(Quirk et al. 1985; Heritage, 2002). As explained by Quirk et al. (1985, p. 808), questions
that are conductive ‘indicate that the speaker is predisposed to the kind of answer he
has wanted or expected’. Koshik (2002) drew parallels between this and the concept
of ‘preference’, already mentioned from a conversation analysis perspective, relat-
ing to adjacency pairs. Asking, ‘Don’t you just love the autumn?’ (rather than the
more neutral form, ‘How do you feel about the autumn?’), sets up an affirmative
response as the preferred second pair part. Consequently, and as observed by Sacks
(1987, p. 57),

if a question is built in such a way as to exhibit a preference as between ‘yes’ or
‘no’, or ‘yes-” or ‘no-like’ responses, then the answerers will tend to pick that
choice, or a choice of the sort will be preferred by answerers, or should be
preferred by answerers.

In the context of journalists interviewing politicians, Clayman and Heritage (2002,
p. 762) introduced the broader concept ‘assertiveness’ to refer to a similar process. It
has to do with:

the degree to which the journalist manages to suggest or imply or push for a
particular response in the course of asking a question. Of course, no question is
neutral in an absolute sense, but questions do vary in the degree to which they
manage to express an opinion on the subject being inquired about, thereby
portraying one type of answer as expected or preferred.

Four main types of leading question can be distinguished. While varying in how
they work, they share this ability to direct the respondent toward an anticipated or
favoured answer.
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Conversational leads

As the name suggests, these crop up repeatedly in everyday conversations (which
does not mean that the other three do not) (e.g. ‘Have you ever seen a more beautiful
morning?”’). Other examples include what Koshik (2002) termed ‘reverse polarity
questions’ (e.g. ‘Wasn’t the storm terrifying?’). She noted the peculiar fact that while
these questions are grammatically negative (.e. ‘Wasn’t ...") they predict a positive
response. Her thesis is that they function by conveying an epistemic stance or position
of the speaker on the topic. Indeed, on occasion, they were found to be used by
teachers, not as proper questions at all in that they did not anticipate a response,
but rather to convey information indirectly on the standard of students’ work in
conversations with them.

Simple leads

A tag question (e.g. ‘You do smoke, don’t you?’) can act as a type of simple lead serving
to favour a particular response. Not that all tag questions, though, operate in the same
fashion, nor is the function invariably to elicit details. As well as satisfying the informa-
tion needs of the speaker, they can also meet those of the addressee by expressing
politeness, inviting conversational participation, or varying the intensity of the speech
act (Holmes, 1995). Harres (1998) discovered that, at least among a small sample of
Australian general practitioners in medical consultations with patients, tag questions
were used to show concern and understanding and maintain control in addition to sum-
marising and confirming medical details. However, in the legal context, they are often
used deliberately by lawyers during cross-examination to confuse and lead witnesses.

Furthermore, Kebbell et al. (2004) identified two common types of simple leads,
namely, negative questions that include the word ‘not’ (e.g. ‘Did you not think that you
should have told someone?’) and double-negative questions that include the use of the
word ‘not’ twice (e.g. ‘Did Mary not go on to say that she would not have time to call?’).
Such questions, though, can have positive as well as negative outcomes. Simple leads
building upon assumptions that are clearly incorrect have been known for some
time to facilitate interviewee participation in order to correct these misconceptions.
Beezer (1956) conducted interviews with refugees from the then East Germany in
which he found that simple leading questions that were clearly incorrect yielded more
information from respondents than did questions that were not leading. Thus, when
respondents were asked, ‘T understand you don’t have to pay very much for food in the
East Zone because it is rationed?’, most replied by trying to correct the interviewer’s
mistaken impressions about general living conditions. However, most authors of texts
on interviewing eschew this form of question as bad practice on account of its
inherent potential for bias.

Implication leads

These work by presenting the choice of either going along with the lead or implicitly
accepting a negative implication embedded in the question (e.g. ‘Can [ take it that, like
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all other civilised people, you oppose capital punishment?’). They are also called complex
leading questions and have been noted by Walton (1999) to be a common tactic when
everyday argument takes place. As with the selection of dispreferred responses (i.e.
‘No, I don’t oppose capital punishiment’), some sort of elaboration is typically required:
a justification, let us say, needs to be appended.

There are some well-documented instances where leading questions have been
used in an attempt to lure politicians into entrapment. William Hague, the then leader
of the UK Conservative Party, was asked in a radio interview the dual-negative
implication lead, ‘Youre a grown-up. Do you really expect to win the next election?”’ His
boyish appearance (made much of by cartoonists and the press) and modest stature
made an affirmative answer less tempting than would normally be the case when a
politician is asked about winning elections.

Subtle leads

Bias can be introduced into questioning in less obvious and sometimes unanticipated
ways through the manner in which the question is framed or the form of wording.
Directional questioning is an alternative nomenclature. An early example, reported by
Harris (1973), revealed that when subjects were asked, ‘How tall was the basketbail
player?’, they guessed about 79 inches but guessed 69 inches when asked, ‘How short
was the basketball player?’ Similarly, ‘How long was the movie?’ resulted in an average
estimate of 130 minutes. This dropped to 100 minutes when the parallel question,
‘How short was the movie?’, was substituted. Along similar lines, Loftus (1975) asked
either, ‘Do you get headaches frequently, and if so, how often?’ or ‘Do you get headaches
occastonally, and if so, how often?” The reported averages were respectively 2.2 and
0.7 headaches per week.

The range of response choices in selection-type closed questions can also distort
estimates given. In asking about levels of annoyance over TV advertisements, Gaskell,
Wright, and O’'Muircheartaigh (1993) showed that respondents given high frequencies
as alternatives for responding (i.e. every day, most days, once a week, once a month,
less often, never) reported significantly higher occurrences than those given low alter-
natives (i.e. once a week or more often, once a month, about every few months, once a
year, less often, never). An explanation is that the values anchoring a scale are assumed
to reflect the norm, and so respondents not wishing to be seen as ‘abnormal’ select an
option near the midpoint (Schwarz & Hippler, 1991). Furthermore, frequencies or
magnitudes represented by the given response scale can influence subjective mean-
ings attached to the phenomenon being addressed in the question. This is especially so
when the reference period applies uniquely to that particular question. When, on the
other hand, it is repeatedly used with a spectrum of different questions, the effect is
eliminated (Igou, Bless & Schwarz, 2002). Thus, in one study, two groups of subjects
were asked to report how often they felt ‘really annoyed’ (Wright et al., 1997). One
group was given a set of low response frequencies (i.e. from ‘less than once a year’
to ‘more than every 3 months’) while the other selected from ‘less than twice a week’
to ‘several times a day’. When subsequently asked to define ‘annoyed’, those in the
low-response-frequency group regarded it as referring to a state of more extreme
disturbance than those in the high-frequency condition.
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Other seminal work in this area has demonstrated that perceptions and recollec-
tions can also be shaped by questions asked. In a classic study on false recognition,
Loftus and Zanni (1975) compared the effects of questions containing an indefinite
article with the same questions containing the definite article. On being asked about a
short film of a car accident, viewers asked a question containing the definite article
(e.g. ‘Did you see the broken headlight?’) produced fewer uncertain or ‘I don’t know’
responses, and more false recognition of events that never happened, than did viewers
asked questions which contained an indefinite article (e.g. ‘Did you see a broken
headlight?’).

The related concept of recovered memory has caused much controversy. It has
been argued that what is often unearthed in such in-depth interviews is more
implanted than recovered, having been created through the suggestive influence of
biased questioning (Pezdek & Banks, 1996). In particular, questions can encourage
imagination inflation, ‘the phenomenon that imagining an event increases subjective
confidence that the event actually happened’ (Loftus, 2001, p. 584).

How questions are contextualised can cause distortion of information gathered.
Hirt, Lynn, Payne, Krackow, and McCrea (1999) showed that low-expectancy condi-
tions (e.g. saying, ‘If you don’t remember, it’s all right’) when compared to high-
expectancy conditions (‘Tell me when you get an earlier memory’) produced earlier life
memories from respondents of 3.45 years and 2.28 years respectively. Moreover, about
a quarter of those led to believe that most people can recall their second birthday
reported memories of a false event (i.e. getting lost in a shopping mall) when given
details of this fictitious happening together with three actual events (as supplied by
parents or siblings).

We have already seen how vulnerable children are to biased responding, even
when answering straightforward yes—no-type, closed questions that have no obvious
basis for this. Waterman et al. (2001) found that, when asked nonsensical yes—no
questions (‘Is a fork happier than a knife?’), 75% of 5-8-year-olds answered one way or
the other. Subsequent exploration revealed that many who answered %20’ were simply
indicating that they did not agree with the assumption inherent in the question, but
did not say so. Children, it seems, are under pressure to acquiesce in the predetermined
response options (Peterson, Dowden & Tobin, 1999), especially when assuming that
adults will ask reasonable questions (Siegal, 1997).

Children, principally younger children (Gee et al., 1999) and those with learning
difficulties (Milne, 1999), are particularly susceptible to the effects of leading ques-
tions. Extreme caution is therefore required of those who interview these groups.
However, young respondents can be protected, to some extent, by being given clear
instructions about how to deal with questions (Ghetti & Goodman, 2001) and being
allowed to reject a question when unsure of the answer (Endres, Poggenpohl &
Erben, 1999).

Recall/process questions
This division refers to the cognitive demands placed upon the respondent in pro-

ducing an answer. Recall questions are also known as lower-order cognitive and, as the
name suggests, involve the simple recall of information. Process questions require the
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respondent to use some /ugher mental process in order to come up with the requested
detail. Questions belonging to these categories have attracted most attention within
education, particularly in classroom interaction studies.

Teachers, for a number of reasons, use questions that require pupils to do little
more than reproduce what they have already been told. These are included to gauge
where to begin a lesson, assess the extent of pupil knowledge about the lesson just
past, and maximise pupil participation in class. Process questions, on the other hand,
require the respondent to go beyond the simple recall of information by analysing,
synthesising, or evaluating information in order to arrive at opinions, justifications,
judgements, predictions, interpretations, or generalisations.

Research reviews of questioning in the classroom have consistently found that
teachers ask more recall than process questions (Gall, 1970; Hargie, 1983; Dillon, 1997).
In their review of the area, Daly and Vangelisti (2003, p. 885) concluded: ‘Most of
these questions are not higher-order ones — they typically are cast at low cognitive
levels . .. and of the sort that generate only short answers.” Furthermore, Rousseau
and Redfield (1980, p. 52), having reviewed some 20 studies, showed that ‘gains in
achievement . . . are greatest when higher cognitive questions are used during instruc-
tion.” This was confirmed more recently by Daly and Vangelisti, who found that, for
teachers, ‘Asking more penetrative questions ... is associated with higher achieve-
ment on tests . .. perhaps because posing such questions engenders engagement on
the part of learners’ (p. 886).

Probing questions

Often probing or secondary questions, as Stewart and Cash (2000) termed them, are
required as follow-ups to the initial or primary question in order to elicit the scope of
information required. Inexperienced interviewers, in particular, often find that they
have gathered a great deal of largely superficial data through a reluctance to explore
areas in depth, according to Millar et al. (1992). But this aspect of interviewing can
prove difficult to master (Hawkins & Power, 1999) and requires, on many occasions, a
great deal of sensitivity (Egan, 2002). Millar and Gallagher (2000) illustrated how
some interviewees may resent interviewers who probe too deeply, especially about
sensitive topics.

In the contrasting setting of the political interview, not renowned for journal-
istic niceties, Clayman and Heritage (2002) described how question cascading was used
to winkle specific detail out of the American presidents, Eisenhower and Reagan. This
involved asking similar versions of the same question, each one being more narrowly
focused than the previous. Interestingly, in group settings, there is evidence that
probing may come easier to females than to males (Hawkins & Power, 1999).

In addition to benefits accruing to the inquisitor, being exposed to probing may
lead to the respondent’s being perceived differently by third parties. The probing effect
is a tendency, by both the questioner and observers, to rate these people as being more
honest than those not subjected to this form of enquiry. This finding has been well
corroborated across a range of conditions and contexts (Levine & McCornack, 2001).

The ability to probe effectively, therefore, is at the core of effective questioning.
Probes are of different types serving purposes reflected in their titles. Variants
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discussed by the likes of Turney, Ellis, Hatton, Owens, Towler, and Wright (1983),
Hayes (2002), and Hargie and Dickson (2004) include clarification or informational
probes (‘Could you go over again what happened when you opened the door ?). Justifica-
tion probes, also referred to as accountability questions (Clayman & Heritage, 2002),
seek reasons for, or causes of, behaviour or happenings (‘Why did you take the purse?’).
Relevance probes give respondents an opportunity to reconsider the appropriateness
of a response, and/or make its relevance to the topic raised in the primary question more
obvious (‘How does that fit in with what we have been talking about?’). Exemplification
probes request specific instances of something touched upon in only vague terms.
Extension probes are used to coax an expansion of an initial response (‘And then what
happened?’). Accuracy probes check the correctness of what has just been said. In
restatement probes, the original question is repeated or rephrased, perhaps at a
simpler level, to encourage a response when the initial questioning attempt has failed.
This form of probe is also a way of prompting Echo probes ‘echo’ a telling word or
words used by the respondent in the preceding response. Consensus probes are a way
of checking the degree to which others concur with what has just been said, either by
asking the person to whom the primary question was addressed or others present in a
group situation. Finally, probes can take a non-verbal form (e.g. raising the eyebrows
and making direct eye contact).

Rhetorical questions

Adler et al. (2001), as mentioned, referred to ‘counterfeit’ questions that were not
genuine requests for information. Although rhetorical questions were not specified in
their listing, these share this same defining feature. Rhetorical questions, when posed
for effect, are intended either to be answered by the speaker, not the listener, or, indeed,
not to be answered (at least explicitly) at all. They may be largely expressive of the
speaker’s epistemic state.

Rhetorical questions have a long tradition in public speaking, stretching back at
least to Aristotle. In his book The Art of Rhetoric (¢330 BC), their effect, as part of the
conclusion of a speech, was considered to weaken an opposing argument. However,
despite their popularity as a persuasion tactic, Roskos-Ewoldsen (2003) pointed to the
relative lack of research into substantiation of their effect. Still, for Turk (1985, p. 75),
‘Asking questions is the best way to promote thought’, and rhetorical questions have
been shown to affect the type of thinking engaged in by listeners (Whaley & Wagner,
2000). While they are useful devices in providing variation and generating interest,
the empirical work that has been conducted paints a more complex picture of their
efficacy in actually changing attitudes and mindsets. Based upon a review of the
material, Roskos-Ewoldsen (2003) concluded, tentatively, that rhetorical questions can
influence persuasion (but that effects are conditional upon the counter-attitudinal
nature of the message, the location of the question in the message, and the potency of
the argument), influence the recipient to assess more critically the content of the
message when motivation is low to engage with it cognitively, damage the speaker’s
credibility and likeability, and enhance the recipient’s memory for message content.
There is still a great deal to learn, though, about just how rhetorical questions work in
persuasive discourse.
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Multiple questions

These questions, also referred to as multipart questions (Kebbell et al., 2004), are two or
more questions (which may be of the same or different type) phrased as one. (While a
multiple question may contain a number of questions, quite often it comprises an open
question followed by a closed one to narrow the focus (‘How is your wife? Still making
Jfabulous Italian dishes?’). As a rule, they tend to be frowned upon in the more prescrip-
tive literature on interviewing technique. For Newell (1994), they are the source of
problems to do with both interview process and content. As far as the latter is con-
cerned, they are liable to wrong-foot respondents as they attempt to disentangle the
various elements, and compose an ordered response. From a process point of view, the
interviewer—interviewee relationship can suffer. Dickson, Hargie, and Morrow (1997)
noted that patients have difficulty in formulating a reply when asked multiple ques-
tions. These questions pressurise and confuse, causing a decrease in the accuracy of
information received. Switching from medicine to teaching, Wright and Nuthall (1970)
found, in an early classroom study, that teachers asking one question at a time was
positively related to pupil achievement, whereas asking a plurality was negatively
related to this outcome variable. Likewise, in the courtroom, multipart questions have
been shown to confuse witnesses, especially those with intellectual disabilities (Kebbell
et al., 2004). Despite this, this type of question is often employed in various settings.
Again, however, this is an aspect of questioning that remains under-researched.

Responding to questions

In a sense, all questions are an intrusion into another person’s life. As a result, ‘ques-
tions can cause problems for those who have to answer them, especially if the topic
is very difficult, or too personal, etc.’ (Ulijn & Verweij, 2000, p. 220). However, it is
also the case that questions do not necessarily have to be answered. Indeed, Robert
McNamara, the former US defense secretary, advised: ‘Never answer the question that
is asked of you, but the question you wished was asked of you. I think that’s a pretty
good rule’ (Gibbons, 2003). However, there is an imperative, as we have seen, at least to
attempt a response. Answering seems optional but yet cannot be opted out of with
alacrity. It often requires a great deal of hard work and not a little skill. Politicians are
notorious for failing to answer questions. Indeed, research by Bull and Mayer (1993)
revealed that the UK politicians Margaret Thatcher and Neil Kinnock replied to only
37% and 39%, respectively, of the questions that they faced in political interviews.
Thirty different ways of avoiding an answer were identified which could be categorised
into 11 superordinate groupings, including, for instance, attacking the questioner. As
already seen in relation to closed questions, equivocation is an option in ‘avoid-avoid’
situations: ‘equivocation’ was defined by Bavelas et al. (1990, p. 28) as ‘nonstraight-
forward communication; it appears ambiguous, contradictory, tangential, obscure, or
even evasive.” Wilson (1990) also discussed several techniques used by politicians to
evade direct answers to questions. These included questioning the question, attacking
the interviewer, or stating that the question had already been answered. The latter
strategy will be returned to shortly, but in a different institutional context.

Still within the realms of the political interview, Gnisci and Bonaiuto (2003)
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located four types of answer that may be forthcoming: minimal answers, elaborations,
mplicit answers or answers by implication, and non-replies. The first includes, for
example, a ‘yes’ or ‘no’ in response to a yes—no closed question. Elaborations encompass
the embellishment of these with additional syntactic or semantic detail. With implicit
answers or answers by implication, the reply options offered up within the question are
not explicitly addressed but rather implicitly acknowledged in what is said. Non-replies
fail to provide an adequate answer (e.g. explaining why an answer cannot be given).

Dillon (1997) also brought forward a categorisation of possible replies to ques-
tions, some of which coincide with those already mentioned. His 11 main types include:
() silence, (2) overt refusal to answer, (3) unconnected response (the respondent may
change the topic completely), (4) humour, (5) lying, (6) stalling, (7) evading, (8) selective
ambiguity (here the respondent pretends to recognise the ‘real’ question, and answers
that), (9) withholding and concealing, (10) distortion (respondents in many instances
give the answers that they feel are socially desirable, often without consciously realis-
ing they are so doing), (11) direct honest response. Five strategies were considered by
Campbell, Follender, and Shane (1998), for dealing specifically with hostile questions
aimed at spokespersons for public environmental bodies in meetings with com-
munities. Pointing out, for example, that the issue has already been addressed was
found to be the most preferred approach, while an alternative agency-based option (i.e.
the issue is the responsibility of another agency) was the least preferred.

OVERVIEW

Posing and responding to questions forms a conspicuous part of what we do when we
talk. We may even be evaluated accordingly. Voltaire wrote: ‘Judge a man not by his
answers but by his questions.” Questioning also has a significant role to play in
institutional talk, as in professional/service-recipient interaction in such places as
classrooms, medical surgeries, community pharmacies, or counsellors’ clinics. From a
functional perspective, the intention is often to obtain information, although questions
are also asked in situations where the speaker already has the detail supposedly
requested. Sometimes asking questions seems to be more to do with giving informa-
tion. Issues of relational and conversational control are also pertinent. The majority of
questioning tends to be left to those in the more dominant position in the relationship.
Some of the major forms of question include open/closed, leading, multiple,
recall/process, and rhetorical. Probing is an aspect entered into when primary ques-
tions fail to gain the level of detail sought. The implicit rules governing conversation
stipulate that questions need to be, if not answered, at least responded to, preferably in
ways that can masquerade as answers. Interesting research in this regard has eman-
ated recently from work on interviewing politicians. However, much of how, when, and
with what effect we make use of this conversational tool remains under-researched.
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Chapter 5

Len Cairns

HE TERM ‘REINFORCEMENT’, AS a concept within fields such
Tas human social communication (both non-verbal and verbal), learn-
ing theory, educational psychology, and applied behaviour therapy, has
a lengthy history and very deep research base. Particularly prominent in
the twentieth century in the psychological and educational literature, the
concept has had less prominence in recent years, particularly in this
postmodern era of thinking. Nevertheless, the significance of reinforce-
ment as a theoretical and practical aspect of human communication,
and as a key feature of skilled performance, remains today.

This chapter will examine the concept of reinforcement and its
place within a social skills model of communication. The relevance of
an understanding of how reinforcement plays a number of significant
roles in learning to communicate effectively, and in the skilled use of
communication in most of the modern forms we use, will be outlined and
supported by international research findings from across the decades.

CLARIFYING THE CONCEPT

Simply put, reinforcement is a concept which has arisen as the centre-
piece of what is called operant psychology theory, which is most associ-
ated with the writing and philosophy of the American academic, B. F.
Skinner (1904-1990). Burrhus Frederic Skinner was an idealistic and
inventive scholar of the twentieth century who may have changed the
way we think about behaviour and life, but never quite succeeded in his
professed aim to change the world in which people live (Bjork, 1993). His
work was both revered and reviled by different sectors of the academic
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and scholarly community throughout his life and beyond into this century (for a
critique, see Kohn, 1993). Fred Skinner (as he preferred to be addressed) was, and
remains, a controversial theorist. For many, he was the father of modern behaviourism
and its major theorist of the twentieth century.

In operant psychology (as the Skinner-led field became known), the term
‘reinforcement’ is usually defined in terms such as the following: the effect of a
stimulus, when matched with an emitted response (an operant action), increases the
likelihood of that action/response being repeated.

In his classic short work About Behaviorism, Skinner (1974) was a little more
specific and also offered two examples:

When a bit of behavior has the kind of consequence called reinforcing, it is
more likely to occur again. A positive reinforcer strengthens any behavior that
produces it: a glass of water is positively reinforcing when we are thirsty, and if
we then draw and drink a glass of water, we are more likely to do so again on
similar occasions. A negative reinforcer strengthens any behavior that reduces
or terminates it: when we take off a shoe that is pinching, the reduction in
pressure is negatively reinforcing, and we are more likely to do so again when a
shoe pinches. (p. 51)

There are different understandings of many of the terms surrounding the operant
view of the world which of necessity need to be clearly differentiated in a serious
academic discussion from common-sense or common usage meanings attached to some
of these words. In addition, there are those who find the whole notion of Skinnerian
operant psychology an unfortunate aberration of the twentieth century.

Frequently, in normal social discourse in English, people use the terms ‘reinforce’,
‘reinforcement’, and ‘punishment’, as well as ‘negative reinforcement’, yet most of these
common usages are not in line with the theory and preciseness of the operant psych-
ology where they originated. To clarify, Table 5.1 is a useful and simple way to show the
different specific meanings of the base terms in operant psychological theory.

In this table, it becomes clear that the relationship between what are called
‘contingencies’ and the relevant ‘stimulus’ is the key to understanding the concepts,
particularly the difference between punishment and negative reinforcement (which are
frequently erroneously used as synonyms in common parlance). The term ‘contin-
gency’ in this model refers to the direct linkage or consequential relationship — what
Lee (1988), in her detailed discussion of contingencies, refers to as the ‘if-then relation-
ship’; for example, ‘if you talk, you hear your own voice’ (p. 61). Alfie Kohn (1993),
the strident critic of operant psychology, refers to this in the following terms: ‘But

Table 5.1 Operant model of reinforcement contingencies and stimuli

Positively valued stimulus  Negatively valued stimulus

Contingent application Positive reinforcement Punishment

Contingent removal Response cost Negative reinforcement
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Skinnerian theory basically codifies and bestows solemn scientific names on something
familiar to all of us: “Do this and you'll get that” will lead an organism to do “this”
again’ (p. 5).

Kohn’s criticisms have been widely reported, but his central thesis starts with
the simple, yet deceptive, argument that reinforcement is just another ‘scientific’ term
for reward. We will return to this and other criticisms of the reinforcement concept
and its applications later in the chapter.

In operant theory, the application of a positively valued stimulus (be it food, a
pat on the back, or verbal praise) that is contingent (clearly linked to the emitted
behaviour) will be positively reinforcing and lead to a more likely repeat of that
behaviour. So, in social interaction and discourse, parents use smiles, praise, and
encouragement in language and social behaviour development. Schoolteachers also
make liberal use of the skill of reinforcement in social and token forms (the latter
covering the gold stars and written praise comments on school work as well). This
aspect has a long history in teacher education, particularly in such approaches as
‘teaching skills’, and was a centrepiece of microteaching over 30 years ago as a major
approach to the education of teachers (Turney et al., 1973).

Similarly, the application of a negatively valued stimulus contingent upon a
behaviour (such as the infliction of direct pain) will constitute punishment. The
removal of a positively valued stimulus (e.g. money in a fine for speeding) is called
response cost, and the removal of a negatively valued stimulus (a thorn in a sock) is
negative reinforcement.

The application of this model within many fields, but significantly in educa-
tion and behaviour therapy, has led to reinforcement being one of the most
researched topics in modern psychology and educational research. In addition, the
concept and its implications have been built into social communication skills models
(e.g. Hargie, 1986, 1997) and social learning models (e.g. Bandura, 1971, 1986) for
over 50 years.

While there is confusion among many non-operant theorists and researchers
and particularly among the ‘general public’ about what the terms ‘reinforcement’
and ‘negative reinforcement’ imply in research and communication models, there is a
general acceptance of the notion that a behaviour that is ‘reinforced’ is one that is
likely to recur. People are both familiar and comfortable with the usage in relation to
various child-rearing advices and pet training, so that these terms are frequently used
in phone-in radio, for example, in these ways.

In most models of social communication, there are elements of both feedback
and response. Some of the writing and discussion of these elements can, at times,
overlap and in fact lead to confusion, depending on the way the two terms are defined
and utilised within the discussions. Feedback figures in most models as a ‘loop’ or an
aspect of the model where message initiators receive (or are fed-back) information
about the messages they have sent to others (see Chapter 2). Response usually refers
to the actions or behaviours which have resulted from a communication or inter-
personal interaction initiation. It is important for this chapter to review and clarify the
differences between the two key terms, feedback and reinforcement.
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A Kkey issue for many readers will be the difference and application of the two terms,
reinforcement and feedback. This is a significant point for any discussion of social
communication models. Just as there is confusion in the popular use of the two terms
negative reinforcement and punishiment, there is also confusion in the use of the two
terms reinforcement and feedback. This confusion is not assisted when some writers
actually use the two terms either interchangeably or as synonyms in ways that indi-
cate they are one and the same concept. There is no doubt either that for some authors
in the field there are elements of both feedback and response in the way the term
reinforcement is being used in this chapter. What this indicates clearly is that there are
inherent problems in the specialised usage of such terms and general slippage when
they move into everyday language and usage.

In this chapter, we are arguing that there are clear differences between these
two terms. As mentioned above, the key difference between them hinges on the idea
of contingency or a definite causal link between an emitted behaviour and a
stimulus.

Reinforcement involves a stimulus (food, praise, tokens) that, when linked to an
emitted response, will most likely lead to that response being repeated. Reinforcement
implies some changes and learning in a behavioural sense.

Feedback 1s simply a matter of the observation of an action, or some reflection
or noting that the action occurred (‘I was so frightened, my heart began to beat faster
and faster’). Feedback implies an information loop which may or may not have links in
the learning sense or in effecting any possible repetition of the behaviour. This view
of the term ‘feedback’ is closely aligned to the study of cybernetics (see Chapter 2).
Feedback in communication can be a reflection of what was said or acknowledgement
that the communication was received.

While feedback, particularly in the cybernetic sense, has an important role in
communication models and functions, particularly in the sense of understanding
automaticity, it may or may not serve some of the communication skill learning
necessary for human communication development that reinforcement certainly does.
Some may see feedback as a more benign term than reimnforcement, and this is due
mainly to what is, for them, a distasteful element of possible manipulative bribery
or reward and/or punishment inherent in the operant model term and supposedly
absent from feedback (see Kohn, 1993; Schunk, 2004, for different views on this
aspect). Nevertheless, this chapter argues strongly that reinforcement is a core human
communication skill which is present and utilised frequently by all communicators.
An understanding of the concept and its applicability and research and practice
applications will be helpful to all who study human communication.

A common model of basic language face-to-face communication, particularly
relevant in classroom teacher—pupil interactions, for example, has been referred to as
the I-R-F, or the I-R-E model. In this model, ‘I’ stands for initiation, ‘R’ for response and
‘F’ for feedback, or, in the E version, for evaluation (see Mehan, 1978, for a very early
version of the latter). It is suggested that this pattern of communication is a common
one in many exchanges between people and is very often the dominant pattern in most
classrooms, with ‘T being a teacher-posed question, ‘R’ a pupil response, and ‘F’ or ‘E’
a teacher’s positive comment to the pupil.
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A closer examination of the F/E component and what it might entail leads to the
need for some differentiation as to when the feedback is more than just feedback
and actually constitutes reinforcement in purpose and result. The model may be, in
many instances (particularly in the classroom setting where it has been studied so
much), more an IRR model, with the second ‘R’ being reinforcement. For this discus-
sion, it is essential to consider when a feedback/evaluation comment becomes, or is,
reinforcement. Reference to the three essential elements below (validity, valence, and
contingency) will assist understanding here.

For example, a teacher may itiate a question, gain a pupil response, and rein-
force that response with social reinforcement (positively regarded comments) relevant
to that pupil and that response (therefore, contingent). It is suggested here that there
should be three key aspects of such utterances in verbal interaction, which would
mark the statements as reinforcement or ‘beyond feedback’. These characteristics are
as follows:

1 Personal validity. This term refers to the way an utterance must have some
personal real meaning for the receiver to be able to perceive it as reinforcing.
The message should be clear, in language that is understood, have personal
links and signage (perhaps using the receiver’s name), and be meaningful to the
receiver.

2 Personal valence. This term refers to the power within the message and the way
a receiver sees it to be of some value and impact. Valence is different from
validity, as the former refers to the power and affect as well as effect of the
message received whereas validity refers basically to the clarity of the meaning
being received by the listener.

3 Contingency. This term refers to the consequential linkage between the initiation
and the feedback. If the message is contingently related to the response and
carries some valence, it is reinforcing. A mutuality of understanding between
the communicators that any such message is contingent is also a factor in this
aspect.

A further point of relevance to the discussion of 7einforcement that should be noted is
the different types of possible reinforcers which may crop up in social interaction
(some of these variations will be mentioned later in cited research on the topic).

As long ago as 1973, MacMillan proposed a possible hierarchy of reinforcers
ranging from what he called ‘primary rewards’, which related to basic human needs
such as food and water at the lowest level, through token and social praise, and toward
a highest level of ‘self-mastery’ as a form of self-reinforcement. Such a hierarchy
echoes very clearly the famous Maslow (1954) hierarchy of human needs, which even
today figures in many basic education and business texts as an explanatory model of
what tends to drive people. Of course, different people react to different potential
reinforcers, and while the satisfaction of simple basic needs, such as hunger and
thirst, has quite powerful effects in the reinforcement sense in training animals, people
and the communication processes between them are far more complex. Aspects such
as the impact of what is termed ‘social reinforcement’, which includes praise and
approval (or even monetary rewards), have to be learned, as usually such reinforcers
have little actual value in themselves, but rather, represent, or are proxies for, other
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personally valued aspects in life. In addition, many non-verbal reinforcers such as
smiles, nods, thumbs up, and other gestures are learned and associated with particular
positive elements and are often culturally bound.

The subtlety of many reinforcers in different social situations can be quite acute
and even subgroup specific to the extent that it may be difficult for other out-group
communicators to detect the reinforcing nature of the communication (gangs and
cliques often develop in-group communications and signs to exploit this reality for
exclusivity effect). In these situations, it may even be possible for the in-group
reinforcers to be the opposite of what is perceived as ‘normal’ in the rest of society as
a statement of exclusivity and differentiation. Adolescent language often uses opposite
terms so that, supposedly, adults cannot penetrate their world (witness the way some
cultures use as terms of endearment or ‘mateship’ the insult or even what is offensive
language in ‘normal’ conversation).

A large part of social reinforcement involves social learning to imbue the
comments and actions with some acceptable mutual value, which then sets the com-
munications up as reinforcers when applied contingently. Sometimes these words or
comments take on especially idiosyncratic meanings that are reinforcing only in very
narrow contexts for a few individuals. Even most money is actually relatively worth-
less in itself; it is what it represents and what the culture, community, or nation
members mutually accept it to represent as an exchange medium that makes it
socially rewarding and thus a positive reinforcer. When nations are at war or in chaos,
the currency often suddenly does revert to meaningless paper and coins, and has no
social value. It then ceases to be a reinforcer.

REINFORCEMENT IN INTERPERSONAL COMMUNICATION

So far in this chapter, we have defined reinforcement, described its theoretical roots,
and differentiated it from feedback. We now turn to the direct application of the
concept in a social skills model of interpersonal communication and how research on
reinforcement has, over the years, contributed to the understanding and use of the
idea within a wide range of fields of study and action.

Reinforcement in non-verbal communication
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Reinforcement in non-verbal communication situations has been examined from a wide
range of perspectives and with some interesting results and implications (Feldman,
1992). The range of areas where non-verbal reinforcers and applications have been
examined includes health (doctor—patient and nurse—patient interaction and waiting
room behaviour), business, teaching, the law, and so on (Feldman, 1992, has detailed
discussions on each of these aspects).

Many of us in our day-to-day communications with loved ones or those with
whom we have quite close and long-standing communication utilise non-verbal
reinforcers. We become quite adept at reading and transmitting facial expressions
and other gestures and even body language to provide reinforcement and react to
that of others. Parents usually work hard to establish certain frowns and glares
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as communication elements, and often develop idiosyncratic positive expressions as
personal reinforcers with their children. Today, with the all pervasive use of television
and its often ubiquitous partner, advertising, we have seen the development of a wide
range of virtually created expressions and signs that, if successful, enter the general
language as new reinforcers and ‘in’ expressions.

Over 30 years ago, Scheflen (1972) wrote about body language and social order,
the subtitle of his book being ‘communication as behavioral control’, and he gave
detailed illustrations of the ways people communicate and use what he called recip-
rocals in face-to-face communication, whereby body postures and gestures communi-
cated affiliation, flirtation, and repulsion aspects. Suffice it to state at this stage that
the reciprocals of Scheflen and the concept of reinforcement are not too far apart in
meaning.

Non-verbal behaviour remains a major area of study, and aspects of this field
are discussed in detail in Chapter 3, and referred to frequently in other chapters of this
volume. The world of research and application of body language or non-verbal
aspects of interpersonal communication is still a current issue, and numerous busi-
ness, training, and other applications of research and theory are popular in the field
(Feldman, 1992; Carlopio et al., 2001; Robbins et al., 2003). Most of these latter applica-
tions take early research and development and apply the findings to business
behaviour or management training (e.g. Robbins et al., 2003). They are intended to
familiarise managers and businessmen and -women with the ideas and possibilities of
good communication and of uses and abuses of components of non-verbal (and
verbal) communication in business dealings and employee management in work-
places. Some suggest effective reinforcers and other responses and how these may
assist staff development or facilitate communication across teams (Hargie et al., 2004)
and even cultures (Schneider & Barsoux, 2003).

Interestingly, Jones and Le Baron (2002) have argued for a convergence between
verbal and non-verbal communication theory and writing. They posited that since
these two aspects actually occur together, they should be studied together. In addition,
they were quite critical of the division between quantitative and qualitative research
paradigms and urged better use of both traditions in researching human communica-
tion. In recent years, the emergence of what is now known as ‘mixed methods’
(Tashakkori & Teddlie, 1998, 2003; Cresswell, 2003; Johnson & Onwuegbuzie, 2004),
where both traditions/paradigms are more integrated, reflects such thinking.

Reinforcement in the area of non-verbal communication is usually studied
within interpersonal contact and communication and has quite a long history (Argyle,
1967; Argyle & Cook, 1967; Cook, 1977, for example, were early pioneers). Most of the
research and evidence on the impact of non-verbal communication aspects of rele-
vance to the concept and use of reinforcement links clearly to how people utilise facial
expressions, gestures, and postures contingently to increase or decrease the communi-
cation pattern or flow between themselves and others (Hargie & Dickson, 2004). For
example, the open palms extended on either side of the body and raised shoulders with
a quizzical look on the face has become an almost universal expression for ‘I don’t
know’ or ‘I don’t understand’ and can be seen being used across many cultures. Simi-
larly, a clenched fist shaken in front of the face with a heavy frown is also a clearly
negative response to a communication attempt. The dismissive wave of the hand to
a hawker or beggar is also well set as an international negative. Many of these
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expressions are becoming more internationally shared than in previous generations
due to the massive international communications revolution of the late twentieth
century. At the same time, some gestures and expressions remain relatively culture
bound.

As mentioned earlier, the advertising industry deliberately and sometimes quite
unsubtly manipulates the non-verbal aspects of communication to enhance sales
and customer satisfaction. Fast-food chains train their ‘crews’ in steps which involve
specific smiles, greetings, and pleasantries as positive reinforcers with the aim of
generating good feelings in their customers and possible repeat business.

Non-verbal communication is now studied as a language in its own right by
many researchers and writers, and the field abounds in references to elements which
can be clearly seen to be linked to the ideas of employing reinforcers to facilitate and
support increases in communication. In summary, reinforcement is employed non-
verbally in communication in ways that are subtle and frequent in our daily lives and
more manipulated in advertising and other elements of popular culture than we are
prone to notice or admit.

Reinforcement in verbal communication
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Of course, the majority of human social communication is verbal, with a wide range
of spoken languages across the world. In each language, there is a large lexicon of
words and terms that are imbued with praise and reward connotations. These are
clearly meant to be used as responses to other speakers and hence figure strongly as
social reinforcement in their application within communication.

Thus, whether we agree or not with the behaviourist’s analysis in which the
concept of reinforcement is theorised and researched, it is still patently apparent that
our languages have many instances of terminology that assume words of praise and
encouragement, and that these have some positive and linked effect to repetition of the
behaviours to which they are responding. We use these words and terms deliberately
to gain desired effects. Equally, we have a broad range of negative comments, some of
which are used as severe criticism contingent on a behaviour and are meant to punish
others.

As mentioned earlier, much of the research work on the place and effect of
reinforcement in human communication took place in the mid- to late twentieth century.
A good deal of research was also situated within the education field in two spheres:
teacher education and special education. More recent work has centred on aspects
such as behaviour therapy and modification of atypical behaviours in children and
those with personality or communication disorders.

Some interesting recent research has highlighted the culture specificity of some
aspects of reinforcement applicability. Weirzbicka (2004) presented research to show
that the terms ‘good boy’ and ‘good girl’, as ‘widely used in Anglo parental speech
directed to children to praise them for their action’, have ‘no equivalents in other
European languages’. In her interpretation of this assertion, she argued that the terms
and their purported effects are culture specific and rooted in the English and American
puritan past. Of course, many previous studies in the education sector have high-
lighted the considerations, as specified above in the three criteria for reinforcement,
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that validity and valence are related to the individualisation of reinforcement as well
as the specific contingency. General praise is not always reinforcing under these
considerations, and terms such as ‘good boy/girl’ are general and may interplay with
different attributional ideas and motivation in the hearer. Brophy (1981) has discussed
in some depth the issue of whether praise is the same as reinforcement in the edu-
cational literature, and concluded that much of the praise teachers use in the classroom
is actually non-contingent and therefore is not reinforcing.

Parental use of reinforcement in the development of conversation and social
skill has always been a strong feature in most cultures, and current ‘good-parenting’
volumes attest to the use of selective praise and encouragement linked to child
behaviour as evidence of best practice (Christopherson & Mortweet, 2003). Again,
specific praise related to the individual child and the actions/behaviours being
responded to results in better take-up and repetition of the behaviours.

Current theory of language teaching heavily emphasises the need for young
students beginning school and in their early literacy and oracy years to be ‘scaf-
folded’ (that is supported and encouraged by a more skilled language user, be it
parent, caregiver, or teacher) within the theoretically conceived ‘zone of proximal
development’ (a Vygotskian concept which means that area of potential learning
space just beyond current competence). Such terminology and its implications for a
social construction emphasis on all language development has been pervasive in
most language-teaching texts and research in the past two decades (Green & Campbell,
2003; Anstey & Bull, 2004). The implications of these theories do not necessarily
support reinforcement ideology, and in some instances their advocates would take
some offence at any such links, but the examples often cited include parental and
teacher praise and encouragement in language that is clearly interpretable as contin-
gent reinforcement-type feedback, rather than some neutral conversational interaction.

In business, the use and understanding of the impact of verbal reinforcers in
communication and management, as well as human resource management, has a well-
established background. Even a brief perusal, for example, of websites advertising
workplace and management courses in such areas as ‘interpersonal communication
skills in the workplace’ will demonstrate the centrality of elements of reinforcement
theory and application in handling effective communication practices across such
diverse areas from ‘difficult staff at work’ to ‘effective productive employees’. Any
reliable search engine on the World Wide Web will give results on each of the
aforementioned terms as search words that will open up a myriad of websites.

As stated above, the applicability of the concept of reinforcement in under-
standing how we, as human communicators in social interaction, behave and develop
is important within the overall communication field (Place, 1998). Most analyses of
the skills we utilise to develop conversation and language will frequently bring the
communication theory and research reader to the topic of reinforcement. Whether the
current literature tends to offer alternative terms, such as praise and encouragement
or response, is not the issue, as the underlying theory and conceptualisation remain
cogent. The specificity of the concept and its roots in operant psychology are not
currently mainstream in the literature, but strong elements of research and application
of the ideas and principles are still evident with applicable results.
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REINFORCEMENT IN THE NEW COMMUNICATION MEDIA
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In the second half of the twentieth century and into this millennium, the ‘new media’
have become essential and central to communication patterns in most modern and
postmodern nations. The new media are heavily visual (even the cellular telephone is
moving into a medium for more visual content), although multimedia elements are
becoming more prevalent as time goes by. Included in this general category for the
purposes of this discussion are email, Web pages, interactive Internet chat rooms,
blogs, and the ubiquitous text message, photo, and other image services of the mod-
ern cellular telephone networks. Many of these media are used more by the younger
generations and have a linguistic edge which is starting to emerge as almost a new
dialect, or even a new language with standardised English short cuts and symbolic
elements at times reminiscent of rebus symbols in early twentieth-century reading
instruction in schools.

Research into aspects of how these media are changing communication patterns
and interactivity is emerging, and there will be much more to come in the near future.
What is interesting for the purposes of this chapter is that the skill and use of
reinforcement are easily identified when these modern-use media are investigated.
Most of the symbols which are so heavily used in cellular telephone messaging, for
example, include various ways of praising or rewarding, or positively reinforcing
comments and messages. These symbols include emoticons, such as smiling faces and
hearts, which may be attached to messages. Similar symbols in various keystroke
combinations also are found in many emails, particularly between close friends who
share the dialect.

Interestingly, the basis for some of the thinking about the modern media and its
place in social communication theory includes recent work on what has become
known as the ‘computers are social actors paradigm’ (CASA) (Bracken & Lombard,
2004; Bracken et al., 2004). Bracken and her colleagues have argued that computer
users interact with the computers as social entities, and that reinforcement from a
computer appears to have the same or similar effects as that from people in social
communication (this might remind many film aficionados of the famous computer,
HAL, in the film 2001: A Space Odyssey).

It is important in this set of considerations, however, to differentiate the use of
some of the media from among the remainder, in terms of the extent of interaction
with a device that is a mediator of communication between two people, as compared
to the situation where the computer or device is programmed in a way that appears to
be non-mediating and has some apparent stand-alone qualities. Arguments for think-
ing computers, chaos theory, memetics, and the emergence of nanotechnology and
devices with inbuilt elements of ‘fuzzy logic’ are starting to make the science fiction
computer with a mind of its own a closer possibility than previous generations would
have imagined.

Direct synchronous communication in which both parties are device connected
in real time is one clear case of mediation, and the communication device is just a filter
or medium between normal face-to-face encounters with all the attendant issues that
may generate. There has been a long history of this type of communication through
the development and use of the telephone, and many of the modern devices have
merely extended this into a range of social and time and distance dimensions as a
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development of that paradigm. The advent of telephone etiquette, and specific language
patterns of greeting, answering and conversation punctuation, enhancers, and inhibi-
tors, has been the subject of considerable work over many decades. Asynchronous
communication (where the parties are operating in different time spheres or zones but
still communicating) is something which used to be only in the domain of letter
writing but now also happens through email and various discussion forums and other
interactive patterns.

Different from both of these situations is the computer as a programmed teach-
ing or interactive device. Here the communication may have a range of interactive
elements that allow different responses and ‘conversations’ or interactions to happen,
depending on an algorithm or sequence which has been built into a program within the
device. Some of the modern versions of such communication packages at their crudest
level are the telephone-answering systems in which the caller punches in a number for
a specific submenu service. The rigidity of this simplest ‘voice-mail jail’ version has
become a modern social curse, and it is the subject of many a complaint (Hargie et al.,
2004). More sophisticated aspects would include interactive games and institutional
educational teaching programs. The latter may often have built-in tests and progress
checks with planned reinforcement schedules and social reinforcement comments in
voice or text. Early research in this area seems to indicate that computer text criticism,
for example, is quite powerful in its effects on motivation and recall (Bracken et al.,
2004). This field is ripe for additional detailed research and development.

At this stage of the chapter, it is important to consider that these modern media
and their implications for communication theory and research are where the leading
edge will be for the first half of this millennium. Whether reinforcement, as a con-
ceptual framework, has a large place in this development and in the study of how and
why and in what ways people interact with machines, and how the human communi-
cations are or are not mediated by devices, will be a fascinating aspect to watch. There
is no doubt that early work in programmed instruction and computer-mediated
instruction, for example, suffered from a too heavy dose of behaviourist-dominated
approaches emphasising small sequenced parts as the basic learning paradigm, and
that this has led to a vigorous search for alternative theories and approaches.

THE CONCEPT OF COMMUNICATION REINFORCEMENT

This chapter now moves to suggest that, in order to understand clearly the way
reinforcement figures in human social communication, the concept of communication
reinforcement may be a useful way to discuss and analyse the application of operant
theory and models of communication. For the purposes of this chapter, communica-
tion reinforcement refers to the consequences of a communication from one person
to others which increases the likelihood of further communication happening. The
consequences of the emitted communication may be positive reinforcement in the
form of social reinforcers, such as praise and other positive responses, and may be
verbal or non-verbal, as with nods, facial expressions, or other gestures of approval or
support.
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Manipulation of communication reinforcement in research
and therapy
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Early research into the place and application of reinforcement theory in human com-
munication emphasised the way positive reinforcement could be used in a deliberate
sense to alter language behaviours and usage. Such research began in areas such as
using reinforcement in increasing conversation skills and frequency, as, for example,
in ‘delinquent girls’ (Minkin et al., 1976) or socially isolated elderly men in an insti-
tutional setting (Kleitsch, 1983). In addition, work employing negative reinforcement
was conducted in the 1960s with a therapy group to stimulate conversation (a loud
noise went off only when someone spoke) (Heckel et al., 1962). Likewise, there has
always been considerable discussion of the linked (contingent) use of praise and
reward by parents in assisting their children to develop language and social skills.

In the second half of the last century, particularly in the 1970s, there was a
plethora of classroom-based research into the use of reinforcement in a range of
forms and its effects on student classroom misbehaviour (O’Leary & O’Leary, 1977),
language acquisition (Becker et al., 1981), and the shaping of various social behaviours
(Kazdin, 1989). One well-known developmental programme in this genre, which has
been and still remains a strongly advocated approach to early language development,
is the Direct Instruction stable of materials and curriculum approaches. Commercially
distributed under the DISTARO label, this material is based on operant psychological
principles and has been in existence for close to 30 years (Becker et al., 1981). The
materials were developed in the USA and have been the subject of a number of
specific reviews and projects, in which their applicability in developing language skills
in children was well researched, showing often outstandingly successful results
(Rhine et al., 1981). Basically, such materials emphasise a set curriculum sequence
of behaviours that are presented with repetition and lots of positive contingent
reinforcement to small groups of school-age children, and introduce small, carefully
arranged elements at a time.

Another programme, aimed at language development in disabled children, that
has similar reinforcement patterns as its basis is the TALK Language Development
Program (Drash & Tudor, 1990). As originally described, this programme used posi-
tive reinforcement in a behaviourally oriented approach to teach language-disabled
children to talk. In more recent years, these two authors have continued to work with
language development in both disabled and non-disabled children, and have developed
a model for the understanding and treatment of autistic children (Drash & Tudor,
2004). While their model has attracted considerable interest, it has not gone without
criticism from other autism researchers (Carr & LeBlanc, 2004).

At the same time, the field of reinforcement application and behaviour modifica-
tion has maintained a strong base in dealing with children with special educational
and behavioural needs, as well as work in aberrant adult and child communication
disorders. Speech-delayed, aphasic, and autistic children have been assisted by these
techniques, based on the operant theories of language and reinforcement connections
(see the Treehouse website (www.treehouse.orguk) in the UK, where autistic children
are taught by applied behaviour analysis (ABA) techniques featuring reinforcement).

In various places and writing across the broad field of operant psychology and
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its many variants, terms such as ‘applied behaviour analysis’, ‘behaviour therapy’,
and other variations distinguish the many approaches to utilising reinforcement con-
cepts and practices to affect human behaviour and communication patterns. While
these may have differing elements and emphases, they all have the concept of
reinforcement as central and the application of it as the major means to change or
adapt behaviour and language. Within this field, a recent development is functional
communication training (FCT), and a number of studies have utilised this set of
techniques, which use reinforcement to improve communication in children and
some adults who demonstrate severe dysfunctional behaviour (Hagopian et al., 1998;
Durand, 2002).

The basic approach of FCT involves an initial functional analysis of the
behaviour that is seen as at issue (be it a misbehaviour or a lack of communication).
The reinforcers that apparently currently support that behaviour are also noted in this
stage. The next step is to organise for the child a new or different behaviour (it may be
a simple oral statement or use of some communication cards if the child cannot yet
verbalise). The significant interactors with the child (or adult) concerned then actively
reinforce the new behaviour/communication each time the child exhibits it. The latter
behaviour/communication is termed a replacement behaviour for the previously
unacceptable behaviour. In FCT, the replacement behaviour is reinforced while the
unacceptable behaviour is ignored. The FCT approach has a good deal of support and
research basis in the literature on treatment of severe behavioural and communication
disorders (Durand & Carr, 1991, 1992; Fisher, Kuhn & Thompson, 1998).

Applications of communication reinforcement in
various fields

In addition to the above specific application of reinforcement and the operant model
of psychology to learning and language aspects, there have been a number of related
and derivative developments which have emerged over the past two decades, and
which are currently bringing some new light to the applicability of reinforcement
ideas and their relationship to human communication and behaviour. Two aspects
which have developed in this vein are cognitive behaviour therapy and, more recently,
relational frame theory.

Cognitive behaviour therapy is an approach with direct roots in Skinnerian
thinking and operant psychology. This approach blends both cognitive therapy,
which was pioneered by the psychologists Beck and Ellis in the 1960s, with
behavioural therapy (or behaviour-modification techniques) for maladaptive
behaviours in individuals. The use of language and reinforcement is involved in such
aspects of treatment of behavioural problems as the use of ‘self-talk’ and reinforce-
ment of appropriate thinking about the behaviours (Greenberger & Padesky, 1995).
Cognitive behaviour therapy does not, like other therapies, seek to delve into the
unconscious mind, as in more psychodynamic models, and tries to treat the faulty
individual schemas and behaviours with specific reinforcement approaches common
in behaviour-modification approaches.

Cognitive behaviour therapy seeks to treat people with communication and
social behaviour disorders and maladaptive behaviour, and, as such, is an attempt
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to bring the reinforcement concept into a modern approach whereby better human
communication and behaviour can be assisted in such contexts. There is a good deal
of research and writing on this therapy concept and its applicability to language and
behavioural disorders (Goisman, 1997).

The second major recent development that has been developed from the
Skinnerian operant basis, in what is termed a post-Skinnerian approach, is relational
frame theory (Barnes-Holmes, Barnes-Holmes & Cullinan, 2000; Hayes, Barnes-Holmes
& Roche, 2001). This is a recent and potentially powerful approach that argues for a
new and different perspective on the way human language is discussed from a
behaviourist point of view. As Owen (2002) states:

Relational frame theory also suggests an entirely new theoretical approach to
the nature of language. Specifically, it suggests that language behavior is
relational framing behavior (see S. C. Hayes, 1994; S. C. Hayes et al., 2001, p. 144).
That is, to talk about something is to frame that thing relationally in a particular
way, and thereby to make a particular kind of ‘sense’ out of it. The value of this
‘sense’ can then be checked out against one’s experiences.

Relational frame theory maintains that there is a place for contingencies of reinforce-
ment in the traditional operant sense, but the basic book and theory exposition is set
up as a critique of Skinner’s original book, Verbal Behavior, and as such attempts to
take the field beyond the Skinnerian views. The field of relational frame theory is
emerging as one that has inspired a good deal of recent research and controversy as
well. Two different reviewers of the basic book, edited by Hayes, Barnes-Holmes, and
Roche (2001), have taken the group to task for a number of reasons, including that the
text is difficult to read and complex (Salzinger, 2003), that the theory promises much
but is less convincing to those who hold Skinnerian views (Palmer, 2004), and that
there is some doubt as to the merit of seeing relational frame theory as a basic new
theory. As Palmer states in the abstract of his lengthy review of the work,

The authors dismiss Skinner’s interpretation of verbal behavior as unproduc-
tive and conceptually flawed and suggest a new definition and a new paradigm
for the investigation of verbal phenomena. I found the empirical phenomena
important but the conceptual discussion incomplete. A new principle of behavior
is promised, but critical features of this principle are not offered. In the absence
of an explicit principle, the theory itself is difficult to evaluate. (p. 189)

The emergence of relational frame theory as a new paradigm with some promise is
not doubted so much by writers such as Salzinger of the American Psychological
Association, who concedes that the work is thought provoking and worthy of
additional notice, research, and follow-up. Relational frame theory may offer a more
useful approach to the place of reinforcement in human communication as a
post-Skinnerian conceptualisation in this era of postmodernity, where many such
behaviourist themes and approaches are anathema.
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OVERVIEW

This chapter has presented the concept of reinforcement as a social skill that is
essential in human communication. It has traversed the issues surrounding both the
theory and the philosophical basis of the concept, which emanates from operant
psychology, and the issue of distinguishing reinforcement from feedback, but with an
acceptance of their linked nature in common parlance. The chapter has also offered
some evidence that while the concept and understanding of reinforcement within the
current communications literature in the twenty-first century is not seen as a main-
stream approach in an era of postmodernity, there are still many advocates and
researchers who are utilising this conceptualisation in communication, particularly
in the area of treatment of language and behavioural disorders in children and
adults. In addition, the emergence of approaches such as functional communication
training and relational frame theory in the past few years has rejuvenated, to some
extent, the place of reinforcement in the study and understanding of human
communication.
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Chapter 6

David Dickson

EFLECTING, AS A FEATURE of skilled interpersonal communi-
R cation, is closely associated with active listening: with responding to
the other in such a way as to convey interest, understanding, and
engagement. The topic of listening, though, is taken up in another
chapter of this book, so little more, as such, will be said about it here.
Rather, the focus in this chapter is more specifically on both functional
and structural aspects of the process called reflecting. Its various func-
tions are outlined and contrasting theoretical perspectives brought
to bear. A review of research into reflecting is also presented and
conclusions drawn as to the interpersonal effects of this way of relating.

Before setting off in this direction, though, time spent reminding
ourselves of some of the key features of interpersonal communication
may be worthwhile. One of the commonly agreed characteristics of this
transactional process is its multidimensionality. Messages exchanged
between interactors are seldom unitary or discrete (Burgoon, 1994;
Wood, 2004). In a seminal work by Watzlawick, Beavin, and Jackson
(1967), attention was drawn to two separate, but nevertheless inter-
related levels at which people engage. One has to do with substantive
content, and the other with relational matters which help determine how
participants define their association in terms of, for instance, extent of
affiliation, balance of power, and degree of intimacy and trust.

Content is probably the more immediately recognisable dimension
of interpersonal communication, dealing as it does with the subject mat-
ter of talk — the topic of conversation. Through relational communication,
on the other hand, interactors work at establishing where they stand
with each other vis-a-vis, for instance, closeness and liking. Dominance
and control are also important aspects of relational communication that
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have to be managed, and some sort of implicit or explicit working agreement reached.
While the issue of who should control the conversation may be a topic for discussion
(content), such matters are more often handled in indirect and subtle ways. It is
typically in kow interactors talk about what they talk about that relational work is
carried on. Dominance and control may be manifested in a plethora of verbal and non-
verbal actions such as initiating topic changes, interrupting, maintaining eye contact,
and speaking loudly.

INTERACTIONAL STYLE AND DIRECTNESS
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An important consideration in the exercise of control is that of interpersonal style,
a construct discussed extensively by Norton (1983) and more recently by Lumsden
and Lumsden (2003). Style can be thought of as how what is done is done, with the
characteristic manner in which someone handles an interactive episode. Cameron
(2000) emphasised its expressive function in creating a particular ‘aesthetic’ presence
for the other. Conversational style includes the degree of formality, elaboration, or
directness adopted (Adler & Rodman, 2000). We will dwell upon the latter character-
istic, directness, which has been commented upon in various domains of professional
practice, including teaching (Brown & Atkins, 1988), social work (Seden, 1999),
medicine (Roter & McNeilis, 2003), and counselling and psychotherapy (Corey, 1997).
Referring specifically to interviewing, Stewart and Cash (2000, pp. 22-23) explained:

In a directive approach, the interviewer establishes the purpose of the inter-
view and attempts to control the pacing, climate, formality and drift of the
interview. . . . In a nondirective approach the interviewer may allow the inter-
viewee to control the purpose, subject matter, tenor, climate, formality and
pacing.

Directness therefore involves the degree of explicit influence and control exercised
or at least attempted (DeVito, 2004) and, correspondingly, the extent to which the
conversational partner is constrained in responding.

Interviewers who follow a direct approach typically employ what Benjamin
(1987) called ‘leads”: those with a less direct style make greater use of ‘responses’.
Although both terms are difficult to define unambiguously, responding has to do with
reacting to the thoughts and feelings of interviewees, with exploring their worlds and
keeping them at the centre of things. On the other hand, the interviewer who leads
tends to replace the interviewee on centre stage and become the dominant feature in
the interaction. Benjamin (1987, p. 206) put it as follows:

When [ respond, I speak in terms of what the interviewee has expressed. I react
to the ideas and feelings he has communicated to me with something of my
own. When I lead, I take over. I express ideas and feelings to which I expect the
interviewee to react. ... When leading, I make use of my own life space; when
responding, I tend more to utilize the life space of the interviewee. Interviewer
responses keep the interviewee at the centre of things; leads make the interviewer
central.
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Reflections are accordingly a type of response. They involve the interviewer striving
to capture the significant message in the respondent’s previous contribution and
re-presenting this understanding. This has been described as mirroring back to the
interviewee what the interviewee has just said, as grasped by the interviewer. Reflec-
tions can be contrasted with questions, for example, which often serve to lead in
this sense.

REFLECTING: CONCEPTUAL PERSPECTIVES

Reflecting, as a topic of scholarly enquiry, is bedevilled by conceptual confusion,
terminological inconsistency, and definitional imprecision, some of which has been
alluded to by Hill and O’'Brien (1999). An attempt is made here to disentangle the
central themes. At a broad level, reflecting is operationally concerned with person A in
some way grasping the significance of person B’s preceding contribution and, in the
form of a statement that re-presents this key message, making person B aware of A’s
understanding. Rogers (1951), who is commonly credited with coining the term
although he later came to disparage it, regarded reflecting as a method of communi-
cating an understanding of the other and the concerns expressed, from the other’s
point of view, and of ‘being with’ that person. Wilkins (2003) also highlighted a role in
checking accuracy of understanding. Attempts to introduce greater precision and, in
particular, to specify how these effects can be achieved by the interviewer have,
however, led to some of the semantic difficulties mentioned above. (Causes of these
incongruities, traceable to Rogers’ evolving ideas and those of his colleagues, are
discussed in the following section.) These inconsistencies and indeed contradictions
can be illustrated by considering several definitions of the term. For French (1994,
p. 188), reflecting ‘is the act of merely repeating a word, pair of words or sentence
exactly as it was said’, a view shared by Burnard (1999, p. 85), for whom it is a
technique that ‘involves simply echoing back to the client the last few words spoken
by him or her’. Contrast these definitions with the analysis given by Geldard and
Geldard (2003, p. 76), who, in referring to a specific example provided, stressed that
‘the reflection by the helper didn’t repeat word for word what the person said, but
expressed things differently. Thus, the helper used their own words rather than the
other person’s. This is essential . ..". According to the first two definitions, reflecting
comprises mere repetition of the exact words used by the client in the preceding
exchange, while, in the last definition, this is precisely what reflecting is not.

Some have regarded reflecting as a unitary phenomenon (Benjamin, 1987), while
others have conceived of it as a rubric subsuming a varying number of related
processes. These include reflection of content (Manthei, 1997), reflecting experience
(Brammer & MacLeod, 2003), reflecting meaning (Ivey et al., 2002; Freshwater, 2003),
content responses and affect responses (Danish & Hauer, 1973), and restatement (Hill &
O'Brien, 1999). Perhaps the most commonly cited distinction, though, is between
reflection of feeling and paraphrasing (Hargie & Dickson, 2004). In some cases, osten-
sibly different labels have essentially the same behavioural referent (for instance,
paraphrasing, reflection of content, and content responses), while in others the same
label is used to denote processes differing in important respects.

To appreciate fully the issues involved and locate the sources of these confusions
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and inconsistencies, it is necessary to extend our discussion of communication and
what it entails.

A common distinction is that between verbal and non-verbal communication.
Laver and Hutcheson (1972) further differentiated between vocal and non-vocal
aspects of the process. The latter relates to those methods that do not depend upon the
vocal apparatus and includes, for example, facial expressions, posture, gestures, and
other body movements. These have more recently become popularised as body lan-
guage (Bull, 2002). Vocal communication incorporates all of the components of
speech; not only the actual words used (verbal communication) but features of their
delivery (the vocal element of non-verbal communication). The latter has been div-
ided, although with little consistency (Robinson, 2003), into prosody (e.g. speed,
rhythm), paralanguage (e.g. timbre, voice quality), and extra-linguistics (e.g. accent).
For ease of reference, though, and because their tight specification is not central to the
thrust of this chapter, the more global term non-verbal will be used, for the most part,
to label all three, together with body language (for a review of non-verbal communica-
tion, see Chapter 3). In the face-to-face situation, therefore, people make themselves
known by three potential methods: first, and most obviously, by words used; second,
via the non-verbal facets of speech; and third, by means of various other bodily
movements and states.

Another common distinction in this area, with respect to that which is com-
municated (rather than Zow it is communicated), is between the cognitive and the
affective. The former has to do with the domain of the logical and rational, with facts
and ideas that are mostly predicated on external reality, although they can be subject-
ive. On the other hand, affect relates to emotional concerns, to feeling states and
expressions of mood. As explained by Cormier and Cormier (1998, p. 101):

The portion of the message that expresses information or describes a situation
or event is called the content, or the cognitive part, of the message. The cogni-
tive part of a message includes references to a situation or event, people,
objects, or ideas. Another portion of the message may reveal how the client
feels about the content; expression of feeling or an emotional tone is called the
affective part of the message . . .

In actual practice, of course, both types of communication coalesce. In addition,
both can be conveyed verbally and non-verbally (via body language, prosody, para-
language, and extra-linguistics), although it is generally more common for cognitive
information to be conveyed verbally and emotional expression non-verbally (Richmond
& McCroskey, 2000). More particularly, the affective component of a message can take
the following three basic forms:

1 Explicitly stated. Here the feeling aspect is explicitly stated in the verbal content.
For example, ‘1 was terrified.

2 Implicitly mentioned. In this case, feelings are not directly stated, but rather the
affective information is implicitly contained in what is said. For example, ‘I tried
to scream but nothing came out.” Here the emotional message is grasped by
‘reading between the lines’.

3 Inferred. The affective component can also be deduced from the manner in



REFLECTING

which the verbal content is delivered — from the non-verbal accompaniments,
both vocal and non-vocal. Research has shown that when the verbal and non-
verbal elements of an emotional or attitudinal message conflict as, for example,
when someone says glumly, ‘I am overjoyed’, the non-verbal often holds sway in
our decoding (Knapp & Hall, 2002). In the case of inferred feelings, the verbal
content of the message (i.e. what is said) does not play a direct part.

To summarise, communications may contain cognitive/factual material, affective/
feeling information, or, indeed, as is more commonly the case, elements of both.
Such content can be conveyed verbally (both explicitly and implicitly) or non-verbally
(in vocal or non-vocal forms).

The cognitive-affective dimension would appear to be highly salient in this issue
of reflecting, and is one factor at the centre of much of the inconsistency and confu-
sion. A second concerns the extent of homomorphic correspondence between the
reflection and the original message. In other words, does the interviewer merely repeat
verbatim what was said, or is the interviewee’s message reformulated in the inter-
viewer’s own words, while retaining its semantic integrity? (This dimension has more
to do with the verbal than non-verbal modes of delivery. It is possible, however, for the
interviewer, when repeating, to echo, more or less accurately, the original para-
linguistic accompaniment. Similarly, the interviewer can mirror a non-verbal gesture.
While such non-linguistic features have been regarded as an essential part of
empathic communication, this has not usually been in the context of mere verbal
repetition and so will not be discussed further at this point.) Since the question of
repetition-reformulation has been alluded to and since it is less convoluted than the
cognition-affect issue, it will be dealt with first.

Returning to the term ‘reflecting’, we should recall that one line of thought
suggests that reflections are essentially repetitions (e.g. Burnard, 1999). Similarly,
Nicholson and Bayne (1984, p. 36) wrote that, when using this technique, ‘The inter-
viewer repeats a word or phrase which the client has used .... They contrasted
reflections with paraphrases in this respect. For others, as will be shown shortly, the
cognitive-affective dimension is of greater relevance in conceptualising paraphrases.
Simple repetitions have alternatively been referred to as verbatim playbacks (Gilmore,
1973), as reflections of content (Porter, 1950), but perhaps more frequently as restate-
ments (Cormier & Hackney, 1999). In its most extreme form, according to Benjamin
(1987), the restatement is an exact duplication of the original statement, including the
pronoun used, although more frequently this is changed; indeed, the restatement may
repeat in a more selective fashion.

Those who talk about restatements as repetitions tend to set them apart from
reflections on the basis of not only form but also function. For some, restatements are
of limited utility and, at best, have more to do with indicating attempts at rudimen-
tary hearing than with understanding. Adler, Rosenfeld, and Proctor (2001) cautioned
that consistent use runs the risk of making the interviewer seem foolish or even hard
of hearing. Indeed, depending upon circumstances, restatements may even convey
incredulity, disapproval, or sarcasm. Brammer, Shostrom, and Abrego (1989, p. 110)
commented, ‘Perhaps the most glaring reflection error of the novice counselor is to
express the reflection in words already used by the client.” However, and more posi-
tively for Rennie (1998, p. 37), ‘repeating exactly what the client has said at times is

169



DICKSON

170

useful because it signals to the client that what was just said is significant, worthy of
attention, important. By the same token, it stimulates dwelling within what was
said.” Reflecting, though, is commonly regarded as going beyond this level to convey
listening, and promote deep understanding (Brammer & MacLeod, 2003).

Reflections, therefore, are typically located at the reformulation end of the
repetition-reformulation continuum and have been described as ‘statements, in the
interviewer’'s own words, that encapsulate and re-present the essence of the inter-
viewee’s previous message’ (Hargie & Dickson, 2004, p. 148). Comparable definitions
in this respect have been provided by, among others, Nelson-Jones (1990) and Geldard
and Geldard (2003).

Turning to matters of content, reflections are typically held to contain the essen-
tial core of the interviewee’s previous communication Thus, they may include both
cognitive and affective material. It will be recalled that some who have conceived of
reflections in this general way have typically made further distinctions between
reflective statements that are restricted to feeling issues and those concerned with
what is frequently called ‘content’ (e.g. Cormier & Cormier, 1998; Hayes, 2002),
although it is generally accepted that the difference is more one of relative emphasis
than mutual exclusion.

Reflection of feeling is the preferred term for the affective dimension of com-
munication, while those reflective utterances that focus upon factual content, by con-
trast, are typically referred to as paraphrases. Reflecting feeling has been defined by
Hargie and Dickson (2004, p. 159) as ‘the process of feeding back to Person B, in
Person A’s own words, the essence of B’s previous communication, the emphasis
being on feelings expressed rather than cognitive content’. Paraphrasing is defined
similarly, although here the emphasis is placed on ‘facts and ideas rather than emo-
tions’ (Hayes, 2002, p. 66). In spite of this criterion, definitions of paraphrasing can be
found which include both affect and cognition. For instance, Lumsden and Lumsden
(2003, p. 91) instructed those paraphrasing to, ‘In your own words, restate what you
think the other person is saying and feeling.” Similarly, Brammer and MacLeod (2003,
p. 74) pointed out, ‘Usually the paraphrase has heavy cognitive content, although it
includes feelings if these are an important part of the helpee’s message.’

In some of these cases, as previously mentioned, the repetition-reformulation
dimension, rather than the cognitive-affective, would appear to be the major consider-
ation, with paraphrases being contrasted with simple echoic repetitions. In other cases,
it would seem that a somewhat different and more subtle distinction is being exploited,
although one which emerges only vaguely due to frequent lack of detail and clarity in
the definitions provided. It would appear to involve primarily neither cognitive-
affective content of interviewee message nor the extent of repetition-reformulation by
the interviewer, but rather the mode of expression of the information divulged by the
interviewee. Paraphrasing could accordingly be said to focus exclusively upon the
verbal statement and, since feelings can be related in this manner, encompass both
cognition and affect. Here it is very much the literal meaning of ‘paraphrase’ that is
operationalised, and this appears to be the line followed by authors such as Lumsden
and Lumsden (2003) and Wood (2004). Accordingly, although in the context of stu-
dents’ written work rather than face-to-face interaction, plagiarising rather than
paraphrasing material was defined by Roig (1999) as involving the appropriation of a
sequence of five or more consecutive words from the source.
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With this literal meaning in mind, researchers such as Haase and DiMattia
(1976) employed paraphrases to promote affective self-referenced statements among
subjects. Paraphrases regarded in this manner are contrasted with reflections, as
defined by Benjamin (1987, p. 215), for example, in the following way: ‘Reflection
consists of bringing to the surface and expressing in words those feelings and atti-
tudes that lie behind the interviewee’s words.” Likewise, Northouse and Northouse
(1998, p. 175) explained that, rather than focusing on ‘what the client has said (the
content), the focus in reflecting is on Zow something has been expressed, or the feeling
dimension’. Nelson-Jones (2004, p. 129) described reflecting feeling as ‘responding to
clients’ music and not just to their words’. While paraphrases are restricted to what is
actually said, reflections concentrate upon less obvious information frequently
revealed in more subtle ways.

This confusion can, in large part, be traced back to the word ‘content’, which
features in many definitions of paraphrasing and sets it apart from reflection of
feeling. Ivey and Authier (1978, p. 83), for instance, proposed that paraphrasing ‘could
be considered an attempt at feedback to the client of the content of what he has just
said, but in a restated form’. However, ‘content’ has been used in slightly different
ways, which have largely gone unnoticed, to refer to somewhat different aspects of the
other’s message, namely, mode of communication (i.e. verbal) and type of information
conveyed in this manner (i.e. cognitive/factual). Note that the term is not used in a
more global manner to describe all of the information communicated. The issue,
stated as unambiguously as possible, would seem to be this: is ‘content’ taken to mean
the verbal facet or the non-affective component of the message? It is, of course,
possible for the verbal to be affective. Since the word ‘content’ is commonly used in the
literature as the antonym of ‘feeling’, one would suspect the latter.

Following this line of argument, paraphrases, defined as involving content,
emphasise the non-affective or factual (e.g. above definition by Hayes, 2002), while
reflections of feeling deal with feelings expressed both verbally and non-verbally.
This is the stance taken by authors such as Cormier and Cormier (1998, p. 101):

The portion of the message that expressed information or describes a situation
or event is called the content, or the cognitive part, of the message. . .. Another
portion of the message may reveal how the client feels about the content;
expression of feeling or an emotional tone is called the affective part of the
message.

The fact that ‘content’ concerns factual components and that reflections of feeling can
draw upon affect, verbally stated, is underlined:

Generally, the affect part of the verbal message is distinguished by the client’s
use of an affective or feeling word, such as happy, angry or sad. However,
clients may also express their feelings in less obvious ways, particularly
through various non-verbal behaviors. (p. 101)

By contrast, others would appear to equate content solely with the verbal mode of

communication. It is therefore permissible when paraphrasing to include both aspects
of fact and feeling, as has already been mentioned. Unfortunately, the position is even
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less straightforward. Some authors seemingly straddle this particular divide. Ivey and
Authier (1978, p. 539), for example, wrote that:

responding to the feeling being expressed rather than attending solely to the
content and decision issues is what is important in [reflection of feeling]. What
the client is saying is the content portion of the message. One must also listen to
how the client gives a message. It is this feeling portion of the communication to
which you are to pay attention.

Here ‘content’ obviously refers to the verbal message, while non-verbal components
are emphasised in relation to the communication of feeling states. Reflections of
feeling utilise the latter, while paraphrases tap content. Thus, it could be assumed (and
in accordance with the views of those already mentioned: e.g. Lumsden & Lumsden,
2003; Wood, 2004) that mode of expression is the defining characteristic and that
paraphrases may mirror back facts and feelings verbally expressed. But in actual fact,
Ivey and Authier (1978) stressed that paraphrases address the non-affective and, by so
doing, invoke the cognitive-affective dimension as being of prime importance.

In concluding this section, it may be useful to re-present the three dimensions
that seem to be conceptually central to structural aspects of reflecting, as much
of the inconsistency and ambiguity existing in the literature stems from a lack of
appreciation of, or confusion among, them. First, the cognitive-affective issue is con-
cerned with the communicated message and the extent to which the reflective state-
ment focuses upon facts, feelings, or indeed both. Second, the repetition-reformulation
continuum addresses the extent to which the reflection recasts rather than merely
parrots the original interviewee statement. The mode of communication of this mes-
sage is the basis of the third dimension. (In actual practice, this dimension is not
entirely independent of the second; that is, opportunities for repetition decrease in
conjunction with decreases in explicit verbal presentation.) Was the information car-
ried verbally or by other and often less conspicuous means? Allied to this is the
implication that non-verbal messages are often more ambiguous than those verbally
stated. (This, of course, is not invariably so.) The importance of the latter dimension
should not be overlooked, however, especially in situations where the interviewee is
striving to come to grips with a personal difficulty. Under these circumstances, a
reflection which encapsulates an aspect of the problem of which the interviewee was
but vaguely aware can be extremely beneficial (Egan, 2001). Mearns and Thorne
(2000) explored the therapeutic significance of dealing with material on the edge
of the client’s awareness.

The difficulty of producing a consensual definition of reflecting should be obvi-
ous from the foregoing. Nevertheless, the following claims, although tentatively made,
would appear warrantable. Reflections are statements that capture and re-present
the essence of the interviewee’s previous message. They can incorporate cognitive
and affective components and are expressed in the interviewer’s own words. Reflec-
tions which concentrate more single-mindedly upon affective issues, whether or not
these were explicitly shared by the interviewee in the original communication, have
more frequently been labelled reflections of feeling. On the other hand, those that
address the non-affective content of the utterance have been called, for the most part,
reflections of content or paraphrases.
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REFLECTING: THEORETICAL PERSPECTIVES

The process of reflecting can be interpreted from at least three fundamentally differ-
ent disciplinary positions. These are humanistic psychology, behaviourist psychology,
and linguistics (more specifically, pragmatics). In keeping with the former, it is, in
part, the communication of those attitudes and conditions promoting psychological
growth and maturity. To the behaviourist, it is a means of influencing and modifying
what people do and how they respond to their social environment. Finally, in keeping
with pragmatics, reflecting can be thought of as part of the elaborate business of
managing talk in the course of interaction.

The humanistic approach

The name Carl Rogers is habitually invoked in discussions of the most influential
twentieth-century figures in shaping the humanistic movement in psychology. In the
helping context, he is also acknowledged as the founder of the person-centred counsel-
ling movement, although Mearns and Thorne (2000) noted how uncomfortably this
approach actually sits alongside other recognized humanistic therapies. A detailed
consideration of Rogers’ theoretical position lies far beyond the scope of this chapter.
(For fuller details of Rogerian and neo-Rogerian thinking, see, for instance, Rogers,
1951, 1961, 1980; Mearns & Thorne, 2000; Thorne, 2002; McMillan, 2004.) At a rudi-
mentary level, however, an outline of his theory of human functioning will be
sketched, based upon several interlocking, key concepts. These include the organism,
actualising tendency, phenomenological field, self, positive regard, and incongruence.

The organism, psychologically speaking, is at the centre of all experience and is
a totally organised system comprising physical, cognitive, affective, and behavioural
facets. It is energised by a single and immensely powerful motivating force, the actual-
ising tendency. This concept lies at the heart of person-centred thought (Sanders,
2000) and refers to a positive influence toward growth and development. Wilkins
(2003, p. 33) offered a broad definition along the lines of ‘the tendency of life forms
to develop more complex organization and to fulfil their potential’. Rogers (1951)
underscored the inherent dynamism of this force in stating, “The organism has one
basic tendency and striving — to actualize, maintain, and enhance the experiencing
organism’ (p. 487).

Were the actualising tendency permitted to operate unimpaired, the outcome
would be a person in the process of becoming self-actualised. Such individuals show
an openness to experience, self-trust, the adoption of an internal locus of evaluation,
and a willingness to continue the self-actualising process (Irving, 1995). They are not
dependent upon others as a source of evaluation but are confidently self-reliant in this
respect. Few, unfortunately, live self-actualising lives. The personally experienced
world of the individual is called the phenomenological field and consists of everything
that is, at least potentially, available to awareness. Part of this totality relates to the
self; the child develops a particular self-concept. This can be thought of as a view of
self together with an evaluation of it. Significant others, such as parents, have a key
role to play in this process due to the individual’s need for positive regard. This need to
gain the love, respect, and esteem of others important to the person is deep felt.
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Such positive regard, however, is generally not provided unconditionally.
Instead, certain conditions of worth are attached — the child knows that behaviour of a
certain type must be displayed in order to win approval. Therefore, it becomes impera-
tive for the child to behave not only in keeping with the actualising tendency but to
ensure that conditions of worth are not violated. Such dual standards invariably lead
to conflicts and attempted compromises. Within the individual is held in tension, as it
were, a self-concept at odds with the organismic self (Hough, 2002). The outcome is
incongruence; the self-concept becomes divorced from the actual experiences of the
organism (Tengland, 2001). As observed by Butt (2004, p. 50), ‘Rogers’ theory proposes
a split between the natural and the social: an organismic process that is good and true,
and a social world that impedes and hinders.” Incongruence is associated with feelings
of threat and anxiety and, consequently, the falsification or indeed denial of experi-
ences leading to the distortion of the self-concept. This is the antithesis of becoming
self-actualised.

For Rogers, the source of personal problems is, to a great extent, the conditional
nature of positive regard. The individual already subjected to incongruence can be
encouraged to further growth and psychological maturity within the context of a
particular relationship where conditions of worth are removed from positive regard.
This other should manifest congruence and provide unconditional positive regard.
Since no attempt is made to impose values or be judgemental, threat is reduced, thus
enabling the individual to explore feelings previously denied or distorted, and to
assimilate them into the self-concept. As explained by Mearns and Thorne (2000, p. 77),

[Person-centred therapy] takes away from the encounter the notion of a leader
or director who will guide the client towards health or the resolution of difficul-
ties. Instead, person-centred therapy proposes for the therapist the role of
listener and authentic companion who positively ‘prizes’ all dimensions of
her client.

Reflecting, as a way of listening (Cormier & Cormier, 1998) and a method of respond-
ing that imposes no external evaluative comment on client disclosures, thereby satis-
fies these requirements.

Reflecting is, however, more commonly associated with another characteristic of
the effective relationship — accurate empathic understanding. In his earlier writings,
Rogers (1951) proposed that the empathic counsellor assumes,

in so far as he is able, the internal frame of reference of the client, to perceive the
world as the client sees it, to perceive the client himself as he is seen by himself, to
lay aside all perceptions from the external frame of reference while doing so and
to communicate something of this empathic understanding to the client. (p. 29)

It was considered that accurate reflecting is the most effective means of communi-
cating this understanding to the client although, as will be outlined, subsequent views
on this issue changed somewhat.

Developments have taken place in person-centred thinking over the years
(see, for instance, Gelso & Carter, 1985; Mearns & Thorne, 2000; Wyatt, 2001).
Three distinct phases in the ongoing evolutionary process labelled, chronologically,
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non-directive, reflective, and experiential, can be identified, each characterised by a
particular outlook on counsellor function and style. The non-directive counsellor
strove to create a permissive, non-judgemental climate by unintrusively displaying
acceptance. Clarification of client contributions in order to promote increased insight
gradually was also provided. With the advent of the reflective era, greater stress was
placed upon effecting a more integrated self-concept and putting the client more
completely in touch with his phenomenological world. As far as technique is con-
cerned, reflecting was employed extensively during both of these phases, but particu-
larly in the latter. However, it would seem that subtle differences in use are detectable,
which go some way to shedding light on the reasons for the various nuances of
definition disentangled in the previous section. Thus, a gradual switch in emphasis
took place from reflecting, largely at a fairly superficial level, the factual content of the
client’s verbalised message (and frequently doing so by simply repeating what was
said) to dealing with the affective dimension through mirroring back, in fresh words,
feelings expressed. Reflection of feeling became the most widely used technique.
Subsequently, Rogers (1975) utilised the concept of experiencing to account for
what takes place during counselling and to provide an updated statement on the
nature of empathy. Empathy became conceived as a process of ‘being sensitive,
moment to moment, to the changing felt meanings which flow in this other person, to
the fear, or rage . . . whatever, that he/she is experiencing’ (p. 4). It requires a moving
closer to the client by gaining a greater awareness of his or her presently experienced
inner world of perceptions, thoughts and feelings and the personal meanings attached
to these. It is this process and the corresponding commitment of the counsellor to
operate within the frame of reference of the client that is important, rather than the
particular technique used. In marked contrast to earlier thinking, the supremacy of
reflecting feeling as a means of interaction with the client is removed. Indeed, in
rejecting the confusion of earlier definitions of empathy with the wooden application
of technique, Rogers (1987, p. 39) wrote, ‘I even wince at the term reflection of feeling.’
Reflecting is still a legitimate activity, nevertheless, but its effectiveness is
dependent upon relating directly to clients’ current experiencing and encouraging
them to focus more intensely upon and become more fully aware of it. Reflecting
should also assist in the process of converting implicit (or unverbalised) meaning into
a communicable form without misrepresentation. Rogers came to see checking on
accuracy of understanding as the important task being achieved. According to
Wilkins (2003), he consequently preferred the labels ‘checking perceptions’ and ‘test-
ing understanding’ to ‘reflecting feeling’. Regardless of label, the therapeutic effect of
responding in this way is to promote the individual’s experiencing and consequently
produce change toward greater congruence. Since such responses must be directed at
the felt meanings experienced by the client, there is no longer the stipulation that
reflections must deal with only affective issues. Memories, experiences, thoughts,
fantasies, sensations, and such like have equal legitimacy and should be responded to
as well (Merry, 2000). Content in this sense becomes less important. The reflective
statement may be cognitive, affective, or perhaps more usefully both. Brammer (1993)
introduced the variant reflecting experience to describe this technique. A further devel-
opment is a greater move away from the explicitly stated and obvious in the client’s
utterance to inchoate and vaguely expressed concerns. In offering deeper levels of
empathic understanding, the reflection should move beyond the familiar to point
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tentatively toward experiences only faintly hinted at and less clearly grasped by the
client (Egan, 2001; Tolan, 2003). Although possibilities of inaccuracy are increased,
such reflections have the potential to move the client forward in experiencing to
greater degrees of realisation. Here again can be identified a further source of the
conceptual confusion discussed previously.

Empathy has been cast as a multidimensional construct with cognitive, affect-
ive, and behavioural aspects (Irving 1995; Irving & Dickson, 2004). According to
the latter, and for empathy to make a difference, it must be actually manifested in
some way. As a piece of interpersonal behaviour, reflecting is accordingly one (but
only one) of a number of possible ways of making someone aware of the fact that
they are being empathically understood. Indeed, the point has been put that the
specific behavioural expression is largely immaterial, provided that it succeeds in
communicating a strong sense to the client of being engaged with in this way
(Thorne, 1992; Wilkins, 2003). (It should also be mentioned that some, from a person-
centred perspective, express increasing unease at the technique-ridden connotations
of any behavioural terms such as ‘reflecting’, ‘paraphrasing’, and so forth.) Neverthe-
less, when used appropriately, reflecting is one possible method consistently men-
tioned when the communicative dimension of the construct of empathy is discussed
(Authier, 1986; Cormier & Cormier, 1998; Hill & O’Brien, 1999; Irving & Dickson, 2004;
Nelson-Jones, 2004). Furthermore, analyses of Rogers in videotaped counselling ses-
sions have confirmed that, in fact, he made extensive use of reflective skills (O’Farrell,
Hill & Patton, 1986; Lietaer, 2004).

Changes in person-centred thinking have taken place since first formulated by
Carl Rogers. Much of the definitional confusion to do with the term ‘reflecting’ derives
from this evolution. Nevertheless, from the point of view of this branch of humanistic
psychology, reflecting can be thought of as facilitative communication with the poten-
tial to convey unconditional positive regard and empathic understanding thereby
pointing the way to possibilities of personal growth and maturity through enhanced
self-actualisation.

The behaviourist approach

176

Reflecting has also been interpreted and investigated in keeping with behaviourist
principles. Beginning with Watson (1913), behaviourists have traditionally regarded
psychological enquiry as an extension of the natural sciences. Behaviourism, though,
is far from a monolithic system of thought (O’'Donohue & Kitchener, 1996) but
includes, among others, methodological and (more prominently) radical variants.
Philosophical underpinnings of the perspective are explored by Hocutt (1996) and will
not be pursued here. Behaviourists have historically restricted psychology enquiry
to behaviour, environmental happenings associated with it, and the relationship
between these two types of ‘in the world’ happening. The individual’s environment
is of paramount importance in shaping what individuals do and what they become.
The goal of psychology is to describe, explain, predict, and control behaviour by
identifying the regularities existing between it and features of the environment in
which it occurs.

The early theorists, including Pavlov and Watson, placed emphasis upon
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identifiable environmental stimuli serving to elicit particular responses from the
organism according to predictable patterns. While some of these stimulus-response
connections may be basic reflexes, others are learned. In either case, the individual
was regarded as essentially passive, with responses triggered by stimuli in the form
of environmental events.

Extending earlier thinking by Thorndike (1911), as enshrined in the Law of
Effect, Skinner (1938) drew attention to the fact that the environmental consequences
for an organism of those actions that are carried out have a considerable bearing upon
what is done subsequently. This simple but immensely powerful idea formed the basis
of his work on operant conditioning. Skinner stressed the operant rather than the
respondent nature of behaviour. Instead of merely reacting to happenings as ‘trig-
gers’, the organism was seen as emitting behaviour that operated on the environment
to effect consequences which, in some cases, led to an increased likelihood of that class
of behaviour being performed under comparable sets of circumstances. Such con-
sequences are termed reinforcers or reinforcing stimuli, and operant conditioning is the
process whereby they act to increase the frequency of occurrence of designated
behaviour by being made contingent upon it (see Chapter 5 for a review of the area of
reinforcement). As explained by Catania (2000, p. 23):

Operant behavior is behavior that is sensitive to its consequences. When oper-
ant behavior becomes more likely because of the consequences it has had, we
speak of reinforcement. Some consequences produce increases in the likelihood
of operant behavior, and others do not.

Reflecting can be conceived of and researched in terms of operant conditioning pro-
cedures (Dickson, Saunders & Stringer, 1993). Reflective statements by person B,
acting as reinforcing stimuli on the preceding contribution by person A, will make it
more likely that person A will persist with this line of talk. The process can be
thought of as one of systematic selection: “Those responses that are selected increase
in relative frequency, while most of the remainder decline’ (Leslie, 2002, p. 52).
Reinforcement can take a positive or a negative form. Positive reinforcement is
formally defined by Maag (1999, p. 71) as referring ‘to any stimulus, when presented
after the occurrence of a behavior, that increases the future occurrence of the
behavior’. He goes on to describe it as ‘the most powerful and effective method for
increasing or maintaining appropriate behavior’ (p. 278). With negative reinforcement,
by contrast, an act is associated with the avoidance, termination, or reduction of an
aversive stimulus that would have either occurred or continued at some existing level
had the response not taken place. Behaviour resulting in the noxious stimulus being
reduced, eliminated, or avoided will become more prevalent, the sine qua non of
reinforcement in action. Examples of negative reinforcement in everyday life are
common. We have a headache, take FeelFine analgesic, and the pain disappears,
making it more likely that we will take FeelFine the next time a headache strikes.
Positive reinforcing stimuli can take a variety of different forms. Primary
reinforcers include such things as food, drink, sex, etc., the reinforcing potential of
which does not rely upon a process of prior learning. Secondary, token, or conditioned
reinforcers, on the other hand, come to be valued through prior association with
primary reinforcers, money being an obvious example in contemporary society.
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Skinner (1953) also noted a group of conditioned reinforcers typically paired with
several other reinforcing stimuli in a broad range of circumstances. These were
labelled generalised reinforcers. The giving of one’s attention to another is an
example:

The attention of people is reinforcing because it is a necessary condition for
other reinforcements from them. In general, only people who are attending to us
reinforce our behavior. The attention of someone who is particularly likely to
supply reinforcement — a parent, a teacher, or a loved one — is an especially good
generalized reinforcer. (Skinner, 1953, p.78)

The implication is that various verbal and non-verbal behaviours associated with
attention giving, for instance, have the ability to shape how others act in interpersonal
situations through selectively acting as social reinforcers. Lieberman (2000, p. 208)
defined social reinforcers, in broad terms, as ‘stimuli whose reinforcing properties
derive uniquely from the behavior of other members of the same species’. Social
behaviour, by definition, presupposes the involvement of other people. In the main, the
types of reinforcers that govern and shape it are also contributed by those with whom
we mix and intermingle and are a powerful, though often subtle, influence on our
actions. Buss (1983) suggested that they be thought of as either process or content.
The former are an inherent part of interpersonal contact and include, in order of
increasing potency, the mere presence of others, attention from them, and their con-
versational responsiveness. Too much or too little of these activities can be aversive: it
is only at some notional level of intermediacy that they become reinforcing.

To switch to the second element of Buss’s categorisation, the content of inter-
action can also have reinforcing ramifications. Here, Buss mentions acts such as
showing deference, praising, extending sympathy, and expressing affection. Unlike
their process counterparts, these are held to operate along unipolar dimensions. In
other words, there is a direct linear correlation between amount and reinforcing effect.

For some, reflecting acts as a social reinforcer because it connotes attention,
interest, and acceptance, thereby serving to increase selectively verbal output of the
type reflected. In an early experiment, Powell (1968) examined the effects of
reinforcing subjects’ self-referenced statements (statements about themselves) by
means of reflections. The results showed that when, in an interview-type situation, the
interviewer responded by using this technique the frequency of such statements
increased significantly. In effect, subjects talked more about themselves. Other
research, which is reviewed in a later section of this chapter, has produced largely
comparable findings.

Some researchers, while remaining within an operant conditioning framework,
see reflections working in a slightly different way. When a certain action succeeds
only in eliciting reinforcement in the presence of particular accompanying stimuli,
that piece of behaviour is said to be under stimulus control (Lieberman, 2000), and
those stimuli have become discriminating stimuli in respect of it. They signal the
availability of a reinforcer for behaving in that way. When the overall context acts in
this way, contextual control is in operation (Sarafino, 1996). Reflections may, therefore,
function more as discriminative than reinforcing stimuli. Discriminative stimuli are
part of the environmental context within which the organism responds. They signal
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that reinforcing stimuli are available and, as such, are present at the time of respond-
ing rather than afterward (and differ from reinforcing stimuli in this respect). They
cue the occasion for reinforcement but do not themselves reinforce. By reflecting
feeling, for example, the interviewer may actually be signalling to the interviewee
that subsequent reinforcement is available for further affective responses. In the
sequential stream of verbal interchange, the task of locating sources of influence is,
however, fraught with difficulty. The listener’s utterance can be thought of both as a
response to the speaker’s previous comment and as a stimulus for the next (Leslie &
O'Reilly, 1999).

To summarise, reflecting is a method of influencing verbal behaviour by
affecting the frequency of occurrence of particular types of response This can be
accounted for in terms of the behaviourist principles of operant conditioning and
behaviour analysis. As such, reflective statements act as reinforcing (and perhaps
discriminative) stimuli and, by implication, promote the class of response represented
in the other’s preceding line of talk.

The linguistic approach

A reflective statement, whatever else it may be, is part of talk and, as such, is subject
to the sphere of influence of linguistics, particularly pragmatics, and amenable to
techniques of conversational analysis (CA). Pragmatics explores the factors behind
our choice of language, from among a range of possibilities in any given situation,
and the effects of those choices on others (Crystal, 1997). It therefore concentrates on
language put to use by people as they live their lives (Mey, 1993). CA has its roots in
sociology (Gee, 1999) and, as pointed out by Pridham (2001, p. 230), ‘argues that
conversation has its own dynamic structure and rules, and looks at the methods used
by speakers to structure conversation efficiently’. People normally succeed in under-
standing one another in ordinary conversations and manage their intercourse in a
well-ordered fashion. But this can never be taken for granted, and the identification of
the embedded rules and principles that underpin conversational coherence is of con-
siderable interest to scholars of language (Jacobs, 2002). Conversationalists constantly
work at making talk run smoothly. They anticipate possible confusions and mis-
understandings and take avoidance action. When problems do arise, they are identi-
fied and repair strategies implemented. Stokes and Hewitt (1976) referred to these
management procedures that keep conversation on track as aligning actions, and, as
specific examples, Nofsinger (1991) discussed continuers and formulations. From this
background, reflections could be regarded as forming part of the complex and often
subtle operation of organising and orchestrating conversation.

The process of formulating talk can be thought of as providing comment upon
what has been said or what is taking place in the interaction. It has been outlined
as follows:

A member may treat some part of the conversation as an occasion to describe
that conversation, to explain it, or characterize it, or explicate, or translate, or
summarize, or furnish the gist of it, or take note of its accordance with rules, or
remark on its departure from rules. That is to say, a member may use some part
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of the conversation as an occasion to formulate the conversation. (Garfinkel &
Sacks, 1970, p. 350)

For McLaughlin (1984), formulations serve to promote, transform, delete, or indeed
terminate talk. They have also been found to be used by adults in pointing out
and correcting mistakes made by children acquiring language (Chouinard & Clark,
2003), and by native speakers in conversations with adult second-language learners
(Philp, 2003).

Reformulations may relate to something the person providing the formulation
has contributed (A-issues or events), something the other participant has mentioned
(B-issues or events), or, although less frequently, to both (AB-issues or events). A
further distinction is that between formulations of gist and wupshot (Heritage &
Watson, 1979). The former involves extracting and highlighting the central events
and issues featured in the immediately preceding utterance. Formulations of upshot
go beyond this to frequently draw conclusions based upon assumptions that may or
may not meet with the agreement of the other partner. It would seem that from this
standpoint reflections could be regarded as essentially B-event or issue formulations
of gist. (It should be also noted, though, that, in analysing Carl Rogers’ verbal contri-
butions in a counselling session, Lietaer (2004), in a study already cited, developed
separate categories for reflections and reformulation.) It has been noted that formula-
tions of this type are often tentative proposals and require a decision from the other
interactor as to their acceptability. Likewise, in the helping context, counsellors have
been urged to reflect feelings in a tentative way that always leaves open the oppor-
tunity of denial or correction by the client (Cormier & Cormier, 1998; Tolan, 2003). If the
other is unwilling to agree to a particular representation of his or her position, one or
more modifications are likely to be presented and worked through until agreement
is forthcoming. The frequent association between a formulation of this type and
confirmation by the other led Heritage and Watson (1979) to characterise them as
adjacency pairs.

Adjacency pairs are a further feature of conversation that gives it structure and
predictability. These are conversation sequences that are ‘two turns long, having two
parts said by different speakers in adjacent turns at talk’ (Jacobs, 2002, p. 225). Fur-
thermore, there is a rule-driven expectation that, in initiating this type of sequence,
one positions the other in the role of respondent and places restrictions around what
can be offered as an acceptable next speech turn. For example, questions beget
answers; requests invoke refusals/acceptances; greetings initiate greetings, and so on.
If reflection-confirmation/elaboration works in this way as an adjacency pair, then an
obligation is placed upon the other either to explicitly confirm/deny the reformulation
or to continue to elaborate the original pronouncement.

According to the two theoretical interpretations previously considered, reflec-
tions promote more intense experiencing or reinforce continued discussion of a par-
ticular topic. In line with this effect, Nofsinger (1991) also discussed continuers as
conversational alignment devices that mark a listener’s intention to forego making a
substantive contribution to the conversation at that precise point. Following early
work by Duncan and Fiske (1977) and Sacks, Schegloff, and Jefferson (1978), the
mechanisms involved in conversational turn taking have been extensively researched.
Back-channel communication refers to listener contributions that sustain the listener
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role. They seem to signal that the listener is attentive, interested, even comprehending,
but does not seek the floor at that point. A further possibility is that reflections
operate essentially in this way. Indeed, their role in the interviewing/counselling litera-
ture is often presented as such. If so, reflections can have an additional alignment role
as continuers or minimal responses, promoting the continuity of the conversational
status quo in respect of topic and speaker/listener arrangement. Rhys and Black
(2004) showed how Carl Rogers’ use of ‘mm hmm’ was operating in this way in at least
some of the instances when used by him in counselling.

But formulations would also seem on occasion to be a way of engineering a
change of topic or even the termination of conversation. It has been reported that
conversational lapses are often immediately preceded by an utterance of this sort
(McLaughlin & Cody, 1982). Likewise, from their detailed analysis of doctor—patient
communication, Stiles and Putnam (1992) discovered that reflective statements by
doctors often seemed to cut patients off conversationally, rather than encourage
deeper exploration. Likewise, Beach and Dixon (2001) identified a characteristic three-
step sequence in their in-depth analysis of a medical history interview between a
physician’s assistant and a female patient. Here a reformulation by the medic led
directly to a confirmatory response by the patient followed by a shift of topic initiated
in the medic’s subsequent conversational turn. For the authors, ‘Such actions essen-
tially detoxify topic shift, therefore minimizing the likelihood that movement forward
in the interview can be framed as [the interviewer’s] heavy-handed pursuit of a
medical “agenda” removed from [the patient’s] concerns’ (p. 29).

How can reflection act both to stimulate deeper exploration of a topic and to
preface a hiatus in the conversation or mark the occasion for a change of topic? One
possible explanation has to do with the broader communicative frame within which
the reflective statement is delivered. In the situated interactive context of eliciting
facts leading to a valid medical diagnosis, for example, patients may understand
formulations as operating essentially to check the accuracy of a sequence of limited
pieces of information under characteristic time pressures. At a more obviously micro-
analytic level, the prosodic accompaniment of the verbal content of the reflection may
also be crucially important. Variations in pitch can make a statement either interro-
gative or declarative (Knapp & Hall, 2002). Based upon the linguistic analysis of
naturally occurring interactions, Schegloff and Sacks (1973) reported that words
spoken with a downward intonation served to terminate topic discussion. Weiner and
Goodenough (1977) conceived of reflections as repetition passes (that is, speech acts
which serve to forego the opportunity of making a substantive contribution to the
continued exploration of the topic), which can be used to bring about a conversational
change. However, it was emphasised that in order for reflections to function in this
fashion, they must be delivered with a downward rather than a sustained or rising
vocal intonation. The corollary of this, it could be argued, is that when reflections are
used to facilitate further interviewee exploration, they need to be delivered with a
sustained or rising intonation pattern. The depth of the intertwining of verbal and
non-verbal modes of communication is increasingly being recognised (e.g. Jones &
LeBaron, 2002). Additional features of contemporaneous non-verbal behaviour are
also likely to be influential in determining the conversational effects of reflective
statements.

Three radically different views of reflecting have been outlined in this section.
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According to the person-centred humanist, reflections are a means of accepting the
other without condition, of empathising with the other, and helping that person
become more fully self-actualising. To the behaviourist, reflections act as social
reinforcers to influence the verbal performance of the other by increasing the amount
of preordained talk. Lastly, reflections have been depicted as techniques which are
used in the organisation and management of conversation not only to maintain or
change it but also, under certain circumstances, to bring it to an end.

REFLECTING: FUNCTIONAL PERSPECTIVES
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Functional aspects of reflecting have already been mentioned in this chapter to some
extent. The present section, however, will cut across perspectives to concentrate more
single-mindedly on the various potential effects claimed for the proper use of this
technique (e.g. Cormier & Cormier, 1998; Brammer & MacDonald, 1999; Hill &
O’Brien, 1999; Martin, 1999; Hayes, 2002). Many are applicable to reflections generally
while others are more specific to paraphrasing or reflecting feeling.

One of the more basic functions of reflecting is to show respect for conver-
sational partners by indicating that they are being fully attended to and that active
listening is taking place. Reflecting is widely discussed within the context of listening
actively (e.g. Levitt, 2001; Hayes, 2002). Active listening on the part of the therapist, in
turn, was reported by Myers (2000) to have had a profound effect on the experiences
of therapy by clients. As one client disclosed, ‘When a person is not listening I notice
that he or she will draw on their interpretation and dismiss my position’ (p. 156).
Listening demonstrates to speakers that they are sufficiently valued and accepted for
another to be interested in them and prepared to become involved. Reflecting has,
therefore, the potential to form the basis upon which to build a positive, facilitative
relationship typified by openness, trust, respect, and empathy (for a detailed review of
listening, see Chapter 9).

Reflections are also frequently used in order to clarify. An accurate paraphrase,
by condensing and crystallising what has been said, can often help interviewees to see
more clearly the exigencies of their situation (Lindon & Lindon, 2000). Mirroring back
the core message contained in the interviewee’s previous statement enables issues that
are vague and confused to be thought through more clearly and objectively. Since
problems and concerns, especially of a personal nature, are things experienced, for the
most part at a ‘gut’ level rather than being intellectualised or even verbalised, it often
proves difficult to find the words and indeed thoughts to express them unambigu-
ously. By encapsulating and unobtrusively presenting the most salient features of
what has just been said, the exigencies of the helped person’s predicament can be
made more accessible to them.

In addition to acting as a means of enabling the interviewee to appreciate more
clearly experienced concerns, reflecting assists the interviewer to check accuracy of
understanding and obtain a clearer realisation of the actualities of circumstances
(Wilkins, 2003). By reflecting, the interviewer not only conveys a desire to get to know,
but also, when it is accurate, demonstrates to the interviewee the level of understand-
ing accomplished, despite the fact that the original message may have been inchoate
and vague. Supported in this way, the interviewee is often motivated to continue to
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explore particular themes more deeply, concentrating upon facts, feelings, or both
depending upon the content of the reflective statement (Hill & O’Brien, 1999).

Commenting more particularly upon reflecting feeling states, Cormier and
Cormier (1998) pointed out that, as a result, interviewees are influenced to devote
greater attention to phenomena of this type. They can be assisted to become more
completely aware of their feelings by being encouraged to explore and express them
in this way. This can be difficult to accomplish and requires tact but is very worth-
while. Egan (2001) noted that while some feelings are quite laudable and easily
accepted, many others prompt defensive reactions and, consequently, are either con-
sciously or subconsciously repressed and denied. As a result, people become
estranged from these affective facets of their being. Through the reflection of feeling,
such individuals can be put more fully in touch with these realities. By using this
technique, the interviewer acknowledges the interviewee’s right to feel this way and
indicates that it is permissible for those feelings to be expressed and discussed (Hargie
& Dickson, 2004).

Another function of reflection of feeling, which is mentioned by Brammer
(1993), is to help people to ‘own’ their feelings — to appreciate that ultimately they
are the source, and can take responsibility for their affective states. Various ploys
commonly used in order to disown feelings include speaking in the second person
(e.g. ‘You get depressed being on your own all the time’) or third person (e.g. ‘One gets
pretty annoyed’), rather than in the first person (e.g. ‘I get depressed being on my
own all the time’ and ‘I get pretty annoyed’). Lindon and Lindon (2000, p. 136) talked
about helping the other to ‘find “I”’ through reflecting. Since reflective statements
make explicit others’ affective experiences, and label them as clearly theirs, they help
those people to acknowledge and come to terms with their emotion. Recipients are
also encouraged to examine and identify underlying reasons and motives for
behaviour, of which they previously may not have been completely aware. Further-
more, they are brought to realise that feelings can have important causal influences
upon their actions.

Finally, the possibility of reflective statements being employed in order to regu-
late conversation by perhaps serving to engineer the termination of discussion
should not be overlooked. Martin (1999), for instance, referred to reflections being used
to regulate the pace of the transaction. The various propositions outlined in this
section differ substantially in terms of their epistemological basis. While most are, for
the most part, theoretically derived or experientially grounded, others have emerged
from systematic empirical enquiry. The final section of this chapter selectively
reviews some of the research that has been conducted into reflecting.

REFLECTING: EMPIRICAL PERSPECTIVES

The lack of consistency in the operational definition of reflections and related
terms has already been discussed at length. The work of categorising individual
investigations and trying to abstract broad and consistent relationships among
variables is consequently making that much more difficult. Further disparities in
the research conducted relate to the theoretical basis of the enquiry, research design
and procedures, number and type of subjects, and dependent variables chosen for
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investigation. That apart, research interest in this area seems to have dwindled over
the years, with little meaningful work being identified since the preparation of the
version of this chapter in the previous edition of the book.

Reflections

Some studies have compared the outcomes of an indirect, reflective style with a range
of alternatives, including an intrusive style (Ellison & Firestone, 1974), an evaluative
style (Silver, 1970), and both interrogative and predictive approaches (Turkat &
Alpher, 1984). Most of this research has an interviewing or counselling orientation. In
some cases, the attitudes of both interviewees and external judges to interviewers
manifesting contrasting styles have been sought. Silver (1970), for example, found
that low-status interviewees felt much more comfortable with interviewers who dis-
played a reflective rather than a judgemental approach. Ellison and Firestone (1974)
reported that subjects observing a reflective interviewer, rather than an intrusive one,
who controlled the direction and pace of the interview in a particularly assertive
manner, indicated a greater willingness to reveal highly intimate details. The former
interviewer was also perceived as passive, easygoing, and non-assertive.

An interrogative approach in which further information was requested and a
predictive style which required the interviewer accurately to predict interviewees’
reactions in situations yet to be discussed were the alternatives to reflecting examined
by Turkat and Alpher (1984). Although impressions were based upon written tran-
scripts, rather than actual interviews, those interviewers who used reflections were
regarded as understanding their clients. Empathic understanding together with
positive regard were related to the reflective style of interviewing in a study by
Zimmer and Anderson (1968), which drew upon the opinions of external judges who
viewed a videotaped counselling session. From the painstaking analysis of therapy
sessions undertaken by Clare Hill and her colleagues (Hill et al., 1988; Hill, 1989), not
only was reflecting discovered to be one of the most common of the identified tech-
niques utilised by therapists, but clients reported that they found it one of the most
helpful. They regarded it as providing support and seldom reacted negatively to its
use. Such reflections assisted clients in becoming more deeply attuned to their emo-
tional and personal experiences, leading to more profound levels of exploration and
greater insights into their circumstances and difficulties. One of the most marked
outcomes was an association with significantly reduced levels of anxiety. (It should be
noted that ‘reflecting’ in these studies was actually labelled ‘paraphrasing’. Since the
latter encompassed a range of different types of reflective statement, it will be
included here.)

Other researchers, rather than focusing upon attitudes, have investigated the
effects of reflecting upon the actual behaviour of the interviewee. Some form of
interviewee self-disclosure has commonly been measured. In a study already intro-
duced, Powell (1968) investigated the effects of reflections on subjects’ positive and
negative self-referent statements. ‘Approval-supportive’ and ‘open disclosure’ were the
comparative experimental conditions. The former included interviewer statements
supporting subjects’ self-references, and the latter referred to the provision of personal
detail by the interviewer. Reflections were found to produce a significant increase in
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the number of negative, but not positive, self-references. Kennedy, Timmons, and
Noblin (1971), while failing to make the distinction between positive and negative
instances, similarly reported an increase in interviewee self-statements attributable to
this source.

Not all research, however, has attested to the efficacy of the technique of reflect-
ing. According to Hill and Gormally (1977), this procedure was largely ineffective
in increasing the use of affective self-referents by experimental subjects. However,
not only was a non-contingent procedure of application employed in this study, but
the rate of administration was low, thus militating against potential reinforcing
influences.

When the effects of reflecting were looked at, not only in terms of the amount of
subjects’ self-disclosure but on the quality provided as well, intimate detail was
associated with this style of interviewing (Vondracek, 1969; Beharry, 1976). A similar
result was reported by Mills (1983) in relation to rates, rather than quality, of self-
disclosure. Feigenbaum (1977) produced an interesting finding concerning sex differ-
ences of subjects. While females disclosed more, and at more intimate levels, in
response to reflections, male subjects scored significantly higher on both counts in
response to interviewer self-disclosure.

In an investigation of marital therapists working with couples undergoing the-
rapy, Cline et al. (1984) discovered that therapist reflectiveness correlated positively
with subsequent changes in positive social interaction for middle-class husbands
but with negative changes for both lower-class husbands and wives. It was also
positively related to changes in expression of personal feeling for middle-class
husbands and wives. When assessed 3 months after the termination of therapy, a
positive relationship emerged between therapist reflections and outcome measures of
marital satisfaction, but for lower-class husbands only.

There seems to be little doubt now that there is a strong individual difference
factor influencing reactions and outcomes to reflective versus directive styles of
engagement. In addition to demographic variables, such as gender and class differ-
ences already mentioned, personality characteristics have also been researched. Some
evidence, reviewed by Hill (1992), suggests that locus of control, cognitive complexity,
and reactance of clients may be important. Locus of control refers to a belief in
personally significant events deriving from either internal or external sources, while
reactance is a predisposition to perceive and respond to events as restrictions on
personal autonomy and freedom. Cognitive complexity relates to the conceptual
differentiation and sophistication with which individuals make sense of their circum-
stances. Hill (1992) came to the conclusion that those high on internality of control and
cognitive complexity and low on reactance were more suited to less directive interven-
tions such as reflecting. The potential effects of cultural difference in the counselling
relationship have received growing recognition (Ivey & Ivey, 1999). Here is a further
variable that may well determine reactions to communication of this type.

In sum, findings would suggest that attitudes toward interviewers who use a
reflective style are largely positive. At a more behavioural level, this technique would
also seem capable of producing increases in both the amount and intimacy of infor-
mation which interviewees reveal about themselves, although it would not appear to
be significantly more effective than alternative procedures such as interviewer self-
disclosures or probes. In the actual therapeutic context, there is some evidence linking

185



DICKSON

reflecting with positive outcome measures for certain clients. However, the mediating
effects of individual differences in demographic and personality factors should not be
overlooked.

Reflections of feeling

Studies featuring this skill can be divided into two major categories and one minor.
The former encompass: first, experiments, largely laboratory-based, designed to iden-
tify effects of reflecting feeling on subjects’ verbal behaviour; and, second, studies that
have attempted to relate the use of the technique to judgements, by either interviewees
or observers, of interviewers in terms of such attributes as empathy, warmth, and
respect. In many instances both types of dependent variable have featured in the same
investigation. The minor category includes descriptive studies that have charted the
use of reflective statements by counsellors such as Carl Rogers. In an analysis of the
counselling session captured on film and entitled Carl Rogers Counsels an Individual
on Anger and Hurt, Lietaer (2004) found that almost 53% of Rogers’ contributions
took the form of reflections of expressed feeling by the client. A further 55% were
reflections of underlying feelings.

With respect to the effects of reflecting feeling on judgement of personal/
relational qualities, a significant relationship was found with ratings of empathic
understanding in research conducted by Uhlemann, Lea, and Stone (1976). These
ratings were provided by external judges and were based upon both written responses
and audio recordings of actual interviews. Likewise, Ehrlich, D’Augelli, and Danish
(1979) found that interviewers who reflected feelings that had not yet been named by
interviewees were regarded by the latter as being more expert and trustworthy. A
similar procedure, labelled ‘sensing unstated feelings’ by Nagata, Nay, and Seidman
(1983), emerged as a significant predictor of counsellor effectiveness when assessed by
surrogate clients after a counselling-type interview.

However, not all findings have been positive. Highlen and Baccus (1977)
failed to reveal any significant differences in clients’ perceptions of counselling
climate, counsellor comfort, or personal satisfaction between clients allocated to a
reflection of feeling and to a probe treatment. Similarly, Gallagher and Hargie
(1992) found no significant relationships between ratings of counsellors’ reflections,
on the one hand, and, on the other, separate assessments by counsellors, clients,
and judges of empathy, genuineness, and acceptance displayed toward clients. As
acknowledged, the small sample size may have been a factor in the outcome of this
investigation.

With interviewee verbal behaviour as the dependent variable, the effects of
reflections of feeling on interviewees’ affective self-reference statements were explored
by Merbaum (1963), Barnabei et al. (1974), Highlen and Baccus (1977), and Highlen
and Nicholas (1978), among others. With the exception of Barnabei, Cormier and Nye
(1974), this interviewing skill was found to promote substantial increases in affective
self-talk by subjects. Highlen and Nicholas (1978), however, combined reflections of
feeling with interviewer self-referenced affect statements in such a way that it is
impossible to attribute the outcome solely to the influence of the former. One possible
explanation for the failure by Barnabei et al. (1974) to produce a positive finding
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could reside in the fact that reflections of feeling were administered in a random or
non-contingent manner. It has already been mentioned that paraphrases used in this
indiscriminate way were equally ineffective in producing increases in self-referenced
statements.

Paraphrases

Research studies on the skill of reflecting in general, and paraphrasing in particular,
are limited. For the most part, these have been experimental in design, conducted in
laboratory settings, and have sought to establish the effects of paraphrasing upon
various measures of interviewees' verbal behaviour. In some cases, though, para-
phrases are defined in such a way as to include affective material (e.g. Hoffnung, 1969),
while, in others, affective content is not explicitly excluded (e.g. Kennedy & Zimmer,
1968; Haase & DiMattia, 1976). These definitional inconsistencies have also been
noted by Hill and O’'Brien (1999) in reviewing research in the area and should be kept
in mind when interpreting the following findings.

Kennedy and Zimmer (1968) reported an increase in subjects’ self-referenced
statements attributable to paraphrasing, while similar findings featuring self-
referenced affective statements were noted by both Hoffnung (1969) and Haase and
DiMattia (1976). According to Citkowitz (1975), on the other hand, this skill had only
limited effect in this respect, although there was a tendency for the association to be
more pronounced when initial levels of self-referenced affect statements were rela-
tively high. The subjects in this experiment were chronic schizophrenic in-patients,
and the data were collected during clinical interviews.

The distinction between the affective and the factual has been more explicitly
acknowledged by others who have researched paraphrasing. Waskow (1962), for
instance, investigated the outcome of selective interviewer responding on the factual
and affective aspects of subjects’ communication in a psychotherapy-like interview.
It emerged that a significantly higher percentage of factual responses was given
by those subjects who had their contributions paraphrased. Auerswald (1974), and
Hill and Gormally (1977) produced more disappointing findings. In both cases, how-
ever, paraphrasing took place on an essentially random basis. Affective responses by
subjects were also selected as the dependent variable.

The few studies considering the effects of this technique on attitudes toward the
interviewer, rather than behavioural changes on the part of the interviewee, have
reported largely favourable outcomes. A positive relationship was detailed by Dickson
(1981) between the proportion of paraphrases to questions asked by employment
advisory personnel and ratings of interviewer competency provided by independent,
experienced judges. A comparable outcome emerged when client perceptions of
interviewer effectiveness were examined by Nagata et al. (1983).

It would therefore seem that when paraphrases are used contingently and focus
upon factual aspects of communication, recipients’ verbal performance can be modi-
fied accordingly. In addition, paraphrasing seems to promote favourable judgements
of the interviewer by both interviewees and external judges. Counselling trainees
have also indicated that this is one of the skills they found most useful in conducting
interviews (Spooner, 1976).
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OVERVIEW

This chapter has been concerned at conceptual, theoretical, practical, and empirical
levels with reflecting as an interactive technique. After identifying and attempting to
disentangle a number of conceptual confusions, three contrasting theoretical perspec-
tives on the process deriving from humanistic psychology, behavioural psychology,
and linguistics were presented. The various functional claims for the skill, based upon
theoretical and experiential, as well as empirical, considerations, were discussed. From
the research available (although there seems to be little recent work in this field),
it would seem that reflections, whether of fact, feeling, or both, are perceived posi-
tively by both interviewees and external observers. Many from a humanistic perspec-
tive (e.g. Myers, 2000; Wilkins, 2003) are at pains, though, to ensure that qualities
such as empathy and positive regard are not defined solely in terms of what they refer
to as techniques such as reflecting. There is also evidence that reflections can promote
interviewee self-disclosure, but that a range of psychological and demographic
characteristics of the interviewee may mediate their effects.

Further research should concentrate upon more naturalistic settings than the
psychology laboratory. The possible effects of such interviewer and interviewee
variables as sex, status, socio-economic class, and cultural/ethnic background deserve
further enquiry, as do situational factors, including the nature of the encounter. Merit-
ing further attention is the impact of the location of the reflection in the sequence of
exchanges and the effects which paralinguistic and non-verbal accompaniments may
have on the other interactor.
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Chapter 7

Explaining

George Brown

XPLAINING AND QUESTIONING IN many ways represent the
Ecore skills of the professions. They underpin many of the skills
discussed in this book; they are used in everyday conversation, and they
are of importance to teachers, lecturers, doctors, other health profes-
sionals, lawyers, architects, and engineers. Despite the ubiquity of
explaining, as an area of research, it is still neglected. The reason is,
perhaps, that explaining is at the intersection of a wide range of subjects.
Epistemology, psychology, linguistics, sociology, and anthropology all
contribute to an understanding of the nature of explaining.

This chapter does not attempt to cover all of these areas, but it
does not shirk the deeper issues of explaining. An understanding of
the deeper issues will assist readers to relate explaining to their own
professional and personal experiences. To assist them in this quest, a
framework is provided for understanding explanations and the over-
views of major findings in various professions. These findings include
those primarily concerned with explaining to a group, such as a
lecture, class, or a group of managers, and dyadic encounters, such as
doctor—patient consultations. The chapter is based on the premise that
explaining is a skill. While there have been some naive criticisms of
the skills-based approach adopted in this book (e.g. Sanders, 2003),
this approach is a powerful heuristic for practitioners, and it provides
a useful theoretical framework in which to explore the subtleties
of explaining.
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A DEFINITION OF EXPLAINING

The etymological root of explaining is explanare, to make plain. This root suggests
two powerful metaphors: ‘to strip bare’ and ‘to reveal’. These metaphors hint at
different purposes of explaining. The first has connotations of getting down to the
essentials. The second leans toward revelation, to revealing subtleties, intricacies, and
perhaps the uniqueness of an object, action, event, or occurrence. The first metaphor
resonates with scientific approaches, such as the development of attribution theory,
which seeks to identify the dimensions, through statistical analysis, on which people
provide explanations of their behaviour (Hewstone, 1989). The second metaphor res-
onates with work in discourse analysis and hermeneutics (Antaki, 1994; Potter &
Wetherall, 1994), which seeks to tease out the patterns and meanings of speech in a
specific context such as a courtroom or classroom.

In standard Modern English, the term ‘explain’ has come to mean ‘make known
in detail’ (OED). It is arguable whether providing more detail improves an explanation.
Equally arguable is whether the standard definition covers the many personal mean-
ings of explanations constructed and used by explainers. It was perhaps for this
reason that Antaki (1988, p. 4) offered the general principle that explaining is ‘Some
stretch of talk hearable as being a resolution of some problematic state of affairs.’
However, this broad definition does not cover written explanations, and it deliberately
leaves open the question of intentions, meanings, and interpretations of utterances.
Its core is that there is a problem to be explained in terms of causes, reasons, excuses,
or justifications.

A working definition formulated by the author and a colleague (Brown & Atkins,
1986, p. 63) is as follows: ‘Explaining is an attempt to provide understanding of a
problem to others.” This definition was developed for pragmatic reasons. We wanted a
definition that would be helpful to professionals engaged in explaining and which
would link transactions between explainers and explainees and the connections made
in their heads. The weight of our definition rests on the nature of understanding.

THE NATURE OF UNDERSTANDING
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Given that explaining is an attempt to give understanding, it is necessary to explore
the nature of understanding — otherwise, one may be accused of explaining the
known in terms of an unknown. Put simply, understanding involves seeing connections
which were hitherto not seen. The connections may be between ideas, between facts, or
between ideas and facts.

This apparently simple definition has strong links with much of cognitive
psychology. Dewey (1910) described five steps in arriving at understanding, which
began with ‘felt’ difficulty and proceeded to the search for corroborative evidence. His
approach also describes neatly the process of explaining to oneself. Thyne (1966)
emphasises the importance of recognising the appropriate cues in the information
presented. Norman and Bobrow (1975), following the work of Piaget (1954) and
Bruner (1966), argued that the aim of cognitive processing is to form a meaningful
interpretation of the world. Ausubel (1978) stressed that the most important single
factor influencing learning is what the learner already knows. He highlighted the
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importance of anchoring ideas in the learner’s cognitive structure, of the use of
advanced organisers, and of the learner’s meaningful learning set. Pask’s (1976) con-
versational theory of understanding and research on how students learn (Entwistle &
Ramsden, 1983; Entwistle & Entwistle, 1997; Biggs, 2003) are built on the proposition
that understanding is concerned with forming connections.

Entwistle’s (2003) more recent and qualitative work has revealed students’
conceptions of understanding. He reports that, for many students, understanding was
not merely cognitive but a feeling, including a feeling of satisfaction at creating
meaning for themselves. They stressed, above all, coherence and connectiveness and a
sense of wholeness, although many recognised that the ‘wholeness’ was provisional
yet irreversible. Once you understood something you could not ‘de-understand’ it,
although your understanding could increase. The composite of their views captures
the essence of understanding.

Understanding? It’s the interconnection of lots of disparate things — the feeling
that you understand how the whole thing is connected up — you can make sense
of it internally. You're making lots of connections which then make sense and
it’s logical. It's as though one’s mind has finally ‘locked in’ to the pattern.
Concepts seem to fit together in a meaningful way, when before the connections
did not seem clear, or appropriate, or complete. If you don’t understand, it’s just
everything floating about and you can’t quite get everything into place — like
jigsaw pieces, you know, suddenly connect and you can see the whole picture.
But there is always the feeling you can add more and more and more: that
doesn’t necessarily mean that you didn’t understand it; just that you only under-
stood it up to a point. There is always more to be added. But if you really
understand something and what the idea is behind it, you can’t not understand
it afterwards — you can’t ‘de-understand’ it! And you know you have understood
something when you can construct an argument from scratch — when you can
explain it so that you feel satisfied with the explanation, when you can discuss a
topic with someone and explain and clarify your thoughts if the other person
doesn’t see what you mean. (Entwistle, 2003, p. 6)

Experts on human information processing have rarely considered understanding. But
from Baddeley’s (2004) model of memory, it is possible to deduce a model of under-
standing which is rich with implications for explaining as well as understanding. For
an explanation to be understood, the explainee must first perceive there is a gap in
knowledge, a puzzle or a problem to be explained. This perception activates the
working memory to retrieve schemata from the long-term memory. These schemata
may have been stored in any of the procedural, semantic (thoughts and facts) or
episodic memories (narratives, events). Cues in the explanation being given are
matched to the activated schemata. This matching may lead to assimilation of the
explanation into the existing schemata or it may modify the existing schemata. In
both, it produces new connections of concepts and/or facts. The degree of stability of
those new connections depends in part upon the network of existing concepts and
facts. The validity of the new connections, that is, of the understanding, can be tested
only by reference to corroborative evidence, which may be from an external source or
from other evidence and rules stored in the person’s cognitive framework.
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If the cues are clear and well-ordered, they can be rapidly processed. If they are
confusing, they will not link with existing schemata and may be rapidly forgotten.
Given the limitations of sensory and working memory, one should not explain too
quickly, and one should chunk the information provided into meaningful and rela-
tively brief sentences. Pauses should be used to separate the chunks of information.
Too fast or too distracting explanations cannot be processed by the working memory.
The use of analogies, metaphors, and similes will create new connections rapidly with
the existing schemata of the explainee. The use of frequent summaries, guiding
statements, and cognitive maps can help explainees to change their schemata, which
they can then elaborate on subsequently. Personal narratives interwoven with con-
cepts and findings can trigger the procedural, episodic, and semantic memories and so
aid storing and retrieval of understanding.

This brief exposition of understanding has obvious implications for providing
explanations in many professional contexts. The problem must be presented so as to
be recognised as a problem, the cues given must take account of the existing cognitive
structure of the explainees, the cues must be highlighted so they can readily be
matched, and, if possible, there should be a check on whether understanding has
occurred.

TYPES OF EXPLAINING
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The literature abounds with typologies of explanations (e.g. Ennis, 1969; Smith
& Meux, 1970; Kinneavy, 1971; Hyman, 1974; Turney, Ellis, and Hatton 1983; Rowan,
2003; Pavitt, 2000). In considering these typologies, I (together with a co-author)
designed a robust, simple typology which would be relatively easy to use by
researchers and practitioners (Brown & Atkins, 1986). The typology consists of three
main types of explanation: the interpretive, the descriptive, and the reason-giving.
They approximate to the questions, What? How? Why? However, the precise form of
words matters less than the intention of the question. They may be supplemented
with the questions, Who? When? Where? Together, these questions can rapidly provide
a framework for many explanations.

Interpretive explanations address the question, ‘What?’ They interpret or clarify
an issue or specify the central meaning of a term or statement. Examples are answers
to the questions: What is ‘added value’> What is a novel? What does impact mean in
physics? What does it mean in management?

Descriptive explanations address the question, ‘How? These explanations
describe processes, structures, and procedures, as in: How did the chairperson lead the
meeting? How do cats differ anatomically from dogs? How should a chairperson lead
a meeting? How do you measure sustainability?

Reason-giving explanations address the question, ‘Why?” They involve reasons
based on principles or generalisations, motives, obligations, or values. Included in
reason-giving explanations are those based on causes and functions (Pavitt, 2000),
although some philosophers prefer to distinguish causes and reasons. Examples of
reason-giving explanations are answers to the questions: Why do camels have big
feet? Why did this fuse blow? Why do heavy smokers run the risk of getting cancer?
Why are some people cleverer than others? Why is there more crime in inner-city
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areas? Why am I reading this chapter? Why should I keep to deadlines? Why is
Shakespeare a greater writer than Harold Robbins?

Of course, a particular explanation may involve all three types of explanation.
Thus, in explaining how a bill becomes a law, one may want to describe the process,
give reasons for the law, define certain key terms, and consider its implications for
legal practice.

THE FUNCTIONS OF EXPLAINING

The primary function of giving an explanation is to give understanding to others, but in
giving understanding, one can also fulfil a wide range of other functions. These include
ensuring learning, clarifying ambiguities, helping someone learn a procedure, reducing
anxiety, changing attitudes and behaviour, enablement, personal autonomy, and, last but
not least, improving one’s own understanding. These functions imply that explaining
and understanding are not merely cognitive activities but also involve a gamut of
motivations, emotions, and conation. Clearly, one needs to take account of the specific
function of an explanation when considering the tasks and processes of explaining.

THE TASKS AND PROCESSES OF EXPLAINING

Explaining is an interaction of the explainer, the problem to be explained, and the
explainees. The explainer needs to take account of the problem and the knowledge,
attitudes, and other characteristics of the explainees and use appropriate approaches
in the process of explaining. To assist in this process, Hargie and Dickson (2003)
suggested a ‘P5’ approach:

pre-assessment of the explainees’ knowledge
planning

preparation

presentation

post-mortem.

Their approach was developed from the work of French (1994), and our earlier work
(Brown & Atkins, 1986). The model is pertinent to formally presented explanations,
such as lectures or presentations, and to ‘opportunistic explanations’ prompted by a
question from a client, patient, or student, although in the last, one may have little time
to prepare. Some of Hargie and Dickson’s suggestions have been incorporated into the
approach advocated in this section. It follows the sequence of defining the problem,
determining the process, and clarifying and estimating the outcomes.

The problem to be explained and the problem of explainees

First, the explainer has to identify and specify the problem that requires explanation.
The problem may be posed initially by the explainer or by the explainee. The problem
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presented by a client may require clarification and refinement. It is well known by
medical and legal practitioners that the problem presented by a patient or client is not
necessarily the problem. One has to diagnose and communicate clearly the problem in
a way that is acceptable to the client. Herein lies a difficulty of ownership. If patients
do not perceive the problem as their own, the proposed solution may not be accepted
and acted upon. Even if the problem is accepted, the solution proffered may not be
acceptable. More subtly, the solution may be accepted but not acted upon. This obser-
vation is relevant to research using the health belief model. Changes in beliefs do not
necessarily lead to changes in behaviour (Janz & Becker, 1984). In teaching and
management, a similar difficulty may arise. If pupils, students, or employees do not
perceive the problem presented as one worthy of solution, they may reject it and the
process of acquiring the solution. Rhetoric, persuasion, principles of pedagogy, and
power all have a part to play in the acceptance of a problem, and the solution and its
implementation.

But it is not enough merely to identify the problem. To be a skilled explainer, one
has also to take account of the explainees, and their social and cultural backgrounds,
motivations, linguistic ability, and previous knowledge — and plan accordingly before
embarking upon the explanation. An important point here is empathy. To be a good
explainer, one needs to empathise with the explainees, see the world through their
eyes, and relate one’s explanation to their experiences. But empathy per se is not
enough. As an explainer, one has to decide on one’s goals i relation to the explainees,
identify appropriate content, highlight and lowlight the content appropriately, and
select appropriate methods and resources to achieve the goals. Once the problem and
its possible solution(s) have been identified, the problem might helpfully be expressed
in the form of a central question, and that question may be then subdivided into a
series of implicit questions or hidden variables. Thus, the explanation of how local
anaesthetics work contains the implicit questions, ‘What is a local anaesthetic’?” and
‘How are nerve impulses transmitted?” These implicit questions or hidden issues can
then provide the structure of an explanation.

The process of explaining
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The task of the explainer is to state the problem to be explained and present or elicit a
series of linked statements, each of which is understood by the explainee and which
together lead to a solution of the problem. These linked statements may be labelled
‘keys’ since they unlock understanding. Each of these keys will contain a key state-
ment. A key statement may be a procedure, a generalisation, a principle, or even an
appeal to an ideology or a set of personal values. The key may contain examples,
illustrations, metaphors, and perhaps qualifications to the main principle. When the
problem to be explained is complex, there might also be a summary of key statements
during the explanation as well as a final summary.

The keys are the nub of explaining. But, as emphasised earlier, for an expla-
nation to be understood, it follows that the explainer has to consider not only the
problem to be explained but also the characteristics of the explainees. What is
appropriate as an explanation of the structure of DNA to postgraduate biochemists
is unlikely to be appropriate as an explanation to 11-year-olds. There is no such
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thing as the good explanation. What is ‘good’ for one group may not be good for
another. Its quality is contingent upon the degree of understanding it generates in the
explainees. For different groups of explainees, the keys of the explanation and the
explanation itself will be different, although the use of keys and other strategies may
not be.

The essence of the process of explaining is that its goal, understanding, is a
function of the existing cognitive structure of the explainee as well as of the new
information being provided: hence, the importance of similes, analogies, and meta-
phors. These devices may, as understanding grows, be seen as crude, perhaps even as
false, explanations. Hooks and balls may be a very crude analogy for explaining
atoms and molecules, but they may be a useful starting point for explaining molecular
structure to young children. ‘Rotting garden posts’ may be an inadequate metaphor
for describing the roots of a patient’s teeth, but the metaphor might be a useful device
for justifying extraction.

The process of explaining is not only concerned with identifying problems and
proffering solutions. Sometimes, the task of the explainer is to explain the problem
and sometimes to explain the connection between the problem and the solution. A
problem such as the relationship between truth and meaning may not have any
solution, or it may have several unsatisfactory solutions, but at least the problem may
be understood. This point is emphasised, since much high-level teaching and counsel-
ling is concerned not with explaining /e solutions of problems but with explaining
the nature of a problem, exploring the possible solutions, and judging their relative
merits.

The outcome

The outcome hoped for when explaining is that the explainee understands. The
explainer has to check that the explanation is understood. This task is akin to feed-
back (see Chapter 2), and it is sometimes neglected by doctors, teachers, lawyers, and
others. Understanding may be checked on by a variety of methods, including, of
course, formal assessments (Brown, Bull & Pendlebury, 1997). The most primitive
method is to ask, ‘Do you understand?” The answer one usually gets is ‘Yes'. The
response is more a measure of superficial compliance than of understanding. Other
methods are to invite the explainee to recall the explanation, to ask questions of
specific points in the explanation, to apply the explanation to another situation or
related problem, to provide other examples of where the explanation might hold, or to
identify similar sorts of explanations. All of these may be used to measure the success
of an explanation, providing the procedures are appropriate and valid.

A check on understanding much favoured by health professionals is a change in
behaviour. As a measure of explanatory power, it is weak. The explanation may be
understood, but it may not lead to action. The explanation may not be understood or
imperfectly understood yet the patient changes behaviour. However, if the purpose of
a particular explanation is to change behaviour, and understanding is a mere medi-
ator, then changes in behaviour may be useful outcome measures. But one should bear
in mind that such changes in behaviour are unlikely to be sustained unless they are
integrated into the cognitive structure of the student, patient, or client.
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Summary

To sum up, explaining is an attempt to give understanding to another. It involves
identifying the problem to be explained, a process of explaining which uses key
statements, and a check on understanding. However, it would be wrong to leave the
nature of explaining without pointing out that explaining is only #sually an inten-
tional activity. One may intend to explain a particular problem, but one may explain
points that one did not intend to explain and, alas, one may sometimes not explain
what one intended to explain.

PERSPECTIVES ON EXPLAINING AND UNDERSTANDING
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Aristotle provided a conceptually illuminating start to the study of explaining. His
four causes (aition), the material, the formal, the efficient, and the final cause, are the
basis of most explanations, although it should be noted that the ancient Greek term
for ‘cause’ includes reasons. His notions of éthos (personality and stance), pathos
(emotional engagement), and logos (modelling and judging argument) laid the founda-
tions of rhetoric (persuasive explanation and argument in speech and written texts)
and later studies in this field (e.g. Atkinson, 1984; Cockcroft & Cockcroft, 1993).

Locke, the seventeenth-century empiricist, also had an important influence on
the study of understanding and explaining. The following example of his advice is
still relevant today:

Confound not his understanding with explications or notions that are above it,
or with the variety or number of things that are not to his present purpose.
Mark what ’tis his mind aims at in the question and not words he expresses
it in; and when you have informed and satisfied him in that you shall see how
his thoughts will enlarge themselves, and how by fit answers he may be led
on farther than perhaps you could imagine. (John Locke, Some thoughts on
education, 1693)

Since the time of Galileo, there have been debates about measurement and judgement,
appeals to experimentation and appeals to authority, qualitative and quantitative
methods, and nomothetic and ideographic approaches. Galileo’s famous dictum,
‘Measure that which is measurable and make measurable that which is not, is at the
heart of much scientific and pseudo-scientific research and of the fashionable debate
of evidence-based approaches in medicine and education. This approach includes the
development of models for explanation, prediction, and control. It has an underlying
concern with quantitative measurement, with problems of measuring reliability and
validity, and with, as far as possible, identical repetition of experiments. Associated
with the mode of scientific explanation is often an interest in the organic, in disease-
centred models, and in the search for mathematically based generalisations within a
closed system of concepts.

In contrast, ‘humanistic’ or broadly ‘phenomenological’ approaches are more
concerned with personal understanding than with ‘scientific’ proof; with qualitative
methods; with intentions, meanings, and their constructions in different contexts; and
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with tentative generalisations based on themes. For example, a ‘humanistic’ researcher
might look at how an individual doctor adduces the relevant hypotheses or explana-
tory principles; how he or she detects regularities, distinguishes differences, and
arrives at decisions. Such a researcher often has an interest in the individual patient’s
conceptions of illness, in patient-centred models of management, and in a search for
interpretations and meanings within the consultation. Not surprisingly, the differences
between those who favour scientific explanations and those who favour searches
for understanding and meaning spill over into conflicts about research, research fund-
ing, and approaches to teaching (Brown, Rohlin & Manogue, 2003). They permeate
attitudes toward ‘hard’ and ‘soft’ human resources management (Storey, 1992).

The covering law model

At the core of explanation is the triadic principle derived from Aristotle’s syllogistic
method. There must be:

1 a generalisation or universal law

2 an evidential statement or observation that the situation being considered is an
instance of that generalisation

3 a conclusion.

At first sight, procedural explanations do not fit the covering law model (Swift, 1961;
Draper, 1988). Certainly, in giving a procedural explanation, it may not be necessary to
use the covering law model. Indeed, its use could confuse the explainee, but there
should be an explanation based upon the covering law model which justifies the
procedure. If not, the procedure is likely to be faulty. Put in different terms, a good
practice is always underpinned by a good theory, even if the practitioner is unaware
of the theory.

The covering law model is used for scientific explanations based on strong
scientific laws or in a weaker form for highly probabilistic explanations or for general-
isations believed by an individual or group. Values, obligations, ideologies, or beliefs
might form the first statement of an explanation. Kruglanski (1988) points out that
at some point individuals stop generating hypotheses and attain closure on a belief.
This ‘frozen’ belief becomes the regularity principle which they use to explain their
behaviour.

Many of the errors in explanations can be identified by recasting the explan-
ation in this form and examining the links between the three statements. The general-
isation may not hold, the instance may not be an instance of the generalisation, and
the conclusion not validly drawn from the principle and instance. More subtly, the
instance may fit more appropriately into another generalisation. To complicate mat-
ters further, an explanation may be incorrect yet believed, or correct and not believed.
Examples of both complications abound in the history of medicine and science, and in
history itself.

One should be wary of overextending the first statement of the model lest
the explanation become vacuous. Appeals to universals such as ‘God’s will’ or the
‘misfiring of neurons’ do not pick out the reasons for a specific action or event.
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Sometimes, one needs to use a counter-factual model (White, 1990) to identify the
regulatory principle that has the most explanatory potency. To answer the question,
‘Why did the car ferry, the Herald of Free Enterprise, sink so quickly?’, one looks at the
question, ‘When does a car ferry sink slowly?’, and looks for the regularity principle
that accounts for the difference. This may identify a chain of reasons that could lead
to the door of the boardroom.

The link between the first and second statements of the covering law model
raises questions about the validity of the method used to obtain the evidence and
issues concerning ‘truth’ and ‘phenomenological’ truth. Professions and academic dis-
ciplines vary in their truth criteria and what counts as acceptable evidence. What
might be accepted as evidence in a research journal might not be accepted as evidence
in a court of law. The link between the second and third statements raises the ques-
tion of whether the conclusion is justified by the principle and the evidence
(cf. arguments concerning weapons of mass destruction and the war in Iraq). But even
if the covering law holds for an explanation, there is the question of whether the
explanation provided would be better if it had been derived from a different principle
and evidential statement, and the further question of whether the explainer was
deliberately attempting to give a false explanation.

There are further difficulties here. Even if an explanation is valid, or believed to
be valid, there remains the question of whether it is understood. Now, clearly, it is
possible for a scientist or scholar to give an explanation that is not understood in his
or her own time, or, as was more frequently the case, the explanation may have been
understood but rejected by his or her peers. However, even in such extreme cases, one
can assume that the scientists or scholars intended to give understanding to their
audience. But is intention enough? On this issue there are various views.

On the one hand, explaining may be seen as a task word such as hunting or
fishing; on the other hand, it may be seen as an achievement word such as killing or
catching (Ryle, 2000). If explaining is regarded as an achievement word, then the
outcome of the explanation takes primacy. As Thyne (1963, p. 126) observed: ‘If the
teacher really has explained something to his class, they will understand it, and if
they do not understand it, despite his efforts, what purported to be an explanation was
not an explanation after all.

Our own view is that the intentional position is too weak and the outcome
position too strong. We suggest there is usually an intention to explain, an attempt to
explain, and a check on understanding. We recognise that some outcomes may not be
attained or attainable, and some explanations, not intended, can deepen understand-
ing. A person may carry away from an explanation much more than the intentions of
the explainer.

EVIDENCE FROM THE FIELD
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Most of the experimental evidence on explaining is based on studies of teaching and
the doctor—patient consultation. The evidence provided in some professions, such as
law and management, tends to be expertise-based rather than evidence-based. While it
is easy to disparage such craft knowledge, ‘practical’ wisdom in a profession may run
alongside the evidence collected by research and might be more influential than the
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research findings per se. Indeed, it could be argued that unless the research findings
are integrated into craft knowledge they are unlikely to have much effect on practice.
The following sections focus primarily upon evidence-based approaches in the
different professions. While it may be tempting to read only the sections related to one’s
own profession, there is much to be gained from exploring findings in other professions,
matching these against one’s own professional experience, and considering whether the
findings provide a springboard for similar explorations in one’s own profession.

EXPLAINING IN THE CLASSROOM

Estimates of the proportion of time spent on explaining by teachers vary from 10%
to 30%, according to the definition of explaining adopted (Brophy & Good, 1986).
Time spent on a task is but a crude measure of its efficacy. More important is the
quality: the way the time is spent. As Gage, Belgard, Dell, Hiller, Rosenshine, Unruh
et al. (1968, p. 3) wryly observed:

Some people explain aptly, getting to the heart of the matter with just the right
terminology, examples, and organisation of ideas. Other explainers, on the con-
trary, get us and themselves all mixed up, use terms beyond our level of com-
prehension, draw inept analogies, and even employ concepts and principles that
cannot be understood without an understanding of the very thing being
explained.

The remark is apposite to explanations in other professional contexts.

Studies show that the foremost reasons for liking a teacher are clear expla-
nations of lessons, assignments, and difficulties, helpfulness with school work, and
fairness (Wragg, 1984). Reviews of the literature (e.g. Wragg & Brown, 1993) also
reveal that good explanations are not only clearly structured, but they are also inter-
esting. The main characteristics of effective explaining are summarised in Table 7.1.
They were identified in the literature, in discussions with teachers, and in the studies
of explaining which the author and colleagues undertook at Nottingham and Exeter
(e.g. Brown & Armstrong, 1989; Wragg & Brown, 2001).

Preparation and planning

The maxim, ‘Know your subject, know your students’, appears to be borne out by
the evidence. Brown and Armstrong (1984) showed that competent planning and
preparation are linked to clarity of explanations in the classroom. They also showed
that student teachers trained in methods of preparing, analysing, and presenting
explanations were significantly better than a comparable untrained group. The cri-
teria were independent observers’ ratings of the videotaped lessons and measures of
pupil achievement and interest in the lesson. In a comparison of novice and expert
teachers, Carter (1990) observed that novices tended to jump in without giving
adequate thought to planning, whereas more expert teachers had developed and used
tacit knowledge of pupils, organisational knowledge, and broader cognitive schemata.
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Table 7.1 Planning strategies and performance skills in explaining

Planning strategies

Analyse topics into main parts, or ‘keys’
Establish links between parts

Determine rules (if any) involved

Specify kinds of explanation required

Adapt plan according to learner characteristics

Key skills
Clarity and fluency

e through defining new terms
e through use of explicit language
e through avoiding vagueness

Emphasis and interest

e by variations in gestures

e by use of media and material

e by use of voice and pauses

e by repetition, summarising, paraphrasing, or verbal cueing
Using examples

e clear, appropriate, and concrete in sufficient quantity
e positive and negative where applicable

Organisation

e logical and clear sequence pattern appropriate to task
e use of link words and phrases

Feedback

e opportunities for questions provided to test understanding of main ideas assessed
e expressions of attitudes and values sought

The study by Bennett and Carre (1993) shows there is a strong association between
subject knowledge and teaching competence. However, knowledge of subject is a
necessary but not sufficient condition of effective explaining. Some people are
knowledgeable but remain poor explainers. In a recent study, Calderhead (1996)
demonstrated that successful teachers have a sound knowledge base, and build pupil
understanding, other pupil characteristics, and resources (time, space, its layout, and
equipment) into their planning.

The studies and reviews by many authors provide suggestions on preparation
and planning. In his studies of subject knowledge and teaching, Wragg (1993) offers
some suggestions on preparation. Brown and Wragg (1993) provide suggestions in
their text on questioning, on preparation and planning, including the use of mind map-
ping to generate ideas and methods, the use of key questions as organising principles,
and a method of structuring different types of learning activities. Capel, Leask, and
Turner (2002) provide guidelines on explanatory lessons in different school subjects.
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Processes, structures, and outcomes

Presentation techniques have been the subject of most studies, and these have demon-
strated that explanations which yield greater pupil or student achievement are based
on clarity, fluency, emphasis, interest, the use of examples, summaries, and recall or
application questions. Clarity, including the use of definitions, yields greater pupil or
student achievement. Fluency, including the notions of emphasis, clear transitions,
absence of vagueness, and abse