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1

Knowledge, Communication, Reflexive
Creativity and Social Change

By Arnaud Sales, Marcel Fournier and Yan Sénéchal1

Knowledge, communication and creativity in their many forms are among the
great obsessions of contemporary societies. Indeed, life in human societies has
always called upon knowledge, communication and invention. No group, no
community has ever been formed without representations, information and
knowledge, without ties being forged and without the exchange of words,
emotions, feelings, symbolic goods and materials, while innovations, including
even minor ones, often serve to ensure the continuity of social life. Even if
contemporary societies, in this regard, are not totally different from past societies,
social change and historical processes transform social configurations. Whatever
names are used to characterize our societies – Knowledge Society, Information
Society, Network Society – they are based to an unparalleled degree on knowledge,
high technology and research, along with ongoing, fast-paced creativity in every
field, creativity that is at once innovative, destructive and adaptive. As Hans Joas
stated, creativity, with considerable ambivalence, contradictions and exclusion
processes, plays an ever-increasing role in the understanding of contemporary
societies. This is true for more and more individuals in the new generation who
seem to have adopted creativity as a central value or aspiration, beyond the instru-
mentality of their professional lives (Joas, 1992/1996: 255–56). This is true too
for many institutions that cannot survive without innovation. Does this mean that
we are living today in a ‘Creative Society’ as suggested by Richard Florida (2002)?

The extraordinary pace of social change requires, if only for adaptive purposes,
placing creativity, or the power to produce new realities (Joas, 1992/1996: 74), at
the core of social practices, developing organizational units centred on resolving
complex new problems, and massively engaging all those whom Robert Reich
(1992: 167) called symbolic analysts, those who have the ability to maintain the
pace of innovation, devising solutions for unresolved problems, or transforming
institutions either incrementally or rapidly. In this regard, artists and cultural
workers emerge, on a par with research scientists and workers in technoscientific
fields, as the ideal type of workers in a knowledge economy. Artistic work, which
had until then been considered a negligible economic entity, could in many
respects increasingly be seen by some ‘as the most advanced expression of new
production methods and new employment relationships resulting from recent
changes to capitalism’ (Menger, 2002: 8). The cardinal values of creation –
imagination, play, improvisation, atypical behaviour, or creative anarchy – have
invaded other worlds of work.
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These processes, relationships and fields of knowledge are intimately tied to
the powerful role of communication, which acts as the main catalyst for reflexive
creativity, through training and diffusion, exchange, recombination, integration of
knowledge and innovation. Creative processes, specifically those tied to knowl-
edge production, which is one of the themes of this collection of essays, entail
different types of communicational exchanges at various levels and stages: the
capacity of individuals to work within and communicate across several fields of
activity simultaneously; their ability to become part of intellectual, scientific,
professional and artistic networks. It also implies the support they receive from
research institutions characterized by scientific diversity, strong social integration
and ongoing exchanges among members.

In light of these observations, the focus of this collection of essays is to connect
these issues and realities from a sociological point of view. The objective is not to
present a unified perspective with regard to these themes, but rather to analyse
from various angles the transformations seen in today’s societies by shedding
light on the conjunction of these highly interdependent elements, which are at
once the source and result of social change: knowledge, communication, networks
and creativity. This introductory chapter will therefore put these essays into
perspective, in addition to presenting their most significant contributions.

The first section of this book focuses on the role of knowledge that is defined
as a capacity for action, creation and transformation in the production of societal
change. The authors look at how the impact of the general increase in knowledge
affects individuals, lifestyles, institutions,2 and of course technological development.
The second section shows the impact that the new communication and information
technologies have had on the transformation of social relations and contemporary
communities, as well as the development potential of an international public
sphere. These analyses lead to a critique of advanced societies as knowledge
societies and a questioning of the concepts of innovation and creation. The third
and final section focuses on creativity and communication in the production of
knowledge. One of the essays revisits the great debate relative to the role of
communication in the production of knowledge types. The issue of diversity and
the intensity of communicational, intellectual and scientific exchanges, along
with the role of the ‘high cognitive complexity’ of research scientists in the
making of major discoveries are addressed. Another essay in the section then
considers the creativity of networks, over and above the great scientific thinkers
and eminent intellectuals. Finally, this volume concludes with an examination of
the role of the processes involved in evaluating creativity in the production of
knowledge. Let us now take a more in-depth view of these three major sections.

Knowledge and Social Change in Contemporary Societies

Legacy of the Industrial Society and the Knowledge Variable

One of the major legacies of industrial society was to give knowledge a central
role and to constitute, to an unprecedented level, a reflexive capacity with regard
to creativity. Through the implementation of sophisticated and secular education

4 Knowledge, Communication and Creativity
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systems and the institutionalization of scientific research, which permit both the
dissemination and the development of formal knowledge, industrial societies
have put in place a mechanism of social auto-transformation, assuring that
society, its agents and institutions could deliberately ‘create creativity’ (Touraine,
1969: 10).

The first movement entailed the introduction of ‘exo-education as a mandatory
standard’ (Gellner, 1983), as opposed to local and religious-oriented education. In
other words, the passage from an oral society to a schooled society led to consid-
erable growth in human capital through the dissemination and extension of
universalistic, often sophisticated knowledge to a large part of the population.
Aspirations, professional interests and production, values, social demands and
consumption of goods by the population have been largely transformed by this
movement. The second movement occurred with the ‘institutionalization of
science as a professional career accompanied by the transformation of the
university, and specifically the creation of research laboratories’ (Freundhental,
1991/1997: 99), combined with decentralization, which promoted competition
(Ben-David, 1991/1997: 132). The irruption of science in production processes
also emerged from this movement (Chandler, 1962; Moscovici, 1968) along with
the institutionalization of industrial research and development. The emergence of
applied sciences in the nineteenth century was the turning point in the use and
development of production-oriented science. Starting with scientific knowledge,
it was feasible to quickly develop, from a unique technological basis, a vast array
of new products using the same set of scientific and technical skills and existing
methods of production (chemistry and pharmaceutical, electrical, communication
and information equipment, aerospace, military and civilian nuclear research,
biotechnologies, etc.). Companies in these industries progressively institutionalized
R&D, whereas universities placed basic research at the heart of their mission, and
the state intervened in various ways to expand research activities. The dialogue
among these three institutional actors has since led to talk of a ‘Triple Helix
System’ (Etzkowitz and Levdesdorff, 2000) involving universities, corporations
and governments.

Knorr-Cetina and Preda (2001) stressed that the most developed theories on the
role of knowledge were those that addressed its socio-economic impact. The crisis
surrounding the Fordist model, the need to restructure capitalism, and the rise of
new industrialized countries led economists, management researchers and of
course company leaders ‘to question the sources of development and prosperity’
(Amable et al., 1997: 10–11). Research on the role of technical change and espe-
cially innovation developed, giving birth to a micro-economy of innovation, as
well as research into the role of knowledge, whether scientific, applied, formal,
tacit, relational, instrumental, technical, or organizational, etc.

In their search to understand growth,3 economists identified a ‘knowledge’
variable related to the quality of a country’s labour force and its technological
capacity. The most global explanation involves the theory of the disappearance of
the classical comparative advantage, which for some time had been used to explain
the geographical location of an industry. According to this theory, the location of
production depended upon two main factors: the wealth of natural resources and

Knowledge, Communication and Creativity 5
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the proportion of factors of production, that is, the relative abundance of capital
and labour. Today, in developed countries, the existence of natural resources and a
cheap labour force are no longer deciding factors in the determination of location.
What mainly counts is the capacity and competence to develop and use ideas pro-
ductively (Centre for Educational Research and Innovation/OECD, 2000). What
counts is qualifications and knowledge, the main sources of competitive advantage
today (Thurow, 1996). The technology parks and techno-suburbs, the transnational
services, specifically financial services have developed because the intellectual
resources were close at hand. What counts is creativity and innovation.

Knowledge has always been a crucial dimension for the transformation of human
society (Popper, 1956: 11). What is new, however, is the notion that within
contemporary societies, knowledge acts on knowledge. ‘Knowledge is now being
applied systematically and purposefully to define what new knowledge is needed,
whether it is feasible and what has to be done to make knowledge effective. It is in
other words being applied to systematic innovation’ (Drucker, 1993: 42). Knowledge
strengthens creativity, whereas knowledge production demands creativity. And since
the 1980s, we have observed the accelerating, deliberate diversification and spread
of selective kinds of knowledge creation, deployment and use (specifically, scientific
and technical knowledge) and their implications in and for many spheres of life
worldwide. Overall, this group of observations strongly indicates that knowledge has
acquired a specific place and status within contemporary societies, to the extent
where they can be qualified as Knowledge Societies. Nico Stehr develops this theme
in Chapter 2, Modern Societies as Knowledge Societies.

Knowledge as a Generalized Capacity for Action, Creation 
and Transformation

In knowledge societies, the material basis of social action has been displaced by
a symbolic basis. As we have just seen from an economic perspective, knowledge
has diminished the significance of capital as a central strategic resource. What
counts today, is the availability of knowledge, along with a highly skilled
workforce. For Stehr, the advantages are not just economic: knowledge is also one
of the most significant sources for building an open society, a theme that is
explored later from other perspectives by Philippe Breton and Craig Calhoun. The
increase in the level of knowledge constitutes an immense factor in the openness
of societies, which can be related to what Tomlinson calls ‘the general experience
of cultural disembedding’ (1999: 105).4

Knowledge, in Stehr’s view, is neither an academic or encyclopaedic accumulation
of information, nor a simple productive force in the Marxist sense, but rather a
generalized capacity for action: ‘the potential to initiate new things’ – or one could
add the potential for creativity – ‘and a model for reality’. Knowledge is the
capacity for action that transforms or creates reality. Biotechnical knowledge
transforms natural realities and creates new ones. The result, which is not necessarily
positive, is that the application of scientific knowledge in a society requires that
social conditions and the existing conditions for action adjust to this knowledge or
be transformed in accordance with standards established by science.
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In return, scientific knowledge is practically always being challenged. And
despite the centrality of knowledge-based occupations, one should not, says Nico
Stehr, conclude that we are in the process of becoming a technocratic society. On
the contrary, in a knowledge society, individuals and small groups benefit from
an extraordinary increase in their capacity for action. And there is certainly a
connection with the fact that the hegemonic power and the capacity of institutions
as powerful as the state, the army and the church to control social life have been
weakened by the appropriation of knowledge by individuals. This questioning of
hegemonic power obviously goes hand in hand with the rapid development of
information and communication technologies, which have allowed the infringement
of national boundaries, while the proliferation of power centres, called ‘the
differentiation of organizational populations’ by Jerry Hage, which have an increasing
capacity for action and have given rise to a multi-centred world (Badie and Smouts,
1992; Rosenau, 1988), has had an impact on the power of traditional hegemonic
institutions. This theme is explored in greater depth in the following chapter.

Knowledge and Social Change: The Multiplication of Power Centres

In the late 1970s, there were already some 10,000 multinational corporations
(Stopford and Dunning, 1983). In 2004, the World Investment Report issued by the
United Nations Conference on Trade and Development (2004: 39) specified there
were 61,000 transnational companies and more than 900,000 foreign affiliates, a
six-fold increase in parent companies, thereby bearing witness to the power of
globalization. If the expansion of international or global activities into numerous
fields has played a part in the increase in this type of power centre, particularly
economic centres, one should in no way limit their role to this factor. The role of
knowledge is at least as crucial, if not more important, given the increasing num-
ber of organizations whether local, national, or transnational. Jerald Hage in
Chapter 3, Knowledge and Societal Change: Institutional Coordination and the
Evolution of Organizational Populations examines the role of knowledge in the
production of societal change by way of the evolution of organizational popula-
tions. These organizational populations are defined as industrial sectors that share
a similar technology and marketplace. The general pattern of evolution for these
populations is a historical shift from consolidation to differentiation.

Consolidation leads to a decrease in the total number of organizations.
Consolidation occurs, for example, either as a result of integration or absorption
strategies that create a higher concentration in the sector, or as the result of a
major innovation such as Ford’s invention of the assembly-line process, which
imposed new requirements for entering or staying in the market and hence
decreased the number of competitors. Differentiation, which would be the pre-
dominant trend for decades, leads to an increase in the total number of organizations
in the organizational population, despite the ongoing power of the concentration
movement. Differentiation occurs when, for example, a new technology, such as
molecular biology, precipitates the founding of new firms; when development
reaches a level that promotes the tertiarization of the economy; or when significant
deregulation is effected to counter monopolies, as seen in recent decades.
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The impact of consolidation and differentiation differs in terms of the intensity
of capital investment, level of R&D, degree of bureaucratization, the role of
innovation in facing competitive forces, establishment of market niches and the
level of workforce qualifications. In a knowledge society, where the capacity to
adapt is vital to the growth and survival of firms, competitive advantage necessitates
complex forms of innovation, along with rapid and multiple responses not only to
new scientific and technological knowledge, but also to consumer demands. This
is the level where knowledge, communication and network issues start to become
intertwined. The demands of this new environment increase the intensity of
inter-organizational relationships, particularly the sharing of knowledge for the
purposes of innovation. Although globalization has triggered an expansion of
inter-firm trade and competition, we are also witnessing an expansion of business
networks, technological alliances, complex supply chains, in short inter-organizational
cooperation, which is becoming a major economic resource. Some huge consor-
tiums, such as COVISINT in the automobile industry, with its 22,000 partners,
have been formed to share resources through an Electronic Data Interchange used
for the acquisition of raw materials, parts and data, and logistics and administrative
processes.5 Furthermore, knowledge is shared among technological alliances or
within the University–Corporation–Government Triple Helix.

These relationships are controlled by a new, expanding form of non-market
governance. To advance a knowledge-based theory of social change, according to
Hage, one needs to account for organizational populations as well as institutional
modes of governance.

Increased levels of knowledge within society have affected individuals and
institutions, as well as the dynamics within society. As underlined by Karin
Knorr-Cetina: ‘A knowledge society is not simply a society of more experts, of
technological infra- and information structures, and of specialists rather than
participant interpretations. It means that knowledge cultures have spilled and
woven their tissue into society, the whole set of processes, experiences and
relationships that wait on knowledge and unfold with its articulation (Knorr-Cetina,
1997: 8; see also 1999). The result has been a differentiation in social categories
and consumer tastes that interact with offerings from producers, who through
their investment in R&D, have shortened the useful life of products and hence
tastes of consumers who have become hooked on technological developments.6

Pressure for differentiation rather than consolidation is related to the variety of
tastes, how taste changes over time and the variety of materials and production
technologies.

What role then does knowledge play in the area of organizational consolidation
and differentiation? According to Hage, it has not been frequently associated with
changes specific to the new economy or knowledge society. The emphasis has
essentially been placed on organizational learning within the firm or inter-
organizational networks. This is clearly based on the fact that when knowledge
increases within a society, technology and markets are transformed, placing
greater emphasis on organizational learning. Hage therefore maintains three
hypotheses as regards (a) an increase in levels of education and income; (b) a rise
in R&D investment; and (c) the interaction between these main factors.
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These hypotheses play a central role in the historical reversal from consolidation
to differentiation. There are, however, variations in the way this transpires in
different societies. And that is where non-market modes of governance come into
play. Initiated either by the state, by different types of associations, or by different
organizational networks, these modes of governance partially explain intersocietal
differences for the same technological–market nexus with regard to the
consolidation/differentiation processes of organizational populations. Hage
maintains also that it is the conjunction of innovation and organizational
differentiation that has specifically led to the development of information
technologies. Section 2 of this collection addresses the effects of the development
of information technologies on the transformation of communicational modes
and social relationships in general.

New Information Technologies and Communication, Communities
and the Public Sphere

Communicational Infrastructure and the Transformation 
of Social Relations

Knowledge not only transforms institutions and cultures, but it also has a
considerable effect on sociality through communicational innovations that
accentuate the role of machines. The integration of micro-electronics, information
systems and telecommunications, in conjunction with the development of
transportation systems, had made it possible to build an integrated communicational
infrastructure that literally or figuratively cuts across societal boundaries
(Castells, 1996; Urry, 2000: 33) that are becoming more and more decompart-
mentalized (Laïdi, 2004; Sassen, 1999). In association with privatization,
deregulation and trade-liberalization processes (Sales and Beschorner, 2005), the
communicational infrastructure facilitated and sustained globalization by linking
and integrating global space. This infrastructure comprises a network of players,
organizations, technologies and machines that include the interconnected nodes
through which a large number of flows pass and are relayed. It compresses time
and space, and permits the movement of people, information, images, sounds,
music, knowledge and money. It connects individuals at unprecedented levels, in
addition to organizations, without borders.

To take stock of this impact, one has to delve first into the micro-sociological
level of integration, as discussed in Chapter 4, Mobilities, Networks and
Communities by John Urry. The author examines the transformation of relationships
and modes of communication to understand how complex connections in a
networked society are implemented and maintained, where new mobile technologies
lead us to revisit the concept of community not only in terms of the notions of
co-presence and absence, but also the combination of humans and machines.

If the frequency and scale of indirect machine-mediated relationships have
experienced considerable growth in recent decades, there remains a certain
nostalgia for the times when social relationships entailed essentially face-to-face
encounters within local social groups. Social science researchers have focused on
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such situations, noting a profound alteration in social ties, a sense of community
and, more broadly, the lifeworld (see Adikhari and Sales, 2001; Calhoun, 1992).
These alterations were generally interpreted in reference to the monetarization
and bureaucratization of the lifeworld by political and economic systems
(Habermas, 1981/1984), but also relative to contemporary experience of life
marked by the universal principles of cognitive rationality and technology.

Many including Calhoun (1992) and Urry are opposed to the overly pessimistic
representation of the new forms of social relationships and integration, because
in most societies relationships have involved various types of remote connections
that are more or less mobile, and more or less mediated through messengers,
material means and machines. John Urry specifically notes that social relationships
are not necessarily specific to a location, but are constituted through various
‘circulating entities’ (Latour, 1999). Connections occur in many forms of social
space. With new technologies, individuals are, moreover, involved in a much
broader environment and organizations are striving for large-scale integration.
New technologies are involved in the organization of a large part of contemporary
life through indirect relationships. But as Urry says, one should not believe that
such relationships are sufficient. Mobility is central to the way in which people
live in a networked society. The nature of networked connections must be
considered, particularly those formed through various forms of circulating entities,
including travel patterns whether corporeal, imaginary, virtual, or communicative
via letters, faxes, email, or mobile phones.

Co-presence and types of communities: People networks cannot completely
ignore face-to-face relationships. As has already been mentioned, even the
representation of a community is often very limitative. There is, as Urry maintains,
a propensity for proximity, because nothing helps forge strong relationships better
than co-presence, which allows for the display of multiple signs of understanding
or misunderstanding. Co-presence is in fact not negated by indirect relationships
regardless of the weight such relationships carry today.

This does not prevent the formation of virtual communities, virtual in the sense
that these communities do not a priori involve frequent co-presence, as in the
case of friendships or even long-distance love relationships. Although not all
discussion groups are virtual communities, it should be acknowledged that the
Internet has led to the creation of small worlds involving individuals who are geo-
graphically far apart, for example, groups of people who have been cut off from
their homeland through immigration. Through computers, long-distance ties are
maintained with the expectation or hope of meeting again some time in the future.
From this perspective, the Internet, says John Urry, should be considered in con-
tinuity with other social spaces. The compulsion for proximity also plays a role in
these communities where people do meet face to face if they can. The relationships
that the Internet generally helps to forge are not limited to cyberspace.

A more thorough examination is needed to account for some major phenomena
that are all too often sidelined, even blacklisted, in sociological conceptualization:
these phenomena entail the way in which means of technical communication and
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mobile machines are combined with humans to form mobiles or machinic
hybrids, hence new material worlds, while ‘knowledge cultures centrally turn
around object worlds to which experts and scientists are oriented’ (Knorr-Cetina,
1997: 8), are intertwined with culture and practices.

In this respect, the twenty-first century will, regardless of what we want,
probably be an era of manned machines, miniaturized, privatized and digitalized
mobile machines, adapted to the body with prosthetic features constituting vari-
ous types of digital nomads. These machines, which will have an effect on social
relations, creation, innovation and transactions, will serve to reorganize
space–time and generate ‘a liquid modernity of interdependent flows’. People
will therefore, inhabit information, image and mobility networks, through these
knowledge machines. But as Fuller questions, is this mobility and innovation not
leading to a ‘downgrading of institution and upgrading of community as supporting
concepts’? That, according to Fuller, would entail an anti-institutional perspective.
But would such a perspective not reflect the great pace of change today, leaving
more room for movements and flows than for structures, which was the prime
focus of sociology in the 1970s?

Globalization, New Technologies and the International Public Sphere

Information and communication technologies, as we have just seen, have
contributed to the profound transformation of communities and the types of
private inter-individual exchanges. Could these technologies also contribute to
the formation of an international public sphere, as a forum for reasoned critical
debate where opinions are formulated on issues and policies involving the public
good in the emerging transnational social space? How can national public
opinions regarding the power of corporations, the state and international organi-
zations be expressed at this scale given such human diversity? Major decisions
are made by super- and supra-national organizations, without necessarily any rep-
resentation by citizens. International economic regimes that ignore local living
conditions are being put in place. The state’s traditional regulatory safeguards are
falling apart, and there is still uncertainty as to how to replace them. States may
end up having less control over many phenomena, but citizens even more so. In
many cultures, the ability to form and express opinions, a fundamental condition
of democratic life, has been altered by religious practices, and authoritarian
regimes. Today, with the premises of a globalized human society gradually
becoming established, how are the terms of global solidarity to be defined and
how can the hard-won democratic gains endure in the new societal order currently
under construction? The issue of the development of a global public sphere arises,
which is central to post-societal creativity: owing to (a) the capacity of the public
space to sustain the formation of opinions, identities, a common culture as well
as lifestyles; (b) its diversity if not divisions; and (c) its potential role in maintaining
democratic life in this new globalized world.

In Chapter 5, Information Technology and the International Public Sphere,
Craig Calhoun proposes to clarify the nature of the ties that bind these two terms
in the context of globalization and the shifting foundations of production and
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dissemination of knowledge. If globalization results from the considerable
transnational expansion of the private sector (Sales and Beschorner, 2005), it has
also been driven by the intensive development of information, communication
and transportation technologies in a movement that dates back to sixteenth century.
Radical change has occurred in the past twenty years as a result of computer-
mediated communications and has led to the emergence of an economy operating
in real time and based on networked firms (Castells, 1996). Economic agents, far
more than citizens, are the ones who benefit most from Information Technology
(IT) and electronic media. Moreover, as Calhoun states, the ‘dark sides of
globalization’ are using these technologies, thereby creating new risks and haz-
ards. Global interconnections, for example, have transformed war. The forces of
terrorism are using technology to their own ends, forcing societies to employ far
more radical security and surveillance measures. Calhoun analyses a number of
these dangers, and then finally identifies reasons for hope, including the formation
of a public space, namely an international civil society supported by the Internet
and other means of communication, particularly television.

Although corporations are the ones that benefit the most intensively from
information technologies, these technologies have helped create a vigorous
international public sphere. From this perspective, it is true that discussion
groups and web sites supported by powerful search engines have facilitated the
exchange of information in terms of interests and opinions regarding social
issues and debates both locally and globally. On the other hand, the ability to
reach very large groups of people is facilitated by email. The Internet, a system
that does not lend itself to state control, seemingly plays the role of eighteenth-
century cafés alluded to by Habermas (1962/1991; 1981/1984) in his thesis on
the public sphere. It is also true that democratic states can relay public aspira-
tions with regard to human rights, social policies and the environment in the
transnational space. But says Calhoun, this does not account for the ‘partnership
of corporate powers and national governments backed by international agencies
serving that partnership and a global culture heavily shaped by neoliberalism’.
Limitations on the expression of opinions and the debate in the transnational
space should not therefore lead us to exaggerate the power of such a civil society.
It would be difficult for the channels of such expression to find in the transna-
tional space an interlocutor comparable to the national state. Civil society retains
a definite national character and national governments are the ones that echo
opinion movements with considerable ambiguity from their respective societies.
Nevertheless, information technologies provide opportunities and specificities
to at least develop this forum, namely the global public sphere. They facilitate,
both locally and globally, openness, self-organization, cultural creativity and
even forms of solidarity.

Calhoun’s analysis is qualified but essentially optimistic: while noting the
inequalities introduced by information technologies, Calhoun indicates that they
also provide means of creativity, for engineers and designers, as well as for other
users, including artists who use the Internet as a new way of creating and dis-
seminating their work. Dotcoms, he says, offer greater freedom than governments
or even universities. The potential associated with information technologies is not
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just political, but also cultural: they offer means for re-imagining the nature of
social relations and cultural creativity.

A Critical Look at Knowledge Society and Innovation

Developed societies’ obsession with discovery and innovation and consequently
the development of systems to foster creativity and knowledge, has led to a reflec-
tion on the conditions and means for stimulating knowledge-based research and
innovation. For example, researchers have proposed the model of the national
systems of innovations (Freeman, 1995; Lundvall, 1988; 1992; Nelson, 1993); the
system of relations and networks associated with the university-industry-government
Triple Helix (Etzkowitz and Levdesdorff, 2000), which is key to the mastery of
the innovation flow; and the differentiation between two modes of knowledge
production (Gibbons et al., 1994). Mode 1, essentially the former academic
system, is characterized by researchers working in isolation, the compartmental-
ization of disciplines and the fragmentation of knowledge; whereas Mode 2 is
associated with application and utilization, the ability to handle uncertainty and
is carried out within many synergistic institutions, in a transdisciplinary context,
by self-organized, mobile, temporary teams connected via flexible networks.7

In Chapter 6, Creativity in an Orwellian Key: A Sceptic’s Guide to the
Post-Sociological Imaginary, Steve Fuller takes pleasure, and not without reason,
in criticizing this somewhat caricature-like distinction used time and again as a
basis for national scientific policies.8 He is specifically concerned with the
ever-increasing importance placed on transforming universities into ‘engines of
economic growth’. Fuller maintains that an Orwelian regime of Newspeak
demeans our understanding of life in society. The emergence of concepts such as
‘information society’ and ‘knowledge society’ used to describe contemporary
societies on the basis of a single assumption constitutes the most revealing symptom
of such ‘Newspeak’.

Sociology has not remained untouched by this movement, under the effects of
not only a post-sociological discussion centred on key notions of ‘mobility’ and
‘innovation’ – two phenomena that retain their own intrinsic value, independent
of their consequences – but also through the resurgence of interest in the concept
of community, as noted above, to the detriment of the concept of institution, a
reversal that is particularly deceptive in the eyes of the author. However, for
Fuller, the construction of institutions has shaped societies more than individual
or communitarian mobilities, a perspective that could lead to some lengthy
discussions.9

Innovation, presented as the key to competitiveness, is, in the eyes of Fuller,
merely ‘the first global policy craze of the twenty-first century’. The contempo-
rary cult of innovation is simply the celebration of business over industry, a
‘normative economic strategy’ and the ‘prerogative of losers’.

On the basis of Schumpeter’s idea that ‘innovation is creative destruction’,
Steve Fuller has formulated the thesis that ‘innovation is correlated with a
devaluation of what things have been in favour of what they might become.’ He
believes that there is a ‘mystique’ surrounding innovation that promotes the
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presumed genius of the Schumpeterian entrepreneur, who assumes the risks of
innovation and leaves precursors in oblivion. In many cases, it is an absence of
collective memory that makes people capable of ‘recognizing achievements as
innovative’, and many innovations are simply a form of repackaging. One may
well ask whether there are indeed that many truly innovative companies. The
proposals Fuller advances to conclude his thesis seem paradoxical and recall the
introduction to Francis Bacon’s essay on vicissitude:10 (a) innovations are
‘reactivated lost futures’ or as Plato’s Meno said, they are ‘forms of reminiscence’;
(b) ‘a highly innovative society wastes its potential by making poor use of its past.’

Fearing that sociology would be reduced to a ‘genetically programmed version
of rational choice economics’, he reasserts his conviction that, as the founders of
sociology intended, the discipline must distance itself from biology. Innovations
emerge less from some social biologism, than from planned collective effort
aimed at the well-being of humanity. This would broaden human potential. The
state would then have the obligation to ‘seed innovation – in the form of publicly
financed education – as an extension of its transgenerational stewardship over
part of that potential’. In the end, and paradoxically, everything happens as if the
issue was to edify true knowledge societies, a theme taken up by Nico Stehr in
Chapter 2.

Creativity and Communication in the Production of Knowledge

Sociology has rarely broached the idea of creativity, which has for some time
been the private preserve of philosophy and psychology. The role it plays in
classical sociology is marginal. Gabriel Tarde at the end of the nineteenth century
defends interpsychology against Durkheim and his school, and considers inventions
as a factor of change. For Durkheim, society is the breeding ground for ‘creative
effervescence’ (1912/1990: 611) and holds a creative power that no observable
being can equal (1912/1990: 637).11 Although economists have frequently
worked on technological or organizational innovations, sociologists have been far
more active in investigating the production of knowledge and artistic production.
More recently, Hans Joas expanded the concept of creative capacity to include the
entire realm of human action. He believes that ‘a third model of action should be
added to the two dominant models of action, namely rational action and
normatively oriented action. What I have in mind is a model that emphasizes the
creative character of human action. Beyond that, I hope to show that this third
model overarches both the others’ (Joas, 1992/1996: 4).

Joas shows that the idea of creativity, specifically the ability to imagine new,
risky paths through uncharted territory has all too often been viewed as attributing
creative properties to a concrete form of action to the exclusion of all others.
That applies to the three main metaphors for creativity, namely expression (the
idea of authenticity), production (objects) and revolution (radical restructuring
of societal institutions).12 On the contrary, one must think of creativity as the
‘analytical dimension of human action’. Every human action is potentially
creative.
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This theme is broached in this collection of essays only from the perspective of
the production of knowledge. The first two sections of this book focus on the role
of formal knowledge, reflexive creativity and communicational innovations in
social transformations at various levels ranging from organizations, communities
and the public sphere. The third and the last section delves into the relationship
between creativity and communication in the production of knowledge.

Should discovery be perceived as unsocialized, as a product of solitude and
illumination, or rather as an eminently socialized activity tied to networks and/or
institutions? What status should be attributed to creative individuals and what are
their attributes? What role do intellectual discussions and debates play from a
communicational perspective in the development of scientific discoveries and
intellectual developments? What role do the gatekeepers and the audience play?
Is creative capacity tied simply to the strength of an intellectual or scientific
network? What are the features of the most creative institutions? In this final
section, the reader will come to understand the relationship between creativity,
communication and knowledge production from various angles.

Creativity, Communication and Knowledge Status

The relationship as regards the status of knowledge has been the object of debate
and controversy since ancient Greece. Philippe Breton in Chapter 7, Between
Science and Rhetoric: A Recurrent Debate on the Role of Communication and
Creativity in the Definition of Knowledge, goes back to the sources of this
relationship to integrate it into contemporary debate on the status of knowledge.
From this perspective, the starting point must be the Aristotelian distinction
among (a) science based on demonstrative syllogism with definite premises;
(b) reasoning from probable premises based on dialectics and rhetoric; and finally
(c) poetics, the production of fiction. This distinction leads to three types of
knowledge in terms of their relative importance in relation to the division of reality.
It opens a space for scientific thought, a space for plausible knowledge and a space
for fiction.

If we exclude fiction, a central distinction emerges between what is a scientific
statement and what is opinion. Aristotle associated opinion on the one hand to
dialectics and on the other to rhetoric. Bear in mind that in the classical sense,
dialectics, which is different from, yet still oriented towards, the scientific method
(Chrétien-Goni, 2002: 291) is a method of argumentation reserved for open
debate with a view to producing new knowledge, supplemental to a given opinion.13

Opinion is also tied to rhetoric, the persuasive use of language to influence
an audience.14

What status therefore do dialectics and rhetoric occupy in relation to intellectual
creation and discovery? Stated simply, for any idea or statement whether certain
or probable there are two phases – inventio and dispositio: ‘it is one thing to
invent ideas, and arguments, another to structure them appropriately so as to
communicate them’ (Chrétien-Goni, 2002: 291). Inventio defines content for a
subject, whereas dispositio is the phase where the subject is given form.
Opposition between these two moments (which entail intense toing and froing)
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often leads to associating solitude with the process of discovery,15 which for
many would be unsocialized and incommunicable. This explains why heuristics
in the nineteenth century has been reduced to a psychology of discovery, and
suggests that communicational processes do not come into play until after the
solitary inventio phase. Soundly argued discourse to describe the discovery would
therefore be developed in a second phase (dispositio). Following the sequences of
the art of rhetoric, the discourse is then drafted (elocutio or Style) and finally
presented to an audience or in a public debate in a structured form (actio
or Delivery).

With respect to the role of communication in the production of knowledge,
Philippe Breton sees the relationship with the audience as a determining
dimension of knowledge production. Continuing with the Aristotelian perspec-
tive, Breton shows that the solitary scientific approach differs from that of the
dialectician or rhetor,16 who from the outset takes his relationship with the
audience into consideration: ‘reception is an essential mechanism to production
itself.’And even more so for the humanists in the Renaissance era: ‘communication
and production of opinion become inseparable’ because knowledge is conceived
as being co-produced as part of a debate. ‘Knowledge, for Breton, becomes a
matter of network, at least as far as opinion is concerned. It is from there that
some started to think that all knowledge, including scientific knowledge, is
produced within networks’, a thesis also advanced by Randall Collins later in
this collection.

This position goes a long way in understanding heuristic procedures and leads
to a contemporary re-examination of the moments and conditions of creativity. As
regards the moment of invention, without denying the role of the turning point or
moment of ‘illumination’ and the presence of creative individuals, today we
cannot ignore the institutional framework, which consists of departments, labora-
tories and research groups and the role of its intra- and inter-communicational
quality. Reflexive creativity cannot be implemented in organizational isolation.
This helps explain the contemporary institutional configurations of the innovation
processes where interactions, networking, coordination and intensive communi-
cation between scientists, intellectuals and organizations are so central. Such
configurations include multidisciplinarity and hybridization of scientific fields
(Dogan, 2000; Dogan and Pahre, 1990; Hollingsworth and Hollingsworth, 2000;
Latour, 1987), inter-organizational cooperation, strategic technological alliances
and techno-economic networking around scientific, technical and market nodes
(Callon, 1991; 1992).

The status of knowledge: For Philippe Breton, it is essential to strive to understand
the contemporary status of two major constituents of knowledge, namely scientific
statement and opinion. The advantage of scientific statements is that they can be
verified through argumentation and evidence, and can be taken into consideration
by the scientific community because the author of such statements is in a position
to ‘reject any opposite and contradictory statement on the same referent’ (Lyotard,
1979: 43). Opinion17 does not have the same conditions for legitimization.18 It
does not benefit from the laboratory arsenal.19
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Philippe Breton questions whether there is a place for opinion as knowledge
appropriate for public affairs between scientific research for truth itself, and the
pure field of fiction, since the opposition between scientific and literary cultures
endures, without any place given to opinion and rhetoric. This opposition is not
just discipline related; what differentiates the perspectives resides even more in
the distinctions among three positions on the status of knowledge.

The first position, an objectivistic point of view, ranks scientific statement and
opinion (at a much lower level) as forms of knowledge. This perspective tends to
see the humanities and social sciences or the political world as generators of
‘degraded’ knowledge because it is not feasible to construct scientific statements.
Knowledge in these areas is still too strongly tied to opinion.

The second position, which is relativistic, maintains that the production of
scientific statements is equal to the production of opinions, because the relevant
rules of operation are identical. According to this position, the focus should be on
the rhetorical dimension of scientific discourse. There would be no difference
between an objective fact and an opinion, both of which are derived from knowl-
edge, which is always built on rhetoric. The production of knowledge is an
eminently social activity linked to the role of the community of peers.
Legitimization is obtained by way of rhetorical processes and power games.
Breton, however, wonders whether this position in the end degrades all knowledge.

The third position defends the idea that there is symmetry between science and
opinion because the fields being investigated are different. The scientific statement
would be reserved for physical and natural sciences, whereas opinion would
pertain to the social world, particularly the humanities and social sciences.

Sociologists cannot help but think that the variable legitimacy of opinion as
well as that of science has something to do with the societal context, which leads
Breton to hypothesize that there is a close link between the status of knowledge
and the social context for a macro-historical perspective. The status of opinion
and the status of the scientific proposition can only be asserted within a
favourable social context. Breton maintains that opinion-related heuristics only
have meaning in democratic societies that are open to political and legal debates,
as well as to debates on the values of the society. Civil society – an area where
opinions are shaped and even more so where social creativity emerges – can only
thrive in open, democratic social contexts. The affirmation of opinion in the
debate is in direct opposition with social closure, orthodoxies and the most
regressive forms of authoritarianism and fundamentalism. Opinion blossoms,
on the contrary, in multiple forms where there is freedom. From this angle,
which is one of the themes taken up by Nico Stehr, knowledge contributes to
opening up societies, hence the association between knowledge societies and
democratic life.20

The production of knowledge is independent from neither the community of
peers nor the broader audience targeted by the researcher. Knowledge is only
readily produced within macrosocietal contexts that are open to debate, particu-
larly in the case of the social sciences. How Chapters 8 and 9 broach the role of
research institutions, personal characteristics of the great scientific thinkers and
the role of networks, will be discussed in the following paragraphs.
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Scientific Discoveries and High Cognitive Complexity: 
Diversity, Multidisciplinarity and Communication

Rogers Hollingsworth focuses on major biomedical discoveries in Chapter 8 High
Cognitive Complexity and the Making of Major Scientific Discoveries, leading us
to the heart of scientific creativity and raising more concretely the issue of
society’s capacity to create creativity.

Hollingsworth looks at social factors underlying innovation, and like Randall
Collins he places the emphasis on intermediate or mesosociological levels of analy-
sis. Hollingsworth first considers the social and institutional contexts that foster
major discoveries, a theme he developed in his previous works. Then he examines
the properties of laboratories. The primary focus of this chapter, however, from both
psychosociological and neurophysiological perspectives is on people; those
research scientists who have made major scientific discoveries. His research covers
more than 290 scientific discoveries, in the basic biomedical sciences in France,
England, Germany and the United States, and takes into consideration the institu-
tional and organizational properties of the laboratories and the personal character-
istics of the researchers, for example, their socio-cultural origin and the diversity of
their fields of interest and avocations. The main thrust of his study is the concept of
‘high cognitive complexity’, namely a person’s capacity to understand a complex
world, establish ‘connectivity among phenomena in multiple fields of science’, and
transpose ideas from one field of knowledge to another.

Hollingsworth distinguishes two types of laboratories in terms of their
organizational features: Type A laboratories, which are characterized by greater
‘cognitively scientific diversity’; Type B laboratories, which have more
restricted areas of research and remain essentially oriented towards a single dis-
cipline. His conclusion is clear: the probability of a discovery being made in a
Type A laboratory is far greater than in Type B laboratories. It is remarkable to
observe that integrating significant scientific diversity is essential for addressing
issues relative to different scientific fields. Hollingsworth demonstrates the
importance of multdisciplinarity, and the central role of communication and
scientific dialogue within research institutions for strengthening the integration
of knowledge and expanding intellectual horizons. Diversity and integrating
diversity are inextricably linked to communication and intense interaction not
only between researchers within the same laboratory, but also among laboratories
within the same institution. And if the internalization of a ‘high level of cogni-
tive complexity’ is a necessary condition for major discoveries, it is essential to
understand the variation in ‘high levels of cognitive complexity’ among research
scientists themselves.

Hollingsworth devotes much of his essay to resolving this enigma. His analysis
is derived from various sources: interviews with various research scientists in
various countries, a study of archives and various documents (autobiographies,
etc.). The hypothesis he is attempting to verify is that ‘cognitive complexity tends
to have its roots in various social psychological processes.’ The two processes he
is investigating are: the internalization of multiple cultures and the practice of
non-scientific avocations.
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According to Hollingsworth, the ‘multiple cultural identity’ builds one’s
capacity to ‘live intuitively in multiple worlds simultaneously’ and to ‘observe the
world in more complex terms’. This leads to a greater potential for innovation.
The example he provides is that of German–Jewish scientists, whose exceptional
achievements cannot be explained only by the importance given to reading and
formal learning within Jewish families. Their double interior/exterior identity and
status as strangers have played a major role, as seen with certain Nobel Prize
winners such as Gertrude Elion and Rosalyn Yalow. Marginality definitely played
a role, so also determination fuelled by sacrifice, discipline and a huge curiosity
for new things: these are the socio-psychological conditions for innovation in
science. Diversity is not just about religious or ethnic diversity; it can also be
linked to social origin.

The second dimension pertaining to the concept of ‘high cognitive complexity’
involves ‘non-scientific avocations’. Hollingsworth’s hypothesis is that whenever
research scientists have other fields of interests and practices – art, crafts, music,
literature and even politics – these have a positive effect on the research they
undertake because such avocations serve to expand their cognitive complexity
and foster intuitions from non-scientific fields. Major discoveries could therefore
be partly tied to an ability to establish unexpected connections among different
fields.

If internalizing high cognitive complexity is a necessary condition for making
major discoveries and if research scientists who have this characteristic do not
achieve such major discoveries, we need to explore why the results among
researchers vary. Hollingsworth therefore connects, on the one hand, the results
of his study of the process of discovery and high cognitive complexity, and on the
other, recent results in the fields of neuroscience and cognitive psychology. To
explain cognitive variation observed among research scientists with high cogni-
tive complexity, Hollingsworth hypothesizes that besides chance and contingency
‘the starting point of this literature is that every brain is unique and distinctive’,
specifically because of the very complexity of the brain, which provides multiple
combinations of interconnections between its different parts and leads to
extensive, ongoing differentiation. The institutional dimension serves to combine
these personal characteristics, providing research scientists with high levels of
cognitive complexity an opportunity to work together in centres and laboratories
that foster diversity, communication and interaction in the quest to understand
particularly complex phenomena. With their capacity for dialectics and rhetoric,
they will then be in a position to translate their knowledge for the scientific
community, which will, where applicable, recognize it as a major discovery.

Hollingsworth’s study remains as he himself acknowledges ‘essentially at the
stage of hypothesis and/or theory generation’. Efforts can be made to promote
specific types of laboratories, or specific types of organization, but given that
major discoveries are rare, it is clear that, as Fuller also underlined, planning a
discovery is difficult to accomplish: discoveries seem to emerge from chaotic
processes, associated with risk and contingency. Reflexive creativity cannot be
viewed in a deterministic manner, independent of ongoing interaction between
individuals and institutions. Major discoveries are made by individuals with
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remarkable characteristics, but as Hollingsworth’s research shows it is not possible
to disregard the role of ‘structural and cultural environments where the scientist’s
potential can be realized’.

Beyond the Great Research Scientists: Network Creativity

For Rogers Hollingsworth, the chances of making a major scientific discovery are
associated with individuals who have internalized multiple cultures, have the
capacity to integrate knowledge from many scientific fields, and are sustained by
research institutions that foster multidisciplinarity and intense scientific dialogue.
However, for Randall Collins, the creativity of intellectual networks is paramount.
In Chapter 9, The Creativity of Intellectual Networks and the Struggle over
Attention Space, Collins focuses on intellectuals, particularly philosophers. The
author sees creativity as synonymous not with discoveries or problem-solving,
but rather with the definition of new topics, or the development of new tools of
argument, and the opening of new avenues of research for new generations of
intellectuals. The primary condition of creativity is not, he challenges, the pres-
ence of brilliant individuals or geniuses; the main actor and creator is the network,
that is, the fairly dense system of relationships and interactions that operates like
a fraternity or a clan.

Thinkers should not be thought of as being in splendid isolation, but rather as
participants in a network, which is itself defined as the actor on the intellectual
stage. Networks should be defined as intergenerational groupings incorporating
the eminent master surrounded by his or her disciples and their equally eminent
students; as well as in terms of the ideas, intellectual movements and emotional
energy that circulate through these networks, are placed by contemporaries at the
centre of attention and transformed from generation to generation. Within this
attention space, ‘creativity occurs by conflict among rival positions’ with regard
to the same problem set. The eminent thinker, canonized by history, is merely
‘a concentration, a distillation of what the network has done.’ Collins therefore
questions the role of the genius per se in the history of ideas.

His general hypothesis is: ‘eminence attracts eminence.’ Eminent intellectuals
are defined as those who are connected with other eminent intellectuals, whether
vertically through the generations or horizontally with other intellectuals on their
way to making their mark historically. Collins defines eminence as the influence
intellectuals exert on future generations, as seen through the dissemination of
their written works and the place their name acquires in the history of their
discipline.

Intellectual networks are characterized by the circulation and rearrangement of
ideas, intense arguments, as well as emotional energy and powerful ambitions and
rivalry. The great thinkers are those who are rewarded for what occurs within the
network. These relationships, which are at once cognitive and emotional, are often
so intense that they could be qualified using Durkheim’s expression ‘collective
effervescence’ around the great thinkers who exercise charismatic power as a
result of their level of concentration, the energy they place in intellectual production,
and their total commitment to their work. Through these networks, students for
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their part acquire intellectual sophistication, as well as emotional energy from
their masters. This brings us back to the importance of solitude alternating with
social contacts in intellectual production. What leads actors to reach the top of the
attention space above the mass of intellectuals is their immense emotional energy
and the long, intense reflection that results in a major rearrangement of ideas.
Collins therefore like Hollingsworth stresses that thinkers are involved in the
‘internalized conversations of the network’ and that ‘creativity is a process of
making coalitions in one’s mind, fitting together arguments that feel successful.’
For Collins, however, all processes of intellectual creativity exhibit a collective
character: it is the network that carries the action, even if the ideas, at any particular
instant, are in someone’s brain, or are being formulated by an individual.21 This
is where dialectics and rhetoric come into play in the networks that communicate,
distribute, combat and transform ideas. Collins stresses the conflictual character
of intellectual life: without conflict, there is no creativity, only tradition! What
distinguishes those who reach the top is their high level of concentration, their
emotional energy and their ‘fanatical focus’. The network itself generates
opposition and rivalry, which draws attention to issues raised by the network.
Creativity, Collins says, occurs when energy is growing, in conjunction with a
positive reception in the attention space.

Processes for Evaluating Creativity

As noted earlier, the community of peers contributes to legitimizing the intellectual
or scientific process. It accomplishes this in a mass system by way of an evalua-
tion system. Originality in research and publications is one of the main criteria
used to evaluate creative and research work, in art, literature, the humanities and
science. Is this not the primary goal of research and an institutional standard of sci-
ence? There is clearly, primarily in the sciences, a race to be the first to present new
findings or new interpretations. The process is all the more competitive because
success translates into multiple recognition, not to mention the resources needed
to pursue one’s research. Latour and Woolgar (1979) dubbed this the ‘credibility
cycle’. Included among the major social and cultural factors leading to inventions
and innovation identified by sociologists are the mechanisms used to evaluate
research. These evaluations place the work before an ‘effective’ audience, which
Michel Meyer differentiates from the ‘projective’ audience (2004a: 38–42; 2004b:
134–36);22 the effective audience is represented by those who evaluate journal
articles, research projects, or are responsible for awarding the prizes or awards. The
effective audience, in the form of the Peer Review System, or Gatekeeping, has the
singular function in the sciences to evaluate, select and legitimize research projects
and findings from the perspective of creativity, innovation, relevance and originality,
a function that reflects the dialectics stage discussed earlier. But what do we really
know about how this particular audience operates?

Michèle Lamont et al., in Chapter 10 Evaluating Creative Minds: The
Assessment of Originality in Peer Review suggests a way of analysing the peer-
review process from the standpoint of originality, as it applies to the award of grants
by the peer review panels formed by the major social sciences and humanities
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funding organizations in the United States and Canada. It is generally recognized
that the determining factor in awarding grants and prizes is the quantity – not only
for the reasons outlined by Collins, but also for bureaucratic reasons – as well as
the quality of a researcher’s work and publications, which is more complex to
evaluate. One of the main criteria consists in acknowledging the innovative and
original character of the research. But what exactly is meant by originality? In the
sciences, originality is often associated with the making of new discoveries, but
how is originality defined in the humanities and social sciences? And what kind
of expertise is needed for recognizing originality and innovativeness? Originality
is not obvious, and that is precisely what made Lynn Dirk say, ‘there is double
jeopardy: the difficulty in being original is made all the more difficult by the
problem of evaluating originality’ (Dirk, 1999: 766). It is well known that within
scientific environments that are not free from dogmatism, there is considerable
resistance to change, which corresponds to an ‘essential tension’ between
tradition and change in the sciences (Kuhn, 1977). Whenever a new paradigm is
needed, the definition of originality is the subject of conflict and endless negoti-
ations. In an attempt to understand how originality is evaluated, Lamont et al.
conducted interviews with members of evaluation panels from various disciplines
(including interdisciplinary fields).

The authors demonstrated the impact of three elements. First, the evaluation
process is conducted in a bureaucratic context and consists of well-established
procedures as well as explicit rules; second, the evaluation not only addresses the
specific characteristics (subject, theory, method, hypotheses, etc.) of the proposals
themselves, but also addresses the candidates’ characteristics (their personal and
moral qualities, such as integrity, courage, independence, sense of responsibility,
audaciousness and other qualities such as brilliance). The interesting issue here is
that this shift from project characteristics to the candidate’s qualities indicates that
the peer-review panel contravenes its own desire to maintain its objectivity by not
complying with the Mertonian diktat according to which a strict distinction must be
observed between the proposals and the proposers. Finally, the panelists’ decision
entails elements of trust towards the candidate and along with an emotional
response (enthusiasm, excitement, etc.) towards the proposals. Originality elicits
strong feelings ranging from admiration to objection.23 The emotional load
associated with evaluating research work is all the stronger because it entails the
evaluation of work by researchers who are often competitors. In conclusion, the
authors postulate the existence of the same ‘rhetoric of excellence’ among the var-
ious disciplines, thereby putting into perspective the differences previously raised in
the literature, at least as far as the discourse of originality in concerned. They point
to other avenues of research for the sociology of knowledge and science, including
the study of decisionmaking within the dynamic context of the evaluation process.

Conclusion

Modern societies are generating and absorbing change at an accelerated pace. This
seemingly disorganized race towards advanced modernity is driven essentially by
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knowledge, communication and creativity. A significant part of this collection of
essays is devoted to understanding and analysing knowledge and communication
as the sources and effects of social transformations. Although the focus today is
often on globalization, the essays presented in this collection support the idea that
as much importance should be placed on knowledge, innovation and the immense
development in communications if we are to understand the transformations
affecting communities, organizations and economic institutions, the opening up
of societies and the transformation of the public sphere, all of which are discussed
at length in this collection. As Nico Stehr states in Chapter 2, we live in fragile
societies and they are fragile, not because they are liberal democracies but
because they are knowledge based. If this has freed up capacities for action, it
also contains enormous risks and uncertainty, and consequently social and
political problems along with central moral issues.

Beyond these analyses, this book devotes special attention to understanding
ties between creativity and communication in the production of knowledge. The
sociological perspectives presented in these essays are clearly separate from a
heuristic approach that is reduced to the psychology of discovery and creativity.
The authors weigh in on the role of individuals, intellectual and scientific
networks and the community of peers and institutions. It would be unrealistic to
view intellectual and scientific creativity as purely solitary pursuits driven by the
individual genius of actors. At the same time, in attempting to understand
creativity, one cannot overlook the fact that ‘the actor is never just a social being:
he is not in society but facing it and mostly facing the power hidden within its
institutions, standards and interests’ (Touraine, 1999: VI). Solitude and illumi-
nation, terms that frequently crop up in reports describing highly creative
moments, cannot be seen in any other light. But although cognitive complexity,
which Hollingsworth associates with great discoveries, is built as a habitus
within individuals and becomes one of their defining characteristics and
strengths, it is still forged through strong social and intellectual experiences. The
concept of reflexive creativity specific to advanced knowledge societies cannot
be defined in a deterministic manner independent of ongoing interaction among
individuals within networks and institutions. The large infrastructures put in
place within the framework of research policies are clearly indispensable, but
they cannot lead to discoveries, innovations, or the definition of new problems
without this high quality of communication which is neglected in many
academic settings. Networks are not however a simple grouping of relationships
and exchanges. The circulation of ideas, conversations, debates and conflicts that
occurs within research institutions and networks mobilize individuals, some
of whom, perhaps thanks to their high cognitive complexity, will succeed in
producing creative rearrangements which will change thought, culture and
social practices.

Endnotes

1 We would like to thank André J. Bélanger for his incisive and insightful comments on the first
version of this chapter. We would also like to thank Lottie White for her work on the translation.
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2 Organizations and institutions can be described as sets of embedded knowledge which include
technology, administrative procedures, organizational structures and hierarchical relations (Lam, 2004).

3 In general, the new growth theories have recognized the importance of knowledge, but it must be
said that they have not, however, delved very far into an understanding of what makes it productive. In
practice, knowledge has diverse forms and its relationship with economic production is highly complex.

4 One of the significant consequences of a more sophisticated education is that in the long term it
has the capacity to make individuals less dependent on the national system in which they were raised.

5 See Sales (2005) and Amsellem (2007). COVISINT which seemed to be in the automotive indus-
try a model of integration for electronic trade and Business-to-Business (B2B) eMarket place, failed
because of ‘a lack of trust and acceptance among automotive suppliers’.

6 Steve Fuller in Chapter 6 takes a highly critical view of this theme.
7 ‘In Mode 1 problems are set and solved in a context governed by the, largely academic, inter-

ests of a specific community. In contrast, Mode 2 knowledge is carried out in a context of application.
Mode 1 is disciplinary while Mode 2 is transdisciplinary. Mode 1 is characterized by homogeneity,
Mode 2 by heterogeneity. Organisationally, Mode 1 is hierarchical and tends to preserve its form,
while mode 2 is more heterarchical and transient. Each employs a different type of quality control. In
comparison with Mode 1, Mode 2 is more socially accountable and reflexive. It includes a wider, more
temporary, and heterogeneous set of practitioners, collaborating on a problem defined in specific and
localized context’ (Gibbons et al., 1994: 3).

8 For a particularly stimulating critique of the Mode 1 and 2 models as well as the ‘Triple Helix’
model, see Shinn (2002); see also Godin and Trépanier (2000).

9 See for example Urry (2000) or the literature on world systems and transnational flows.
10 ‘Salomon saith, There is no new thing upon the earth. So that as Plato had an imagination, That

all knowledge was but remembrance; so Salomon giveth his sentence, That all novelty is but oblivion’
(Bacon, 1625/1985).

11 This concept of social creativity is moreover not a question of caprice for Durkheim, given the
importance he places on the concept of the ideal, of which creation is what allows society to make and
remake itself, incessantly: ‘A society can neither create nor recreate itself without creating an ideal’
(1912/1990: 603).

12 One could perhaps expand on Joas’ idea by showing that artistic, literary and other forms of
creation are the articulation of expression and production, whereas innovations are the articulation of
production and revolution. All major technological innovation – to wit printers, steam engines and
computers – lead to (cause and effect) not only an increase in productivity but also and especially to
a transformation in production relationships and in organizational and institutional changes.

13 ‘Dialectics is therefore the “art of discussion and examination”, and although the goal is not to
seek the truth, in focussing on opinion it provides a set of instruments that make it possible to argue
any topic and as such dialectics ends up being a general methodology for researching and under-
standing principles’ (Chrétien-Goni, 2002: 291).

14 ‘Rhetorics is the art of expressing something to someone, the art of acting through words on
opinions, emotions, decisions at least within the limitations and standards governing the mutual
influence of the interlocutors in a given society. Rhetorics is also the discipline underlying the methodical
exercise of this art, by learning to prepare an appropriate discourse. The underlying principle of
rhetorics is philosophical reflection on the eloquence and power of language in human societies and the
capacity to adjust our representations to those prepared by other’ (Douhay-Soublin, 2002: 927).

15 And moreover one’s own search for truth regardless of the audience’s opinion.
16 But are research scientists not also called upon to be dialecticians and rhetor, beyond the

‘illumination’ phase?
17 Opinion should not be confused with dogmatic statements, because unlike the latter opinion can

be debated.
18 Perelman said that unlike ‘demonstration, which can be presented in the form of calculations,

argumentation is designed to persuade or convince others, and is only conceivable in a psychosociological
context’ (1968: 367).

19 Let any human being have enough information and exert enough thought upon any question,
and the result will be that he will arrive at a certain definite conclusion, which is the same that any
other mind will reach under sufficiently favorable circumstances. . . . There is, then, to every question
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a true answer, a final conclusion, to which the opinion of everyman is constantly gravitating (Peirce
quoted by Habermas, 1968/1971: 126).

20 This central link, however, may be deeply affected by the breakdown in the traditional public
and private dialectics tied to the transnational expansion of the private sector. This breakdown
deconstructs the role of national civil societies, hence the demands to build an international public
society, as discussed by Craig Calhoun.

21 It is interesting to note that certain research pschyologists have adopted this position. The work
of Mihaly Csikszentmihalyi in this area is significant: ‘My goal in this chapter will be to argue that
while the mind has quite a lot to do with genius and creativity it is not the place where these
phenomena can be found. The location of genius is not in any particular individual’s mind, but in a
virtual space, or system, where an individual interacts with a cultural domain and with a social field.
It is only in the relation of these three separate entities that creativity, or the work of genius, manifests
itself’ (1998: 39; see also 1996).

22 The projective audience is the audience targeted by the research and its impacts (a discipline, a
society, a community, etc.).

23 This could well be explained by what Nietzsche said of originality: ‘What is originality? To see
something that does not yet bear a name, that cannot yet be named, although it is before everybody’s
eyes. As people are usually constituted, it is the name that first makes a thing generally visible to them. –
Original persons have also for the most part been the namers of things’ (Nietzsche, 1882/1910: 207–08).
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2

Modern Societies as Knowledge
Societies1

By Nico Stehr

In advanced societies, in the last couple of decades, the capacity of the individual
to say no has increased considerably. At the same time, the ability of the large
social institutions to get things done has diminished. These developments are
related. Appropriating Adolph Lowe’s astute observation, we are witnessing a
change from social realities in which ‘things’ at last from the point of view of
most individuals simply ‘happened’ to a social world in which more and more
things are ‘made’ to happen. In this brief contribution, these new realities are
described as representing the emergence of advanced societies as knowledge
societies. I will describe these transformations not only as real and unprecedented
gains from the perspective of the individual and small groups but also what may
be described as a rise in the fragility of society.

First, I will refer to the concept of knowledge societies and examine the notion
of knowledge, defined as a capacity to act and examine some of the objections
that might be raised against my perspective. Second, I will describe the reasons
for the importance of scientific knowledge as one among various forms of
knowledge in advanced societies and refer to the limits of the power of scientific
knowledge. Finally, I describe some of the features of the changing economy
before turning to the consequences of the advancing ‘knowledgeability’ of actors
in modern society.

Introduction

In some way or other, any knowledge, and especially all common knowledge of
identical objects, determines in many ways the specification (Sosein) of society.
But all knowledge is ultimately also conversely determined by the society and its
structure.

Max Scheler, 1924/1990: 17

John Stuart Mill, in The Spirit of the Age (1831), published after his return to
England from France, where he had encountered the political thinking of the
Saint-Simonians and of the early Comte,2 affirms his conviction that the intellec-
tual accomplishments of his own age make social progress somehow inevitable
(Cowen and Shenton, 1996: 35–41). But progress in the improvement of social
conditions is not, Mill argues, the outcome of an ‘increase in wisdom’ or of the
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collective accomplishments of science. It is rather linked to a general diffusion of
knowledge:

Men may not reason better, concerning the great questions in which human nature is
interested, but they reason more. Large subjects are discussed more, and longer, and by
more minds. Discussion has penetrated deeper into society; and if greater numbers than
before have attained the higher degree of intelligence, fewer grovel in the state of
stupidity, which can only co-exist with utter apathy and sluggishness.

(Mill, 1831/1942: 13)

Mill’s observations in the mid-nineteenth century, a period he regarded as an age
of moral and political transition, and in particular his expectation that increased
individual choice (and hence emancipation from ‘custom’) will result from a
broad diffusion of knowledge and education, strongly resonates with the notion
of present-day society – the social structure that is emerging as industrial society
gives way – as a ‘knowledge society’.

The foundation for the transformation of modern societies into knowledge
societies is to a significant extent based on changes in the structure of their
economies. The source of value-adding activities increasingly relies on
knowledge. The transformation of the structures of the modern economy by
knowledge as a productive force constitutes the ‘material’ basis and one of the
justification for designating advanced modern society as a ‘knowledge society’.

Objections

The term ‘knowledge society’ is a broad historical concept. Aside from the claim
that there are much more appropriate conceptual labels to describe modern soci-
ety or that we manage to cope in much of our ordinary lives without much of an
understanding, for example, why technical things work (see Hardin, 2003), there
are at least two related and apparently powerful objections to the term ‘knowledge
society’.

The most frequently heard reproach is that of historical repetition. The
sceptics quickly offer the observation that we have always lived in knowledge
societies. The term and the theoretical platform ‘knowledge society’ is not new;
nor does it afford, as a result, any fresh insights into the architecture of present-
day social systems and its forms of life. Even the rise of distant civilizations, for
example, those of the Aztecs, the Romans and the Chinese, was always also a
matter of their superior knowledge and information technology. Power and
authority were never merely processes based on physical superiority alone.
Moreover, knowledge is an essential characteristic of all forms of human
activity.

The second objection refers to the concept of knowledge. It is seen as ill defined,
perhaps as too ambivalent and contradictory to allow the construction of a theory
of society. Knowledge is an essentially contested term. It is therefore doubtful
whether it can become a foundation stone for the analysis of social conduct.

The first objection is fair but hardly decisive. Knowledge has indeed always
played an important role in human relations. This, therefore, is not at issue. What
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needs to be asked is why the role of knowledge has recently, that is in advanced
modern societies, emerged as constitutive and increasingly displaced and
modified those factors that have until now been basic to social existence. The
material foundation of social action is being displaced by a symbolic foundation.
Capital largely deposed land during the industrial revolution; today knowledge
diminishes the significance of both factors. Constitutive for social integration and
not only for the creation of new economic value is knowledge. But it is surprising
that knowledge and technological change continue to constitute the Achilles’ heel
of contemporary economic theory. More about the category knowledge in a
moment.

So despite the fact that there have also been societies in the past based on
knowledge-intensive action, the idea that modern society is increasingly a knowledge
society is meaningful and has practical relevance. It is as meaningful to refer to
modern society as a knowledge society as it was to refer to ‘industrial societies’,
even though there had been past social systems that were based on the work of
‘machines’. If knowledge is not just a constitutive feature of our modern economy
but a basic organizational principle of the way we run our lives, then it is justifiable
to talk about our living in a knowledge society. This means nothing more and
nothing less than that we organize our social reality on the basis of our knowledge.

Loss of Political Power through Knowledge

In the 1950s the sociologist Helmut Schelsky (1954: 24) sketched out his version
of a nightmare: the use of electronic calculating machines raises the spectre of the
totalitarian state, he claimed. ‘Such a government machine can demand absolute
obedience, since it will be able to predict and plan the future with perfect
reliability,’ he prophesied, and ‘in the face of technically guaranteed truth, all
opposition is irrational.’ Half a century later the American entrepreneur and
futurologist Bill Joy (2000) is warning us of a development that possesses simi-
larly nightmarish characteristics: his greatest fear is that nanotechnology might
start to evolve independently of its human creators. This and other technologies
of the future could put the human race on the endangered species list, he claims.
Schelsky’s prediction was right in line with the Zeitgeist prevailing in the middle
of the twentieth century – and as Joy’s admonitions show, this Zeitgeist is showing
no signs of ageing. This phenomenon is the result of a symptomatic overestimation
of the power of modern knowledge and technology. Yet paradoxically knowledge
and technology are perhaps the most significant sources of the open, indeterminate
society that is growing up around us today. Despite all pessimistic predictions we now
find ourselves compared to past historical epochs witnessing the end of the
hegemony of such monolithic institutions as the state, the church and the military.
The conduct of the latter’s representatives betrays a growing scepticism as to
their continuing capacity to regulate social conditions: controlling, planning and
predicting social conditions are becoming increasingly more difficult. Society has
become more ‘fragile’. Yet it is neither globalization nor the economization of
social relations that is responsible for this state of affairs but the loss of political
power through knowledge (see Stehr, 2001: 59–64; Weber, 1922/1964: 339).
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Knowledge

In order to fully demonstrate and appreciate the significance of knowledge for
societies and social action, particularly in advanced societies, and therefore for
the assertion that knowledge is not merely the master key for unravelling the
secrets of nature and society but the becoming of a world, it is necessary to first
formulate a sociological concept of knowledge that differentiates between what is
known, the content of knowledge and knowing itself.

One can define knowledge as ‘the capacity to act’, as the potential to ‘start
something going’, and as a model for reality. Thus scientific or technical knowl-
edge is primarily nothing other than the ability to act.3 The privileged status of
scientific and technical knowledge in modern society is derived not from the fact
that scientific discoveries are generally considered to be credible, objective, in
conformity with reality, or even indisputable, but from the fact that this form of
knowledge, more than any other, incessantly creates new opportunities for action.

Science is not merely, as once widely thought, the key and the solution to the
mysteries and miseries of the world, but is the becoming of a world. The idea that
knowledge is a capacity for action that transforms or even creates reality is
perhaps almost self-evident in the case of social science knowledge but less
persuasive in the case of the natural sciences. But in the case of contemporary
biology one is more and more prepared to acknowledge that biological knowledge
extends to the fabrication of new living systems. Biology does not simply study
nature. It transforms and produces novel natural realities. Biology and biotechnology
are closely linked.

Knowledge, as a generalized capacity for action, acquires an ‘active’ role in the
course of social action only under circumstances where such action does not
follow purely stereotypical patterns (Max Weber), or is strictly regulated in some
other fashion. Knowledge assumes significance under conditions where social
action is, for whatever reasons, based on a certain degree of freedom in the
courses of action that can be chosen.4 Karl Mannheim (1929/1936) defines, in
much the same sense, the range of social conduct generally, and therefore
contexts in which knowledge plays a role, as restricted to spheres of social life
which have not been routinized and regulated completely.5

It would be misleading to conclude that the conception of knowledge as a
capacity for action and not as something, using the most traditional contrasting
image, that we know to be true, thereby supports a reversal of the metaphor
‘knowledge is power’ into ‘power equals knowledge’. Indeed, the implementation
of knowledge requires more than knowing how to put something into motion. The
realization of capacities of action and power, better, control over some of the
circumstances of action, are allies. The relation is not symmetric. Knowledge
does not always lead to power. Power does not lead to knowledge and power does
not always rely on knowledge.

If one images ‘society as a laboratory’ (Krohn and Weyer, 1989: 349) in order
to capture the idea that research processes and the risks associated with them, for
example, in the case of nuclear technology, the planting of genetically modified
seeds or the use of chemicals with certain undesirable side effects, are moved
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outside the established boundaries of science into society, such an image alerts us
to the observation that the replication of laboratory effects outside the laboratory
requires as a basic pre-condition the ability to control of the very conditions under
which the effect was produced or observable, in the first instance. This implies
that one needs to reproduce – outside the laboratory, for example, on a field – the
experimental conditions that made the initial observation possible, in the first
instance. It is only then that the initial observation of an effect can be duplicated.
This also means that every ‘realization’ of knowledge, not only of major experi-
ments, requires the ability to control the circumstances of action. Put differently,
the ‘application’ of scientific knowledge in society demands an adjustment to the
existing conditions of action or social conditions that have to be transformed
according to the standards set by science. Given the social prestige of natural
science knowledge, it is much more likely that conditions of societal action conform
to and are adjusted in ways to conform to requirements of such knowledge rather
than social science knowledge.

In the sense of my definition of knowledge, scientific and technical knowledge
clearly represent ‘capacities for action’. But this does not mean that scientific
knowledge should be seen as a resource that lacks contestability, is not subject to
interpretation, travels without serious impediments (e.g. as in the sense that
knowledge travels even more effortlessly than money and spreads instantly), can
be reproduced at will and is accessible to all nor that scientific and technical
knowledge primarily convey unique and generally effective capacities for action.

What counts in modern societies, especially in the sense of gaining advantages
in societies that operate according to the logic of economic growth and are
dependent on the growing wealth of significant segments of the population, is
access to and command of the marginal additions to knowledge rather than the
generally available stock of knowledge.6 Knowledge need not be perishable. In
principle, a consumer or purchaser of knowledge may use it repeatedly at diminishing
or even zero cost.

The Age of Knowledge Work

Scientific discoveries do not usually live up to the reputation of infallibility they
possess: they are very often disputed, and despite its social standing, scientific
knowledge is almost always questionable. For this very reason it is continually
losing, at least temporarily, its practical relevance. Scientific interpretations must
come to a ‘conclusion’ – only then do they have any practical value. In our
modern society, this task of bringing trains of thought to a conclusion and
rendering scientific insights ‘useful’ is carried out by ‘knowledge workers’.

Knowledge-based occupations should not be seen as passive media obtaining,
collating, systematizing, or in some other way neutrally ‘operating’ on knowl-
edge, and then transmitting that knowledge to various receivers. Of course, they
engage in all those activities. But the outcome is that their work on knowledge
changes it. Knowledge is never an unproblematic ‘currency’ which can be easily
exchanged. The exchange controls and restrictions are often formidable and
enforced. Experts selectively invoke their interpretation of knowledge. Therefore,
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the definition of the priorities of action and the definition of the situation by
clients are often mandated by experts consulted for advice. The knowledge that is
passed on, in some way, undergoes changes as it is transmitted. Experts transmit
and apply knowledge, but they do so in an active fashion. It is this activity that
needs to be examined quite closely, as the transformative activity is one of the
keys to any comprehensive and systematic understanding of the function of
experts, and of the conditions for the demand for experts and their knowledge in
advanced societies.

The centrality of knowledge-based occupations or, to use a narrower term,
experts in knowledge societies does not mean that we are on the way, as social
theorists have feared in the past, to a technocratic society. A technocratic model
of society and its major social institutions, which ‘sees technicians dominating
officials and management, and which sees the modern technologically developed
bureaucracies as governed by an exclusive reliance on a standard of efficiency’
(Gouldner, 1976: 257) is but a nightmare, an ideal type or a utopia. Quite a
number of arguments can be deployed to demystify the threat of technocracy and
a new ruling class made up of faceless experts. The most persuasive argument is
social reality itself, which has failed to support the transformation of society in
this direction. The long-predicted emergence of technocratic regimes has not
materialized. What then are some of the consequences of a more widespread
dissemination of knowledge in modern societies?

Living in Knowledge Societies

The conviction that a widespread dissemination of knowledge and skills constitutes
enormous emancipatory potential was one of the basic motives of the Age of
Enlightenment. A curious yet persistent feature of various contemporary
discussions of the social role of knowledge, of information and of skills in mod-
ern society is its one-sidedness as well as the lethal proximity to conspiratorial
theories of history. Knowledge is frequently not seen as a capacity to act, it is
rather perceived as incapacitating and not as enabling but as restraining or as
subservient to capital.

There typically is a preoccupation with the repressive potential or the dangers
associated with an increase of human knowledge and technical artefacts, espe-
cially when its control almost naturally flows to and is employed by powerful
aggregate social agents such as the ruling social class, the state, multinational
corporations, the class of intellectuals, the military–industrial complex, the
professions, the estate of science, the Mafia, political parties, the managerial
class and so on. Knowledge becomes a prominent force of generalized repression
and manipulation.

Similarly, at the opposite end of the social spectrum, discussions about the social
distribution of knowledge tend to emphasize and in fact reflected the dispossession
of individual actors in everyday life from access to expertise and technical
competence, thereby reducing them to the role of helpless victims, exploited con-
sumers, alienated tourists, bored students, deskilled workers, manipulated voters
and therefore to the role of individuals that are constantly overwhelmed by the
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magnitude and pervasiveness of the power of large organizations whose power now
also rests on their command of scientific knowledge and expertise.

This trend towards the development of fragile social systems is the result of an
(uneven) extension of individuals’ capacity for action in modern societies. The
power of large institutions is being increasingly undermined and replaced by
small groups with a growing capacity for action. The extension of the capacity to
act in the case of individuals and small groups is clearly considerable, especially
since the enlargement of options to act can be small and yet have a major impact,
for example, in situations of conflict with major corporate actors.

As Dorothy Nelkin (1975: 53–54) has shown in her study of the competitive
use of technical expertise in two major controversial political decisions to extend
a large airport and to develop a power plant in the United States, ‘those opposing
a decision need not muster equal evidence.’ That is to say, ‘it is sufficient to raise
questions that will undermine the expertise of a developer whose power and legit-
imacy rests on his monopoly of knowledge claims or claims of special expertise.’
In both public controversies studied by Nelkin about the political decision at hand
involving the extension of a major airport and the development of a power-generating
station, the ambivalences, uncertainties and disputes among different experts that
became manifest in hearings were both a major stimulus and justification for the
political challenges brought to bear in the conflict situation by affected citizens as
well as for the ultimate decisions arrived at in the hearings. The disputes in the
court were of greater importance than the original plans that generated the
conflict, in the first instance. In the end, the additional runway requested for
the airport was not constructed and the nuclear power plant was not built although
a coal plant was completed on the site instead.

Using the term ‘fragility’ to designate this state of affairs is intended to underline
the fact that not only has the capacity of supposedly powerful institutions to
‘control’ society declined as has their capacity to predict social developments.
But what has caused society’s centre of gravity to shift in this way? What forms
is this development taking, and what consequences will it have?

I submit that these social changes are coming about because knowledge is no
longer simply a means of accessing, of unlocking, the world’s secrets but itself
represents a world in the process of coming into being – a world in which in all
spheres of endeavour knowledge is increasingly becoming both the basis and the
guiding principle of human activity. Of course all interpersonal relationships are
based on the principle that people possess knowledge about each other. And
political power has never been based purely on physical force; it has always relied
in part on superior knowledge. Social reproduction is not just a physical process
but is also a cultural process. It implies the reproduction of knowledge. In this
sense one can also consider past social structures as early forms of ‘knowledge
societies’.

Knowledge societies arise not as the result of simple, one-dimensional
processes of social change. Though modern developments in communication and
transportation technology have brought people closer together, regions, cities and
villages are still by and large isolated from each other. The world may be opening
up, and the circulation of fashions, goods and people becoming more intense, but
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differing convictions as to what is ‘sacred’ still create insurmountable barriers to
communication. The meanings of such concepts as ‘time’ and ‘place’ are under-
going transformation, but borders separating people continue to be objects of
intense respect and even celebration. Though fascinated by globalization, we also
live in an age obsessed by identity and ethnicity. The trend towards the global
‘simultaneity’ of events is accompanied by a territorialization of sensibilities and
a regionalization of conflicts.

The Social Role of Knowledge

As I have indicated in the previous section, attempts to comprehend the social
functions of modern science and technology have always come up against a dead
end. Both conservative and liberal analyses of modern society conclude with
sombre prophecies of a world dominated by science and technology. This vision
predicts not simply the destruction of humanity’s natural facilities, its emotional
life, but also of its intellectual facilities and its capacity for exercising free will.
Modern theories of history posit a reduction rather than a broadening of
opportunities for development in today’s society. However, if one is to understand
contemporary political, social and economic processes, then one must cast aside
such clichés. For it is not the reduction of our capacity for action that is currently
radically transforming the institutions of modern society but a tremendous
expansion of this capacity. Collective unease, obstacles to action and individual
unease and restlessness are the flip side of the transformation to knowledge
societies.

Extending individual opportunities for action does not necessarily open the
door to contentment – as shown by tourism, the burgeoning information media
and consumerism in general. But in discourses generated by many politicians,
theologians, philosophers and social scientists, the individual is posited as a
defenceless ‘victim’ of powerful institutions. It is argued that people lose the
capacity for action in proportion as science and technology triumph, fostering
isolation, invading people’s privacy and generating a sense of helplessness.

The Fragility of Society

I would want to argue that the processes triggered by the growth of science and
technology have the opposite effect. They increase rather than reduce our capacity
for social action. What is equally striking is the growing ‘fragility’ of social struc-
tures. Modern societies are characterized above all by ‘self-generated’ structures
and the capacity to determine their futures themselves. But modern societies are
not politically fragile and socially volatile because they are ‘liberal democracies’,
they are fragile because they are ‘knowledge-based’ societies. Only knowledge is
capable of increasing the democratic potential of liberal societies.

One peculiarity of the many and varied debates on the roles of knowledge,
information and technological know-how in our modern society is their one-sidedness.
They emphasize the problems caused by the individual’s being cut off from
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specialist knowledge and technical competence – resulting in the individual’s
allegedly being forced into the role of ‘victim’: exploited consumer, alienated
tourist, incapacitated patient, bored school kid, or manipulated voter. The proponents
of such a viewpoint also delight in exposing the ‘repressive’ potential of the
growth of scientific knowledge and the proliferation of technological artefacts –
especially when the latter are exploited by such supposedly powerful entities as
state and industry to exercise total social control. Yet dire prophecies that these
entities would establish themselves in unassailable positions of power have not
been fulfilled. For too long, debate among social scientists on the social role of
knowledge was centred on social class, the state, the professions and the sciences.
Yet a realistic evaluation of the social role of knowledge must come to the
conclusion that the spread of knowledge has not only brought with it ‘enormous’
risks and uncertainty but also a ‘liberating capacities for action’.

Uncertainty through Knowledge

But all these do not mean that from now on every consumer, patient and school
kid will immediately be able to recognize, understand and control opportunities
for action that come their way. An increase in opportunities for social action
should not be misconstrued as bringing with it the elimination of all risk, accident
and arbitrariness – in general of circumstances over which the individual has little
control.

The flip side of emancipation through knowledge is the risks posed by the
emancipatory potential of knowledge. The increasing spread of knowledge in
society and the concomitant growth in opportunities for action also generate
social uncertainty. For science cannot provide us with indisputable ‘truths’, and
can provide only more or less well-founded hypotheses and probabilities. Thus,
far from being a source of secure knowledge of certainty, science is a source of
uncertainty and thus of social and political problems.

Knowledge societies will be characterized by a wide range of imponderabilities,
unexpected reversals and other unpleasant surprises. The increasing fragility of
knowledge societies will generate new kinds of moral questions, as well as a
question as to who or what is responsible for our society’s oft-cited political
stagnation. The promise, challenge and the dilemma knowledge societies pose for
every individual derives from the need to cope with, and even welcome, greater
transience and volatility, the recognition that uncertainty is a necessary by-product
of the search for any elimination of disagreements, and the need to accept
the transitoriness of virtually all social constructs. Efforts to arrest or reverse these
processes are likely to result in conditions that are worse than the alleged disease.

If knowledge is the main constitutive characteristic of modern society, then the
production, reproduction, distribution and realization of knowledge cannot avoid
becoming politicized. Thus one of the most important questions facing us will be
how to monitor and control new or additional knowledge. This will entail the
development of a new branch of policy science: knowledge policy. Knowledge
policy will regulate the rapidly growing volume of new knowledge in our society
and influence its development (see Stehr, 2004). The massive difference in and
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additions to human capacities to act within just a century may well be represented
by two ‘bookmarks’: In 1945 humans had produced the capacity to destroy life
on earth on a grand scale, while by 2045 or earlier it might be possible to create
life on a grand as well as a minute scale (see Baldi, 2001: 163). Thus, it seems,
the speed with which new capacities to act are generated forces us to alter our
conceptions of who we are and, even more consequentially, may in fact change
who we are. The promises and anxieties raised by these prospects are the motor
of knowledge politics in modern societies. The boundaries of what was once
clearly beyond the control of all of us are rapidly shifting.

Conclusions: A Look Ahead

History has by no means ended, but it has certainly changed. The old rules,
certainties and trajectories no longer apply. Of course, there are few opportunities
for fresh starts in history. Nonetheless, the future of modern society no longer
mimics the past to the extent to which this has been the case. That is to say, the
future is made from fewer fragments of the past. As a result, sentiments with
respect to history that are becoming more pervasive are those of fragility and
dislocation. History will increasingly be full of unanticipated incertitudes, pecu-
liar reversals and proliferating surprises; and we will have to cope with the ever
greater speed of significantly compressed events. The changing agendas of social,
political and economic life as the result of our growing capacity to make history
will also place inordinate demands on our mental capacities. The fit or lack of fit
between our knowledgeability and what society, the economy and culture
mentally demand is one of the major challenges of knowledge societies.

I have described the extent to which these transformations of modern societies
into knowledge societies, in particular the rise in the fragility of society, consti-
tute a real and unprecedented gain from the perspective of the individual and
small groups. The stress on rights, and the growing ability to assert and claim
such rights, is one of the salient manifestations of the transformations I have
examined. The same developments are responsible for a crisis in mastering,
planning and managing common problems and for a decline in the sense of indi-
vidual responsibilities. However, there is a trade-off; the decline in the steering
capacity of large social institutions and growing difficulty with which they
impose their will on society leads to a rise of the importance and efficacy of civil
society. The civil society sector is able to gain in strength at the expense of the
once-dominant large social institutions.

Endnotes

1 This essay was written for oral presentation. A much more extensive analysis of some of the
points made in this essay may be found in Stehr (2001; 2002).

2 Mill (1873/1924: 115) discusses the importance for his own thinking of Saint-Simonian systemic
theory of history in his Autobiography.

3 Based on the basic idea that knowledge constitutes a capacity for action, one can, of course,
develop distinctive categories or forms of knowledge depending on the enabling function knowledge
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may be seen to fulfil. I believe Lyotard’s (1979/1984: 6) attempt to differentiate, in analogy to the
distinction between expenditures for consumption and investment, ‘payment knowledge’ and ‘investment
knowledge’ constitutes an example of such a functional differentiation of more or less distinctive
forms of knowledge.

4 Luhmann’s (1992/1998: 67) observations about the conditions for the possibility of decisionmaking
perhaps allow for an even broader use of knowledge. Decisionmaking ‘is possible only if and insofar
as what will happen is uncertain’. Assuming or depending on whether one assumes that the future is
most uncertain, the deployment of knowledge in decisions to be made may extend to many more social
contexts, even those that are otherwise characterized by nothing but routine attributes and habitual
conduct.

5 From an ‘interactionist’ perspective, organization or any other social structures constitute
‘negotiated orders’ (Strauss et al., 1964). However, this cannot mean that any and every aspect of the
social reality of an organization is continuously available or accessible to every member for negotiation.
Only particular, limited aspects of the organizational structure are available for disposition, and only
with respect to these contingent features of social action can members mobilize knowledge in order
to design and plan social conduct with a view to realize collective practical tasks; compare also
Mead’s concept of ‘reflexive action’ (1964: 555).

6 It is worth noting that Peter Drucker (1969: 269) sees the economic benefits of knowledge in
‘knowledge economy’ extend to all forms of knowledge and to an equal degree. What counts, he adds,
is the applicability of knowledge, not whether is it ‘old or new’. What is relevant in the social system
of the economy is ‘the imagination and skill of whoever applies it, rather than the sophistication or
newness of the information’. My assertion, in contrast, is that it is meaningful to distinguish between
the stock of knowledge at hand and marginal additions to knowledge. The process of the fabrication,
implementation and return of each is not identical.
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Knowledge and Societal Change:
Institutional Coordination and the

Evolution of Organizational Populations

By Jerald Hage

For the past 15 years, working both alone as well with others, I have slowly brick
by brick been constructing a theory of societal change that would be sensitive to
historical periods and cultural variations as well as connect across three analyti-
cal levels: micro, meso and macro. The central theme has been the differential
growth in knowledge relative to power and wealth as basic societal resources (see
Alter and Hage, 1993; Hage and Alter, 1997; Hage and Hollingsworth, 2000;
Hage and Powers, 1992; Hage et al., 1989). But in these various books, papers
and doctoral dissertations, there has been a missing link that would connect the
quite different theories about societal change found in macro-institutional analy-
sis and meso-organizational analysis, a link that is necessary for synthesizing the
large literature on the industrial revolution and its consequences with a theory
about the new economy. Institutional analysis assumes that organizations are
largely constrained and societal change is incremental and path dependent. On the
other hand, organizational and management theory especially in the past
(Chandler, 1962; Child, 1972; Hage, 1980; Lawrence and Lorsch, 1967; Perrow,
1967) allowed for independent organizational actors or some agency but ignored
the implications of this for macro-institutional patterns and, beyond this, societal
change. Clearly there is some truth in both these assertions.1

In this essay I want to supply this last brick or missing link that reconciles these
two different theories of societal change, placing them in both a historical and a
cultural context. Specifically, I want to focus on the role of knowledge in producing
social change via its impact on the evolution of organizational populations across
time in the context of non-market institutional governance modes. Organizational
populations are defined as all organizations that share a similar technology and
marketplace or technological regime (Archibugi and Pianto, 1992; Breschi
and Malerba, 1997; Guerreri and Tylecote, 1998; Kitschelt, 1991; Malerba and
Orsenigo, 1993; 1997). This theoretical problem is not only a strategic site for
uniting the various social sciences including economics and political science but
also the more mundane task of synthesizing the meso organizational and macro
institutional literatures within sociology, a long-term objective in the social sciences.

Why is the evolution of organizational populations within the context of
various modes of non-market governance a useful vantage point for uniting such
a diversity of social science disciplines and their macro and meso literatures?
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To most people this seems like an arcane interest and far removed from the recent
major issues such as globalization, the new economy and the problems of
development in the Third World. One thesis of this essay is that one pattern of
evolution, consolidation, is more appropriate for an institutional theory of incre-
mental societal change, and another pattern, differentiation is more appropriate
for an organization theory of societal change built around the ability of organizations
to shape their institutional environment. Furthermore, it is not only knowledge
that defines the new economy but also that there has been an historical shift from
consolidation as a general pattern of evolution to a pattern of differentiation.

This angle of vision provides a number of new insights on the major themes of
this book, specifically knowledge, communication and creativity. Essentially
what is suggested is that the growth in knowledge is making scientific communi-
cation more and more difficult and because of this creativity as reflected in
product innovation more problematic. The best demonstration of this is the grow-
ing gap in some countries between various measures of scientific output and
industrial innovation with the US trade deficit a prime example (but also see the
European Commission, 2004). What helps explain this gap is the growing differ-
entiation of organizational populations across time and across the idea innovation
network (Hage and Hollingsworth, 2000; Kline and Rosenberg, 1986; van
Waarden and Oosterwijk, 2006), that is the knowledge specialization and hence
differentiation of organizations involved in basic research, applied research and
product development.

A second thesis is that the non-market modes of governance are themselves
associated with various kinds of societal change. In particular, a major impact of
knowledge is the creation of inter-organizational relationships as a new and
increasingly dominant non-market governance mode, inter-organizational
relationship (Alter and Hage, 1993; Doz and Hammel, 1998; Dussauge and
Garrette, 1999; Gomez-Casseres, 1996; Hagedoorn, 1993; Harbison and Pekar,
1998; Mockler, 1999; Perry, 1999; Powell, 1998; Powell and Brantley, 1992)
which is facilitating the globalization processes while exacerbating the problems
of developing countries because of commodity chains (Gereffi and Korzeniewicz,
1994; Korzeniewicz, 1994; Korzeniewicz and Martin, 1994).2 A parallel impact
is the creation of knowledge communities (Mohrman and Monge, 2005;
Mohrman, Gailbraith and Monge, 2006), which transform at different stages in
the development of a new scientific speciality or arena of research such as parallel
processing or molecular biology. A satisfactory theory of societal change should
explain these dynamic changes as witnessed by the growth in inter-organizational
networks (Alter and Hage, 1993; Harbison and Pekar, 1998; Powell and Brantley,
1992) and in knowledge communities since they are now the context in which
effective communication can lead to creativity.

Consistent with this intellectual agenda, this essay is divided into four sections
Korzeniewicz and Martin (1994), the first two focusing on the organizational
population level and the second two on the governance mode level. The first
section provides a definition of the two dominant patterns of organizational evo-
lution, consolidation and differentiation and addresses the issue of why there has
been surprisingly little intellectual work on patterns of evolution in organizational
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populations despite the use of this phrase in various recent titles.3 The second section
contains a set of hypotheses that explains which evolutionary pattern, that is
consolidation or differentiation, is more likely to be dominant in a particular
technology–market nexus and more specifically the role of knowledge in predicting
the pattern of differentiation. The third section provides a definition of the arenas in
which non-market governance mode can intervene and reviews briefly the increas-
ingly large amount of work on non-market governance modes (Campbell et al.,
1991; Hage, 2006; Hall and Soskice, 2001; Hollingsworth, 1991; Hollingsworth
and Boyer, 1997; Whitley, 1992a; 1992b). The fourth section contains a set of
hypotheses about how the state, associations and interorganizational relationships
can impact on the evolution of organizational populations, accounting for variations
across societies within the same industrial sector or technology–market nexus (also
see Hage, 2006). As one can easily observe, the analysis of nonmarket modes of
governance quickly allows us to move into economics and political science, as well
as synthesize the meso- and macro-sociological literatures.

The essay ends with a somewhat long sketch of the relevance of this four-
component model for integrating organizational and institutional theory into a
multi-level theory of societal change. Here the emphasis is also on how the
consolidation versus differentiation processes synthesize a large number of
different theories in the social sciences.

Evolutionary Pathways and their Consequences for Population
Characteristics

Definitions of Evolutionary Pathways

The distinction between consolidation and differentiation is easy to draw and
therefore the definitions are quite simple:

Consolidationdf � the decrease in the total number of organizations in the
organizational population across time.

Differentiationdf � the increase in the total number of organizations in the
organizational population across time.

The process of consolidation can sometimes occur quite rapidly, typically when a
standard technology or design is invented and accepted in the market place. For
example, the pasteurization of beer brewing occurred in the 1860s quickly
followed by a rapid decline in the number of breweries in the United States
(Hannan and Freeman, 1989).4 A better known example is Ford’s invention of the
assembly-line process of automobile construction, which led to a rapid fall-out in
this industry (Chandler, 1977).

Differentiation can also occur in a relatively short time-span when a new
product or service is developed that precipitates the founding of many new firms.
Many of the bio-tech companies founded in the 1980s (Powell, 1998; Powell and
Brantley, 1992) came after the break-through in biological research associated
with molecular biology while the dotcoms flourished for a while in the 1990s
because of the commercial possibilities offered by the Internet (van Waarden and
Oosterwijk, 2006; Van Waarden, F. et al., 2001).
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However easy it is to define these two generic pathways of evolution in
organizational populations across time, little research or theory about them has
been developed. In the last few decades, the people who were most responsible
for placing at least the terms ‘organizational evolution’ on the intellectual map
were Nelson and Winter (1982). However, their model is one of organizational
evolution and not the evolution of organizational populations. In contrast, while
the organizational ecologists (see review, Baum, 1996) use the term organizational
evolution (Aldrich, 1999; Hannan and Freeman, 1989) and actually report
research findings about organizational populations across time, to date all of their
analyses have been historically discrete rather than attempting to develop a
general theory about the evolutionary patterns of organizational populations as
distinct from the survival analysis of specific populations.5 Fortunately, the range
of studies of organizational populations has included automobiles (Hannan et al.,
1998a; 1998b), newspapers (Carroll, 1987), breweries, labour unions, restaurants
(Hannan and Freeman, 1989), credit unions (Barron et al., 1994), small busi-
nesses (Brüderl and Schüssler, 1990), hotels (Ingram and Baum, 1997), wineries
(Delacroix and Swaminathan,1991), insurance companies (Lehrman, 1994),
telephone companies (Barnett, 1990; 1997), etc. (Baum, 1996), which allows me
to summarize much of their work. One exception to this general lack of attention
to generic evolutionary processes has been a recent study of the demise of the
non-rubber footwear industry in the United States because of globalization (Hage
and Hadden, 2001). In summary, to date a general theory about the evolutionary
pathways of consolidation versus differentiation that allows for societal differences
has yet to be developed.

Probably the major reason why not much attention has been paid to alternative
evolutionary pathways for organizational populations is that so much of the think-
ing in industrial economics, management, economic history (Chandler, 1977) and
organizational theory has concentrated on the large organization. Since it is the
consolidation process that produces large powerful organizations, by implication
the process of differentiation has been missed. Another reason for the relatively
greater emphasis on studies of consolidation in organizational ecology (see
Baum, 1996) is that in the past this was the more typical process. Since the industrial
revolution, consolidation has occurred in beer making, steel, grain processing,
cigarette manufacturing, banking, telephone services, railroads, insurance com-
panies, automobiles, hotel chains, glass making and in many other technology–market
nexi or industrial sectors, as Chandler (1977) has so well described, naturally the
organizational ecologists would be describing this process and not the other. The
differentiation pathway, although it has always existed as, for example, in chemi-
cal products and electrical products, has been somewhat rare and has only
recently become a typical process in the new economy.6

Consequences for the Population Characteristics

Even though the topic of evolutionary patterns in organizational populations has
been ignored, knowing which evolutionary pathway unfolds in an organizational
population – consolidation versus differentiation – allows us to predict a priori to a
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number of organization and population characteristics that have been important in
the various literatures cited above. Among other properties, these are the following:

� the total number of organizations in the population;
� the average size (assets) of organizations;
� the rank order of each organization in terms of share of market;
� the relative importance of organizational age and size in predicting mortality rates;
� the founding rate of new organizations;
� the concentration ratio in the organizational population;
� the average investment in physical equipment per worker in the organizational

population;
� the average importance of bureaucracy as a mechanism of internal control in

the organizational population;
� the average distribution of skills in the organizational population;
� the historical pattern of strike behaviour in the organizational population;
� the number of generalists and specialists or market niches;
� the amount of product and process innovation in the organizational population.

I would submit that this is hardly a non-trivial list of organization and population
characteristics. Furthermore, as indicated in the last section, knowing these
characteristics allows us to begin to address a number of important macro-
institutional literatures about historical societal changes that have increasingly
occurred over the past century and a half.

A description of the generic evolutionary processes indicates how these various
characteristics emerge more or less automatically. Clearly, if the evolutionary pat-
tern is one of consolidation, which means a high failure rate or merger rate, the
total number of organizations decreases creating a large concentration ratio with
a greater average investment in equipment reflecting a standard technology com-
bined with a relatively unskilled labour force and a bureaucracy of managers as
Chandler (1977) has observed (also see Hage, 1980). This model has also been
called the bureaucratic model. One variation on this model labelled ‘the mixed
mechanical–organic’ allowed for research departments and reflects the beginning
of the growth of knowledge and its consequences for the economy (Landes, 1969)
because these populations began to differentiate rather than consolidate. In
contrast are the small high-tech organizations, where differentiation or a high
founding rate is even higher. More emphasis is placed on human capital (Becker,
1964) than physical capital, the internal structure is an organic rather than a
mechanical one, there are many specialists or market niches and product and
process innovation are the major method for competition rather than productivity.

The Definition of an Organizational Population and Hypotheses
about their Evolutionary Pathways

The Definition of an Organizational Population

Although these evolutionary pathways or processes are easy to describe and
indeed appear to be quite generic, allowing us to predict a number of population
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or organizational characteristics, our definitions do not isolate the variables or
factors that would anticipate whether consolidation or differentiation will unfold
in any specific organizational population. To develop this theory, we should at
first define our focus, namely organizational populations:

Organization Populationdf � the industrial sector with a similar technology 
and market7

In the economics literature, these are sometimes called technological regimes
(Archibugi and Pianto, 1992; Breschi and Malerba, 1997; Guerreri and Tylecote,
1998; Kitschelt, 1991; Malerba and Orsenigo, 1993; 1997). A good first approx-
imation are the various governmental codes of industrial sectors, for example,
the seven-digit version in the United States. Meanwhile, the evidence for the
necessity of analysing industrial sectors rather than the whole economy has been
increasing (see Alter and Hage, 1993; Guerreri and Tylecote, 1998; Hage and
Hollingsworth, 2000; Hollingsworth, 1991; Pavitt, 1984; van Waarden
and Oosterwijk, 2006). In addition; the capital: human capital and R&D
investments in these sectors vary considerably as does the speed with which inter-
organizational networks are formed (Hagedoorn, 1993; Hage and Hollingsworth,
2000; National Science Foundation, 1996; O’Doherty, 1995; Powell and
Brantley, 1992).

Assumptions of most Organizational and Management Theory

To develop an evolutionary theory about consolidation and differentiation, we
need to examine the fundamental and somewhat hidden assumptions about
technology–market nexi involved in Chandler’s (1977) work and the many orga-
nizational ecology studies (Baum, 1996). It would seem to me that there are basically
three assumptions: one relates to the characteristics of the market, the second
relates to the characteristics of the technology and the third describes the stability
of the technology–market nexus. The first assumption is a single mass taste or
market. The second and parallel assumption is that the technology and materials
that one would exploit for the manufacturing of any specific product or the
provision of any specific service is also standardized. Indeed, this assumption has
given rise to an interesting literature on standard design (for a review see
Utterback, 1994, and the empirical study of Anderson and Tushman, 1990).
A third assumption is that both tastes and technology are relatively stable across
time. This stability allows for long production runs and gains in productivity
across time. Given this set of technology–market characteristics, then an organi-
zational population within a country will move towards either a single company
or an oligopoly of several firms or companies that are able to produce this prod-
uct or provide this service most efficiently.

Examples of organizational populations with these technology–market charac-
teristics from organizational ecological research are the studies of New York Life
Insurance companies (Lehrman, 1994), banks (Banaszak-Holl, 1991), telephone
companies (Barnett, 1990), hotels (Ingram and Baum, 1997) and credit unions
(Barron et al., 1994). And of course, the various industrial sectors that are
involved in Chandler’s (1977) analysis fit this pattern.
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Furthermore, depending upon transportation costs, the standardized product
can then be exported to other countries and a relatively small number of compa-
nies can become the prime producers for the entire world. Singer Sewing
Machine was the first company to demonstrate how one firm could become a
global monopoly in the middle of the nineteenth century (Chandler, 1977) – and
long before the hue and cry over globalization – and Microsoft Windows software
is a contemporary example.

Kinds of Technology–Market Nexi and Hypotheses about 
Evolutionary Pathways

But none of these three assumptions pertain to all industrial sectors or technology–
market nexi. First, for many products and services, customers have quite varying
tastes and preferences. These tastes and preferences are influenced by such social
characteristics within each country as age, sex, ethnicity, race, religion, urban ver-
sus rural location, region, income level, education, etc. Of these, probably the two
most important factors are income level and education, which, as a long history
of market research has demonstrated, have influenced the taste preferences in two
important ways: (1) willingness to pay more money for quality or an interest in
fashion or design; and (2) creation of alternative lifestyles that necessitate various
products and services to demonstrate these styles. Tastes or preferences are also
obviously even more impacted upon by cultural taste and historical antecedent
differences between countries that interact in various ways with the social
characteristics listed above.

Second, the availability of alternative materials and production technologies
allows for income, education and culture to play an even greater role in the
differentiation of the basic market into various niches that correspond to specific
constellations of desired aspects of a product or service. Together, these two
aspects, tastes and technology, reinforce each other, one reason why organizational
populations or industrial sectors are best described as technology–market nexi.

Third, tastes can change across time, the meaning of fads and of course fashion.
Similarly, technologies are not necessarily constant; they may also alter
(Anderson and Tushman, 1990; Lynn et al., 1996). Perhaps most critically
organizational innovation generates new products some of which ‘create’ new
tastes and necessitate new technologies to produce them (Hage and Powers,
1992). With this observation one can integrate the large literature on organizational
innovation (Damanpour, 1991; Hage, 1965; 1980; 1999; Zammuto and O’Connor,
1992) into our discussion about alternative evolutionary pathways.

Each of these three ideas leads to a separate hypothesis about the relative
pressure towards consolidation versus differentiation, as follows:

1 The greater the variety of tastes, the greater the differentiation of the organi-
zational population at one time point.

2 The greater the variety of materials and production technologies, the greater the
differentiation of the organizational population at one time point.

3 The greater the instability of tastes and technologies across time, the greater
the differentiation of the organizational population across time.
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Support for these ideas can be found in organizational ecology studies of savings
and loan associations in California (Haveman, 1992), wineries in the same state
(Delacroix and Swaminathan, 1991), as well as the American non-rubber
footwear industry (Hage and Hadden, 2001).8

Although in this discussion I have implied that these variables co-vary, in fact
they do not. Some technology–market nexi can have a great variety of tastes and
production technologies but not much instability in either of these characteristics.
Thus, one can describe various degrees of consolidation and of differentiation
within a specific technology–market nexus depending upon the amount of variation
in each of these three variables. In particular, in those sectors that are considered
to be high-tech, the rate of change in tastes and technologies is much higher than
in what might be called the traditional industries such as wineries and footwear,
which leads to our point.

What is the role of knowledge relative to the processes of consolidation and
differentiation? Although the topic of knowledge has recently emerged in the
organizational literature (Brown and Duguid, 1998; Conner and Prahalad, 1996;
Grant, 1996; Leonard and Sensiper, 1998; Nonaka and Takeuchi, 1995), if one
ignores a much earlier literature on technology (Hage, 1980; Hage and Aiken,
1969; Perrow, 1967; Woodward, 1965), it has not been related to either the macro-
institutional literature or the general changes associated with the new economy or
knowledge society (Bell, 1973; Hage and Powers, 1992; Toffler, 1981). Instead
the focus has been primarily on the problems of organizational learning (Cohen
and Sproull, 1996) whether in the firm (Conner and Prahalad, 1996; Grant, 1996;
Nonaka and Takeuchi, 1995) or in various inter-organizational networks (Kogut
et al., 1993; Oerlemans et al., 1999). Yet, it is precisely as the knowledge level of
society increases, the technology-market contexts of organizational populations
also alter, indeed making organizational learning more critical; this is one reason
why it has become a hot topic in the organizational literature.

The growth in the level of knowledge in a society can be defined by increases
in its average education and average income and perhaps more to the point the
greater dispersion in educational specialities and income levels, and thus more
distinctive social categories and therefore tastes in the market place.9 The role of
knowledge or more specifically R&D in developing new materials and produc-
tion technologies requires little explanation or elaboration because it is obvious.
The most interesting contemporary example is nanotechnology, which has had
and will have an impact on a large number of different industrial sectors. Finally,
another well-established point is that with more and more R&D investments
in any specific technology–market nexus, product lives are much shorter and
tastes are hooked on technological advances as we have witnessed in the constant
expansion of capability in computers and their software. In turn these investments
are connected to the larger-societal investments in education and national R&D.
Again, we have three hypotheses that help explain the tendency for organizational
populations to differentiate across time rather than to consolidate:

4 The greater the growth in average education and income, the greater the
variety of tastes within any specific organizational population across time.
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5 The great the growth in investment in national R&D, the greater the variety of
materials and production technologies within any specific organizational
population across time.

6 The greater the growth in average education and income and national invest-
ment in R&D, the shorter the taste life and product life within any specific
organizational population across time.

A major implication of these hypotheses is that all advanced industrial societies
are involved in a historical shift away from a typical pattern of consolidation on
which Chandler (1977) based much of his work with the proliferation of small
organizations in many technology–market nexi. The most powerful proof of this
is the movement towards differentiation in those technology–market nexi that had
previously consolidated. Thus, we find micro-breweries, developing in the
brewing industry, new speciality newspapers (Carroll, 1987) and magazines in
publishing, new kinds of speciality stores in clothing and footwear, a proliferation
of gourmet restaurants in the food service industry, etc. And in turn some of these
firms are also consolidating into chains of various kinds.

These six hypotheses provide a partial explanation for the generic processes of
consolidation and differentiation including the changes associated with the new
economy or post-industrial society, but they do not explain the differences across
societies except in a few circumstances. Some societies vary in whether a specific
technology–market nexus has standardized or differentiated tastes, for example in
brewing, wine making, clothes making, etc. But there is another set of factors that
are more powerful for explaining differences between societies within the same
technology–market nexus. The use of non-market modes of coordination affects
the speed of consolidation and differentiation – our next topic.

Kinds of Macro-Institutional Governance Modes and Hypotheses
about Evolutionary Pathways

All societies like to avoid competition if they can (which is one of the reasons
why globalization has become a cause of demonstrations), but societies set limits
on market governance or coordination in different ways. In recent years, there has
been a growing macro-institutional literature about the use of non-market modes
of governance within and across countries (Campbell et al., 1991; Casper and
Whitley, 2002; Hollingsworth and Boyer, 1997). In particular, in the
Hollingsworth and Boyer (1997) reference there is an elaborate typology of the
range of non-market governance modes as well as a discussion of their strengths
and weaknesses. Dankbaar (1994) has compared sectorial governance in the auto-
mobile industry while Stråth (1994) has done the same for the shipbuilding industry.

Kinds of Institutional Governance Modes

In quite another literature on business systems (Whitley, 1992a; 1992b) or social
systems of production (Hollingsworth, 1997) an attempt has been made to
describe societies by their institutional arrangements including descriptions of
various kinds of non-market modes of governance. Although this literature
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emphasizes the entire economy in contrast to a focus on specific technology–market
nexi, which is our reference here, it is insightful especially for how specific kinds
of non-market governance modes became dominant in society. From this
perspective, perhaps the three most important themes in this literature are: (1) the
obvious role of the state in countries as diverse as France (Cohen, 1992; Hage
et al., 1989; Suleiman, 1978), Japan (Gerlach, 1992; Whitley, 1992a; Womack et al.,
1990) and South Korea (Whitley, 1992a) to say nothing about China and the
former Soviet Union, (2) associations of various kinds (industrial, professional or
occupation, trade unions, etc., see Schneiberg and Hollingsworth, 1990) as in
Italy (Lazeron, 1993; Piore and Sabel, 1984), Germany (Dankbaar, 1994;
Herrigel, 1994; Streeck et al., 1987), the Netherlands (Oerlemans et al., 1998;
Walton, 1987) and (3) inter-organizational networks of various kinds (joint
ventures, alliances, family or clan business networks, etc.) in many countries,
whether developed or developing (Aldrich and Sasaki, 1995; Alter and Hage, 1993;
Doz and Hamel, 1998; Dussauge and Garrette, 1999; Gomes-Casseres, 1996;
Hagedoorn, 1993; O’Doherty, 1995; Perry, 1999; Powell, 1998). Knowing which
of these various kinds of non-market modes of coordination predominates in a
specific country and technology–market nexus allows us to build in societal
differences in the processes of consolidation and differentiation, remaining
faithful to a sociological vision of historical time and social cultural space.

To appreciate the importance of these various non-market coordination modes,
one also needs to know the many different ways in which organizational popula-
tions can be coordinated. In general the theory of markets has emphasized the
importance of competition for coordinating prices. The role of the state in price
and wage control is a well-known example of non-market coordination. But these
mechanisms hardly exhaust the many aspects of an organizational population that
can be coordinated, especially as they concentrate on narrow economic issues
such as prices or costs and ignore some of the more fundamental social issues.
Indeed, it is precisely as one broadens the perspective of what aspects of the tech-
nology–market nexus are being coordinated and especially a focus on the inputs
such as labour, capital, technology and research investments rather than the
out-puts that one begins to appreciate how important non-market modes of
governance are.

Definition of Institutional Governance Coordination

Building upon this insight, the following kinds of intervention or coordination
would appear to be fundamental:10

� The ease of entry into an organizational population;
� The ease of exit from an organizational population;
� The availability of various kinds of technical and managerial skills;
� The availability of credit, subsidies, or more generally capital of various kinds;
� The availability of research findings and ideas.

Clearly each of these aspects affects how easily new organizations can be founded
because they deal with the various factors of production such as human capital,
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capital and perhaps most critically, ideas for new products and services that are
usually associated with the founding of new companies or the ability to compete
in specific niches. They also deal with the relative competitiveness of firms in
global markets or what might be called the comparative advantage following
Porter’s (1990) work. The ease of exit is an interesting issue because frequently
the state intervenes to prevent large companies from failing as one mechanism for
protecting employment and especially nowadays given globalization.

Within this intellectual framework on how the various factors of production can
be coordinated, it requires only a small leap in thought to develop specific
hypotheses about how non-market modes of coordination can affect the processes
of consolidation and of differentiation. Since a number of hypotheses could be
developed given the variety of intervention points, I will only concentrate on a
few to illustrate how knowing the non-market coordination modes allows one to
develop quite an interesting theory – at least for me – about societal differences
not only in the pathways of evolution but more fundamentally in the different
organizational population characteristics across countries. As argued above, if
one knows whether a specific organization population or technology–market
nexus unfolds with either consolidation or differentiation, one can predict a
number of population characteristics and by extension, knowing how the non-
market modes of coordination affect these evolutionary processes allows us to
make forecasts about the differences in population characteristics between countries.

Hypotheses about Governance Mode and Evolutionary Pathway

North (1990) quite correctly emphasized the importance of the state in establish-
ing the rules of competition or the framework in which the processes of economic
development but he did not deal with the pathways of organizational evolution.11

The state can tilt the pathway of evolution in a number of ways, in effect speeding
up the processes of consolidation or differentiation. For example, the hypothesis that:

1 the more the state intervenes into a technology–market nexus to provide easy
credit or subsidies or capital of various kinds to large organizations, the faster
the process of consolidation.

One observes this kind of coordination most clearly in the French state policy of
national champions (Cohen, 1992, which was quite explicit about believing that
one large organization could compete better in global markets). South Korea is
another example, where the policy of differential credit for the chaebols has
allowed them to grow large and diversified at the expense of small organizations
(Whitley, 1992a). Likewise, the Japanese state’s policies of guided development
helped the large gruppen to prosper even in times of sharp downturns (Gerlach,
1992; Stråth, 1994; Whitley, 1992a). And in the US, the supposed citadel of free
markets, the state has allowed large corporations to buy failing ones, and then
absorb their debt to reduce their income taxes on profits. Nor do I need to com-
ment about the recent policy of tariffs to protect the US steel industry.

Although I have suggested above that knowledge creation typically favours the
process of differentiation, a major exception to this is the nature of state policies
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regarding credits for investments in R&D. Japan has largely favoured the large
companies with its industrial R&D policies (Aldrich and Sasaki, 1995). Or consider
the industrial–military complex thesis in the United States in this context; this
thesis is specifically about large companies and especially in certain industries
such as aircraft production, ship building, electronics, tank construction, telecom-
munications, etc.

But states can also follow divergent policies in separate technology–market
nexi, one reason why the analytical focus should be the organizational population:

2 The more the state intervenes into a technology–market nexus to provide easy
credit or subsidies or capital of various kinds to small organizations, the faster
the process of differentiation.

An interesting example of this is the recent successful Germany policy of
attempting to jump-start a bio-tech organizational population (Casper, 2000;
Casper and Whitley, 2002). A variety of policies were implemented in Germany
to foster the process of differentiation; so it is important to recognize that creating
new organizational populations is not just a matter of credit but may also mean
the changing of other institutional pattern, whether laws or educational programs
or industrial districts/parks (Cohen, 1992; Landes, 1969). In some countries, the
state will provide start-up grants as have the Americans with their small business
grants for minorities or the easy credit policies of the French for entrepreneurs.

Once one recognizes that state policies can have implicit subsidies involved in
them as in American Corporate Tax Law cited above, it becomes possible to code
the implications of various state policies relative to the ease of entry and thus the
process of differentiation. An interesting example of this is the Italian exemption
from most social security payments for businesses with less than ten workers
(Lazeron, 1993). This policy not only encourages the formation of small organi-
zations but also networks between them, the famous Italian model of industrial
organization (Piore and Sabel, 1984). As a consequence, the Italian footwear,
textile, ceramics, kitchen furniture and other technology–market nexi have
remained far more differentiated than their American counterparts. I could continue
with other examples but I think the point is clear: The state can easily facilitate
the process of differentiation.

Associations of various kinds can also play multiple roles in the evolutionary
processes depending on which aspects of a market framework they coordinate.
Again, just as the state can intervene in the coordination of an organizational
population in many ways, so can associations.12 Some of the more interesting
examples of the interventions by associations in the evolutionary pathway of
organizational populations are the following:

3 The more the association limits the entry of new firms, the more that the
process of differentiation is dampened.

4 The more the association coordinates technical and vocational education, the
more that the process of differentiation is encouraged.

Associations in Europe typically control the entry of new firms and therefore
dampen competitive processes and instead encourage more cooperation between
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firms as has been suggested in a large literature on this subject. But one
consequence of this is that the lack of entry of new firms, which obviously
reduces any tendency towards differentiation. However, given cooperation and
the tendency to form cartels and other types of association that limit competi-
tion, consolidation is also paradoxically dampened. Thus, organizational
populations in technology–market nexi coordinated by associations tend to have
much more stability across time with both lower founding rates and lower failure
rates.

Some associations, especially those in Germany, also have a considerable
amount to say about the nature of technical and vocational education (Streeck
et al., 1987). As a consequence, this has encouraged a number of small and
medium-size firms to compete successfully in the global market place by posi-
tioning themselves in the high-quality, high-technology segment of the market,
namely encouraging the differentiation of markets into various niches that require
specific kinds of skills and technical equipment (Prais and Steedman, 1986; Prais
et al., 1989; Steedman and Wagner, 1987; 1989).

Just as associations can be involved in the coordination of an organizational
population in a variety of ways, so can inter-organizational networks.
Furthermore, the range of these networks is quite large (Alter and Hage, 1993)
including some very distinctive forms such as the Chinese family business found
throughout Southeast Asia or the special variations found in South Korea
(chaebol) (Whitley, 1992a) and Japan (gruppen) (Gerlach, 1992). Again, I will
only discuss several kinds of interventions with their implications for the
processes of consolidation and differentiation:

5 The more the inter-organizational network (family businesses, gruppen)
emphasizes the sharing of credit or capital, the more that the process of con-
solidation is dampened.

6 The more the inter-organizational network (research consortia, joint venture,
global alliance) emphasizes the coordination of R&D, the more that the
process of differentiation is encouraged.

As is readily appreciated from these hypotheses, one must carefully specify not
only what is coordinated but also observe the nature of the inter-organizational
network. In hypothesis 5, the sharing of credit allows new businesses to be
formed, dampening consolidation and more critically allowing old businesses to
continue during periods of business contraction. Typically, for example, the
Japanese would expand investments in machinery during down-cycles of
economic activity in order to increase their productivity. In contrast, hypothesis 6
emphasizes the very special role that inter-organizational networks are now
playing in the development of new products and services. A striking example is
the role of the research consortia SEMATECH in the US, which saved the US
semiconductor industry from disappearing or at least some of the major companies
in this technology–market nexus (Browning et al., 1995). More typically, joint
ventures among small high-tech organizations or more typically between small
and high-tech companies allow these small firms to survive. In other words,
rather than the process of consolidation occurring as some firms became more

Arnaud-03.qxd  9/6/07  11:09 AM  Page 55



56 Knowledge, Communication and Creativity

productive, inter-organizational relationships allow for more innovation and
quick time to market, and these become the basis of compensation.

Relevance for a Theory about Knowledge and Societal Change

Given the four essential components of our theory about evolutionary pathways
in organizational populations – the distinction between consolidation versus dif-
ferentiation as pathways; the properties of organizational populations; the ways in
which non-market governance modes can intervene into organizational populations;
and the distinctions between the state, associations and inter-organizational
networks as examples of some non-market governance modes of coordination –
we can now return to our basic theme of knowledge and societal change.

Ideally one would evaluate a new theory about societal change by examining a
number of classical theoretical problems in the study of social change. Space
prevents a long and considered analysis. Therefore, I propose to examine only a
few issues, specifically the implications for management theory and for institu-
tional theory. But before I do that, let me state the central thesis about knowledge
as the basis for a new theory of societal change.

The central thesis is that increasingly organizational populations are differenti-
ating rather than consolidating, that is the number of organizations in many but
not all technology–market nexi are growing rather than diminishing. These
processes of differentiation are being facilitated by the continued increases in
investments in higher education and national R&D, two distinct ways in which
knowledge in a society can be measured. Beyond this, two sets of hypotheses
explain differential patterns of consolidation and differentiation between technology–
market nexi and between national economies: hypotheses at the level of the
technology/knowledge market and at the level of the institutional governance
mode for the technology–market nexus. Thus, the proposed theory can explain
not only comparative differences across society, a major theme in institutional
analysis, but dynamic differences, something absent from most theories of socie-
tal change, as well. But what are the implications of this for management theory
and institutional theory?

Implications for Management Theory

Management theory, organizational sociology, organizational ecology and indus-
trial economics are based on the implicit assumptions outlined in the previous
section that help explain why consolidation processes predominate, that is big is
better and especially more productive. If in fact, the central thesis above is
correct, then this classical model needs to be altered and in two directions, admit-
tance that differentiation processes are becoming more predominate and the
inclusion of the institutional governance mode.

Since knowledge is increasing now with more and more R&D investment in
more technology–market nexi and especially in the developed countries, we are
observing a historic shift in the generic processes of evolution. More and more
technology–market nexi are following the generic model of differentiation.
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Perhaps the most interesting implication is the emergence of new small
companies and market niches in some organizational populations that have
already experienced consolidation; examples include the micro-breweries, new
kinds of gourmet restaurants, specialized travel agencies, etc. More typically one
finds the emergence of new technology–market nexi such as biotechnology, software,
dotcoms, etc., which are associated with considerable investments of R&D.
Within these sectors, the processes of consolidation can still occur but they unfold
in specific niches where there are standardized tastes and a standardized
technology. Word and document processing is one example and the mobile
telephone is another.

Perhaps most telling about the need to revise classical management theory are
the many new areas of research that opened up within management theory and
organizational sociology in the last decade: venture capital, management of
knowledge, inter-organizational networks and the rising importance of innovation
theory as reflected in the many new handbooks on the subject, etc. All of these
are testimonials to the need for an expanded theory about knowledge and its
implications for management theory.

The needed elements of this theory have been outlined in this essay. By know-
ing which variables at both the technology–market level and the institutional level
are most important, then one can predict the relative amount of either consolida-
tion or differentiation and beyond this to the various organizational population
characteristics that were outlined in the first section.

One important implication of this is that this theory does not negate the existing
theories that have been implicitedly built on processes of consolidation. Instead,
these traditional models are contained as special cases and ones more dominant
in the first phase of the industrial revolution. But rather than being bounded by this
historical frame, the theory builds in the importance of knowledge and in a variety
of ways and its implications for the processes of differentiation.

Models of consolidation and differentiation summarize the organizational
ecology literature, generalizing it and combining it with the older contingency
theory. In particular, the distinctions made about the variety of tastes and of tech-
nologies reconcile conflicting findings about the importance of organizational
age and size. In addition, the theory of consolidation and of differentiation combines
these literatures with the new ones on organizational knowledge and inter-
organizational relationships as well as the older one on organizational innovation.

Another important implication is that this is a multi-level theory. Generally,
organizational theory has ignored the role of institutions. In this theory, the
interventions of the governance modes are explicitly built into the theory, an
important step in developing a theory of social change because most of the previous
theories have tended to focus on either the macro- or micro-level and ignored the
meso-level of organizations.

Implications for Institutional Theory

Generally, institutional theory has largely ignored the topic of institutional change
(for some new material on this subject see Hage and Meeus, 2006) and the
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organizational level of analysis. Processes of change have been built in by observing
changes first in the nature of the knowledge investments of society, whether in
higher education or in R&D and second in the nature of the interventions of the
dominant institutional mode, and third as the processes of either consolidation or
differentiation unfold within a specific technology–market nexus.

The processes of differentiation fit naturally into theory about the new economy
such as endogenous theories of economic growth because this is what some of
these theories have emphasized (Romer, 1986; 1990). What they have missed is
the emergence of inter-organizational networks as a major mode of non-market
governance and one that furthers the process of differentiation (Hage and
Hollingsworth, 2000; Matthews, 1997; Perry, 1999; van Waarden and Oosterwijk,
2006). The growth in knowledge as represented by rising levels of investment in
R&D and in higher education and the processes of differentiation that it produces
mean a proliferation of many market niches corresponding to the divergence in
income and education levels or thus tastes. This means the movement towards
specialization and the many small organizations are an important component of
the new economy. In turn, this has resulted in a movement away from vertical
integration and towards inter-organizational networks. In other words, it helps
explain the rapid growth in this new kind of non-market mode of coordination; it
is becoming a dominant constraint on free market competition as understood in
economics.

Given this differentiation, there are new set of problems that have begun to be
analysied in another emerging institutional literature, the one on national systems
of innovation (Edquist and Hommen, 1999; Lundvall, 1992; Nelson, 1993)
because this literature has emphasized the similarities within societies even as
they have expanded consideration of differences between society. But by including
the organizational level and the many hypotheses as indicated above, variations
within a country can be observed as well.

Beyond these literatures, there has been a recent interest in the nature of
comparative business systems in which the argument is made that each country
has its own distinctive form of organization. I am suggesting a modification of
this perspective. While I agree that these countries vary in terms of their non-market
coordination modes, I am also suggesting that the general processes of consoli-
dation and differentiation if they have the same scores on the nature of the
technology and the market that are also unfolding in the same specific technol-
ogy– market nexi across these countries where these business systems are not as
different as has been claimed.

Still another way of connecting organizational theory and institutional theory
is that the central thesis of management theory, which is built upon the processes
of consolidation, is particularly applicable in the liberal market economies
because in them the dominant governance mode has the large company or verti-
cal hierarchy, whereas in the coordinated market economies the pressures towards
consolidation have been dampened (see Hage, 2006).

This reflects several ways of connecting the two levels and altering the dominant
institutional theory, but these are not the only ones. Another and a more interest-
ing one for the purposes of this book is the impact of knowledge specialization
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along the idea innovation chains (Hage and Hollingsworth, 2000). It is in this
theory in particular, that one observes the impact of knowledge on processes of
differentiation but in a much broader sense than the simple growth in the number
of organizations. The specialization created by the growth in knowledge leads to
the differentiation of basic research organizations, applied research organizations,
organizations that specialized in product development, or the creation of
pro-types, still others that are concerned with the development of the appropriate
manufacturing processes and so forth. It is these processes of differentiation that
create communication barriers to the continued development of industrial
innovation – an important form of creativity. And the extent of this difficulty is
the function of the kind of institutional mode that coordinates the technology–
market nexus. To conclude, the increasing importance of differentiation across a
number of technology–market nexi means that both management theory and insti-
tutional theory need to be altered to take into consideration these developments.

Endnotes

1 In an earlier version of this essay, additional topics including the welfare state, underdevelopment,
stratification were treated but only in a superficial way. Therefore, they are not considered here and
indeed would require a very long essay. I assert that this can be done because the real test is whether
or not the theory can speak to the traditional problems within macro- and meso-sociology as well as
future topics.

2 In community chains, the high value added such as R&D is maintained in the developed coun-
try while the low value addition such as labour costs are moved to the developing country. In this way
jobs are not only exported but also lower living standards are maintained in the developing countries.

3 Hannan and Freeman (1989) and Aldrich (1999).
4 However, it should be noted that Hannan and Freeman (1989) do not report the importance of

the technological revolution in brewing that caused this change.
5 Again, it should be observed that what organizational ecologists have attempted is to describe

one generic pattern for all organizational populations, namely the assumption that there is first a
period of rising legitimacy, and then a period of competition (see Hannan and Carroll, 1992). This is
quite separate from the observation that there are different patterns of evolution in organizational
populations.

6 The focus on the large chemical giants such as I. G. Farben and Imperial Chemical and the large
electrical companies like General Electric and Phillips ignores the many other small and medium-size
firms in a number of countries in these sectors, again explaining why the differentiation process has
been missed.

7 Admittedly in practice, drawing the boundaries around the technology and market or ecological
space is not easy but the seven digit codes represent a good first approximation.

8 It also should be noted, that not all the organizational ecology studies fit the patterns of consolidation
and of differentiation as hypothesized here.

9 In my opinion, sociologists fail to focus enough on explaining and predicting dispersion rather
than averages. This essay is an example where dispersion across both technology–market nexi and
countries is explained.

10 This represents only a partial list. Consider various policies regarding the workforce or the
availability of labour such as the right to form unions, the right to strike, the right for unions to
participate in organizational decisionmaking, policies regarding immigration, etc. Societies vary
enormously in the absence or presence of these institutional patterns as anyone familiar with Europe
knows full well.

11 He does have the interesting idea of adaptive efficiency, which usually means the presence of
rules that allow for greater economic growth. From this perspective encouraging consolidation during
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the industrial revolution could be conceived as an example of adaptive efficiency in so far as it
facilitated more rapid economic growth. This is one way of interpreting planned economies, the
extreme in consolidation.

12 One of the very special kinds of intervention of associations is in the control of the labour
process including strike activity.
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Mobilities, Networks and Communities

By John Urry

Mobile Spaces and their Other

The past decade or so has seen a remarkable series of changes in both travel and
communications. There are 760 million legal international journeys each year, a
figure soon to pass 1 billion. There are 600 million or so cars, a figure expected
to rise within a few decades to 1 billion. The Internet has grown faster than any
previous technology, with soon 1 billion users across the globe. Foreign exchange
dealings each day are worth $1.4 trillion, 60 times greater than the flows of world
trade. Communications ‘on the move’ are being transformed with new mobile
phones more common than land-line phones. It is thought that 3 billion people
receiving the same income as the richest, mobile 300. Globally branded companies
employ staff from around the world with budgets greater than those of individual
countries. Images of the blue earth from space or the golden arches of McDonalds
are ubiquitous across the world and on the billion or so TV screens.1

In analysing these various new mobile technologies there is rather little exam-
ination of the ‘other’ to these technologies, what it is that is transformed by them.
Whether these technologies are utopic or a dystopic, the pre-virtual is presumed
to be a knowable and taken-for-granted other that is transformed by new forms of
a mobile existence. There have been various attempts to formulate such transfor-
mations in connections ‘at-a-distance’: a ‘death of distance’ (Cairncross, 1997), a
‘liquid modernity’ (Bauman, 2000), an ‘internet galaxy’ (Castells, 2001), the
‘global transformations’ of economic, social and political life (Held et al., 1999)
and ‘global complexity’ (Urry, 2003). All these presuppose something knowable
about life before what we might term the electronic and mobile ‘big bang’.

Normally this knowable other is characterized as ‘real’, as opposed to the airy,
fragile and virtual relationships of the electronic. And the real is normally taken
to involve the concept of ‘community’. Real life is seen to comprise enduring,
face-to-face, communitarian connections, while the virtual world is made up of
fragile, mobile, airy and inchoate connections. Examining the consequences of
the various new technologies rests upon a series of overlapping dichotomies:
real/unreal, face-to-face/life-on-the-screen, immobile/mobile, community/virtual
and presence/absence.

I argue against such dichotomies. In part this is because all relationships in all
societies have always involved diverse ‘connections’. Such connections are more
or less ‘at a distance’, more or less intense, more or less mobile and more or less
machinic. Social relations are not fixed or located in place but are constituted
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through various ‘circulating entities’ (Latour, 1999: 17). There are many circulating
entities that bring about relationality at multiple and varied distances. Circulating
entities result in multiple ‘connections’ that cannot be conceptualized in terms of
the dichotomies above. All social relationships involve complex patterns of
immediate presence and intermittent absence at-a-distance.

However, sociology, like other social sciences, has overly focused upon
ongoing, more or less face-to-face social interactions between peoples and
within social groups. Sociology has taken connections to be most importantly
face-to-face, characterized by social interactions with those who are immediately
present. But there are many connections with peoples and social groupings at a
distance, not based upon regular face-to-face interactions. There are many forms
of ‘imagined presence’ through diverse objects and images that carry connec-
tions across, and into, multiple kinds of social space, even within the same
‘organization’.

Also on occasions and for specific periods, face-to-face connections are made,
but generally resulting from one or more modes of corporeal movement. People
travel on occasions to connect, but how and why some travel takes place for some
connections has not been much examined. It has not taken such face-to-faceness
as itself needing explanation (see Urry, 2002).

What thus is missing is the more general nature of networked connections,
especially how these are formed and reformed through various kinds of ‘circulating
entities’, including patterns of travel and various machines that on occasions
result in co-presence. Intermittent mobility we can say is central to the way in
which people live in an increasingly ‘networked society’ and especially within the
kinds of networking seen as essential to the knowledge-economy (Castells, 1996).

There are five highly interdependent ‘mobilities’ that form and re-form diverse
networks within contemporary social, and organizational life:

� corporeal travel of people for work, leisure, family life, pleasure, migration
and escape;

� physical movement of objects delivered to producers, consumers and retailers;
� imaginative travel elsewhere through images of places and peoples upon TV;
� virtual travel often in real time on the Internet so transcending geographical

and social distance; as Microsoft asks: ‘Where do you want to go today?’;
� communicative travel through person-to-person messages via letters, telephone,

fax, PDA and mobile.

Most social research focuses upon one or the other of these separate mobilities,
such as passenger transport or the Internet. This chapter examines the profoundly
important interconnections between these mobilities that are all central to making
and maintaining complex connections in a ‘networked’ knowledge-based society.
I consider first some notions of ‘community’. I then examine some ways in which
virtual connections are significantly remaking the notions of presence and
absence, but these remakings are not the simple replacement of the continuously
present by the electronically absent. Physical co-presence is still highly signifi-
cant. Finally I consider various ‘mobile machines’ that involve transformations in
the very nature of humans.
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Communities

It is useful to distinguish between three different senses of ‘community’ (Bell and
Newby, 1976). First, there is community in a topographical sense. This refers to
settlement based upon close geographical propinquity, but where there is no
implication of the quality of the social relationships found in such settlements of
intense co-presence. Second, there is the sense of community as the local social
system in which there is a localized, relatively bounded set of systemic interrela-
tionships of social groups and local institutions. Third, there is communion, a
human association that is characterized by close personal ties, belongingness and
warmth between its members. The last of these is what is conventionally meant
by the idea of ‘community’ relationships (and see Putnam, 2000).

Bell and Newby (1976) show that communion is not necessarily produced by
any particular settlement type and can be generated even where those involved do
not dwell in close physical proximity. Geographical propinquity also does not
necessitate a local social system, nor does localness necessarily generate com-
munion. Moreover, there are many ways of reaffirming a sense of community
through movement within boundaries, such as travelling along well-worn paths or
roads. And places are also always interconnected beyond boundaries, to many
other places through real and imagined travel. Thus Raymond Williams in the
Border Country is ‘fascinated by the networks men and women set up, the trails
and territorial structures they make as they move across a region, and the ways
these interact or interfere with each other’ (quoted by Pinkney, 1991: 49;
Williams, 1988). Massey similarly argues that the identity of a place is derived in
large part from its interchanges with other places that may on occasions be pro-
gressive (1994: 180). Travel, we might say, is central to communities, even those
characterized by relatively high levels of propinquity and communion.

However, there are many forms of communication between people, including
the personal messenger, letter, telegram, telephone, email, text messaging, radio,
TV and video conferencing (the last of these is said to have increased post-9/11).
Thus travel only happens on occasions and this can best be explained through the
concept of the ‘compulsion to proximity’, that people travel in order to be physi-
cally co-present with others for particular moments of time (see the classic Boden
and Molotch, 1994; as well as Urry, 2002).

Through travel people are physically co-present with workmates, business
colleagues, friends, partner, or family, or they bodily encounter some particular
landscape or townscape, or are physically present at a particular live event. What
I call corporeal travel results in the anticipation of, and the realization of, inter-
mittent periods of physical proximity to particular peoples, places or events. Such
proximity is felt to be obligatory, appropriate or desirable, not a matter of choice.
Especially in order to sustain particular relationships with friend or family or
work colleague that is ‘in the mind’, that person has intermittently to be seen,
sensed, through physical co-presence.

BT (British Telecom) says ‘it is good to talk’ but it is especially good to talk
through co-presence, through rich, multi-layered and dense conversations even
within business organizations (Boden and Molotch, 1994). These involve not just
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words, but indexical expressions, facial gestures, body language, status, voice
intonation, pregnant silences, past histories, anticipated conversations and
actions, turn-taking practices and so on. Co-presence affords access to the eyes.
Eye contact enables the establishment of intimacy and trust, as well as insincer-
ity and fear, and power and control. Simmel considers that the eye is a unique
‘sociological achievement’ since looking at one another is what effects the
connections and interactions of individuals (1997: 111). This is the most direct
and the ‘purest’ interaction. It is the look between people which produces
moments of intimacy since: ‘One cannot take through the eye without at the same
time giving’; this produces the ‘most complete reciprocity’ of person to person,
face to face (Simmel, 1997: 112). The look is returned and trust can get estab-
lished and reproduced. Face-to-face conversations enable the talking-through of
problems, especially the unmediated telling of ‘troubles’. In such conversations
topics can come and go, misunderstandings can be corrected, and commitment
and sincerity can be directly assessed. Also physical co-presence can demonstrate
the lack of trust, that someone is not to be believed and the deal should not be
done, the relationship ended.

Co-present bodies are actively involved in turn-taking within conversations, a
tilt of the head indicating a willingness to receive an utterance. Likewise co-present
people can touch each other, with a rich, complex and culturally variable vocab-
ulary of touch. The embodied character of conversation is ‘a managed physical
action as well as “brain work” ’ (Boden and Molotch, 1994: 262).

Participants travel to meet together at work and in many other contexts. People
commit themselves to remain there for the duration of the interaction, and each
uses and handles the timing of utterances and silences to ‘talk’. There is an expec-
tation of mutual attentiveness and this is especially the case within ‘meetings’.
Such meetings are often multi-functional, for making decisions, seeing how one
is heard, executing standard procedures and duties, distributing rewards, status
and blame, reinforcing friendship as well as distance, judging commitment, having
an enjoyable time and so on. They are typically information-rich encounters
(Schwartzman, 1989; Urry, 2002).

Research shows that managers in the United States spend up to half of their
time in face-to-face meetings and much of their time lies in working with and
evaluating colleagues through extensive physical co-presence (Boden and
Molotch, 1994: 272). This reflects the apparent shift within how organizations
work, from the ‘individual work ethic’ to the ‘collective team ethic’ in which
face-to-face social and leadership skills are especially valued (Evans and
Wurstler, 2000: 107–09). This seems especially important within creative and
knowledge-based organizations. And the higher the position in an organizational
hierarchy the more significant is establishing and nurturing ‘complex networks’,
where unwritten and informal co-presence is especially salient, as Boden shows
in The Business of Talk (1994).

Such networks also facilitate the ‘inadvertent’ meetings that occur because
people from similar social networks are informally encountered in certain parts
of towns or cities, on golf courses, campuses, cafes, bars, parties, book launches,
conferences and so on (see Watts, 1999, on the mathematical properties of the
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‘it’s a small world’ phenomenon). Where people live geographically distant from
each other, then sites of ‘informal co-presence’ are regularly visited. Research on
the city of London in particular also shows how its intense communicative role
has if anything been enhanced, with those working in financial services regularly
travelling to meet up especially in informal ‘thirdspaces’ for intense moments of
quality time (see Boden, 2000; Thrift, 1996).

Given then these arguments about the complex interweaving of presence, imag-
ined presence and intermittent absence, I turn to the nature of connections within
generic electronic spaces.

Virtual ‘Communities’

It is often claimed that so-called virtual communities are not real communities
(Jones, 1995: 24; Sardar, 1996). Virtual communities involve more and more con-
nections but these connections are said to ‘grow more fragile, airy, and
ephemeral’, as electronic space is said to supplant the rich complex diversity of
pre-existing social space (Heim, 1991: 74). Virtual communities are thought to
lack the substance of ‘real communities’ providing only a life on the screen
(Turkle, 1996).

However, intermittent co-presence is important even within electronic spaces
(Baym, 1995: 157). People meet up from time to time, dwelling together in a
shared place for periods. This ‘compulsion to proximity’ is said to reinforce the
‘magical, intensely personal, deeply emotional bonds that the medium had
enabled them to forge among themselves’ (Rheingold, 1994: 237). Thus even
electronic spaces seem to depend upon moments of face-to-face co-presence for
developing trustful relationships.

Indeed new electronic or virtual communities may presuppose an enhanced
corporeal mobility of people (as well as the extensive use of phone conversa-
tions). Or to put the argument the other way round: an IT executive argues that
the ‘daily information and entertainment needs of a traveller are typically multi-
tudes greater than those of the average residential customer’ (quoted by Graham
and Marvin, 1996: 199). The more people travel corporeally, the more they seem
to connect in cyberspace.

Thus there is not a fixed amount of travel that has to be met in one way or
another, and that there could be the straightforward ‘substitution’ of virtual travel
for corporeal travel. It seems that both virtual and physical travel transform the
very nature and need for co-presence. Koku et al. argue on the basis of research
on research scholars that ‘[f]requent contact on the Internet is a complement to
frequent face-to-face contact, not a substitute for it’ (quoted by Putnam, 2000:
179). Other research suggests that those who are online are those most active in
voluntary and political work within their immediate neighbourhood (Wellman,
2001: 10). Their range of contacts may be predominantly local but significantly
broader than those who are not online. Virtual connections would thus seem to
promote more extensive local connections, contra Putnam, and hence more and
not less corporeal travel.

Mobilities, Networks and Communities 71
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But further broader changes seem to be occurring in what we mean by
‘community’ such that people increasingly interact and form ‘communities’ or
‘small worlds’ with those who are geographically distant (see Lodge’s account of
academic ‘small worlds’, 1983). This changing nature of community life can be
seen within diasporic cultures. The proliferation of such diasporas has extended
the range, extent and significance of all forms of travel for far-flung families and
households. Clifford summarizes the importance of travel:

dispersed peoples, once separated from homelands by vast oceans and political barriers,
increasingly find themselves in border relations with the old country thanks to a to-and-
fro made possible by modern technologies of transport, communication, and labour
migration. Airplanes, telephones, tape cassettes, camcorders, and mobile job markets
reduce distances and facilitate two-way traffic, legal and illegal, between the world’s
places.

(Clifford, 1997: 247; Cohen, 1997)

In the case of Trinidad Miller and Slater argue that one can really only be ‘Trini’
by going abroad, with about 60 per cent of nuclear families having at least one
member living abroad (2000: 12 and 36). But at the same time, using the Internet
is becoming central to being a real ‘Trini’. The use of the Internet in Trinidad ‘has
permeated all sectors of society’ as hot, stylish, and fashionable (Miller and
Slater, 2000: 27).

Miller and Slater (2000) go on to argue that as virtual travel thus becomes part
of everyday life so it transforms what we think of as near and far, present and
absent. It changes the character of co-presence, even where the computer is
resolutely fixed in place. Thus we should regard: ‘Internet media as continuous
with and embedded in other social spaces, that they happen within mundane
social structures and relations that they may transform but that they cannot escape
into a self-enclosed cyberian apartness’ (Miller and Slater, 2000: 5). Thus the very
distinction between online and offline gradually dissolves since ‘many community
ties are complex dances of face-to-face encounters, scheduled get-togethers,
dyadic telephone class, emails to one person or several and broader online
discussions among those sharing interests’ (Wellman, 2001: 11).

Thus networked ties exist in and across both physical space and cyberspace.
Virtual proximities involve multiple networks, where people can switch from one
to the other, using connections from one network as a resource within another.
Virtual travel offers various social affordances as cyberspace is transformed into
multiple cyberplaces (see Wellman, 2001). Thus electronic spaces are ‘incontrovert-
ibly social spaces in which people still meet face-to-face, but under new conditions
of both “meet” and “face”, of changing kinds of connections at-a-distance’
(Stone, 1991: 85).

Mobile Machines

More generally, various technical means of communications are increasingly
combined with humans, forming new material worlds. There are new modes of
present and absent ‘strangerness’ (Bogard, 2000). These machinic hybrids involve
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a contradiction between nearness and remoteness, or mobility and fixation [ . . . ].
Cyberspace communications, in a word, are strange – at the push of a button, territories
dissolve, oppositions of distant and close, motion and stasis, inside and out, collapse;
identities are marginalized and simulated, and collectivities lose their borders.

(Bogard, 2000: 28)

Indeed, more generally, there are now almost always ‘strangers’ in our midst – on
multiple screens not only in the workplace or home but also in cars, airports,
shopping centres, post offices, stores, garages, trains, aircraft and so on (see
McCarthy, 2001, on the widespread growth of such ‘ambient television’). There
is a curious ‘flickering’ combination of presence and absence. Bogard characterizes
such a collapse of distance as an impure or indeterminate relationship, neither one
nor two, as a fractal space: ‘This blurring of boundaries between the monad and
the dyad is an excellent image of the rapidly evolving symbiosis of bodies and
computers, groups and communications networks, societies and cybernetic
systems’ (2000: 40). Connections are simultaneously private and public, intimate
and distant. We could describe these as new fractal social spaces, as each realm
folds over, under, through and beyond each other in striking new social topologies.
These are oscillatory, flickering, both here-and-there and inside and outside, like
a Mobius strip.

The blurring of the boundaries between presence and absence is especially
marked with those newer communication devices that are small, mobile and
embedded within, or part of, the very means of mobility. These involve what one
might call a simulated co-presence, with PDAs, laptops, wireless connections,
palmtops, computer connections on trains and aircraft, cars as ‘portals’ to the net,
the ‘mobile Internet’ and so on. There is convergence between new modes of
transport and communication and this further ‘mobilizes’ the characteristics of
co-presence.

Indeed the twenty-first century would be the century of ‘inhabited machines’,
machines inhabited by individuals or very small groups of individuals. It is
through the inhabiting of such machines that humans will come to ‘life’. Further,
machines only function because they are so inhabited; they are machines only
when one or more humans come to inhabit them. These inhabited machines are
miniaturized, privatized, digitized and mobilized. They include walkmans, mobile
phones, the individual TV, the networked computer/Internet, the individualized
smart car/bike, virtual reality ‘travel’, tele-immersion sites, helicopters and smart
small aircraft and other micro-mobiles yet to emerge. Such machines are desired
for their style, smallness, lightness and demonstrate a physical form often closely
interwoven with the corporeal (see Bull, 2000 and du Gay et al., 1997, on the
Sony Walkman). Mobile phone users often describe them as prosthetic, as physically
co-terminous with their body (Hulme and Peters, 2001).

These machines depend upon digital power that is substantially separate from
material form or presence and involves exceptional levels of miniaturization and
portability. They serve to constitute what Makimoto and Manners term ‘digital
nomads’ (1997). These machines re-order Euclidean time–space relations, bending,
stretching and compressing time–space. Such machines mean that inhabiting
them is to be connected to, or to be at home with, ‘sites’ across the world – while
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simultaneously such sites can monitor, observe and trace each inhabited machine.
These machines are producing a ‘liquid modernity’ of interdependent flows of
text, messages, people, information and images (see Bauman, 2000).

Conclusion

Such mobile machines thus reconfigure humans as physically moving bodies and
as bits of mobile information and image, as individuals exist both through, and
beyond, their mobile bodies. These inhabiting machines enable people to be more
readily mobile through space, or to stay in one place, because of the capacity for
‘self-retrieval’ of personal information at other times or spaces. People inhabit
networks of information, image and movement through such machines. ‘Persons’
thus occur as various nodes in these multiple machines of inhabitation and mobility.
Such machines are inhabited, not just used and not just enabling or constraining.
The machines only work when they are inhabited and especially when they are on
the move. And in their inhabitation of such machines connections are crucially
transformed, with others being uncannily present and absent, here and there, near
and distant, home and away, and proximate and distant (Bogard, 2000).

And those inhabiting machines do intermittently on occasions come together to
connect through physical co-presence. And we might indeed hypothesize that the
greater the hybridized mobility such as in knowledge industries, the more intense
the need for moments of quality co-presence (as Boden, 2000, argues with finan-
cial traders). Even so, the arrangements about such face-to-face meetings will be
increasingly made flexible, and ‘on the move’. Thus the dichotomies of
real/unreal, face-to-face/life-on-the-screen, immobile/mobile, community/virtual
and presence/absence need to be dispensed with.

Moreover, those mobilities always depend upon multiple stabilities. The complex
character of such systems stems from the multiple time–space fixities or moorings
that enable the fluidities of liquid modernity to be realized. Thus ‘mobile
machines’, such as mobile-phones, cars, aircraft, trains and computer connections,
all presume varied time–space immobilities (see Graham and Marvin, 2001).

This relationality between mobilites and immobilities is a typical characteristic
of complexity theorizing. There is no linear increase in fluidity without extensive
systems of immobilities. Thus the so-far-most-powerful mobile machine, the
aeroplane, requires the largest and most extensive immobility, of the airport–city
employing tens of thousands of workers (see Pascoe, 2001, on the complex nature
of such multiple ‘airspaces’).

There are specialized periods and places involving machines in temporary rest,
storage, infra-structural immobility, disposal and immobile zones. How, when
and where these materialize is of immense systemic consequence, relating to the
organizing of time–space. The intersections of these periods and places facilitate
or preclude the apparently seamless mobilities of people, information, objects and
equipment across time–space. Overall it is these moorings that produce move-
ment. And it is the dialectic of mobility/moorings that generates complexity. If all
relationality were mobile or ‘liquid’, if systems really were entirely fluid, then
there would be no complexity in emergent global systems. Complexity stems
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from the dialectic of mobility and moorings, whereby systems are neither anarchic
nor ordered, neither exhibiting free will nor determinism, neither total presence
nor complete absence. Systems are strangely ordered on the edge of chaos as
Prigogine famously describes (1997; see Urry, 2003: chapter 7, for developments
of this ‘complexity’ argument).

Endnote

1 This essay is a substantially edited version of Urry (2004), related to the other material in this issue.
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Information Technology and the
International Public Sphere1

By Craig Calhoun

Information technology (IT) and globalization have each been the objects of
enormous hope and considerable disappointment. So too is their combination in
the notion of an international public sphere supported by the Internet and other
communications media. This is basic to the dream of international civil society
that has flourished since the early 1990s after the collapse of communism and
opening of capitalist markets. And indeed, such an international public sphere
clearly already exists. Equally clearly, however, it has not yet provided the basis
for cosmopolitan democracy that its advocates have hoped.

The task of this essay is to outline something of the stakes of thinking about an
international public sphere, the role that IT can play in it, and some of the
challenges that lie in the way of realizing its potential. I will discuss IT and the
international public sphere against the background of globalization and shifting
bases of in order for the production and dissemination of knowledge. I will not
attempt to review the empirical specifics of where and how and by whom the
Internet is used, or how public communication based on one technology compares
to that based on others. While this would be useful and there are beginning to be
interesting case studies to complement the usual journalistic anecdotes, social
science research on the Internet has barely started.2 The present essay does not
offer findings so much as attempt to orient questions.

Globalization

Information technology has of course been an important basis for globalization.
This did not start with the Internet, despite its hype. From the sextant to the map
to the invention of calculus, the development of early modern navigation was cen-
trally a matter of IT – and the ships circulated information as well as goods and
helped to link the globe in networks of exchange and control. Telegraphs, radio
and television; trains, cars and aeroplanes all helped to establish links across
space and shorten the time-lags to action at a distance. The development of
national and international highway infrastructures paved the way to flows of
information long before the ‘information superhighway’. Colonial empires were
pioneers in IT from at least the sixteenth century. They developed bureaucracies,
accounting systems, file-management hardware and software and both open and
secret networks of communication. They also remind us that new forms of war
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figure centrally in the story of modern globalization – with new weaponry, certainly,
but also military reliance on ever-more complex systems of control and coordi-
nation managed by technologies that evolved quickly from carrier pigeons to
coded telegraph messages to satellite transmissions. As the last suggests, too,
globalization has all along included an element of surveillance, which has always
been a matter of data management and analysis as much as observation, and
which has benefited from technologies to improve each.

Old though some of the trends are, recent innovations in computer and
communications technologies have also been powerful. Modern financial markets
are inconceivable without computer-mediated communication – and action. Not
only are there nearly instant flows of money through global networks, ever-more
complex forms of derivatives are driven by algorithms that their ‘owners’ never
know, and trading is done indirectly by software ‘robots’ programmed by their
human ‘supervisors’. Satellite transmissions and electronic filing of stories
speeds up the flow of information through broadcast and print media. New
Internet media complement older forms of circulation of public (and sometimes
not so public) information. Migrants maintain global diasporic cultures and
translocal communities partly by email and websites. The Internet is an important
support also for global social movements and for local social movements seeking
global attention or support. It is important, though, not to imagine that with
electronic help popular forces can easily get the jump on more centralized or elite
powers – whether economic or political. For all the energy and innovation of
global activism challenging neoliberalism or inequality, at least as much and a
good deal more resources are deployed in support of global capitalism. NGOs
focus not just on human rights or the environment but on accountancy standards,
corporate advocacy and arbitration between firms. And IT is employed inten-
sively in organizing global production processes as well as global markets. It
makes possible not only just-in-time shipping but centralized control of
manufacturing facilities that are physically dispersed throughout the world. What
distinguishes the past 30 years or so, as Manuel Castells puts it, is the creation of
‘an economy with the capacity to work as a unit in real time on a planetary scale’.
(1996: 92) This is a ‘global’ rather than merely a ‘world’ economy. It is also the
basis for Castells’ metaphor of the ‘network society’, which refers not simply to
the fact of global connections but also the adaptive advantage of flexible,
network-based forms of organization in relation to dynamic, global capitalism.

Global interconnections still include war, of course, which itself is transformed
by the rise of flexible, network organizations (Kaldor, 1999; 2002). This is covered
by nearly instantaneous press reports and often carefully managed visual images
that make it a broadcast spectacle. In three senses it is appropriate to speak of IT
contributing to the emergence of ‘virtual war’. First, there is the conversion of
warfare into a media spectacle woven into the same fabric as Hollywood war
movies. Second, there is the blurred line between war games and automated
strategic response as Pentagon planners rely on computer models (Der Derian,
2002). Third, there is the waging of air wars that keep casualities all but invisible –
for those in the planes or back at the missile bases. In this second sense, war may
be ‘virtual’ for the United States with its enormous technological superiority and
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military strategy premised on the notion that American casualities cannot be
tolerated even while it is all too ‘real’ for those suffering on the ground. The
Persian Gulf War inaugurated this new asymmetrical virtuality; it was honed in
Kosovo and deployed effectively in Afghanistan. But virtual war is not the whole
story. New forms of war increasingly involve non-state actors – famously, the
terrorist network Al Qaeda. These sometimes rely heavily on the Internet to main-
tain organization and plan action while dispersed. They also use both broadcast
and computer-mediated communications to disseminate their message and recruit
new adherents. While ‘virtual war’ sanitizes killing by technological mediation
and keeps bloody violence at a distance, terrorists rely on exactly the opposite use
of technology. Violence is not simply a way to accomplish military objectives for
terrorist networks, it is one of their objectives in itself. Footage of the World Trade
Centre attacks offered Al Qaeda and similar groups one of the world’s greatest
recruiting videos. And part of the message was that technology could be a double-
edged sword, one that those who considered themselves oppressed could master
and use against its creators.

So far, cyberterrorism has been minimal and largely symbolic – as for example
Indians and Pakistanis flooded several sites in each other’s countries, demon-
strating not only enmity but also the capacity to penetrate security systems. This
capacity is relatively widespread, but still unevenly so. Distribution of skill may
be one reason for the low prominence of cyberterrorism. While few if any
discontented populations lack members with the skills to hack into websites,
organizing a major destabilizing of social systems by means of attacking a tech-
nological system is more complex than merely hacking in. More important,
perhaps, is that while cyberterrorism has begun to figure in science fiction it has
not yet lent itself to spectacular representation. A key feature of the World Trade
Centre attacks is that they both imitated film and made good film. They followed
a template for a spectacular public devastation that was more widely available and
thus easier to publicly conceptualize and communicate about than cyberterrorism.
While an attack on a computer system might be a more effective way to bring
parts of the global financial system to crisis than an attack on buildings, it wouldn’t
be equally capable of immediate, clearly interpretable global representation. It
would in important senses be a private attack on the public world, not a public
attack.

It is also important to note the extent to which global discussions of IT and its
regulation have come to be embedded in security concerns. Especially since 9/11
attacks, security (and military, intelligence and police cooperation) has moved to
the forefront of the agenda among those organizing interstate connections. This
is likely to have long-term implications for the development of IT use, which is
contingent in important ways on the legal regulatory infrastructure created.
This involves issues about security and surveillance as well as property rights
which are seldom openly debated in the public sphere.

Alongside war, and partly spread by war, disease also figures prominently in
the ‘dark side’ of globalization. This is not just a matter of possible bioterrorism.
More people die daily of AIDS than those died in the World Trade Centre attacks.
And if the spread of deadly viruses from the less well-developed (and thus less
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healthy and less vaccinated) world is a source of anxiety in rich countries, it is
nonetheless the poor who suffer disproportionately from nearly all diseases. And
disparities in access to treatment become one of the most dramatic faces of global
inequality. Here too IT matters, though what we see most is the weakness of the
global public sphere in spurring effective action. We see also the power of
Western and especially American media. These portrayed AIDS largely as a gay
disease, thus adding a stigma to the difficulties of fighting it in the rest of the
world – where homosexual contact is a minor vector compared to heterosexual
transmission, drug use and unsafe blood supplies – and as more or less ‘handled’
by drugs available only at a cost prohibitive to much of the world.

In this context, it is worth noting that the most influential of electronic media
is not yet the Internet or any form of computer-mediated communication, but it is
still the television. Even its reach is not altogether global, but it comes close.
Access to and use of the Internet are still much more uneven, and although usage
of the Internet grows it is less basic to shaping the broad ‘information back-
ground’ to all public discourse. The different technologies are mutually
intertwined, of course, not only with Internet sites run by TV broadcasters but
with news reports gathered by Internet. Just as TV often alerts people to stories
they will read in newspapers, so an email message can tell someone to turn on the
TV, or a TV show can send someone to the web for more detail.3 Aside from
inequalities of access, there may be even more telling inequalities in production
of content for various media. Though access to the Internet is uneven, it does
allow for point-to-point communication, dispersed access to common informa-
tion resources, and relatively inexpensive posting of new content. Broadcast
media remain almost completely one-directional, with broadcasters determining
the form in which content appears and with the costs of competitive entry high.
On the other hand, while more and more information is available on the Internet
there is a wealth of globally significant knowledge still accessible only in the
libraries and computer data centres of rich countries. The results of most social
science research on the world’s less-developed countries, for example, are acces-
sible only in the knowledge centres of the rich countries. Moreover, commercial
sites tend to drown out non-profit ones oriented to the public good; search
engines not only miss much of the web but generally relegate small-scale sites to
their back pages.

Global news media are heavily controlled by a small number of Western
corporations and public broadcasters of a few Western governments.4 This is mit-
igated somewhat by the prevalence of national broadcasters, though without their
own substantial news-gathering operations the global content these can provide is
limited to what they can acquire from the major global providers. One of the
interesting sidebars to the post-9/11 ‘war on terrorism’ was the emergence of
Al Jazeera as an important global media player. This Arabic network not only broad-
cast throughout the Arabic-speaking world but it also became a key source of
content for the major American networks and European broadcasters. Much Western
commentary initially treated Al Jazeera with suspicion, viewing it as ‘an Arab
voice’ while the Western media were treated as neutral or universal. That Al Jazeera
became a conduit for the messages of Osama bin Laden fuelled this perception,
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but it may be more apt to see Al Jazeera as part of the emergence of a transnational
Arabic-speaking public sphere.

All the electronic media, like books, newspapers and the International Postal
Union before them play a crucial role in extending communication beyond local,
face-to-face contexts. They thus underwrite globalization. Again, though, there is
a tendency in some of the speculative literature of early enthusiasts to imagine
that the new media turn the tables on traditional inequality of access to information
and effectiveness of communication more than they do. It is certainly true that
international activism of indigenous peoples, environmentalists and opponents of
the WTO have been organized in new ways and with greater efficacy because of
the Internet. It is equally certainly not the case that such use yet rivals the efficacy
of information control by transnational corporations. Both the corporate control
of much public content provision and the corporate use of IT to manage internal
production and private financial transactions so far considerably outstrip insurgent
and activist uses of the new technologies. This doesn’t make the latter unimpor-
tant, but it should encourage a certain realism. As with other technologies, the
ability to use IT varies not just with the potential of the technology but with the
resources different users can invest.

The very ubiquity of IT has another curious effect on the global public sphere.
It is part of a construction of globalization as an inevitable result of technological
progress. From different national vantage points, the question is commonly posed
not as whether to join in this globalization but how to adapt to it. Challenges to
the dominant Western – indeed American – neoliberal, capitalist forms appear
simply as backward-looking traditionalism. This was perhaps especially true during
the economic boom of the late 1990s; how visions of the future and struggle over
capitalism will fare in less soaring economic times is unclear. But IT continues to
plan a double role – as the visible face of high technology and as part of the tech-
nical underpinning of a greater awareness of global trends.

In many countries around the world, the response is to try to adopt new tech-
nology as rapidly as possible, while simultaneously trying to protect ‘traditional’
culture. Contemporary Indian politicians thus project their country as a potential
IT superpower at the same time that they encourage a renewal of studying the
Vedas and a more or less fundamentalist embrace of Hinduism. It is precisely the
most culturally conservative party to lead the country in its modern history that
announces the most high-tech economic plans – as part of its ‘Vision 2020’
proposals. The very phrase ‘Vision 2020’ is not uniquely Indian, however, having
been employed in Malaysia and elsewhere. The common rhetoric pairs technology-
grounded progress with protection or renewal of cultural traditions. The formula
is old, being something of an update of the nineteenth-century Chinese response
to the West: ‘Western learning for material progress, Eastern learning for spiritual
values’ (a phrase commonly summarized by the syllables ti-yong). But as the
Qing emperors learned, it was hard to import railways and telegraphs without
bringing Western values along. China’s communist leaders worried about the
same issue in the 1980s, and both their successors and some contributors to
China’s popular websites worry about the same thing today.5 Even Canadian
politicians echo the same theme, showing that anxiety about local identity has as
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much to do with American – that is, United States – power as with a clash
between the West and the rest. As government officials told Financial Times
reporters, ‘the country wants to become a lean global competitor while maintaining
traditional local values’ (Morrison and Warn, 2001: 1).

Politicians presenting globalization as an irresistible force commonly embrace
neoliberal policies as the necessary response. Global economic competition
demands, citizens are told, that public sector jobs be cut, taxes lowered, state-
owned resources be privatized. The same IT that potentially makes possible a
more vigorous public sphere is cited as an example of global pressures before
which public opinion should bow down; it is used to squelch dissent. Ironically
perhaps, the IT industry itself often backs this neoliberal rhetoric, focusing on the
image of freedom and seeing states and bureaucracies only as possible fetters on
innovation (rather than also embodiments of social achievements such as public
education or health care). The result is to reduce the chances of the socially trans-
formative and publicly engaged use of IT, while encouraging its domination and
domestication by commercial interests.

Nonetheless, IT use does escape being harnessed entirely by capitalism. Some
of this depends on slipping out of the net of property rights in order to enter the
World Wide Web. In India, by some estimates, the majority of people make access
to the Internet illegally, from informal sector Internet vendors who establish
hidden or black market access to the system’s backbone or trunk lines.6 Without
this – and a variety of other shady but creative adaptations around the world – IT
access would be even more asymmetrically distributed than it is. But the solution
is only partial. It enables email and bulletin boards and access to public information.
But it does not speak to the extent to which the provision of content on the Web
is itself ever more commercialized.

Both the flow of information and the financial value of Internet communications
put IT on the agenda of government and multilateral regulators. Information
flows on the Internet raise concerns about security, manipulation and crises of
unintended consequences (such as the financial flows that were central to the
East-Asian fiscal crisis of 1997). So far, there has been relatively little public
discourse about the nature of this regulation. Indeed, non-governmental advocates
for the public interest have largely been excluded from the discussion. When the
G-7 powers established a working group on Internet policies in 2000, for
example, they determined that each government would have one representative
and that there would be a representative of each national private business estab-
lishment. Only under pressure did they agree to ‘observers’ from less-developed
countries. Efforts to secure representation for the non-profit sectors in the
different countries failed. This brings up the basic issue of whether there is an
effective way for non-business civil-society interests to be heard. The open-source
software movement has made remarkable strides, but advocates for this sort of
vision of large-scale cooperation in the creative process, and of a more demo-
cratic approach to developing a technological infrastructure are not significantly
represented in core discussions of legal and political regulation. National public
spheres and the nascent international public sphere alike are sharply challenged
by the partnership of corporate powers and national governments, backed up by
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international agencies serving that partnership and a global culture heavily
shaped by neoliberalism.

To the extent that there is a direct response to self-organized public communi-
cation, it comes mostly from nation-states. Though businesses are susceptible to
campaigns focused on their public image (famously pioneered by the Nestle
boycott), they are much less directly attentive to public opinion when it is
expressed in non-financial terms. It is the translation of opinion into either
consumer purchasing patterns or capital investment patterns or occasionally the
willingness of other firms to work cooperatively that matters. Likewise, multilateral
organizations like the World Bank, the IMF and the WTO can be challenged by
public outcry, but are governed largely by states and operated along technocratic
lines, with expertise conceived mainly within the terms of neoliberal ideology.
Accordingly, it is a mistake for democrats to accept too readily the idea that the
growth of a global civil society makes states unimportant. States still matter, they
still wield considerable power, and this is at least in part a good thing, not least
because they are the main locus for democracy.

It is common to speak of globalization as though the fact of worldwide inter-
connections meant that there was really a single, seamless whole.7 I have done
this to some extent here, but it can be misleading. Globalization looks different
from different regions and localities in the world. It is both an opportunity for the
EU and a pressure behind European unification. The implications are more
ambiguous in much of Africa, where access to the benefits of globalization has
been minimal and the legacy of colonialism and other ills have in some cases been
exacerbated by it. Instead of wondering whether states will lose their familiar
power, for example, many Africans must wonder instead whether states will
become strong enough to manage public services and unite countries. Likewise,
senders and receivers of migrants must view migration differently. And while
unequal access to IT is an issue everywhere, the inequality is between countries
as well as regions within them. And the term ‘access’ can be misleading, since
even countries that are in a good position to make access to the web may not be
in a strong position to become suppliers of global information resources.

To a large extent, the notion of a single, uniform global culture or economy is
an illusion encouraged by the way dominant Western media presents information
about the world. From other vantage points, the divergences are readily visible.
Globalization is made up of a variety of different projects that clash with each
other in varying degree and combine in different ways in different places. Western
dominance is contested. This is not to say that what happens elsewhere is simply
survival or response to West-initiated trends; it is rather the other, creative devel-
opment of alternative modernities (Gaonkar, 2001). This is something of what has
been at stake in clashes between Islamists and the West in recent years – not
tradition versus modernity so much as struggle over whether Western trends can
control the whole of the modern. Is the freedom to make pornography predominate
in the content available on the Web inherent to modernity, or a contingent choice
the West has made in constructing modernity – not only in terms of sex but in
terms of minimally restricted commercialization. Moreover, Western-dominated
globalization is not all of a piece – the WTO and the anti-WTO protests have both
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been West-dominated. Neither is there simply a tension between the West and the
rest, as though the latter were uniform. Regional and local differences still matter,
along with religious, cultural, class and other differences that cut cross regions.
Even nationalism is commonly a response to globalization, not simply something
old and passing.

Globalization is a heterogeneous process, in short, which produces multiple
and overlapping layers of interconnection. It is a matter of enmities and rivalries
as well as interdependence. Moreover, the other side of connectivity is exclusion.
The more densely certain networks are woven together, the more difficult it is for
outliers to find their way in.

International civil society has grown as part of globalization, but its enthusiasts
must be careful not to overstate its strength. It is sometimes suggested that IT is
a great equalizer, but as we have noted IT is used by corporations at least as effec-
tively as protesters (if not a good deal more so). Describing the surge of global
protest over capitalist hegemony, unequal development and the environment some
writers seem almost to imply that the protesters outside the WTO meeting in
Seattle came close to overpowering the global elite within. In fact, of course, they
were able to get a message heard and to create a disruption but not to assume
significant organizational power.

IT plays an important role, finally, in making it possible for globalization to
combine decentralization and dispersal of activity with concentration of power
(Calhoun, 1992b). As Saskia Sassen (1996) notes, much of what official statistics
present as global trade among seemingly independent nations is in fact coordi-
nated production within individual global corporations. Carburettors may seem to
be sold from Mexico to the US, but this is just one link in Ford’s new global
assembly line, with computer-assisted control systems and financial management
as important as computer-assisted design or robotics.

Networks and Knowledge

IT is powerful, but not all powerful. It is introduced into a world of existing social
relations, culture, capitalism and inequalities. These shape what will be made of
IT. So does the creativity of engineers, designers and users. So too, potentially,
can the creative work of artists and others for whom the Internet provides a new
medium for both production and circulation of work. Indeed, the aesthetic poten-
tial of IT is both important in itself, and potentially part of the contribution of IT
to the public sphere. The latter is never simply a matter of rational–critical
argument but also of cultural creativity, the reimagining of the nature of social
relations can be as important as debate in the life of the public sphere. Through
most of the twentieth century, for example, the public sphere joined an aesthetic
and a distributive critique of capitalism, a bohemian discourse with the socialist,
hopes for a more beautiful world with hopes for a more egalitarian world. To a
considerable extent this combination came unstuck in the 1990s (see the useful
discussion in Boltanski and Chapiello, 1999). Egalitarian ideals were tarred with
the brush of defunct Soviet-style bureaucratization and notions that government
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regulation was excessive even in the West. Conversely, capitalism appeared often
in the aesthetically appealing guise of the high-tech corporate campus rather than
the polluting factory. For a time, at least, its paradigmatic occupation became
website designer and not only its economic but its aesthetic potentials seemed
unlimited. There was more artistic freedom offered by the dotcoms than by gov-
ernment (and even universities looked awfully stodgy). How much of the changed
attitude will survive the dotcom crash is unclear, but the example nonetheless
illustrates the ways in which the revision of cultural images is important to the
construction of public opinion. And of course, it was not an accident. The
hybridization of Madison Avenue and Bellevue, Washington was central to
the dotcom era, and focused precisely on the revision of public opinion by
aesthetic means.

Attempts by states and others to regulate the Internet and similar technologies
may reflect purely bureaucratic concerns or may respond to such public
discourse. A significant gap in this process, so far, is that IT has been the object
of a great deal of speculation – often utopian but sometimes dystopian – and not
much serious social research. Such research will advance best if there are more
researchers with serious knowledge of both IT and social science. Such ‘cross-
training’ is not encouraged in contemporary universities, but is not impossible. In
any case, for the public to make informed choices about the development and
deployment of IT – and perhaps about remedying inequalities in access or
impacts – knowledge is crucial.

Perhaps ironically, at the same time that more and better knowledge is needed
about the social changes in which IT plays a central role, the traditional institutions
of knowledge production, storage and distribution – like universities – are under-
going an unannounced structural transformation partly based on IT. This can
serve as an example for issues in the study of IT. Various commentators have
wondered what the implications of new technologies might be. Optimists have
pointed to the capacity to reach new students in dispersed settings, to bring
currently centralized resources like libraries to learners and researchers in
remote places, to put and give students more chances to control their own pace
and directions of study, and to make institutions more efficient. Pessimists have
worried that ‘efficiency’ will be used only to cut costs not to expand offerings,
that personal contact will be reduced, that knowledge work (and curricula) will
become more standardized, that this might be linked to more reliance on
standardized testing, or that social benefits associated with campus communities
will be lost if students are isolated from each other. All of these good and bad
possibilities are realistic. Two problems stand between speculation and useful
knowledge, however. First, there is little research, especially research showing
not just whether any of these things are happening someplace, but which of them
are happening where and in association with what else. Second, we must over-
come the tendency to try to figure out the impact of IT in isolation from broader
social patterns of which it is part. In this case, the role of IT is currently
secondary, but growing, within large-scale structural transformation of higher
education that has gone largely unannounced and unexamined – at least within
the United States.
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Sticking only to the American example (though versions of this process are
widespread), several different changes are intertwined and are fundamentally
changing the character of higher education. The changes are not evenly distrib-
uted, to be sure. Most especially, wealthy institutions have more capacity to shape
their own futures – and to maintain attractive features of their current character.
Thus it is not likely that Harvard University or Williams College will employ IT
simply to cut costs, reduce faculty, or teach students online. They may use their
‘brand names’ to offer profitable distance-education programs, but their endow-
ments and social status will enable them to continue to serve a privileged segment
of the student population with residential programs that reach far beyond the
formal curricula and that include face-to-face relations among students and
between them and the faculty. The options open to less well-endowed institutions
are different, and so too the pressures shaping them. One reason we know less
about the overall transformation of higher education is that researchers tend to be
drawn from the upper tier of schools and reflect mainly on what has gone on in
the institutions in which they were educated or worked. But higher education in
the United States is a highly differentiated system in which schools have different
missions, student bodies, places in academic labour markets and resources.

Some of the most noticed innovations in higher education have come with the
rise of for-profit schools. These are disproportionately (but not exclusively)
distributed in the less-selective segments of the higher education market. It is no
surprise that DeVry Institute of Technology competes more with community
colleges than with Stanford (or that the institutions acquired worldwide by Sylvan
International Universities are primarily in the market for first-generation university
students wanting to study applied fields). It is also significant that providing
technical education – much related to IT – has been a mainstay of the new
institutions. The older higher-education system has been slower to develop
needed offerings. But if this is partly simply conservatism, it is also partly a ques-
tion about the nature of education. Colleges and universities have commonly
maintained that even technical education was best pursued in the context of
broader liberal arts and sciences; that it was important to train citizens as well as
technicians, and that students needed to develop critical thinking skills for both
roles. In relation to IT, many have pointed out the difference between mastering a
specific software package or hardware configuration, both of which are likely to
change quickly, and mastering the underlying principles that will enable students
and workers to learn about new systems in the future. Absenting a much greater
social investment, though, this broader vision of higher education is inevitably
somewhat elitist; it speaks less well to students worried about choosing the
fastest, surest course to a good job.

Traditional colleges and universities are expensive – and are under challenge
from ‘rationalizers’ – not only because they are inefficient, but because they bun-
dle together a number of different activities and functions. They house libraries
and sometimes publishing companies, counselling services and sports teams,
computer centres and hospitals. They provide entertainment, housing and at least
implicitly dating services. One of the basic questions today is which can – or
should – maintain this bundling together of disparate activities. Perhaps most
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basically, the ideal of the university will combine the production and dissemination
of knowledge, and research and teaching. Some efficiency can be gained through
unbundling these, which is now happening. Like many of the changes, it is hap-
pening within traditional institutions as well as in a redistribution of activities
among institutions. Some faculty are able to negotiate privileged reductions in
their teaching loads because of their research productivity; others make up the
difference. The most extreme dimension of this is the rise in employment of tem-
porary and part-time teachers, usually with low salaries, minimal benefits and
marginal status within the institutions. Though transformations in higher education
are often described in terms of ‘privatization’, this shift appears in public institutions
as well, and market pressures are felt throughout the system.8

Indeed, profit and non-profit orientations are being intermingled. Not-for-
profit universities have established for-profit corporations to try to make money
from online offerings. University presses long-subsidized because of the academic
value of their publications are being asked to pay their way as businesses. Charges
for some library resources, especially those provided electronically, are becoming
more widespread. The primary products of scholarly research – journal articles
and books – are increasingly accessible only for a price. The institutions most
immune from pressure are in fact not the public universities but the very well-
endowed private ones. MIT and Princeton, thus, have made their online offerings
free – both seeing them as more valuable for public relations and alumni loyalty
than to be seen as profit centres, and suggesting that there may not be as much
profit in this kind of offering as is sometimes thought. On the other hand, such
well-endowed institutions are also operated partly as for-profit businesses, not
least when they get into joint ventures based on the inventions and innovations of
their faculty.

In this as in other areas where IT is part of a larger change, inequalities are
growing but masked. Not only individuals but institutions also become unequal
when facing technological innovation. Around the world, privatization of higher
education is part of the more general process of reducing state support of social
goods. This is encouraged by the neoliberal ideology dominant in contemporary
globalization (Bourdieu, 1998; 2001a9).But it means that states – the institutions
best placed to defend the gains, workers and other popular forces have made in
their previous struggles – are instead abandoning them. Some of those struggles –
such as for low-cost, equitably or perhaps meritocratically distributed public
education – have been waged in part through the public sphere, with material
pressures complemented by shifts in public opinion. The supporters of neoliberal
capitalism have effectively dominated elite public opinion, including the ways in
which the most powerful states perceive the implications of globalization. This
means that debate in the broader public sphere is an important test for the capacity
of civil society to resist the imperatives of capitalism. The debate influences not
only current state actions but the availability of knowledge for future public
discourse.

The Internet will always be a supplement to but not a replacement for other
connections. Those who already have power can make more effective immediate
use of the technology – so those with less power have to work harder to make it
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effective on their side. The Internet makes it easier to find things out, thus, but
often harder to find out what we don’t know. I don’t mean simply that it adds to
volume and creates new demands for ability to discriminate and evaluate sources,
though this is certainly true. I mean also that it makes new forms of surveillance
possible that are inherently hard to and for ordinary people to observe and which
may nonetheless dramatically enhance the control others have over their lives.
Despite the fact that privacy issues have received more research and public atten-
tion than almost any other dimension of IT, surprisingly little public outcry has
greeted US government proposals – and actions – to reduce restrictions on such
surveillance. People still seem to think mainly in terms of new information being
gathered rather than recognizing the immense detail of information already
produced as byproducts of computer use but (usually) not linked across data sets.
The label privacy is partly misleading, thus, since the issues involve not just
‘exposure’ but control.

Control is also important in another way. It is often obscure to users who do
the editorial shaping of content available on what are seemingly open and public
websites. China, for example, has a range of extremely lively web-based discus-
sions about issues from international affairs to government corruption. Content
that offends the government usually disappears quickly, however, and there is
presumably also a good deal of self-censorship. The result is that sites apparently
offering a glimpse of public opinion are skewed representations. Unlike a news-
paper that can be read in certain ways based on the assumption that it is censored
and its content controlled, websites give the impression of consisting simply of
the spontaneous postings of the public. This doesn’t mean that the web doesn’t
bring a gain in sharing information. Indeed, journalists on official Chinese news-
papers have been known to anonymously post to the web stories which censors
would otherwise stop them from publishing – and these get some airing even if
they are quickly censored. And, to complicate the matter further, the government
sometimes tolerates web content that it would censor from print publication. The
reason seems to be that it assumes that the Internet reaches a relatively elite part
of the population within which the government is willing to see issues aired. This
may offer a kind of safety valve; it may be monitored by the government to see
what its more publicly informed and vocal citizens think; it has the advantage that
it doesn’t seem as official as what appears in government-owned publications.
Perhaps most basically, the government may simply recognize that it cannot effec-
tively restrict all information from reaching this elite – but still wish to restrict
what reaches the broader population. In the information age, it may be all but
impossible to stop information flows – including across borders – but it may be
more possible to keep them relatively elite. In other settings, censorship may
ultimately be less of a factor in determining the accessibility of information on
the web than invisibility (because of the limits of search engines, the extent to
which commercial sites push public ones to the margin, and the costs of advertising
or maintaining links).

One argument has been that web-based ‘communities’ are effective organizational
counterparts to corporations, governments and other more formally organized
structures of power and action. There is some truth to this – organization is
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always crucial to making otherwise dispersed popular voices heard. Electronic
communication is extremely effective at facilitating links among strangers – for
example facilitating both widely distributed protests and participation from
widely distributed groups in demonstrations or other shared events. It is a useful
vehicle for sharing information which can either motivate or inform action. At the
same time, we need to note the ambiguity of the language of community in this
regard. Writers seem to refer without clear distinction to (a) dense networks of
personal ties, (b) broad but loosely linked categories of people linked by shared
information and (c) IT users who derive their social connections from some other
basis (say, trade-union membership) but then communicate partly online. If we
mean the first of these, the most sociologically specific use of ‘community’, then
communities are effective only on relatively small scales; density of connections –
everyone knowing (and potentially trusting) everyone else necessarily declines
with scale. Precisely because social life began to be organized on ever-larger
scales in the modern era, community could organize proportionately less of it.
States, markets and other kinds of connections among people came to organize
more – even when people still valued community a great deal. Much of what IT
facilitates is linkage among relative strangers – the second and third usages
above, though I would hesitate to use the term community with its connotations
of dense social networks. The term community is misleading, moreover, because
it implies that collectivities formed in web-based discourse are somehow equiva-
lent to local communities grounded in face-to-face relationships (Calhoun, 1998).
Here too the reality is that the Internet is most effective as a complement to face-
to-face communication not a replacement for it. It empowers local activists who
would otherwise find it harder to reach others with similar concerns in remote
locations. It enables both lateral sharing of information and better access to
information controlled by centralized providers (including government agencies).
Here it is worth noting that how effective the technology is in this regard depends
a great deal on institutional arrangements over which there can be political
struggle. For example, are government agencies required to make all their data
effectively accessible? What laws and regulations govern public provision of data
by other actors?

More generally, ‘community’ is a misleading term for thinking about the
Internet’s role in social solidarity. It may be true, as William Mitchell (1998) puts
it, that his keyboard is his café. Internet communications provide many of the
functions that coffee houses (and newspapers) played in Habermas’s model of the
eighteenth-century public sphere. At the same time, neither is necessarily best
understood through the notion of community. Part of what Habermas described
as important to coffee-house society was precisely that it provided a setting for
interactions among strangers, for discussions among those who were not knit to
each other by communal ties. The same goes for various sorts of multi-user
domains (MUDs) and is part of the basis for the creative identity-work that
Sherry Turkle (1997) has described. MUDs may evoke a sense of community for
participants, and may be given metaphorical topographies complete with ‘neigh-
bourhoods’. But it is also misleading to apply the warm, fuzzy language of the
local without regard to scale. There is a crucial difference among MUDs that
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provide occasions for strangers to fantasize, LISTSERVs and websites that enable
political organization among strangers, and web resources that provide supple-
mental communication channels for people also joined in directly interpersonal
relationships. The three (and other variants) can shade into each other, but are
distinct not just in conception but in implications. A particularly important part of
the distinction comes with the difference between categorical identifications
(categories of people with similar interests or identities) and network ties (more
or less dense webs of actual relationships, especially multiplex ones) (Calhoun,
1992b; 2002; White, 1992). The latter join more or less ‘whole’ people; the
former tend to join people one issue or identity at a time. The former, however,
transcend locality much more easily.

The point is not that one mode of interconnection is better or worse than the
other, but that they have different implications. The Internet can make local com-
munity less isolated or it can lead people to substitute online ties to relative
strangers for interaction with neighbours. It can promote both enclaves and con-
nectivity, nations and cosmopolitanism. Heavy reliance on the term ‘community’
to describe computer-mediated groupings borrows from the warm and fuzzy
connotations that the idea of community has in everyday life and especially in
nostalgia. But it also obscures one of the most important potential roles for
electronic communication which is enhancing public discourse – a form of
discourse that joins strangers and enables large collectivities to make informed
choices about their institutions and their future.

The Idea of the Public Sphere

To say that a public exists is mainly to say that there is more or less open, self-
organized communication among strangers. There are settings in which such
public communication is minimal, in which strangers feel sharply constrained in
what they can or should say to each other, or in which external regimentation of
who may speak to whom or what may be the topics of communication prohibits
self-organization of publics. So this minimal sense of publicness says a good
deal.10 It does not, however, give an adequate sense of the stakes of the idea of
the public sphere. These focus not simply on the general existence of public
communication, but on its capacity to guide social life.

The most famous study of the public sphere, Jürgen Habermas’s Structural
Transformation of the Public Sphere (1989), focuses on the emergence in the
eighteenth century of a widespread ideal – and partially successful actual practice –
of open debate concerning questions about the public good and policies for
pursuing it.11 This debate was conducted by individuals with autonomous bases
in civil society – that is, with their own sources of income and identity – but the
debate achieved rationality to the extent that the wealth and identities of the
individuals did not intrude on argument itself. The public sphere was thus crucial
to the capacity of civil society to influence the state; it was political, but not part
of the state. Habermas describes the development of this political public sphere
out of an earlier literary one, in which the formation of opinion about works of
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literature was elevated by rational–critical discourse. He also points to the importance
of institutional supports for public communication, notably the newspaper and the
coffee house.12

In Habermas’ analysis, however, the ideal of the public sphere was shown to
mask a contradiction. It aspired equally to openness – in manner of communica-
tion and in entrance to the discourse itself – and to the critical use of reason to
form opinion. Its successive structural transformations, however, reflected the
extent to which expanding the scale of the public sphere led to a degeneration in
the processes of opinion formation. Instead of individuals debating, public com-
munication became increasingly a matter of organized interest groups – corporations,
trade unions, political parties – using the techniques of advertising and mass com-
munications. Opinion was formed less rationally on the basis of manipulation.
The advent of opinion polls did nothing to arrest this, since they simply asked the
opinion of discrete individuals without providing an occasion for different
individuals to inform each other through discussion. Such opinions were less
likely, therefore, to be based on knowledge. Indeed, opinion polls simply gave
better information on people to those who would seek to influence or control
them – treating them as ‘objects’ – rather than enabling them to become better
subjects of public discourse.

Behind both Habermas’ optimistic account of the eighteenth century and his
pessimistic account of subsequent transformations lie the same issues. Can public
communication be a means of forming opinions based on reason and improved
by critical discourse? Can these opinions then inform the creation or operation of
social institutions and more generally the constitution of social life?13 In other
words, can ordinary people use their faculties for reason and communication to
choose the nature of their lives together – even on a relatively large scale in which
most are strangers to each other – rather than have this imposed on them by
inherited tradition, political power, or economic wealth? For Habermas, the main
issue was whether citizens could guide a state, which helps to explain why ‘the
public sphere’ appears as singular – it is the sum of the ways in which the open,
rational–critical discourse of citizens at large can inform the (singular) state. The
same broader questions can be asked of international public discourse, however,
and with regard to influencing a multiplicity of states, of multilateral organizations,
of quasi- or non-governmental bodies, and indeed, of business corporations.

Communication among strangers in the public sphere thus appears as one of
the various mechanisms by which social integration is achieved and social
institutions shaped and guided. Shared participation in public life, itself, can be a
form of social solidarity, joining people in relations to each other and to the public
projects they debate – even when they disagree about specifics. Among the
various forms of social integration, public communication is distinctive because
more than any of the others it offers the possibility of ordering collective life on
the basis of reasoned choice. People are joined together by functional interde-
pendence, as in markets, by subjection to political power, and by commonalities
of culture. The public sphere has the potential to shape each of these other forms
of connection, as well as offering a kind of connection of its own. It complements,
the realms of directly interpersonal relationships – family, friendship, neighbourhood.
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These are open in varying degree to choice and to construction through interpersonal
communication. But they can join only modest numbers of people; they cannot
organize relations among strangers. Moreover, when they steer affairs of state this
is usually the illegitimate influence of one part of a polity over the rest. The pub-
lic sphere distinctively offers the chance for the whole citizenry – or at least a
large part of it – to participate in guiding the state, thus conferring legitimacy on
it. This of course implies that legitimacy is based on the will of the people. While
this is a predominant conception in the modern world, it is not the only possibility.
Other approaches to legitimacy base it on divine will, on inheritance, or on the
formal excellence of institutional arrangements. When legitimacy is based on the
will of the people, a key question must be how that will is formed. Is it a matter
of inheritance or of a tradition that should be above question – as some propo-
nents of ethnic nationalism would argue? Is it a matter of manipulation by those
who can draw power from control over the media, or over jobs, or over the
members of self-interested organizations? Or is this will of the people formed
through discussion and debate among the people?

This is not the place to pursue questions of political theory like how to balance
unity and diversity, the sense of common commitment implied by the phrase ‘will
of the people’ and the need for tolerance and mutual engagement across lines of
difference required by liberal democracy. But it is crucial to see that these
questions are made pressing by any appeal to the public sphere as a basis for
organizing life together. Take simply the relationship to nation as an example.
Nationalist ideology commonly presents individuals as joined directly and iden-
tically to a common whole; differentiation appears as a threat to national unity.
Such an ideology can have popular appeal and can be supported by masses of
public communication – messages posted to both American and Chinese websites
during the spy-plane crisis of 2000 demonstrated this. But this sort of public
demonstration of unity and identity is different from public discourse in which
rational–critical debate improves the quality of opinions, educates the participants
and forms a collective understanding of issues that advances beyond pre-existing
definitions of interests or identities.14 Among other things, the mass version of
popular nationalism is eminently open to manipulation by demagogues, the
government and other forces. Recall, indeed, that democracy can mean mass rule
but not protection for rights and that publicity and expansion of the media can be
tactics in mobilizing such masses (and not just in Nazi Germany or Maoist
China).

More or less open, self-organized public communication among strangers is
evident in both mass nationalism and more rational–critical public discourse. The
minimal definition of the public sphere does not adequately make the distinction
(though to the extent that mass nationalism is manipulated by the state or others
it is not ‘self-organized’). It is recognizing the deeper stakes of the question of the
public sphere that makes the tension between these two ‘ideal types’ of public
communication evident and important. And yet, it should not be imagined that the
realities to which they refer are completely distinct. There is no communication
that is not also participation in the production or reproduction of culture. Even in
the most rational–critical of public debates, thus, organized by the fairest rules of
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procedure and pursued in the least self-interested spirit, are thus conditioned by
the cultural idioms in which they are conducted and contribute to the formation
of common culture (as well as the recognition of cultural differences) among
participants. Moreover, common culture is important to the commitment of
participants to each other and to the process of public discourse. To recognize the
difference between simple affirmation of commonality and differentiated public
debate should not lead us to imagine that the ideal of reasoned discourse is suffi-
cient in itself to account for what goes on in any public sphere or how and why it
survives and exerts its influence. Conversely, we should see also that popular
nationalism (and other cultural or political traditions) is not immune from
rational–critical discourse. It can be shaped and reshaped both by the culture-
forming and the rational–critical dimensions of public discourse. Even when
ideologues assert that there is one true and correct way to be American or Chinese
or any other nationality, they tend always to offer distinct visions of that one and
true way. This opens up the possibility of debate even in the midst of affirmations
of unity. And different nationalisms may incorporate greater recognition of internal
diversity, of the importance of reason, or of debate as part of the self-understanding
of the nation.

The existence of public communication, vital as it is, does not answer the questions
we need to ask about public spheres. We need to know not only how active the
communication is and how inclusive and open participation is, but what the
qualities of the communication are. We need to attend to the processes by which
culture is produced and reproduced in public, not treat it as mere inheritance or
private product of individuals or small groups. We need to ask how responsive
public opinion is to reasoned argument, how well any public sphere benefits from
the potential for self-correction and collective education implicit in the possibilities
of rational–critical discourse. And we need to inquire how committed participants
are to the processes of public discourse and through it to each other. Finally, and
not least of all, we need to ask how effectively the public opinion formed can in
fact influence social institutions and wielders of economic, political or indeed
cultural power.

These questions should all be basic to inquiry into the implications of new
information technology for public life and democracy. Various technologies have
the potential to constrain or facilitate openness, reason, cultural creativity, self-
organization and solidarity. This is as true internationally as domestically.
Moreover, questions of unequal access, cultural diversity and perhaps most
basically, the multiplicity of agents of power and potential objects of public
influence loom even larger in the global arena.

Conclusion

The implications of IT for the global public sphere are still being determined.
Whether it will be put to use in ways that open and encourage public communi-
cation as much as in ways that facilitate commerce and control is an open
question. If not, then web-based resistance to power – viruses, hacking, site-
flooding and other IT and web-based strategies for attacking corporations, states,
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other users – may become more prominent. There is no perfect ‘firewall’ between
systems of public communication and infrastructural systems. Accordingly, the
stakes are high should cyberterrorism become more prominent. At the same time,
opportunities for democratic choice about how socio-technical systems are organ-
ized are limited. And it is often the sense of being excluded from choices about
the future that fans the flames of discontent.

Prospects for democratization of the global order depend crucially on the
development of a global public sphere, as well as on attention to global inequities
within the public discourse of individual societies. There are opportunities for
activism. This need not always involve a leap to the truly global, but may involve
the building of transnational communications networks on a regional scale – as
has happened to some extent around Latin America and South Asia. It will be
important for those who would open up the public sphere to figure out how to
work within organizations (including corporations and states) not just against
them or in seemingly separate and autonomous ‘communities’. It may also be
possible to choose at least some aspects of the transformation of colleges and
universities instead of just letting it happen, and thus to choose to have stronger
bases for producing and sharing knowledge to inform the public. In this regard,
one of the most important actions may be is to do real research to help replace the
contest of anecdotes and speculations with a reasoned debate in the public sphere.

Endnotes

1 Presented to the International Sociological Association, Brisbane, Australia, 11 July, 2002. An
earlier version of this essay was presented to Directions and Implications of Advanced Computing
2000, Computer Professionals for Social Responsibility, Seattle, 20 May, 2000.

2 See Dimaggio et al. (2001) for a useful review (though an overwhelmingly North American one).
Even where there is serious research on the Internet, it is more likely to address the behaviour of
individual users than social processes or public communication as such, and it is commonly contained
within national contexts (and within the global North). See Wellman (1999); Wellman and
Haythornthwaite (2003) for a useful account of research, though this remains heavily oriented to the
processes of sociability. Important as this is, it is distinct from reorganization of power, the construction
of more or less autopoetic systems, and the problems of design of complex technical infrastructures.

3 It is important to recognize, though, the extent to which broadcast media subsidize the provision
of news by Internet – because the latter is not yet autonomously profitable.

4 The literature on media concentration is huge; see, among the best examples (but still heavily US
focused), McChesney (1999) and Compaine and Gomery (2000).

5 For more on China’s web-based public discourse and especially the interpenetration of domestic
and international themes, see Yang (2003).

6 I am informed here by the work of Ravi Sundaram and colleagues in Serai, a research institute
on IT at the Centre for the Study of Developing Societies in New Delhi.

7 Interestingly, it is an illusion that informs critics as well as celebrants. In their influential book,
Empire, Michael Hardt and Antonio Negri (2000) present a picture of a fully sutured and self-sufficient
dominant world order, one that lacks the internal contradictions to generate immanent transformation.

8 Privatization may be a more precise term for discussing changes in higher education in some
other countries. In many of these cases, it is more closely correlated with a for-profit orientation than
in the United States which has a long history of private, but not-for-profit higher education. And in
many of these cases, neoliberal states’ policies are leading to efforts not just to found new private
institutions but to reduce public support for existing institutions.

9 A translation of ‘Uniting to Better Dominate’ appears in Bourdieu (2001b).
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10 Warner (2002) offers a more elaborated version of this minimal definition:

� A public is self-organizing;

� A public is a relation among strangers;

� The address of public speech is both personal and impersonal;

� A public is the social space created by the circulation of discourse;

� Publics exist historically according to the temporality of their circulation.

For more history of the concept see Calhoun (2001a; 2001b).
11 For several critical analyses of the issues Habermas raises, see Calhoun (1992a).
12 A website imaginatively devoted to coffee includes Markman Ellis (2001).
13 Habermas focuses mainly on political life and assumes the existence of a state to be influenced.

Writing slightly earlier, Hannah Arendt (1958) emphasized the broader process of creating social
institutions and also the moments of creation of states in acts of founding and revolutions.

14 For a recent study that addresses the interrelationships of the two dimensions, see Rajogopal (2001).
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Creativity in an Orwellian Key:
A Sceptic’s Guide to the 

Post-Sociological Imaginary

By Steve Fuller

Introduction: The Rise of Knowledge Society Newspeak

Over the past few years I have come to believe that an Orwellian regime of
Newspeak is colonizing our understanding of social life – to such an extent that
it threatens to erase the intuitions that originally made compelling the idea of the
social sciences as a body of knowledge distinct from both the humanities and the
natural sciences (Fuller, 2006). The alleged uniqueness of the contemporary
world as a ‘knowledge society’, or even just an ‘information society’, epitomizes
this Newspeak. It has bred a speciality called ‘knowledge management’, an
oxymoron in earlier times but now a field that promises to teach universities –
formerly the centres of societal knowledge production – how to collectivize their
intelligence ‘effectively’ as, say, a fast-food franchise routinely does (Fuller,
2002: chapter 1). Like other totalitarian ideologies, from Nazism to Maoism, this
one involves a radical reversal of values, typically a subordination of the elites to
the vulgar through the complicity of disenfranchised members of the elite. Thus,
academic researchers on short-term contracts and hence with tenuous loyalties to
universities are in the forefront of ushering this new era of knowledge management
by levelling the distinction between academic knowledge and other cognitively
adaptive responses to the environment.

Perhaps the best display of knowledge society Newspeak in all its glory
appears in the ‘Glossary’ to The New Production of Knowledge (Gibbons et al.,
1994), the single-most influential academic work in European science policy
circles since the end of the Cold War. This book provides the most wide-ranging
legitimation of the ‘postmodern condition’ first identified in that great anti-university
tract of our times, Lyotard (1983). The notoriety of Gibbons et al. (1994) and the
follow-up work, Nowotny et al. (2000), come largely from having introduced the
world to the distinction between ‘Mode 1’ and ‘Mode 2’ knowledge production as
a roughly two-stage process which marks the transition from knowledge being
driven by ‘internal’ to ‘external’ mechanisms. Prima facie the distinction captures
the difference between inquiry governed by strictly academic interests and by
more socially relevant interests. But in practice, the scope of ‘Mode 1’ is much
narrower than the university – closer to a Kuhnian paradigm – and ‘Mode 2’ is
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much more diffuse than ‘relevance’ normally connotes – closer to a market attractor
(Fuller, 2000b: chapter 8). As a result, the university is reduced from a
Humboldtian concept with the aim of unifying knowledge to a convenient physical
space that enables the ‘communication’ of various knowledge interests. Here
‘communication’ doubly resonates of a Habermasian ‘ideal speech situation’ for
establishing consensus and a Hayekian ‘clearing house’ for setting prices (see
Delanty, 2001). In Table 6.1, I have listed the major terms in ‘Modespeak’, along-
side their prima facie innocent meanings (‘Not this . . . ’) and their more sinister
practical ones (‘But that . . . ’).

The overall impression the reader should receive from this tableau is that
some recognizably capitalist, and even pre-capitalist, forms of domination are
masked by a rhetoric of pluralism that disperses power and responsibility.
Indicative of the workings of Modespeak is the translation effected in the first
row of Table 6.1: ‘codified/tacit knowledge’. What academics routinely cele-
brate as our capacity ‘to know more than we can tell’ appears as a nightmare to
managers trying to maintain the corporate knowledge base in the face of mobile
workers in a flexible economy. Not surprisingly, then, when academics advise
managers that our competence is not reducible to our performances, managers
conclude that they must find ways of replacing that competence with a more
reliable source of performances that can be made a permanent feature of
corporate memory, or what Marx would have called ‘fixed capital’. In that case,

Table 6.1 ‘Modespeak’: Knowledge society newspeak

MODESPEAK NOT THIS . . . BUT THAT . . .

‘Codified/Tacit Knowledge’ Performance/Competence Fixed/Variable Capital
(Conversion Principle) (Creativity) (Knowledge Management)
‘Context of Application’ Applied Research Client-Centred Research
‘Globalization’ Universalization Specialization
‘Heterogeneity’ Anti-Homogeneity Anti-Autonomy
‘Hybrid Agora/Forum’ Knowledge Unifier Knowledge Advertiser
(University Redefined)
‘Informatization of Society’ Knowledge Mediates Knowledge Alienated

Social Relations From Individuals
‘Knowledge Industries’ University Privileged University De-Privileged
‘Massification of Higher Knowledge Adds Value Knowledge Devalued
Education’
‘Pluralization of Elites’ Knowledge Workers Knowledge Workers

Respected Modularized
‘Reflexivity’ Critical of Context Adaptive to Context
‘Social Capital’ Public Good Corporate Property
‘Social Distribution of Integrated Unit Dispersed Network
Knowledge’ (Institution) (Interaction)
‘Socially Robust Universally Resilient Locally Plastic Knowledge
Knowledge’ Knowledge (Science) (Culture)
‘Technology Transfer’ Academia Legitimates Academia Services

Industry (19th century) Industry (21st century)
‘Transdisciplinarity’ Interdisciplinarity Antidisciplinarity
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employees are best regarded as transient sources of knowledge – or ‘variable
capital’ – that need to be ‘captured’ while they are still on site. Towards this end,
computerized expert systems have offered much promise to a business world
that, for the most part, has historically succeeded by modelling the human
mind on a need-to-know basis (Nonaka and Takeuchi, 1995; see Fuller, 2002:
chapter 3).

The Orwellian Turn in Sociology: Post-Sociological Newspeak

Modespeak has also infiltrated sociology more specifically. My critique will
concentrate on two key terms in the ‘post-sociological’ mindset – mobility and
innovation – and the corresponding downgrading of institution and upgrading
of community as supporting concepts. Historically the terms ‘mobility’ and
‘innovation’ have had a progressive ring. One thinks of ‘upward social
mobility’ as an aspiration of the working classes, as well as the geographical
mobility that enables people and artefacts to transform host cultures, typically
by introducing innovations from which everyone ultimately benefits. In this
context, ‘order’ and ‘tradition’ suggested at the very least conservatism and
perhaps even stagnation and repression. However, in our brave new world, the
key terms have shifted their meanings. In particular, their teleological
connotations have disappeared. Thus, mobility and innovation are valorized as
such, without regard to the consequences. Moreover, in keeping with the
deconstructive sensibilities of these postmodern times, there is a tendency to
argue that the very distinction between tradition and innovation is bogus, since
there are traditions of innovation and all innovations recover earlier traditions.
And in light of chaos and complexity theory, we can even say that different
kinds of order are simply patterned mobilities (Urry, 2000: chapter 5), thereby
conferring new meaning on the maxim, ‘The more things change, the more
they stay the same’.

Lost in these semantic manoeuvres is the idea that there may be better or worse
innovations and better or worse ways of diffusing them. Judgments of this sort
presuppose a standard external to the process under investigation. Such a standard
would be typically manifested in the investigator’s adoption of a fixed standpoint –
what used to be called a theoretical framework – in terms of which some of the
phenomena under investigation would appear normal and others deviant. Whether
the standpoint is treated as ‘normative’ or ‘empirical’ depended on whether its
resistance to the phenomena is treated as grounds for disciplining the phenomena
or altering the standpoint. In practice, science usually negotiated a settlement
between the two extremes.

In Orwell’s 1984, this erasure of standpoint was accomplished by the continual
rewriting of history to make the present appear as the realization of current state
policy. The records department of the Ministry of Truth, where 1984’s protagonist
Winston Smith worked, was thus dedicated to the implementation of the
Hegelian motto, ‘The real [in the sense of ‘actual’] is rational and the rational
is real. Smith’s society was one whose grounding norm was the reduction of
cognitive dissonance, specifically through what social psychologists call
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‘adaptive preference formation’. In short, one strives to achieve a state of mind in
which one wants what one is likely to receive – to be sure, a perverse reading of
socialism’s aspirations to leave no human needs unmet. The political theorist Jon
Elster (1983) has spoken of ‘sour grapes’ and ‘sweet lemons’ in this context, as
ways by which people find the hidden good in prima facie bad outcomes. The
formation of adaptive preferences is facilitated by the elimination of reminders of
previous goals, or at least the promotion of ambiguity through the compressed
expression of those goals. Thus, in 1984, copies of newspapers stating old
government policies were placed in ‘memory holes’, pneumatic tubes that sent
the documents to a fiery end.

Of course, the systematic destruction of documents by itself could not erase the
memories potentially triggered by the continued use of words appearing in those
documents. Consequently, 1984’s official language, Newspeak, tended towards
neologisms that shortened words so as to minimize the time needed for thought
before a response is elicited. These words, coined in the name of efficiency and
convenience, provided a surface continuity that masked what were often radical
shifts in policy import. However, it would be a mistake to regard Newspeak as the
product of linguistic prescription in the sense of a standardized grammar and
diction that in the name of national unity is legislated against the wills of many,
if not most, native speakers. On the contrary, Newspeak’s diabolical character lies
in its ability to capitalize on the default tendency of linguistic forms to become
condensed at the lexical, syntactic and semantic levels through repeated use
(Fuller, 1988: part II). This tendency has been more effectively exploited in cap-
italist than socialist societies through the subliminal component of advertising,
whereby a familiar phrase or slogan is given a new twist to stimulate consumer
demand (Packard, 1957).

What’s in a Name? Part One: ‘Mobility’

The loss of a distinctly sociological standpoint is perhaps most straightfor-
wardly illustrated in the case of ‘mobility’, a popular topic among sociologists
of the post-classical generation, notably Pitirim Sorokin, whose work is
conspicuous by its absence from more recent discussions (e.g. Urry, 2000;
2002). Sorokin (1928: 747–52) would regard today’s tendency to assimilate
‘mobility’ to the sheer statistical drift of individuals across regions or categories
as ‘pre-sociological’, in that no judgment is made about the benefit or harm
caused to either the mobile individuals or the host societies. Rather, the sheer
persistence or increase in a tendency – ‘survival’ in its extended sense – is
presumed to establish an emergent norm. This is very much how an evolution-
ary biologist or an epidemiologist sees matters. It has also gained increasing
currency among social scientists who look to genetics for objective traces of
large-scale, long–term, socio-cultural mobility (e.g. Cavalli-Sforza, 2000).
Nevertheless, the sociologist’s professional task would not be complete without
considering what else needs to change to enable the emergence of certain
patterns of mobility.
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Whereas Sorokin himself pointed to the dissolution of traditional social bonds
as a potential casualty of mobility, the US historian Christopher Lasch (1995:
chapter 3) has focused on the trade-offs that have resulted from the elision of
mobility and opportunity. For example, the drive to upward social mobility
presupposes that membership in the working class – as either a mode of produc-
tion or consumption – is not inherently respectable. To achieve respect, and hence
to realize their full potential as people, the working class has been urged to
engage in substantial mobility of some sort. This implies that there is no prima
facie value attached to who they already are, what they already do, or where they
already do it. A more distant, but no less real, consequence of this elision of
mobility and opportunity is a devaluation of politics in the conventional sense of
party membership, voting and public service: Why go through the trouble of con-
structing an identity around a social position like ‘working class’ that other
groups in your society largely regard as unfortunate and undesirable? More
broadly, why struggle to redress injustices at home, when given the opportunity
to emigrate to a more hospitable land? Thus, the decline of state-based citizenship
has ushered an era of ‘lifestyle politics’ that is relatively indifferent to the loca-
tion of its pursuit (Urry, 2000: chapter 7).

Of course, the preceding remarks are not meant to belittle the plight of asylum
seekers through the ages. But as the chequered but overall progressive history of
democratic politics illustrates, long-lasting purposeful social change has typically
required the mounting of organized resistance to dominant tendencies in the
domestic environment. The result has been the construction of corporate persons –
originally universitates in Roman Law – whose aims transcend those of its con-
stituent members and whose perpetuation occurs by means other than hereditary
succession. This category includes chartered cities, states, churches, universities
and – starting in the nineteenth century – business enterprises. The construction
of these entities has involved the redistribution of powers and properties across a
wide range of otherwise conflicting or indifferent groups of individuals by a pro-
cedure that Max Weber would have recognized as ‘legal–rational’ (Fuller, 2006).
In short, it has been the establishment of institutions – not the facilitation of
immigration – that has enabled homo sapiens to overcome its animal origins,
thereby making it a fit object for sociological inquiry. In this context, much more
needs to be made sociologically of the role that returning exiles have played in
revolutionizing their native societies.

Not surprisingly, the meltdown of institutions into mobilities has been accom-
panied by a renascent interest in the pre-institutionalized forms of social life
epitomized in the word ‘community’, now understood more positively than in
classical sociology. Here the German word, Gemeinschaft, stood for the residual
structures of pre-modern world. These structures set biological and geographical
parameters on the meaning of human existence, such that kinship ties provided
the grounding ontology for face-to-face interactions, which were in turn regarded
as the most authentic form of social life. In this context, Ferdinand Tönnies orig-
inally spoke of Gemeinschaft as ‘racial’ rather than strictly ‘political’ in its social
basis. Tönnies wrote in the 1880s, when the unification of Germany was within
living memory and the emerging German superstate clearly had imperial ambitions
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outside Europe that would entail the reorganization and integration of racially
diverse peoples. In this context, gemeinschaftlich bonds placed obstacles in the
way of what Norbert Elias has called, with respect to Europe itself, the ‘civilizing
process’. However, today’s conceptually face-lifted version of ‘community’ does
not require literal bio-geographical embeddedness. Its phenomenologically
distinctive features may be preserved – or ‘virtualized’ – by the increasing imme-
diacy afforded by the emergent information and communication technologies
(Urry, 2002). Thus, the proliferation of mobile videophones puts paid to the
alleged opposition between ‘mobility’ and ‘community’ – yet both terms remain
resolutely anti-institutional in their focus.

The knock-on effects of this anti-institutionalism are subtle but pervasive. For
example, the concept of race, whose exclusionary character always haunted
classical sociological depictions of ‘community’, is beginning to receive a more
acceptable face, one inflected with the idea of mobility. Fortified by the marriage
of Mendelian genetics and Darwinian evolutionary theory, Cavalli-Sforza (2000)
has revitalized the old ideal of ‘racial purity’ in the guise of ‘genetic diversity’ that
needs to be maintained, especially against the various threats of homogenization
and assimilation faced by so-called indigenous peoples. Evidence for human
genetic diversity is tracked – just as the early-nineteenth-century German philol-
ogists had tracked racial purity – in terms of linguistic diffusion. To be sure,
Cavalli-Sforza treats racism as an arbitrary form of discrimination, since any two
individuals, while genetically identical in almost all respects, will display genetic
differences at some level of resolution. Nevertheless, from this acknowledged
arbitrariness, he concludes that one should target culturally salient genetic
discriminations for preservation (also known as segregation). Not surprisingly,
this conclusion leads him to follow the movements of peoples across times and
places, resulting in an endorsement of scientifically updated versions of theses
prevalent in late-nineteenth-century anthropology. Thus, after asserting that political
units such as the state are analogical extensions of the family, Cavalli-Sforza says:
‘Cultural transmission is easier, faster, and more efficient when a powerful
authoritarian chief forces the acceptance of an innovation’ (2000: 182). His examples
are the Pope and Mussolini. Sociology’s hard-won insight from the law – that
institutional perpetuation can fruitfully cut across hereditary modes of succession –
is alien to this line of thought.

If Cavalli-Sforza’s co-valorization of authority and mobility appears strange to
contemporary readers, then it is worth recalling that before Hannah Arendt
firmly established the ‘totalitarian’ credentials of Nazi Germany in the minds of
social scientists, close observers both pro and con the regime regarded fascism
as quite a flexible corporate actor. It was more Behemoth than Leviathan, to
quote Franz Neumann’s (1944) famous invocation of Hobbes’ distinction in rule
by weakly bounded factions versus a strongly bounded sovereign. Were it not for
strictures of political correctness, we would now regard the regime as an
especially supple ‘actor-network’ (Fuller, 2000b: chapter 7). The secret of Nazi
Germany’s flexible fascism lay in its studied anti-institutionalism, which enabled
local authorities to enforce the Führer’s will however they saw fit, suspending
rule of law in order to tackle more effectively the contextually specific ways in
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which the regime was subject to external threat (Scheuerman, 1994). Not
surprisingly, in these historically amnesic times, we find that the jurist who did
the most in his day to provide intellectual respectability to this policy, Carl
Schmitt, is now rehabilitated as a deconstructionist avant la lettre – of course,
laundered of his painfully obvious Nazi associations (Latour, 2002; see Lilla,
2001: chapter 2).

What’s in a Name? Part Two: ‘Innovation’

Innovation is the first global policy craze of the twenty-first century. One could
be forgiven for thinking that ‘fostering’, ‘seeding’ and ‘nurturing’ innovation are
the most popular pastimes of public and private sector decision-makers outside
the United States. The exclusion of the United States from this generalization
suggests that one innovates mainly to catch up in the world political–economic
arena. In this context, innovation is presented as the key to competitiveness. Of
course, the United States realizes that it too must remain competitive to maintain
its premiere position in the global marketplace. However, the United States relies
on such distinctly uninnovative activities as erecting foreign-trade barriers,
subsidizing domestic industries and investing in controversial overseas political
adventures. Without defending American policies, which have been criticized
almost to the point of banality, I wish to question the contemporary fascination
with innovation in the rest of the world. The most that can be said in favour of
innovation as a normative economic strategy is that it is the prerogative of losers,
as set out in the unjustly neglected thesis of the ‘relative advantage of backwardness’
(Fuller, 1997: chapter 5; Gerschenkron, 1962).

In the UK and its overseas emulators, universities are increasingly urged to
measure their worth in terms of the number of patents generated, perhaps the
most facile indicator of corporate innovativeness, yet the indicator that is most
easily met by academics trained to realize the fruits of their labour in a refereed
piece of analytical writing. To be sure, if policymakers were serious about
converting universities into ‘engines of economic growth’, they would simply
provide incentives to have academics seconded to industry in aid of implementing
the ideas behind the patent essays (Granstrand, 1999: chapter 6). Interestingly,
despite a greater tolerance for academics volunteering their services to industry
as consultants, there is no general policy encouraging the tendency. The reason
has probably less to do with the objections of academic purists than the policy-
makers’ own exposure to risk. After all, bringing an innovation to market, like
any other trial-and-error process, typically requires significant prior investment
before any payoff is delivered. The formal secondment of academics to industry,
while increasing the likelihood that an innovation will pay off, would at the same
time draw attention to any failure that might result. In contrast, the perpetually
promissory character of innovation for its own sake – as measured by the endless
generation of patents – would seem to square the policy circle, while incidentally
pacifying academics who typically find writing a new kind of text (a patent)
more palatable than interacting with a new kind of person (an industrialist).
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Thorstein Veblen (1904) would have recognized what is going on here. In his
terms, the imperative to innovate characterizes the dominance of ‘business’ over
‘industry’. Veblen was one of the last political economists who tried to uphold
Adam Smith’s normative ideals in a time (roughly, a century ago) that had already
left them far behind. Before what we now call the ‘Industrial Revolution’, Smith
held, people bound to the land by birth were restricted from applying themselves
freely to satisfy the needs of their fellows. Writing over a hundred years after
Smith, Veblen saw society suffering from the opposite problem of hyper-mobility,
as in the idea that markets should be regularly ‘creatively destroyed’ by self-styled
innovators seeking to replace producers who might be already adequately satisfying
consumer needs (Fuller, 2002: 51–52). Whereas in the eighteenth century, the
landed aristocracy was the parasitic class inhibiting industry, in the twentieth
century the corporate marketing division – the business class – turned out to be
new parasites, or more precisely cancers that metastasize industrial effort.

In short, the business class manufactured new wants in the course of claiming
that the new products satisfy old wants (see Jacques, 1996: chapter 7). In this way,
adaptive preference formation became institutionalized in the economy without
explicit government intervention – except to allow business to grow to unprece-
dented proportions. Thus, once everyone had a car, advertisers insisted that one’s
entire automotive experience would be compromised without the possession of an
air-conditioned, four-wheel drive car. (Compare the marketing techniques nowa-
days for upgraded software packages.) These observations received their most
influential elaboration from John Kenneth Galbraith (1967), whose concept of the
‘new industrial state’ epitomized advanced capitalist nations in the middle-third
of the twentieth century, when marketing came to overtake manufacturing as the
focus of corporate enterprise.

Whence comes this endless drive to innovation? One may be initially tempted
to draw on contemporary evolutionary psychology, which updates much peren-
nial philosophical speculation about ‘human nature’: To be human is to be
capable of genuine novelty. Unfortunately, this criterion suffers from obvious
anthropomorphism: Might not the detectability of ‘genuine novelty’ be related to
the perceiver’s ability to find meaningful differences? (Of course, a Chomskyan
who regards the ‘generative’ capacity of language as unique to homo sapiens
would see nothing problematic here, since a native listener’s ability to make sense
of a novel utterance is precisely the criterion used to establish genuine novelty.)
If, instead, one were to apply to humans the criterion normally imposed on
animals – that is, to check whether apparent novelties significantly alter behav-
ioural patterns outside the immediate context of utterance – then many of our own
innovations would appear as so many contextually explicable local deviations that
leave the basic patterns undisturbed. Here one would need to resist the lazy rhet-
oric of ‘building on the past’, which assumes that every innovation – especially if
published and stored – remains indefinitely part of the living memory of at least
some humans. One wonders how this ‘building’ might occur (except by some
subliminal or genetic means), given two tendencies: the diminishing half-life of
the average article cited in the scientific literature and the strengthening of the
boundary between historical and contemporary scholarship in each scientific

Arnaud-06.qxd  9/6/07  11:45 AM  Page 104



Creativity in an Orwellian Key 105

discipline (Fuller, 2000a: chapter 5). It is more likely that our sense of recurrent
novelty is somehow tied to a systematic forgetting, and hence modified reinvention,
of the past. I shall have more to say about this Orwellian point below.

Moving from species-general to more historically specific explanations of the
drive to innovate, while Joseph Schumpeter (1934) may well be right that the cre-
ative destruction of markets constitutes the lifeblood of capitalism, the tightness
of fit between innovation and capitalism comes from the tendency of innovation
to involve ‘capitalization’ – that is, the conversion of non-capital into capital. This
was certainly the spirit of Werner Sombart’s coinage of ‘capitalism’ in 1902, to
capture how traditionally non-commercial aspects of social status come to be
spontaneously generated in market transactions (Grundmann and Stehr, 2001). At
the most general level, ‘capitalism’ in this sense carried into the human realm the
translation of physical substances into mathematical functions that had character-
ized the Scientific Revolution (Cassirer, 1910/1923). The relevant function in this
case is the law of supply and demand. This shift in ontological sensibility is also
captured in the memorable definition of the logician Quine: ‘To be is to be the
value of a bound variable’. At the level of our psychic economy, this principle
implied that objects are valuable solely in relation to the desires they satisfy – or,
in the language of political economy, a particular good has no value other than the
cost of its replacement in supplying a particular demand, where demand is
presumed to be elastic (Smith, 1994: chapters 8–10).

According to this logic, the innovator thinks about existing goods as place-
holders for demands that may be met by several competing goods, especially new
ones that meet the demands more efficiently. Goods are what John Dewey called
‘instrumentalities’ – that is, ends whose value rests on being means towards still
other ends. Thus, Carl Menger, Eugen von Böhm-Bawerk, and the Austrian
school of economics from which Schumpeter descended famously countered
Marx’s labour-based theory of value by arguing that labour, like all other forms
of capital, constitutes a market for second-order goods, whose values are deter-
mined in a competitive field, which may include inter alia automated technology.
In this respect, factory owners are consumers of labour power only because that
is the most efficient means to produce the goods they need to sell. But this is a
contingent fact of history that may be overturned by innovation in the future, not
a necessary fact about the composition of the goods or the social relations gov-
erning them. One can also shift the focus from the factory owner to the customer
and apply a similar strategy. Thus, when American institutionalist economists like
Veblen and Galbraith wrote derisively of ‘business’, they meant those who inno-
vate by manufacturing demand. Specifically, market researchers determine the
various demands served by a good currently on the market and then develop
goods that can meet each of these demands more efficiently, thereby multiplying
the level of demand and hence the potential for sales.

To be sure, innovation works somewhat differently in the Austrian and
American cases, though both share the Schumpeterian awareness of innovation as
creative destruction. In the Austrian case, the consumer comes to accept a new
product as worth the cost of replacing the old product. Thus, what might be lost
in the details of craftsmanship is more than made up in the product’s timely
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completion and delivery to market: At least this would be one reason for preferring
automated technology to human labour. In making this judgement, the consumer –
in this case, a factory owner – is trading off against competing desires that are
satisfied to varying degrees by the human and the machine. In the American case,
by contrast, the consumer comes to regard an old product as simultaneously
satisfying several desires, each of which would be better satisfied with new products.
Thus, rather than forcing trade-offs where previously there were none, the con-
sumer – in this case, regarded as someone not directly involved in production – is
led by the power of advertising to regard a heretofore satisfactory product as
suboptimal along several dimensions, each of which needs to be addressed
separately.

In both the Austrian and American accounts of innovation, ‘creative destruction’
does not cancel itself out, as its oxymoronic name might suggest. Rather, it exacts
an additional cost of its own. That cost was adumbrated in our discussion of Lasch
in the previous section: Innovation is correlated with a devaluation of what things
have been in favour of what they might become. Thus, people, products and
research are not valued in themselves but as means to still greater ends. At first
glance, this places innovation in defiance of the ‘discounting principle’ in welfare
economics, which, for example, justifies redistributive taxation on the grounds
that, without coercion, people tend to prefer the gratification of baser desires in
the present to nobler desires in the future (Price, 1993). However, the welfare
economists had not anticipated that people might discount the past in order to
discount the future. After all, the discounting principle stipulates that the future
needs to be regarded in a certain way to avoid being ‘discounted’. Not only must
the future be seen as consequences of earlier people, things and events, but these
consequences must also be seen as enjoying their own autonomy, and not simply
reflecting whatever we would now wish them to be. Unfortunately, the innovative
mentality makes forsaking the past attractive by discounting the future’s auton-
omy from the present in just this sense. In short, the past may be set in stone but
the innovator believes that the future may be made in his/her own image. Thus,
the innovator reduces the future to a mode of experiencing the present and hence
a potential source of immediate gratification, as exemplified by the much advertised
joys of risk-taking (which may be ultimately commodified in ‘virtual reality’
machines).

An important consequence of the innovative mentality’s discounting of the
future is that the mystique surrounding innovation – especially the alleged genius
of entrepreneurship – is tied to the ease with which precursors are forgotten as
mere means for satisfying the ends defined by the current generation. Indeed, the
shortened half-life of current achievements may be much more than an indicator
of a very innovative society: It may be that the shortening of collective memory
itself motivates people to innovate and enables them to recognize achievements as
innovative. This impetus to innovation may be seen as the positive side of the
phenomenon of adaptive preference formation.

It may also help resolve a conundrum that Karl Popper (1957) famously raised
about the prospect of planning scientific progress – namely, if scientific progress
consists of genuinely new discoveries, then if these discoveries can be predicted,
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then they must be already known and hence not genuinely new. This paradoxical
conclusion stands as long as we assume that the ‘new discoveries’ are indeed truly
new and not simply modified reinventions of a half-forgotten past. I say ‘half-
forgotten’ because we need to explain, despite famous examples to the contrary,
how allegedly genuine novelties so often manage to diffuse so quickly: Why are
they not more often the source of more general cataclysms in thought and taste,
if not regarded with indifference or incomprehension? Rather than investing
entrepreneurship with preternatural powers of genius, it might make more sense
to credit innovators with repackaging – by design or accident – a past with which
consumers are already dimly (also known as ‘subliminally’) familiar. All that is
required is that, as a matter of fact, a society’s collective memory is never as
finalized as the sales figures on corporate spreadsheets or the logical outcomes of
truth tables would suggest: What fails to sell may still affect consumer behaviour,
and what fails to be valid may still affect scientific inquiry. In other words, there
is always room for a ‘return of the repressed’, as long as the past has not been
completely segmented from the present in a self-contained market called ‘history’
(Fuller, 2003a: chapter 9).

In light of the preceding discussion, two complementary conclusions may be
reached about the nature of innovation. First, what is normally called ‘the past’ is
the repository of lost futures. Put less paradoxically, the achievements consigned
to history are normally ones that, had they remained in living memory, would
have taken us to a different present. Their counterfactual character is signified by
labels like ‘false’, ‘remaindered’ and ‘ignored’. However, as long as the boundary
between the past and the present is porous, these lost futures may be reactivated
as ‘innovations’. The ultimate model for this conceptualization of innovation is
Plato’s Meno, in which all learning is portrayed as a form of reminiscence
(Polanyi, 1957). But whereas Plato himself seems to have thought that in educa-
tion worked by tapping into a genetic or racial memory, it is possible to update
his theory of ‘anamnesis’ in a less metaphysically forbidding way by supposing
that innovation – as a society-wide learning process – occurs through non-standard
contact with such external memory stores as libraries and databanks. Some inno-
vators may even see themselves as agencies of justice, championing ideas that had
been previously discarded because they were ‘before their time’.

The second complementary conclusion is that a highly innovative society
wastes its potential by making poor use of its past. A charge of this sort is most
familiar as a characterization of natural selection, regarded from a strictly
economic viewpoint. Perhaps the strongest Neo-Darwinian argument against the
existence of a divine creator is the amount of genetic wastage at various stages in
the life cycle. For this reason, the kind of ‘selection’ that nature metaphorically
performs is regarded as ‘blind’ (Hardin, 1959). That the market is not also nor-
mally seen as completely sightless has to do with capitalism’s historic coupling of
the alleviation of human misery and the manufacture of surplus wants. While the
latter may involve an unnecessary expenditure of human effort, the former has
been necessary for promoting and maintaining our general sense of humanity.
However, as Schumpeter (1942) perhaps first saw clearly, capitalism’s blind eye can
interfere with its sighted one. The intensified expectations and disappointments
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generated by the boom and bust phases in the business cycles of the modern
period – he was especially thinking about the 1920s – were due to an uncritical
belief in the value of innovation.

In that case, socialism may be understood as an attempt to rationalize this
situation by ensuring that more of the past is made more available to more of
society. The sheer impulse to innovate would thus not interfere with the effective
diffusion of innovations. Admittedly, this level of planning would destroy the
mystique surrounding entrepreneurship, reducing it to a kind of social experi-
mentation. But very much like the other great economic sociologist, Max Weber,
Joseph Schumpeter regarded such ‘disenchantment’ as a fair price to pay for a
more stable and just social order. Socialism would extend the mandate of social
science from the empirical to the normative realm: Whereas positivistic social
science had demystified theological ideas of Grace and Providence, socialism
would purge the last vestige of theology in secular social thought – capitalism’s
invisible hand (Milbank, 1990). Of course, the second half of the twentieth
century has itself witnessed a demystification of the promise of socialism, which
has landed us in a situation not so different from the one for which Schumpeter
thought socialism would provide a solution. However, as befits an Orwellian turn
in the historical cycle, the term ‘Neo-Schumpeterian’ today is normally invoked
by science-policy theorists who stress the creative rather than the destructive
side of Schumpeter’s definition of innovation in terms of the market’s creative
destruction.

Conclusion: Steps towards the Reinstitutionalization of Sociology

Is there a way back to sociology from the emerging post-sociological order?
I believe that our very sense of humanity depends on an affirmative answer to this
question (Fuller, 2006). However, it would be a mistake to imagine that the
decline of the sociological imagination is entirely due either to successful exter-
nal replacements from the humanities and the natural sciences (as suggested by,
for example, Wallerstein, 1996) or, as a reader of this essay might conclude, the
perverse redeployment of the sociological vocabulary. Rather, the seeds of
sociology’s self-destruction were sown at the outset. This general nature of this
problem is unavoidable in a discipline that aspires to universality, yet has no
choice but to be formulated in particular times and places: It is the Achilles Heel
of any science. Nevertheless, the diagnosis of specific failures should prove
instructive to the reinstitutionalization of sociology. A useful frame of reference
is the Gemeinschaft–Gesellschaft distinction (community versus society) on
which Tönnies founded sociology as an academic discipline.

The basic mistake made by sociology’s founders was to include all market
relations – from medieval trade fairs to transnational business firms – in the category
of Gesellschaft. In retrospect, it is easy to see how this was done: The corporate
character of modern business was assimilated to that of the state and other
traditional corporations. However, business is perhaps the latest arrival to the
legal form of the corporation. Until the nineteenth century, most business activity
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could be understood within the two recognized categories in Roman Law prior to
the twelfth-century innovation of the universitas: On the one hand, the firm was
an extension of the household, with both ownership and control transmitted along
hereditary lines (i.e. via gens). On the other, trade that cut across hereditary lines
was conducted on perhaps a regular but temporary basis in centrally located
market towns or overseas joint-stock ventures, in which the traders were
presumed to act on behalf of their own or other households, to which they would
return once the goods have cleared the market or the venture has achieved its
promised goals (i.e. via socius). It was only when the state saw its own nation-
building ambitions enhanced by scaled-up business enterprise that firms received
the legal protection that enabled them to expand their markets overseas with
relative impunity and distribute their ownership and control in ways that sub-
verted hereditary succession. Academic sociology’s founders flourished as this
transformation was taking place, and they understandably projected it backward
as the hidden potential of all market relations. As a result, the market is made to
look like the harbinger of all distinctly modern social relations.

The conceptual cost of this instance of syncretism is considerable. Sociologists
have been blindsided by evolutionary psychologists who invoke concepts like ‘kin
selection’, ‘reciprocal altruism’ and ‘indirect reciprocity’ to capture what they
allege to be the biological bases of all social behaviour (Barkow et al., 1992). This
invariably involves a reduction of sociology to a genetically programmed version
of rational choice economics. To be sure, there have been several worthy attempts
to undermine this strategy (Archer and Tritter, 2000; Rose and Rose, 2000).
Nevertheless, sociology is itself largely to blame for keeping the door open to
sophisticated forms of biological reductionism by blurring the pre-modern and
modern forms of market relations. Even within economics, a pre-modern sensi-
bility of the market remains in the Austrian school (though, to his credit, not
Schumpeter). Thus, one finds evolutionary psychologists today postulating
‘modules’ for ‘social accounting’ in the brain that suspiciously look like the com-
petence that Friedrich Hayek (1948) attributed to traders in the sort of market that
Adam Smith could still envisage in the late eighteenth century. Not surprisingly,
a nebulous pseudo-gemeinschaftlich concept like ‘trust’ is then made to bear the
burden of providing the ontological glue that links interpersonal transactions at
the trade fair to the impersonal dealings that are most emblematic of modern
social life. From this standpoint, the prospect that people’s default behavioural
tendencies might be constructively channelled through normative strictures –
changes in the selection environment, if you will – is ridiculed as the ‘standard social
science model’, from which even sociologists have begun to distance themselves.

But suppose, in contrast, we took seriously that the socially significant
behaviours we call ‘innovations’ did not emerge spontaneously from the most
biologically salient forms of social life but have required planned collective effort
aimed at producing benefits for humanity that may not be fully realized by those
engaged in them. Here we would have a sociological sensibility that breaks
decisively with biology, which I believe was what sociology’s founders intended.
In that case, the value of innovation would lie primarily in the destructive side of
Schumpeter’s creative destruction, that is, the lifting of barriers on human
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potential. The state would then have an obligation to seed innovation – in the form
of publicly financed education – as an extension of its trans-generational stew-
ardship over part of that potential. That only a relative few so supported turn out
to be genuine innovators, yet others manage to benefit quickly through the
diffusion process, would no longer be regarded as a paradox but rather evidence
for the relative equality of humans, rendering issues of priority a matter of luck,
and hence grounds for regarding society is a very modern gesellschaftlich fashion
as a whole much greater than the sum of its parts (Fuller, 2003b).
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Between Science and Rhetoric:
A Recurrent Debate on the Role of

Communication and Creativity in the
Definition of Knowledge

By Philippe Breton

Any hypothesis on the close links between knowledge, communication and
creativity seems to depend, among other factors, on the way the first of the three
terms is defined. This very question is the subject of a recurrent debate, which is
not independent from the social context in which it takes place. What place is
given, in the field of knowledge, to scientific knowledge and what place is given
to opinion and thus to rhetoric? Must science be seen as a particular kind of opin-
ion or must emphasis be laid upon the difference between science and opinion?
Is it right, for example, to favour a type of knowledge over another and to see
opinion just as an ‘ill-formed’ type of knowledge? The answers to these questions
determine an evaluation of the role of communication processes, networking and
relation to an audience on the concrete conditions of creativity.

The purpose of this chapter is first to show the age and even the permanence
of this debate in the history of thought. These questions were first formulated by
Aristotle in his Organon (1990) where he forges the distinction between analyt-
ics, the set made up of dialectics and rhetoric and poetics. From this point of view,
the history of the reception of Aristotle’s Rhetoric (1967) is an interesting guide-
line. This historical review will help to make it clear that the interplay between
the status given to the statement of truth, scientific in particular, in relation to the
rhetorical statement (opinion) is at the core of the debate.

This field once cleared, I will formulate two hypotheses. First, the question
must be raised whether the role given to the audience and the communication
processes in the production of knowledge is not a central element in the discus-
sion on the definition of knowledge. Then, there is the question of knowing if the
status given to opinion or scientific statement is not partly determined by the
nature of the society in which they occur and are granted, from time to time, a
dominant character. Or, in other words, is not the variability of the definition of
knowledge in fine a social variability?

Between these two hypotheses, I will suggest an interpretative framework for
the debate on the status of knowledge. Three major positions, clearly opposed one
to the other – an objectivist point of view, a representation of all knowledge as
opinion, a principle of symmetry between science and opinion – can be identified
to allow a better understanding of the current debate on these questions.
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An Old Debate

Any interrogation of the status of knowledge demands frequent comings and
goings between Antiquity, the Renaissance and the Contemporary periods. Unless
one assumes that the history of thought is completely impervious to social con-
texts, and I certainly do not support this assumption here, such an enterprise must
be tackled with modesty because it is a limited approach. The context of Greek
and Roman Antiquity is obviously not the same as today’s and it seems quite bold
to bridge the gap between so widely diverging periods. This context is marked by
at least three major differences from the modern and contemporary period, which
produce a clear effect on the topic discussed here.

First, science was much less advanced in many directions (a scholar like
Aristotle has probably been the first and the last, despite what is said of the
humanists in the Renaissance, to be able to provide a comprehensive view of all
the fields of knowledge of his time). Then, the nature of social relationships –
even though it can prevail itself, at least from the threshold of the Empire
onwards, of a major reference to democracy as an institution and to its republican
corollary – was not ‘individualistic’ in the modern sense of the term.1 This has
obvious consequences on the conceptions about the production of knowledge.
Finally, and as a result from the above comments, the social practices of the Greek
and Roman Antiquity have disappeared.

Yet, despite this important proviso – which is worth, in a way, for any inquiry
into the status of knowledge in the Renaissance –, it is highly interesting for an
analytical purpose to approach the evolution of the status of knowledge since
Aristotle as a single block. A great part of today’s debates have actually their
origin in Antiquity and the variability of positions within this specific debate
must be linked to the evolution of Western societies – and of Jewish and Arabic
societies – during the period under consideration.

While doing so, I am consciously introducing an assumption in this chapter
through the deliberate use of the word ‘knowledge’ to refer at the same time to
scientific knowledge and to knowledge which takes the form of opinion. It would
even be necessary to enlarge the scope of this term to ‘poetic’ knowledge – in
Aristotle’s sense of poetics. In that regard, one can mention the insistence of Paul
Ricoeur (1981) to see in the ‘metaphorical statement’ a process ‘by which speech
liberates the power of certain pieces of fiction to redescribe reality’, which is, as
he himself concedes, an echo of Max Black (1962)’s association of metaphor in
art and model in science.

The Importance of Ancient Sources

Aristotle was the first to systematize a classification of knowledge which was based
on a distinction between demonstrative science (analytics), reasoning from proba-
ble premises (dialectics and rhetoric) and lastly production of fiction (poetics).

This effort of systematization definitively broke up with myth, which totalized
in a single and same set of beliefs and the knowledge of ancient societies. There
was no longer one single knowledge, regulated by the same rules of production
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and usage (within a given society), but different kinds of knowledge, which came
under particular heuristics and thus divided reality into distinct epistemological
areas. Are the effects of this original diffraction and its consequences on today’s
thinking fully taken into account? What is sure is that the very words of the debate
have been there since the fourth century BC.

The foundations of this diffraction which inaugurated three distinct types of
knowledge are first a typically Greek thinking on being. As Evencio Beltran
suggests:

It is known that Aristotle takes as a principle that the question of logos must be solved
from a reflection on being. To say what is strictly and absolutely necessary comes under
analytics, which is the science of demonstrative reasoning based on certain premises. To
say what is but might have been else comes under Topics: which means on the one hand
dialectics which is the art of argumentation from probable premises, accepted by most
people; and on the other hand rhetoric which is the art of persuasive argumentation.
Finally, poetics – fiction – takes in charge what is not, but might have been nonetheless.

(Beltran, 1998: 161)

But the consequences go far beyond a simple speculative reflection on being. This
diffraction in the order of knowledge opens up a space for scientific thinking and
allows its development. It is immediately provided by Aristotle with two essential
tools for the production of knowledge: deductive reasoning and inductive reasoning.

The first concrete effect of this diffraction is to found a differentiated heuristics.
The working of metaphor constitutes the specific heuristics of fiction. Rhetoric
and dialectics, the sciences of plausible knowledge, are also given specific tools:
enthymeme (a syllogism based on probable premises) and example. Thanks to
Aristotle, the intellectual game on opinion, inaugurated by sophists, becomes a
real form of reasoning which calls for method and rigour. There is an essential
rupture here which grants opinion a status of knowledge. In his own words:

until today, those who have compiled the techniques of speech have only given a small
part of them; for only proofs are techniques; everything else is incidental. Actually, our
authors do not say anything of enthymemes, and yet these are the substance of proof;
they devote most of their treaties to questions which are outside their very subject;
because suspicion, pity, anger and other passions of the soul do not relate to the topic.

(Aristotle, 1967: Book I, 1354a)

The logos, cleared from the constraint of emotions, always suspect in a democracy,
but framed by pathos and ethos, which are its necessary, but secondary, support-
ive forces, has a central place in Aristotle’s rhetorical thinking. Beyond the new
tripartite status of knowledge (analytics, dialectics and rhetoric and poetics), there
is an underlying division of the real (of being) into different areas according to
the relevance of each type of knowledge.

But the matter is not that simple, for, under the influence of Platonic philosophers
(with whom Aristotle had broken when he chose, as he himself confesses in
Nicomachean Ethics, 1997, to prefer ‘truth over friendship’), many authors have
tried to inflect Aristotle’s symmetry between the three orders of knowledge, by
constantly underrating the status of opinion, and thus of rhetoric. The debate
started from this very point and it is still going on 2,300 years later.
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Evolution of the Status of Opinion

This attempt either to minor or to heighten the status of opinion, particularly by
some authors from the humanist tradition, is still going on today and it is one of
the essential driving forces of the debate on the status of knowledge. The purpose
here is not to give an accurate picture of all that is at stake in this debate; the
reception of the text of Aristotle’s Rhetoric, particularly in the Renaissance,
provides a very good analyser of the extremely differing statuses given to opinion
and to the discipline which is in charge of its production.

Aristotle’s legacy is actually not linear and the interpretations of this particular
part of his work are extremely varied. As Peter Mack puts it:

the transmission and use of Aristotle’s rhetoric is of great importance for all historians
of rhetoric. To modern readers Aristotle’s rhetoric is practically the most important text
of rhetorical tradition, but the history of its reception prior to the eighteenth century is
rather slight and is only now beginning to be understood.

(Mack, 1998: 299)

Without getting into further detail,2 let us summarize what is at stake. Aristotle
wrote two texts on the question of opinion: Topics (1990), where he presents the
dialectic method, and Rhetoric (1967). The interpretation of the relations between
dialectics and rhetoric has helped fill an incredible number of pages until
today. Dialectics is a method of argumentation devoted to contradictory debate,
among peers in a way, and it is at the same time a heuristics to find out arguments
and thus produce additional knowledge on a given opinion. Argumentation is a
method to convince within the frame of public debate, epidictic, legal, or politi-
cal. In a sense, dialectics participates in the formation of opinions and rhetoric in
the art of convincing of already conceived opinions.

The text of Rhetoric disappeared for a long time and was rediscovered in the
West (Black, 1990), via its Arabic version (Al-Farabi’s text), in 1256 through a
Latin translation by Hermann the German. Until the eighteenth century, rhetoric
had been reduced in the Middle Ages to its meaning as trivium, essentially an
epistolary art.

The rediscovery of this text caused a lot of discussions which, all things being
equal, are reminders of some contemporary developments of the debate on the
status of knowledge. Just where Aristotle had clearly linked dialectics and rhetoric
in a common relation to opinion, many authors from the eighteenth century
onwards have attempted to present rhetoric, either as a subsection of analytics,
aimed at the vulgar, or as a set of figures of a quasi-literary nature. Some have
thus distinguished rhetoric from dialectics, giving the latter a noble position,
though inferior to that of demonstration, and categorizing rhetoric as a merely
poetic device.

Opinion, through the status of rhetoric, is constantly tossed about, either
reduced to a subdivision of logic, or classified in the fields of poetics. In the
process, it loses its status as proper knowledge. From this moment on, there has
been a tradition of the ‘two cultures’, literary and scientific, which still
exists today as a system of representation of knowledge and which Snow
(1959/1993) has clearly shown in the 1960s (a position itself criticized, by Leavis,
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1963, in particular). Caught up between these two cultures, rhetoric has obviously
no status, just as opinion.

But other authors have attempted to remain faithful to Aristotle’s tripartite
division, like Philipp Melanchton (1497–1560), for whom, as Kees Meerhoff
points out, ‘the fundamental bound between dialectics and rhetoric is a recurrent
motif’ (1998: 323), or Jean de Jandun (1285–1328), who supports the view,
according to Evencio Beltran

that ‘rhetoric is the replica of dialectics’ and that it is part of it in some respects. This
conception is in perfect accordance with Aristotle’s great intuition, which established the
connexion between the dialectic concept of plausibility and the rhetorical concept of
persuasion. In dialectics, oratory art is strongly linked to philosophy as a whole and
acquires a dimension much richer and more complex than the one it has been reduced
to in later catalogues of simple ‘figures’.

(Beltran, 1998: 161)

Beyond this debate, which seems very technical, on the reception of Aristotle’s
Rhetoric or on the difference between dialectics and rhetoric looms the funda-
mental debate which has animated the history of thinking on knowledge since
Antiquity: is there, between the quest for truth for its own sake and the domain of
pure fiction which exalts passions, a place for opinion as knowledge appropriate
to public affairs? One must admit that the most common answer to that question
has been negative. One either proves, with a scientific demonstration, or one
comments, in the literary sense of the word.

The distinction of scientific truth from theological truth – both of them still
being intimately linked until the Renaissance – did not alter much the destiny of
opinion, which had difficulties in being recognized as knowledge in itself,
specific, and legitimate. As will be made clear at the end of this chapter, the
epistemological status of opinion as knowledge is not independent from its social
status as an operator of public action.

An Interpretative Framework: Three Positions on the 
Status of Knowledge

From the point of view of the debate on the status of knowledge, the contemporary
period is characterized by the fact that many disciplines, having an interest in a
better understanding of the conditions of production and invention of scientific
ideas and of knowledge in general, have now tackled this question explicitly. One
can mention, among other, epistemology, history of science, heuristics, cognitive
science, philosophy, sociology of science and even sociology of communication,
which constitutes the conceptual framework of this chapter in regard of the close
links between knowledge and communication.

Although cautiousness is required concerning such a complex question, and it is
easy to slip into oversimplification, in this chapter, I suggest to divide the different
documented points of view into three distinct positions, which transcend academic
distinctions and are three different combinations of two major components of
human knowledge: scientific statement and opinion. In that regard, the contemporary
debate is in direct continuity with the interrogations born in ancient Greece.
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An Objectivist Point of View

The first position articulates scientific statement and opinion along a continuum
and organizes them according to a strict hierarchy. Opinion is a mode of knowl-
edge but its epistemological status is inferior to that of scientific statement.

Opinion would be a degraded version of knowledge, which could achieve a
higher level of accuracy through the use of scientific method. In this conception,
one might believe that opinion, such an ‘impure’ approach of reality, would be
thrown out of the scope of knowledge and would not even deserve attention. Yet,
there is a ‘solidarity’ between these two modalities of knowledge: one climbs
over the shoulder of the other, the giant needs the dwarf to exist.

One of the fiercest advocates of this position might well be Gaston Bachelard,
whose notion of ‘epistemological obstacle’ to the formation of the scientific spirit
has inspired a great part of contemporary thinking on science since 1945. He
claims, for instance, that

science, in its need of being carried out as well as in its principle, must absolutely be
opposed to opinion [ . . . ]. Opinion does not think well; it does not think: it points to a
want of knowledge. Nothing can be founded on opinion: it must first be destroyed. It is
the first obstacle to overcome. It would not be enough for instance, to rectify it on
particular points, and maintain, as a sort of temporary morals, a temporary, vulgar
knowledge. The scientific spirit forbids to form opinions on questions we do not under-
stand, on questions we cannot formulate clearly. The first thing is to know how to pose
the problem. And, whatever one might say, in scientific life, problems are not posed by
themselves. It is precisely the sense of the problem which is the mark of the true
scientific spirit. For a scientific spirit, all knowledge is the answer to a question. If there
has not been a question, there cannot be scientific knowledge. Nothing is given.
Everything is constructed.

(Bachelard, 1977: 14)

This radicality of epistemology towards opinion is paradoxically a sign of the very
necessity of the latter. As a matter of fact, Bachelard (1977: 13–14) clearly says
that ‘it is in terms of an obstacle that the problem of scientific knowledge must be
posed’ and disputes, in that respect, ‘the idea that one must start from zero to found
and grow one’s good’. The obstacle is necessary, if it is to be overcome. Without
an obstacle, without a first thought that one must destroy to progress, there is no
scientific statement. In the ashes of opinion lie the remains of science’s fire.

This position might well be termed as ‘objectivist’, because it constructs itself
against the subjectivity, prejudice and empiricism of opinion, against the constraint
of need, and aims at reaching ‘abstract’, objective positions. It is not totally devoid
of a form of contempt towards all the situations when the construction of scientific
statements is not possible by nature or because the amount of work already done
is not sufficient. This is why the objectivist point of view regards some social
sciences as being able, at most, to produce such ‘degraded’ knowledge. In the same
way, knowledge produced in the field of politics to conduct human actions is
considered as an inferior or ‘irrational’ matter. The whole hope of cybernetics was
condensed in this criticism and in the possibility of introducing rationality and
objectivity into the affairs of the polis, by limiting, through appropriate methods,
the extension of opinion, particularly in human sciences (Lafontaine, 2003).
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Science as Opinion

A second position has appeared recently. But its newness might be misleading. It
also consists in considering that there is a continuum between scientific statement
and opinion, but it claims, just as radically, that the production of scientific
statement, its rules of validation and recognition, has the same status as the pro-
duction of opinion. Social practices contributing to the production of scientific
statement would obey, in this frame of mind, the same rules and regulations as
social practices contributing to the production of opinion. And if rhetoric as ‘the
art of persuasion’ can be said to be the ‘science’ of the production of opinion, it
brings about a better understanding of scientific statement itself.

Epistemology should then be re-founded on the basis of rhetoric and rehabili-
tate figures (like analogy) or practices encouraging the approval of the audience.
The first works by Bruno Latour and Steve Woolgar (1986) consisted in looking
into the detail of scientific production in laboratories, to show that rhetoric
played an essential part in it and that everything else was only an almost
theological smokescreen, aiming at an ‘objectivity of science’ which could indeed
never exist.

What is at stake, in order to highlight the rhetorical dimension of scientific
discourse, is a reversal, as Vincent de Coorebyter says it, of a conception of
history which would be marked by ‘the successive elimination of its rhetorical
remains, through a constant purifying of the forms and rules of learned textuality,
whose constitutive norms seem to be inspired from an ideal of dehumanization
and self-generation of discourse’ (1994: 1).

There is no distinction to be made between the scientific and the non-scientific,
between objective fact and opinion, because both of them are part of knowledge
and knowledge is built on the bases of dialectics and rhetoric.

George Thinès went as far as claiming, using as an example the theory of
evolution, that rhetoric plays here [in the field of science] a similar role to that it
has always assumed in court or in the pulpit. The examples are so numerous that
one can wonder whether fundamental discoveries do not tend, through the very
movement of their development, to seek general approval, rather than a purely
technical validation, of their possible exactness. Scientific truths regarded as
definitive are ultimately those that can be turned into opinions (or doxical sets)
without risking losing their essential scientific range (Thinès, 1994: 124).

Authors following this line of thinking have then tried to rehabilitate the role
of a number of figures of thought, analogy, or metaphor for instance, just as
Gerald Holton (1986) in a research on the role of this last figure in the history of
physics. In other contexts, scientific activity can be perceived in terms of power
relationships (Bourdieu, 2004) and as a social construct (Knorr-Cetina, 1981).

Symmetry between Science and Opinion

Facing these two positions which combine, each in its own way, the relationship
between scientific statement and opinion, one can find, though it is more difficult
to trace, the point of view according to which there is a ‘symmetry’ between
science and opinion, and that, simply, their fields of application are different.
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Scientific statement would be valid only for the domains investigated by
natural sciences, whereas opinion would be the knowledge, legitimate and perfect
in a way, valid for the domains covered by human affairs. As Chaïm Perelman,
Belgian philosopher and jurist, clearly and profoundly says: ‘it is because the
domain of action is that of contingency, which cannot be governed by scientific
truths, that the role of dialectic reasoning and rhetoric discourse is inevitable to
introduce some measure of rationality in the exercise of individual and collective
willpower’ (1977: 171).

This new epistemology (only seemingly new as we shall see) could be strongly
supported by a sociology of communication which would include and modernize
the rhetorical tradition. Other advocates of these positions are to be found in the
field of social sciences: they are convinced that the knowledge produced by these
sciences has certainly a different status from that of exact and natural sciences,
but has an equal legitimacy. Still, knowledge produced in this community is not
termed as ‘opinion’, considering the negative image of this word.

The problem, precisely, lies there. The objectivist point of view has long been
dominant – and it is probably still the case today – and so any emphasis on opin-
ion, even locally, is negatively connoted and is faced with the depreciation carried
by this notion. The massive attack led by the advocates of the second position,
which turns scientific statement into just another kind of opinion, has not yet had
any effect on this depreciation – except perhaps to cause an ironical depreciation
of knowledge in general. The inferior status of opinion, whatever its field of
application, is perhaps more strongly felt in countries like France and its severe
Cartesian tradition of absolute distinction between science and opinion – ‘what
can be discussed is necessarily false’ states Descartes, at the beginning of the
Discourse on Method ([1637], 1996).

Two Hypotheses on the Relationships between Scientific 
Statement and Opinion

The above description and classification into three positions certainly do not
exhaust the complexity of current debates on the status of knowledge. They are
even, in a way, particularly reductive (as regards, for example, the debate between
Feyerabend and Popper). But they help to organize some conceptions and better
understand some oppositions.

It can be noted that the first two positions, as opposed to the third, often define
themselves curiously as ‘militant’, polemist, or even aggressive. Gerald Holton
does not hesitate, though he probably knows what words are worth in this domain,
to speak about ‘the watchdogs of adequate rationality in science’ (1994: 150). The
advocates of the objectivist point of view show only contempt for anything that
relates to opinion or its defence, even in areas where science does not have much
to say, like politics, which is thrown down to the hell of irrationality.

But, at the same time, it is clear that there is a close solidarity, within each
conceptual framework, between scientific statement and opinion, which seem to
be able to exist only in their mutual relationship, even in the third position
presented here.
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If the reader is ready to accept as a temporary premise the interpretative
framework described above, and the partition into three distinct positions on the
status of knowledge, two hypotheses can be made. The first regards the place
given to audience and reception in the production of knowledge, the second
regards the link between the status given to knowledge, and so to opinion, and the
nature of the society in which the debate takes place.

The Role of Communication in the Production of Knowledge

The discussion of the role of communication in the production of ideas is another
permanent feature of the debate on the epistemological status of knowledge. This
role is itself extremely varied. The relation to the audience thus offers an inter-
esting criterion to discriminate between opposed epistemological positions.

To come back to the interpretative framework (of this chapter), the ‘objectivist’
point of view implies a great solitude of the scientist in the concrete act of
production of new scientific statements. This ‘solitude’ does not exclude team
work and it is not opposed to it. Solitude rather means, in such a context, that one
does not produce for somebody else or according to a given audience. The order
of discovery is opposed to the order of display. And, if there is a search for a
validation of worked-out results by the community of peers, this relation to an
audience is only a second moment coming after the first movement of scientific
discovery.

Invention thus becomes a matter of psychology and it is reduced to the dimen-
sion of the creative individual. The French mathematician Poincaré (1952)
suggested, in a lecture in 1908, a scheme that has since been very popular among
scientists. He distinguishes between, chronologically, a phase of preparation
(investigation of the problem, empiricist approach, collection of data, testing of
solutions and formulation of hypotheses), a phase of incubation when the
problem disappears for some time in the ‘inner-self’ or ‘subconscious’ of the
scientist, a phase of ‘illumination’ when the solution appears and a phase of
validation of the relevance of the new, theoretical or experimental, idea.

Only this last phase is ‘socialized’. In this conception, the ‘degraded’ status of
opinion stems precisely from the fact that it is socialized from the start, that it
must immediately take into account, from its very conception, its reception.

The metaphor of the ‘ivory tower’ which has long been used to describe the
social position of the scientist, necessarily alone – even when he fulfils a social
demand, as it is the specific moment of the production of new knowledge that is
considered –, must be taken seriously. Even though her perspective is that of
a radical criticism of science’s ability to produce monsters, the poetess Mary
Shelley has perfectly well understood the close relationship between the
need for solitude and the inventive productivity of the scientist. This is one of
the most penetrating themes of her book on Doctor Frankenstein’s creature
(Shelley, 1984).

On the contrary, the advocates of a more ‘relativist’ position see in the
production of knowledge, including scientific statements, an eminently social
activity, the ‘truth’ of a result being immediately and entirely subsumed under its
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social validation by the community of peers. The whole work of a scientist then
consists in obtaining, thanks to appropriate rhetorical devices, the approval of his
or her colleagues, even the most reluctant, who must be convinced with
arguments, or even with power relationships established through institutional
pressures.

The relation to the audience is a good indicator of the status given to knowl-
edge. What is this status in Aristotle’s initial conception? The divide is clear cut
and there is no question of either imprisoning opinion into science, or the
contrary. The search for truth through demonstrative means is clearly classified in
the field ‘of he whom searches for himself: whatever the premises of his reasoning,
be they true and known, or disputed by the person who answers’ (Aristotle, 1990:
VIII, 1, 10).

The Aristotelian enterprise of objectivation clearly distinguishes between this
‘isolated’ approach of the people who seek the ‘truth’ and that of the dialectician
or rhetor. The heuristic devices used by the latter directly include, as long as
possible before the act of production, the audience which is addressed. Opinion
is straightaway considered as always disputable, not only from the point of view
of its validation and its acceptation by others, but disputable in its very own
nature, which sets it apart from obviousness.

Thus, in the Seventh Book of Topics, devoted to the question of the ‘rules of
interrogation’, Aristotle establishes a chronology of the invention of arguments
which is also a protocol: ‘it is necessary first, when one wants to formulate
interrogations, to find the place from which the attack must be launched; second,
to formulate interrogations and order them one by one; third, to pose them
eventually to the adversary’ (1990: VIII, 1, 1).

The movement of knowledge here unfolds itself in three moments: first, start
from the audience (‘the place of the attack’), then come back to one’s self, finally
argue. There is no better way to say that rhetorical knowledge is a coproduction
of rhetor and audience.

Rhetoric thus renounces the idea of a ‘universal audience’ which lies at the
foundation of analytics. In one case induction proceeds from ‘universal’ premises,
in the other, example (rhetorical induction) proceeds from what is generally
accepted by the audience addressed. The whole difference lies there.

As a matter of fact, this is why the text of Aristotle’s Rhetoric, as Roland
Barthes (1970) had smartly noted, is for a great part devoted to the analysis of
audience and ‘reception’. This is because reception is an essential mechanism of
production itself.

All the authors who have, since then, perpetuated this Aristotelian perspective –
like Chaïm Perelman (1982), Michel Meyer (1979) and the other members the
‘Brussels School’, who were the first to operate a revival of studies in this area,
from the beginning of the 1950s onwards – attach a great importance to the role
of the audience. Perelman, after a reminder that his conception of argumentation,
taken up from

Greek rhetoric and dialectics, is a breaking point with a conception of reason and
reasoning taken up from Descartes [claims that] it is the idea of obviousness as a
characteristic of reason that one must criticize if room is to be made for a theory of
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argumentation, which accepts the use of reason to guide our action and influence the
actions of others.

(Perelman and Olbrechts-Tyteca,1958/1970: 1 and 4)

In such a view, Perelman supports the radical point that

it is impossible to decide, beforehand, whether a determined structure [ . . . ] plays the
role of argumentative figure or of figure of speech [ . . . ] it is the movement of speech,
the adhesion of the audience to the form of argumentation it encourages, which
determine the kind of speech at stake [ . . . ] a figure, whose argumentative effect is not
achieved, falls down to the rank of figure of speech.

(Perelman and Olbrechts-Tyteca, 1958/1970: 229–30)

There is no better way of saying that it is the context of reception which decides
the very nature of the rhetorical knowledge produced. It is also a way of being
faithful to Aristotle’s definition of rhetoric as ‘the art of finding out what is
persuasive in a specific cause’ (1967). Rhetorical knowledge is here what is
persuasive for a given audience.

The humanists in the Renaissance, like Erasmus, inaugurated the systematization
of the confrontation of ideas within what Thomas More called sodalitates in his
Utopia, informal ‘networks’ of intellectual friendship which enabled the discus-
sion of all kinds of opinions over all Europe. More than ever, knowledge is
conceived of as a coproduction within a debate whose rules and (specific) heuristics
are under very close scrutiny. Yet, the Renaissance is also known for being the
moment of a scission between the world of sciences – to which humanists were
rather indifferent3 – and the intellectual world, fed on the rediscovery of ancient
rhetoric which provided for the rules of production of opinions. In their view,
communication and production of opinion become inseparable: learning to think
in order to convince is as important as learning to convince in order to think.

Knowledge becomes a matter of network, at least as far as opinion is concerned.
It is from there, later, that some have tried to think all knowledge, including
scientific knowledge, as produced within networks.

The Dependence of the Status of Knowledge on the Social Context

As it has just been mentioned, the status of opinion in relation to scientific statement
is subject to great variations in its interpretation, just as the role given to com-
munication and audience in the production of knowledge. How is this variability
to be accounted for, which makes of epistemology and heuristics ever shifting
domains, housing so contradictory to interpretative frameworks?

It is time to suggest a second hypothesis. Any interrogation on the status of
knowledge takes into account, of course, the internal movement of the ideas
produced, but does it not also depend on the social context in which these ideas
take place? In other words, the epistemological status of opinion seems to depend,
among other things, on the status of opinion – and, consequently, of scientific
statement – within a given society.

To illustrate this question, let us comeback to the extreme but telling case of
the reception of Aristotle’s Rhetoric in the Arabic and Jewish worlds around the
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thirteenth and the fourteenth centuries. As Jean-Pierre Rothschild says it in a very
synthetic and far-sighted way:

rhetoric could not find, among the Arabic-speaking Jews, an application in the art of
well-being, for more or less the same reasons as in Islam: there was no possible
application either to the legal debate which (indeed) did not exist, the work of the
dayyan, religious judge, and of the Muslim expert of fiqh, was to determine the law case
through an exegesis of legal texts; or to political debate.

(1998: 259)

The same conclusion could be drawn from the representation of rhetoric and
opinion in the Middle Ages in Europe: the first was reduced, it has been men-
tioned, to its oratory dimension (the epistolary art or the art of preaching). The
second simply did not exist because the mode of social organization allowed no
room for such a type of knowledge. Evencio Beltran reminds us ‘that the greatest
ambition of Aristotle’s Rhetoric was to confer this discipline a scientific status in
such a way as to regulate the use of public speech’ (1998: 162) and that the
humanists that were closest to Aristotle followed this line and claimed, as Jean de
Jandun, that it is with politics that rhetoric has the closest links. Heuristics corre-
sponds to a political rectitude of speech, a question that is of course still relevant
today (Breton, 2003a).

For opinion to have the status of legitimate knowledge, it is necessary that
politics play a role in the society at stake (Breton, 2003b). That was not the case
in the Arabic and Jewish worlds, just as in European Middle Ages. Because of
that, their reading of Aristotle erased the whole dimension of rhetoric and
opinion, which simply had no relevance to the people and elite of these societies.
It is probable then that epistemological conceptions are partly socially determined
(which is a different hypothesis than that of knowing whether knowledge itself is
socially determined).

A heuristics of opinion becomes meaningful only in a democratic society,
where a vast space is open for politics, that is to say for the three fields covered
by opinion: the management of public affairs (political debate), the practice of
justice (judicial debate) and the organization of public debate (the debate on the
values of society). The current development of a generalized epistemology of
opinion, as an analytical framework for the status of knowledge, can be, in that
respect, associated to the spread of democracy in Western societies, at least as far
as ‘freedom of opinion’ is concerned.

Similarly, there is a parallel to be drawn between the surge of individualism in
the Renaissance and the development of a model for the production of scientific
statement which puts into play the ideal of the isolated scientist facing the truth.
The hypothesis that scientific knowledge can only take place in a social and polit-
ical background which leaves a space open for the person and the individual’s
ability to create is quite bold, yet it is interesting to look at.

Since the nineteenth century, one can observe a tightening of networks of all
natures (in fields like urbanism, energy, transport and later on information) and
the very original kind of ‘collectivization’ – original because it goes with an
extension of the place of the individual – of entire sectors of public life which

126 Knowledge, Communication and Creativity

Arnaud-07.qxd  9/6/07  11:52 AM  Page 126



correspond to these networks. This (evolution) can be linked to a vision of
knowledge production as the result of a collective work involving a networking of
qualifications. Understanding the new modalities of knowledge production and
developing interpretative frameworks ad hoc has now become a major challenge,
which does not only concern epistemology or the sociology of knowledge.

Endnotes

1 On this issue, see Dumont (1986).
2 See, for instance, Lawrence D. Green (1994).
3 It was here probably, and has been until today, one of the major failures of sciences and especially

techniques to maintain a distance – with only a few exceptions – from humanism, which had begun a
junction with them. This distance threw humanism into the arms of culture, and then higher culture,
and has fed the current gap between technoscience and ethics.
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High Cognitive Complexity and the
Making of Major Scientific Discoveries

By J. Rogers Hollingsworth

Introduction1

This essay is derived from insights developed from a complex research project
about major discoveries in the basic biomedical sciences of Britain, France,
Germany and the United States during the entire twentieth century. Focusing on
291 major discoveries, that study was designed to understand the organizational
and laboratory context in which major discoveries occurred.2 In the process of
conducting the study, I began to observe distinct social psychological characteris-
tics of the scientists involved in making these discoveries. This essay reports some
of these findings, with somewhat modest goals. And this essay is a preliminary
report on some aspects of the social psychological profiles of many scientists who
made major discoveries in basic biomedical science.

Focusing on individual scientists involved in making major discoveries, I do
not attempt to develop a theory of discovery or of creativity. Because there is no
consensus in the literature on the meaning of creativity, the essay deliberately
avoids focusing on creativity. The term creativity has been used to address so
many different problem areas that it has lost much of its utility as a research
concept. People talk about the creative baker, the creative gardener, the creative
taxi driver, the creative coach. One writer has listed over a thousand definitions
of creativity. When a term is so overused and frequently misused, it is best to find
an alternative concept for analytical purposes. For this reason, this essay employs
the concept ‘high cognitive complexity’ to advance our understanding of the
scientists who make major discoveries.

Those with high cognitive complexity have the capacity to understand the
world in more complex ways than those with less cognitive complexity. For rea-
sons described below, scientists having high levels of cognitive complexity tend
to internalize multiple fields of science and have greater capacity to observe
and understand the connectivity among phenomena in multiple fields of science.
They tend to bring ideas from one field of knowledge into another field.3

High cognitive complexity is the capacity to observe and understand in novel
ways the relationships among complex phenomena, the capacity to see
relationships among disparate fields of knowledge. And it is that capacity
which greatly increases the potential for making a major discovery. Every one of
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the 291 discoveries in our larger research project reflected a great deal of
scientific diversity. And in our larger body of work on scientists and major
discoveries we argue that a major indicator of high cognitive complexity for
scientists is the degree to which they internalize cognitively scientific diversity.
Indeed, a necessary condition for making a major discovery was that the scientist
had to internalize a high level of cognitive complexity. For this reason, an intrigu-
ing and important problem is to understand why scientists vary in having high
levels of cognitive complexity. On the other hand, most scientists having
high cognitive complexity do not make major discoveries.

This essay develops three separate but complementary agenda. First, it briefly
reports on the social contexts of the laboratories in which the 291 major discoveries
occurred. The structure of these laboratories enhanced their success in integrating
novel perspectives on important problems from diverse fields of science. Second,
the essay argues that most of the scientists who made the 291 major discoveries
internalized a great deal of scientific diversity. It was that characteristic which
facilitated their capacity to work in multiple fields simultaneously, and a major
goal of the essay is to address the question of why they had high cognitive
complexity. Third, the essay demonstrates the consistency of these findings about
the process of discovery and high cognitive complexity with some of the litera-
ture which has been emerging for some years in certain areas of neuroscience. For
example, some recent neurosciences literature provides insights to why a few
individuals are able to make major breakthroughs which are highly relevant to
scientists in many fields (though most scientists work on relatively narrow problems
in highly specialized fields).

Laboratories where Major Discoveries Occur

Critical to our research has been the definition of a major discovery. A major
breakthrough or discovery is a finding or a process, often preceded by numerous
‘small advances’, which leads to a new way of thinking about a problem. This
new way of thinking is highly useful in addressing problems confronted by
numerous scientists in diverse fields of science.

In this definition, the emphasis on ‘diverse fields of science’ is critical. Not
only was each of the 291 discoveries in our research highly relevant to scientists
in separate fields of science, but the discoveries were made by scientists who
internalized considerable scientific diversity, who tended to be boundary-
crossers, and could communicate with scientists in multiple fields. Since a trend
in twentieth-century science has been towards increasing specialization, it is
significant that major discoveries have tended to be highly relevant to scientists
in multiple scientific specialities and were made by scientists who were not
highly specialized but by those who internalized considerable scientific diversity.

This strategy for defining a major discovery is quite different from the rare
paradigm shifts which Thomas Kuhn analysed in The Structure of Scientific
Revolutions (1962). Major breakthroughs about problems in basic biomedical
science occur within paradigms about which Kuhn wrote. Historically, a major
breakthrough in biomedical science was a radical or new idea, the development
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of a new methodology, or a new instrument or invention. It usually did not occur
all at once, but involved a process of investigation taking place over a substantial
period of time and required a great deal of tacit and/or local knowledge. My
colleagues and I have chosen to depend on the scientific community to
operationalize this definition, counting as major discoveries bodies of research
meeting at least one of the ten criteria listed in Table 8.1.

We have studied in considerable detail all the laboratories where each of the
291 major discoveries occurred as defined in Table 8.1. Among other things, we
have attempted to learn for each of the 291 discoveries where, when and by whom
was the research done? What were the characteristics of the culture and the struc-
ture of the laboratory where the research occurred?4

We have also studied in detail the characteristics of a large number of labora-
tories headed by highly visible scientists (members of the Royal Society, the
National Academy of Sciences, College de France, etc.) who never made major
discoveries, in order to discern whether there were significant differences in the
two populations of laboratories. After conducting our research on laboratories, we
observed two general types of labs: those with significant scientific diversity,
headed by lab directors who had the capacity to integrate the diversity in order to
address problems relevant to numerous fields of science – in Table 8.2 we label
these as Type A Labs. The other type of laboratories was much more narrow in
scope and was more oriented to the issues involving a single discipline. These we label
Type B Labs (see discussion in Hollingsworth, 2006; Hollingsworth et al., 2008).

Cognitive Complexity and Scientific Discovery 131

Table 8.1 Indicators of major discoveries

1 Discoveries resulting in the Copley Medal, awarded since 1901 by the Royal Society of London,
insofar as the award was for basic biomedical research.

2 Discoveries resulting in a Nobel Prize in Physiology or Medicine since the first award in 1901.
3 Discoveries resulting in a Nobel Prize in Chemistry since the first award in 1901, insofar as the

research had high relevance to biomedical science.
4 Discoveries resulting in ten nominations in any three years prior to 1940 for a Nobel Prize in

Physiology or Medicine.*
5 Discoveries resulting in ten nominations in any three years prior to 1940 for a Nobel Prize in

Chemistry if the research had high relevance to biomedical science.*
6 Discoveries identified as prize-worthy for the Nobel Prize in Physiology or Medicine by the

Karolinska Institute committee to study major discoveries and to propose Nobel Prize winners.*
7 Discoveries identified as prize-worthy for the Nobel Prize in Chemistry by the Royal Swedish

Academy of Sciences committee to study major discoveries and to propose Nobel Prize winners.*
These prize-worthy discoveries were included if the research had high relevance to biomedical science.

8 Discoveries resulting in the Arthur and Mary Lasker Prize for basic biomedical science.
9 Discoveries resulting in the Louisa Gross Horwitz Prize in basic biomedical science.

10 Discoveries resulting in the Crafoord Prize, awarded by the Royal Swedish Academy of Sciences,
if the discovery had high relevance to the biological sciences.

* I have had access to the Nobel Archives for the Physiology or Medicine Prize at the Karolinska
Institute and to the Archives at the Royal Swedish Academy of Sciences in Stockholm for the period
from 1901 to 1940. I am most grateful to Ragnar Björk, who did most of the research in the
Karolinska Institute’s archives to identify major discoveries according to the indicators in this table.
Because the archives are closed for the past 50 years for reasons of confidentiality, I have used other
prizes (Crafoord, Lasker, Horwitz,) to identify major discoveries in the last several decades.
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Table 8.2 Two general types of laboratories in the basic biomedical sciences

Characteristics of Type A Laboratories

1 Cognitive: High scientific diversity
2 Social: Well connected to invisible colleges (for example, networks) in diverse fields
3 Material Resources: Access to new instrumentation and funding for high-risk research
4 Personality of lab head: High cognitive complexity, high confidence and motivation
5 Leadership: Excellent grasp of ways that different scientific fields might be integrated and ability

to move research in that direction

Characteristics of Type B Laboratories

1 Cognitive: Moderately low scientific diversity
2 Social: Well connected to invisible colleges (for example, networks) in a single discipline
3 Material Resources: Limited funding for high-risk research
4 Personality of lab head: Lack of high cognitive complexity, limited inclination to conduct high-risk

research
5 Leadership: Not greatly concerned with integrating different scientific fields

Almost all the 291 discoveries in our project were made in Type A laboratories.
However, all Type A laboratories did not succeed in making a major discovery.
Indeed, most did not. As many scientists and others have observed, there is a
certain amount of chance and luck in the making of major discoveries (Edelman,
1994: 980–86; Friedman, 2001; Jacob, 1995; Merton and Barber, 2004;
Simonton, 1988: chapter Two; Zuckerman, 1977). Most of the scientists who
headed Type A labs internalized considerable scientific diversity and had high
cognitive complexity, whether they succeeded in making a major discovery
or not.

Type B laboratories are at the opposite end of the continuum on virtually all the
lab characteristics. Significantly, none of the 291 discoveries in our research
occurred in Type B labs. The heads of Type B labs tended to be scientists who
internalized much less scientific diversity and had lower levels of cognitive
complexity than those who were the leaders in Type A laboratories.

The more Type A laboratories there have been in a single organization and the
more they have had high interaction with each other across diverse fields, the
greater the likelihood that the research organization has had multiple discoveries
having a major impact on diverse fields of science. Figure 8.1 characterizes the
conditions under which an organization might have multiple breakthroughs. The
number of research organizations having these characteristics in basic biomedical
science during the twentieth century were very few, however. The one organiza-
tion which had more major breakthroughs (defined by criteria listed in Table 8.1)
than any other throughout the twentieth century was the relatively small research
organization in New York City, Rockefeller University (for an analysis of why that
organization had so many Type A labs see Hollingsworth, 2004; Hollingsworth et al.,
2008). Because Type B labs have tended to focus on relatively narrow problems,
they have also tended to have fewer rich interactions across diverse fields, and for
this reason, organizations dominated by Type B labs have had few or no major
discoveries.
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In our research, we have studied the institutional as well as the organizational
context in which these labs were embedded. Variation in institutional environments
leads to variation in the degree to which certain kinds of research organizations are
dominant in a society. In sum, ours has been a multi-level analysis, concentrating on
how institutional and organizational environments place constraints on how the types
of labs and kinds of scientists are likely to be distributed across and within societies
as well as across and within particular organizations within a society (Hollingsworth
and Hollingsworth, 2000; Hollingsworth, 2004; 2006; Hollingsworth et al., 2008).
Others who have emphasized how the macro- and meso-environments of scientists
have influenced innovativeness are Ben-David (1991), Cole and Cole (1973), Dogan
and Pahre (1989), Merton (1973) and Zuckerman (1977). And while this essay also
focuses on how these levels influence innovativeness, the distinctive argument of this
essay is how those levels – combined with the social psychological features of scien-
tists – influence the making of major discoveries.

High Cognitive Complexity and Major Discoveries

What is the relationship between high cognitive complexity and the making of
major discoveries? The concept of cognitive complexity emerged some decades
ago when research by psychologists failed to demonstrate that intelligence had
much impact on individual performance. Because of their disappointment in
being able to explain individual behaviour with various measures of intelligence,
many psychologists began to focus their research on cognitive styles. Over time,
cognitive complexity tended to be a better predictor of individual performance
than measures of intelligence. The research on cognitive complexity suggests that
cognitive traits of individuals tend to be stable over time, across subject areas and
across tasks. There are numerous studies which suggest that individuals who have
high cognitive complexity tend to be more tolerant of ambiguity, more comfortable
not only with new findings but even with contradictory findings. Moreover, such
individuals have a greater ability to observe the world in terms of grey rather than

Communication 
and Social 
Integration 
among 
Laboratories

Cognitive Distance
Scientific Diversity 
in Laboratories

Number of 
Major Breakthroughs 
in Biomedical Science
in an Organization

LOW HIGH

HIGH

Figure 8.1 The relationship among scientific diversity, communication/integration and
making major discoveries.
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simply in terms of black and white. Psychologists have even defined a dimension
of cognitive complexity with an emotional component: many with high cognitive
complexity report that learning new things and moving into new areas is like play.
They tend to be more intuitive and have a high degree of spontaneity in their
thinking, to be individuals who enjoy exploring uncertainty and engaging in high-
risk research rather than working in areas which are already well understood
(Cacioppo et al., 1996; Suedfeld, 2000). Moreover, cognitive complexity as a
variable has been useful in helping to explain how individual scientists interact
with their institutional and organizational environments (Grigorenko, 2000: 165;
Grigorenko and Sternberg, 1995; Sternberg, 1997; Wardell and Royce, 1978).

Our data on scientists over the past century who have had high cognitive
complexity and made major discoveries suggest that there are distinct social and
psychological processes which influence the emergence of high cognitive complexity.
We have derived our data from many different sources. We interviewed more than
450 scientists in the four countries and have worked in numerous archives containing
correspondence and papers of scientists associated with making major discoveries. In
addition, we have studied large numbers of biographies, autobiographies and obituaries
of individuals, both those who made and did not make major discoveries. Because I
wish to study the scientists who made major discoveries over a century, obviously
I do not rely heavily on the kind of contemporary data which clinical psychologists
normally use. Rather, much of the data are historical in nature.

Cognitive complexity tends to have its roots in various social psychological
processes. Here I present two processes which were particularly notable in
enhancing the cognitive complexity of high achieving scientists: the internaliza-
tion of multiple cultures and having non-scientific avocations. The essay argues
that distinguished scientific achievement results from the internalization of
scientific diversity, but it is cognitive complexity which facilitates scientific
diversity and high scientific achievement.

Internalizing Multiple Cultures

A very high proportion of those who have high cognitive complexity internalize
multiple cultures in very meaningful ways. However, there are numerous path-
ways by which one might internalize multiple cultures. Indeed, the defining of
multiple cultures is not an easy task. At the most elementary level, an individual
who internalizes multiple identities, each of which is defined by cultural traits,
necessarily internalizes multiple cultures, and this facilitates the capacity of such
an individual to observe the world in more complex terms than the individual who
internalizes much less cultural diversity.

A common explanation as to why individuals have high cognitive complexity
is because they have internalized multiple cultures based on ethnicity, nationality
and/or religion (Hage and Powers, 1992). To acquire multiple cultural identities,
it is not sufficient to live in a world where one is simply exposed to multiple cul-
tures. Rather one must be sufficiently socialized by multiple cultures so that one
actually internalizes the norms, habits and conventions of more than one culture.
Such an individual then literally has the capacity to live intuitively in multiple
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worlds simultaneously. The argument here is that such an individual has the
ability to observe the world in more complex terms and has the potential to be
more innovative than those who internalize less cultural diversity.

There is an extensive literature pointing to the high achievements of
German–Jewish scientists in the first-third of the twentieth century, achievements
quite out of proportion to the Jewish fraction of the German population. A
common explanation in the literature has been the emphasis which Jewish fami-
lies placed on formal learning (Nachmansohn, 1979). This may be an important
part of the explanation, but we need to broaden this perspective, for there were
numerous non-Jewish scientists of high distinction who also internalized multiple
cultures: some who were part Polish and part French, some had one parent who
was Catholic and another who was Protestant, some had one parent who was
French and another North African, some who internalized Latin American and
British cultures and so forth. Because such individuals lived in intimate associa-
tion with multiple worlds, they tended to have weak identities with each and for
this reason they could more clearly perceive the world with a certain detachment,
to have a higher level of cognitive complexity, and to have the potential to develop
novel or creative views of the world.

The scientists in our population who internalized multiple cultures tended to be
both insiders and outsiders, and it was this capacity to live in more than one world
simultaneously that was the key to having high cognitive complexity. When they
attended universities, it was almost second nature to cross from one field into
another, to be both an insider and outsider. Just as in their personal lives they
internalized multiple cultures, in their scientific lives they also internalized
scientific diversity. And it is no accident that in this age of specialization, the
discoveries by these scientists reflected a great deal of scientific diversity. Indeed,
one of their key traits was the capacity to see and understand relations among
multiple fields. From our population of scientists who made major discoveries in
basic biomedical science as well as from the lives of many other scientists in the
twentieth century, the capacity to internalize scientific diversity was virtually
universal.

As suggested above, many observers have long been aware that some of the
most renowned scientists of the twentieth century were Jewish. Within my
population of scientists who internalized multiple cultures and who made major
discoveries in the basic biomedical sciences were such well-known Jewish
scientists as the following: Gerald Edelman, Fritz Haber, Roald Hoffmann,
Francois Jacob, Aaron Klug, Hans Krebs, Karl Landsteiner, Rita Levi-Montalcini,
Jacques Loeb, Andre Lwoff, Elie Metchnikoff, Otto Meyerhoff, Max Perutz and
Otto Warburg. In my investigations of basic biomedical scientists who made
major discoveries, I became increasingly interested in those who internalized
multiple cultures so I could better understand some of the determinants of high
cognitive complexity. I first focused on Jews who made major discoveries in basic
biomedical science, as in our interviews and other investigations it became quite
obvious that many of these were individuals who not only had high cognitive
complexity but also internalized multiple cultures. Interestingly, the number of
Jews in the population proved to be far greater than my colleagues and I originally
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suspected. Because of the very large number of Jews associated with major
discoveries in basic biomedical science and closely related fields, I present their
names in Table 8.3.

Table 8.3 Jewish scientists who made major discoveries in basic biomedical and related
sciences 1901–20055

Part One: Jewish Scientists Awarded Nobel Prizes in Physiology or Medicine

Paul Ehrlich (1908) Konrad Bloch (1964) Michael Brown (1985)
Elie Metchnikoff (1908) Francois Jacob (1965) Joseph Goldstein (1985)
Robert Bárány (1914) André Lwoff (1965) Stanley Cohen (1986)
Otto Meyerhof (1922) George Wald (1967) Rita Levi-Montalcini (1986)
Karl Landsteiner (1930) Marshall Nirenberg (1968) Gertrude Elion (1988)
Otto Warburg (1931) Salvador Luria (1969) Harold Varmus (1989)
Otto Loewi (1936) Julius Axelrod (1970) Edmond Fischer (1992)
Joseph Erlanger (1944) Sir Bernard Katz (1970) Alfred Gilman (1994)
Herbert Gasser (1944) Gerald Edelman (1972) Martin Rodbell (1994)
Sir Ernst Chain (1945) David Baltimore (1975) Stanley Prusiner (1997)
Hermann Muller (1946) Howard Temin (1975) Robert Furchgott (1998)
Gerty Cori (1947) Baruch Blumberg (1976) Paul Greengard (2000)
Tadeus Reichstein (1950) Andrew Schally (1977) Eric Kandel (2000)
Selman Waksman (1952) Rosalyn Yalow (1977) Sydney Brenner (2002)
Sir Hans Krebs (1953) Daniel Nathans (1978) H. Robert Horvitz (2002)
Fritz Lipmann (1953) Baruj Benacerraf (1980) Richard Axel (2004)
Joshua Lederberg (1958) Sir John Vane (1982)
Arthur Kornberg (1959) César Milstein (1984)

Part Two: Jewish Scientist Awarded Nobel Prizes in Areas of Chemistry Relevant to Basic
Biomedical Science

Adolph von Baeyer (1905) Ilya Prigogine (1977) Rudolph Marcus (1992)
Henri Moissan (1906) Herbert Brown (1979) George Olah (1994)
Otto Wallach (1910) Paul Berg (1980) Harold Kroto (1996)
Richard Willstätter (1915) Walter Gilbert (1980) Walter Kohn (1998)
Fritz Haber (1918) Roald Hoffmann (1981) Alan Heeger (2000)
George de Hevesy (1943) Aaron Klug (1982) Aaron Ciechanover (2004)
Melvin Calvin (1961) Herbert Hauptman (1985) Avram Hershko (2004)
Max Perutz (1962) Jerome Karle (1985) Irwin Rose (2004)
Christian Anfinsen (1972) John Polanyi (1986)
William Stein (1972) Sidney Altman (1989)

Part Three: Jewish Scientists Awarded the Lasker Award in Basic Biomedical Science

Selman Waksman (1948) Sol Spiegelman (1974) Joseph Goldstein (1985)
Sir Hans Krebs (1953) Howard Temin (1974) Rita Levi-Montalcini (1986)
Michael Heidelberger (1953) Andrew Schally (1975) Stanley Cohen (1986)
George Wald (1953) Rosalyn Yalow (1976) Philip Leder (1987)
Theodore Puck (1958) Sir John Vane (1977) Alfred Gilman (1989)
Heinz Fraenkel-Conrat (1958) Hans Kosterlitz (1978) Stanley Prusiner (1994)
Jules Freund (1959) Solomon Snyder (1978) Jack Strominger (1995)
Harry Rubin (1964) Walter Gilbert (1979) Robert Furchgott (1996)
Bernard Brodie (1967) Paul Berg (1980) Mark Ptashne (1997)
Marshall Nirenberg (1968) Stanley N. Cohen (1980) Aaron Ciechanover (2000)
Seymour Benzer (1971) Harold Varmus (1982) Avram Hershko (2000)
Sydney Brenner (1971) Eric Kandel (1983) Alexander Varshavsky (2000)
Charles Yanofsky (1971) César Milstein (1984) James Rothman (2002)
Ludwik Gross (1974) Michael Brown (1985) Randy Schekman (2002)
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Table 8.3 Continued

Part Four: Jewish Scientist Awarded the Louisa Gross Horwitz Prize

Marshall Nirenberg (1968) César Milstein (1980) Michael Rossmann (1990)
Salvador Luria (1969) Aaron Klug (1981) Stanley Prusiner (1997)
Harry Eagle (1973) Stanley Cohen (1983) Arnold Levine (1998)
Theodore Puck (1973) Viktor Hamburger (1983) Bert Vogelstein (1998)
Boris Ephrussi (1974) Rita Levi-Montalcini (1983) H. Robert Horvitz (2000)
Seymour Benzer (1976) Michael Brown (1984) Avram Hershko (2001)
Charles Yanofsky (1976) Joseph Goldstein (1984) Alexander Varshavsky (2001)
Michael Heidelberger (1977) Mark Ptashne (1985) James Rothman (2002)
Elvin Kabat (1977) Alfred Gilman (1989) Randy Schekman (2002)
Walter Gilbert (1979) Stephen Harrison (1990) Ada Yonath (2005)

Sources: JINFO, 2005a,b,c,d and e

The list in Table 8.3 identifies scientists as being Jewish in a number of different
ways. In a very strict sense, there is no single definition of a Jew. All who are listed
in Table 8.3 had some identity as being Jewish even if they were not Jewish in a
religious sense, or did not associate with others who were Jewish. Indeed, some
disguised their Jewish origins and married non-Jewish spouses. Some were
extraordinarily secular or even atheist. In Table 8.3 we list high-achieving scientists
in our population if their Jewish background – however defined – contributed to
their (1) having some awareness of being Jewish and (2) contributed to their inter-
nalization of multiple cultures and having high cognitive complexity (Weisskopf,
1991: 27; also See Nachmansohn, 1979; Stoltzenberg, 1994).6

How a Jewish background worked out was very complex and varied from
person to person and from society to society. Many were marginal to the society
in which they grew up. Some like Nobel laureate Gertrude Elion were essentially
‘multiple outsiders’. Her father had arrived in the United States from Lithuania
and had descended from a line of rabbis who have been traced through
synagogue records to the year 700. Her mother had emigrated from a part of
Russia that is now part of Poland and her grandfather had been a high priest.
Gertrude’s maternal grandfather who had the greatest influence on her, was a
learned biblical scholar who was fluent in several languages, and for years
Gertrude and her grandfather spoke Yiddish together. But Gertrude as a young
girl realized that she wanted to be a scientist – a man’s profession. Hence, she
not only internalized the culture of being Jewish and American, but also being a
woman in an occupation dominated by men (Interview with Elion; McGrayne,
1993: 280–303).

Rosalyn Yalow was another Nobel laureate whose early life was being both
insider and outsider. Her Jewish parents were immigrants to the United States
who had little formal education, but they strongly encouraged her education.
Hence during Yalow’s early years, she tended to live in two separate worlds: one
in which she received much encouragement from her uneducated immigrant
parents and another in the public schools of the South Bronx. Later, she became
very interested in physics, a male-dominated world. Again, she was an outsider.
Fortunately for her, when she began graduate work during the Second World War
there were not enough male graduate students to be research and teaching
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assistants. As a result, she was accepted in the Physics Department of the
University of Illinois and given a stipend. Subsequently, she began to work with
a group of physicians in the Bronx Veterans Administration hospital, but as a
physicist she was again an outsider. It was as a result of this dual role of being
both insider and outsider that she was able to establish bridges between the world
of physics and medicine and to be one of the few scientists in the developing field
of nuclear medicine (Csikszentmihalyi, 1996: 192–96; Howes, 1991: 1283–91;
McGrayne, 1993: 333–55; Opfell, 1978).

As the sociologist Robert Park (1937: xvii–xxiii) observed many years ago, the
marginal person is often a personality type who emerges where different cultures
come into existence, and such an individual often assumes both the role of the
cosmopolitan and the stranger. Because such an individual internalizes multiple
cultures, he/she has the potential to develop a wider horizon, a keener intelli-
gence, a more detached and rational viewpoint – the ingredients of a creative
person (Park, 1937: xvii–xxiii). Somewhat earlier, the German sociologist Georg
Simmel (1908) had developed similar ideas about the perceptiveness and poten-
tial innovativeness of the individual who is both insider and outsider (also see
Dogan and Pahre, 1989; 1990). The psychologist Mihaly Csikszentmihalyi (1996:
177–78), a leading writer on creativity, has reminded us that there were also many
routes by which high-achieving individuals have felt marginalized. Some experi-
enced the life of the marginal individual because of their early success. Because
they were so precocious, Nobel laureates John Bardeen, Manfred Eigen and
Rosalyn Yalow were promoted to higher grades in school whereupon they were
surrounded by older students with whom they were unable to establish any
rapport.

Csikszentmihalyi (1996: 267) further suggests that many scientists have
overcompensated for their marginalization with a relentless drive to achieve
success, determination based on sacrifice, and discipline, but at the same time a
fascination with constant learning about novel things. The American biologist
E. O. Wilson, who experienced a painful childhood which generated a great deal
of personal insecurity, has suggested that all great scientists must be marginal at
times in their career. He too felt marginalized at moments in his highly success-
ful and fascinating career (Wilson, 1994). According to Wilson, being a highly
successful scientist requires ‘enormous amounts of work and pain. And you have
to accept a certain amount of rejection. [ . . . ] You have to be ignored for periods
of time’ (quoted by Csikszentmihalyi, 1996: 269; interviews with Wilson).

As the above paragraphs suggest, the emergence of multiple ethnic and
national identities was not the only path for internalizing multiple cultures. Some
scientists in our population internalized multiple identities or cultures by living
simultaneously in two social worlds based on social class. For example, Sir James
Black who was awarded the Nobel Prize in Physiology or Medicine in 1988 came
from a relatively rural coal-mining community. He came from an upper-middle-
class family in which his father was a mining engineer and colliery manager, but
Black’s peers were children of coal miners. In short, Black was living and
negotiating in two different worlds – that of his professionally oriented home and

Arnaud-08.qxd  12/6/07  7:44 PM  Page 138



Cognitive Complexity and Scientific Discovery 139

that of the coal mining community where there was extremely high distrust of the
mining management. Significantly, Black’s tendency to live in two worlds
concurrently has continued throughout his life: his scientific career was that of
one living in multiple worlds, crossing boundaries and integrating in his own
mind that which most of his scientific colleagues would never have been able to
do (Black, 1988; interview with Black).

A similar case involved that of Gobind Khorana who was awarded the Nobel
Prize in Physiology or Medicine in 1968. Khorana’s cultural diversity was
also derived from living in a small village in India, where his father was a civil
servant and his family was the only one who could read English. In fact, most
villagers had difficulty even in understanding English. Thus, Khorana grew up
internalizing both the cultural world of the village and the more cosmopolitan
world of his parents, and from this dual environment he was socialized to be
both an insider and outsider, to be a boundary crosser – traits which facilitated
his understanding relationships among multiple fields of science and making a
major discovery.

Another case with a similar theme was that of Jacques Monod who was
awarded the Nobel Prize for Physiology or Medicine in 1965. Monod also spent
his childhood in multiple cultural worlds. His father was from a Protestant
Huguenot family in Catholic France, while his mother was an American from
Milwaukee and Iowa. His father was a painter who was an avid reader of science.
This kind of socialization into a world of cultural diversity led to Monod’s
becoming a classical man of opposites, both an insider and outsider: growing up
in a rigid Protestant culture but in a Catholic society, a man who was highly
emotional but who insisted on great scientific precision, a man very musically
oriented with democratic values but autocratic in his behaviour, a scientist who
was able to integrate the best in both French and American styles of science.

There was the well-known case of Peter Medawar who was born in Brazil of a
Lebanese father and an English mother. From there he was eventually sent to an
English public school – Marlborough – and later became a student at Magdalen
College, Oxford. Medawar indeed internalized an amazing amount of cultural
diversity and this proved to be an enormous asset to him as he became a boundary-
crosser in various scientific fields.

Another woman who excelled in the male-dominated world of science was
Irène Joliot-Curie, awarded the Nobel Prize in Chemistry in 1935 with her
husband Frédéric Joliot. A major factor in her ability to bring together disparate
trends in chemistry and physics was her high cognitive complexity which was
very much influenced by the cultural diversity she internalized. Irène was the
daughter of Polish-born Nobel laureate Marie (Sklodowska) Curie and French-
born Nobel laureate Pierre Curie. Irène grew up in Paris, but under the supervision
of a Polish governess who spoke Polish to her on a daily basis. Irène also came
under the strong influence of her French paternal grandfather who was very
anticlerical in a culture under the dominance of the Catholic Church. While her
peers attended the rather rigid schools operated by the French state, Irène
attended a private cooperative school and was tutored in mathematics by her
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mother. In short, as a young girl she was intimately socialized to live in multiple
worlds simultaneously (McGrayne, 1993: 11–36, 117–43).

Many individuals emerged from a multicultural world but never internalized in
a deep sense the cultural diversity of their environment. All other things being
equal, the greater the cultural diversity within a social space, the greater the like-
lihood that an individual will internalize multiple cultures and have potential to
be highly innovative. However, there are many qualifications which must be made
to such a generalization. The more structural and cultural barriers among those of
different cultural backgrounds and the less the access to leading centres of learning,
the lower the likelihood that individuals in a multicultural society will internalize
cultural diversity. Hence, across multicultural environments there is variation in
the degree to which individuals will internalize multiple cultures. Poland and
Germany in the first third of the twentieth century were multicultural societies,
but Polish Jews faced greater cultural and structural obstacles to scientific
institutions than German Jews did. Even though anti-Semitism existed in both
societies, it was more intense in Poland than in Germany, and partly for that
reason, Polish Jews were less able to internalize cultural diversity and to be as
innovative as German Jews at the same time.7 This difference explains in part
differences between the two populations in achievement of major breakthroughs
in science in the first third of the twentieth century.

The United States is a multicultural society where many have internalized
multiple cultures, and this has contributed to there being so many scientists in
the United States who made major discoveries during the past century. A major
exception involves African Americans. The extremely harsh experience of slav-
ery and the intense racism throughout the twentieth century caused most African
Americans to develop strong identities, but strong racial prejudice against them
has made it very difficult historically to internalize in a very deep sense multi-
ple ethnic or cultural identities. Because African Americans were long denied
access to leading educational institutions, they were not as successful as Jewish
Americans or other ethnic groups in making major discoveries. Indeed, the
experience of African Americans suggests that if there is oppression and very
strong discrimination against an ethnic group – even in a multicultural society –
members of that group are unlikely to have the same levels of scientific achieve-
ment as those who internalize in a very deep way more than one culture. Because
a number of indicators show racial oppression is diminishing in American
society many more African Americans may come to internalize multiple
cultures, and thus be more likely to be scientists of considerable distinction
and achievement.

The Contributions of Avocations to High Cognitive Complexity

The basic argument of this essay is that the wider the range of experience and
knowledge of the scientist, the more fields of science his/her work are likely to
influence and the greater the importance with which it will be perceived
(Csikszentmihalyi, 1996; Pelz and Andrews, 1966; Sternberg, 1988; Sternberg
and Davidson, 1995). Thus far, the argument has been that cognitive complexity
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due to the internalization of multiple identities tends to enhance scientific
diversity and scientific achievement. Cognitive complexity is further enhanced in
those who already internalize considerable cultural diversity by engaging in
mentally intensive avocations.

On the other hand, many scientists who did not internalize multiple cultures
added to their cognitive complexity by mentally intensive engagement in avoca-
tions which on the surface did not appear to be related to their scientific work. On
the basis of in-depth interviews (and from my study of biographical and rich
archival materials), many scientists have made it abundantly clear that their
avocations enriched the complexity of their minds and that many of their scien-
tific insights were derived by engaging in what often appeared to be non-scientific
activities. Impressive work in this area has been done by the Root-Bernsteins
(1989; 1999) who argue that the skills associated with artistic and humanistic
expression have positive effects in the conduct of scientific research. They
contend that scientific accomplishments are enhanced by the capacity to be high-
achieving in multiple fields – scientific as well as non-scientific – and by having
the opportunity and ability to make use in science of skills, insights, ideas,
analogies and metaphors derived from non-scientific fields. Many scientists have
commented about the intuitive and non-logical factors in the act of discovery
(Jacob, 1995; Medawar, 1991). Others have emphasized that the arts and human-
ities have the potential to stimulate the senses of hearing, seeing, smelling –
enhancing the capacity to know and feel things ‘in a multi-model, synthetic way’
(Root-Bernstein, 2001: 65). Thus Einstein frequently observed that his theory of
relativity occurred by intuition, but music was ‘the driving force behind the
intuition [ . . . ]. My new discovery is the result of musical perception’ (Suzuki,
1969). Einstein’s son observed of his father that ‘[w]henever he had come to the
end of the road or into a difficult situation in his work, he would take refuge in
music, and that would usually resolve all his difficulties’ (Clark, 1971: 106).
Root-Bernstein goes so far as to argue that ‘no one with monomaniacal interests
or limited to a single talent or skill can [ . . . ] be creative, since nothing novel
or worthy can emerge without making surprising links between things [ . . . ].
To create is to combine, to connect, to analogize, to link, and to transform.’
(2001: 66).

If fundamental discoveries are derived from experiencing unexpected connec-
tions from disparate fields and if discovery often has a strong emotional and
intuitive quality to it, we should expect that many of the scientists in our popula-
tion who were recognized for making major discoveries were also individuals
who were quite accomplished performers in areas other than the scientific field
for which they were renowned. There is indeed a very rich body of data revealing
that highly recognized scientists in many fields were quite talented as writers,
musicians, painters, sculptors, novelists, essayists, philosophers and historians.
A number were also engaged in political activities – both closely and distantly
related to their scientific activities. In Table 8.4, we list numerous scientists who
made major accomplishments in the basic biomedical sciences who were also
quite accomplished in various artistic and humanistic activities. While rather
extensive, the list is probably an understatement. My colleagues and I still have

Arnaud-08.qxd  12/6/07  7:44 PM  Page 141



incomplete data about the avocations of scientists who are in our population for
being nominated for Nobel Prizes ten times in three different years but who never
received a major prize for their achievement. Unfortunately, all of these ‘ten-in-
three’ scientists are deceased, and the published materials about them is quite
limited. We suspect that if we had had the same kind of extensive published mate-
rials on all of them as we do on those who received Nobel Prizes and other major
prizes, we would have learned that most of the ‘ten-in-three’ scientists would also
have been very talented in various avocational fields.
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Table 8.4 Twentieth-century scientists who made major discoveries and were also quite
active in music, art, writing, crafts and politics8

Musicians

Luis Alvarez* Physicist Otto Meyerhof* Biologist
Clay Armstrong* Biologist Albert A. Michelson* Physicist
Oswald T. Avery* Microbiologist Jacques Monod* Biologist
Georg von Békésy* Physiologist Rolf Nevanlinna Mathematician
Walter B. Cannon# Physiologist Wilhelm Ostwald* Physical Chemist
Ernst Chain* Chemist Max Planck* Physicist
Louis De Broglie* Physicist Ilya Prigogine* Physicist
Gerald Edelman* Biologist Mark Ptashne* Biologist
Manfred Eigen* Chemist Ronald Ross* Biologist
Albert Einstein* Physicist Solomon Snyder* Biologist
Richard Feynman* Physicist Arnold Sommerfeld Physicist
Otto Frisch Physicist Charles Stevens Biologist
Michael Heidelberger# Chemist Joseph J. Sylvester Mathematician
Werner Heisenberg* Physicist Axel Hugo Theorell* Physiologist
Gerhard Herzberg* Chemist Georges Urbain Physicist
William Lipscomb* Chemist Paul Urban Physicist
Jacques Loeb# Biologist J.H. Van’t Hoff* Physical Chemist
Barbara McClintock* Physicist Emil Warburg* Biologist/Chemist
Ernst Mach Geneticist Victor Weisskopf Physicist
Lise Meitner Physicist Edmund B. Wilson Biologist

Composers of Music

Albert A. Michelson* Physicist Walter Thirring Physicist
Ronald Ross* Biologist Georges Urbain Chemist

Poets

Marie Curie* Physical Chemist William Ramsay* Physical Chemist
Fritz Haber* Chemist Charles Richet* Physiologist
Otto Hahn* Physical Chemist Ronald Ross* Biologist
A.V. Hill* Biologist Erwin Schrödinger* Physicist
Roald Hoffmann* Chemist Charles Sherrington* Physiologist
Otto Meyerhof* Biologist J. H. Van’t Hoff* Physical Chemist
S.H. Mueller Mathematician Selman A. Waksman* Bacteriologist
H.J. Muller* Geneticist Richard Willstätter* Chemist
Walther Nernst* Physical Chemist

Dramatists

Fritz Haber* Chemist Charles Richet* Physiologist

Novelists

Carl Djerassi Chemist Charles Richet* Physiologist
Fred Hoyle Astrophysicist Norbert Wiener Cyberneticist
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Table 8.4 Continued

Painters and Sketchers

Edgar Adrian* Physiologist Howard Florey* Chemist
Frederick Banting* Physiologist Roger Guillemin* Physiologist
Joseph Barcroft# Physiologist Cyril Hinshelwood* Physical Chemist
Theodor Boveri* Biologist Dorothy Hodgkin* Chemist
Lawrence Bragg* Physicist Joseph Lister# Physician
William Bragg* Physicist Otto Loewi* Physiologist
Ernst Brücke Physiologist Konrad Lorenz* Ethologist
S. Ramon y Cajal* Neuroanatomist Wilhelm Ostwald* Physical Chemist
Harvey Cushing# Surgeon Louis Pasteur Biologist
H. von Euler-Chelpin* Biochemist E.A. Scharpey-Schaefer* Physiologist
Richard Feynman* Physicist Nico Tinbergen* Biologist
Alexander Fleming* Bacteriologist E. O. Wilson* Biologist

Sculptors

Robert Holley* Biochemist Roger Sperry* Biologist
Salvadore Luria* Biologist Georges Urbain Physicist

Drafters

Luis Alvarez* Physicist Linus Pauling* Physical Chemist
George Beadle* Biologist William Ramsay* Physical Chemist

Involved in Architecture

Gunter Blöbel* Biologist Peter Mitchell* Biologist
Otto Hahn* Chemist Robert G. Roeder* Biologist

Photographers

Patrick Blackett* Physicist Wilhelm Ostwald* Physical Chemist
S. Ramon y Cajal* Neuroanatomist Wilhelm Roentgen* Physicist
Gertrude Elion* Biochemist Ernest Rutherford* Physicist
Howard Florey* Chemist E.A. Sharpey-Schaefer* Physician
Tim Hunt* Biochemist Nico Tinbergen* Biologist
Robert Koch* Bacteriologist Charles T.R. Wilson* Physicist
Gabriel Lippman* Physicist

Woodworkers or Metalworkers

Luis Alvarez* Physicist Walter Rudolf Hess* Biologist
Joseph Barcroft* Physiologist Andrew Huxley* Biologist
William Bayliss* Physiologist Barbara McClintock* Geneticist
Georg von Békésy* Physiologist Wilhelm Ostwald* Physical Chemist
Walter Cannon# Physiologist Louis Pasteur Physician/Immunologist
Gerald Edelman* Biologist William Ramsay* Physical Chemist
J. Willard Gibbs Physicist Theodor Svedberg* Physical Chemist

Scientists Who Wrote Philosophy, History, Anthropology and/or Popular Science

Paul Berg* Biologist John Eccles* Biologist
Baruch Blumberg* Biologist Gerald Edelman* Biologist
Niels Bohr* Physicist Manfred Eigen* Chemist
Pierre Broca Biologist Albert Einstein* Physicist
S. Ramon y Cajal* Biologist Richard Feyman* Physicist
Alexis Carrel* Biologist Simon Flexner# Physician/Psychiatrist
Erwin Chargaff Biochemist Sigmund Freud# Biologist
Andre Cournand* Biologist Murray Gell-Mann* Physicist
Frances Crick* Biologist/Physicist Stephen J. Gould Biologist
Richard Dawkins Biologist/Ethologist Stephen Hawking Physicist
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Table 8.4 Continued

Werner Heisenberg* Physicist Max Perutz* Chemist
J.H. Van’t Hoff* Chemist Max Planck* Physicist
Fred Hoyle Astrophysicist Henri Poincaré Mathematician
Francois Jacob* Biologist Michael Polanyi Chemist
Eric Kandel* Biologist Ilya Prigogine* Physicist
Hans Krebs* Biochemist Martin Rees Cosmologist
M.T.F. von Laue* Physicist Peyton Rous* Biologist
Joshua Lederberg* Biologist Oliver Sacks Neurologist
Richard Lewontin Biologist Carl Sagan Astronomer
Ernst Mach Physicist Erwin Schrödinger* Physicist
Ernst Mayr* Biologist Charles Sherrington* Physiologist
Peter Medawar* Biologist Nikolaas Tinbergen* Biologist/Ethologist
Otto Meyerhof* Biologist James D. Watson* Biologist
Robert Millikan* Physicist Steven Weinberg* Physicist
Jacques Monod* Biologist E. O. Wilson* Biologist
Wilhelm Ostwald* Physical Chemist

Political Activists

John Desmond Bernal Physicist Jacques Monod* Biologist
Patrick Blackett* Physicist Salvador Luria* Biologist
Niels Bohr* Physicist Matthew Meselson Biologist
John Cockcroft* Physicist Nevill Mott* Physicist
Paul Doty Chemist Robert Oppenheimer Physicist
Albert Einstein* Physicist Linus Pauling* Physical Chemist
James Franck* Physicist John Polanyi* Chemist
Archibald Vivian Hill* Biologist Ronald Ross* Biologist/Physician
Dorothy Crowfoot Hodgkin* Chemist Abdus Salam* Physicist
Frédéric Joliot-Curie* Chemist Richard Synge* Chemist
Irene Joliot-Curie* Chemist Leo Szilard Physicist
Robert Koch* Biologist Edward Teller Physicist
Joshua Lederberg* Biologist James D. Watson* Biologist
Hendrik Antoon Lorentz* Physicist Victor Weisskopf Physicist

Legend:
* Received Nobel, Lasker, Horwitz and/or Crafoord Prize and/or Copley Medal.
# Scientists whose discoveries resulted in ten nominations in three different years prior to 1940 for a
Nobel Prize in Physiology or Medicine or in Chemistry if the research had high relevance to biomedical
science.

The thesis of this essay is not that all scientists having high cognitive complexity
made major discoveries. Rather, its main argument is that those with high cogni-
tive complexity – for whatever reason – tended to have qualitatively different
styles of doing science than those who did not have high cognitive complexity.
The greater their cognitive complexity – whether as a result of internalizing
multiple cultures and/or from participating in various artistic and humanistic
fields – the greater the likelihood that they would be highly achieving scientists.

For many scientists, their activities as an artist, painter, musician, poet, etc.,
enhanced their skills in pattern formation and pattern recognition, skills that they
could transfer back and forth between science and art. It was part of their ability
to understand reality in more than one way. The great chemist Robert Woodward
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and many others marvelled at how their activities as artists reinforced their
abilities to recognize complex patterns in nature. Roald Hoffmann, a Nobel
laureate in chemistry who is also a poet, argues vigorously that scientists have no
more ‘insight into the workings of nature than poets’. Hoffmann’s science
describes nature with equations and chemical structures but he argues that his
science is an incomplete description. By using ordinary language to describe
nature, Hoffmann believes he has a richer understanding of the world. In short,
the more different ways we can describe reality, the richer our description and
understanding. For Hoffmann (1981; 1995) and many others, the roles of artist
and scientist are mutually reinforcing. The physicist Victor Weisskopf in his
autobiography (1991: chapter 14) makes a powerful argument that artistic and
scientific activities complement one another in the mind of the scientist. Both are
needed in order to have a more complete understanding of the world.9

Perspectives from Neuroscience and the Making of Major
Discoveries

Thus far we have suggested that individuals who internalize multiple cultures and
who have well-developed aesthetic interests will tend to have high cognitive com-
plexity, enhancing their ability to understand the interconnectedness and relations
among different phenomena. It is this ability to understand complex relations
among things which is key to the ability to generate novel views about phenom-
ena (Simonton, 1988). In short, internalizing multiple cultures and being highly
engaged in mentally intense activities outside of science increase the likelihood
that individuals will make major discoveries. In addition, our data suggest that
being in organizational environments with other individuals who also internalize
cultural and scientific diversity enhances the likelihood of making major discov-
eries (Hollingsworth, 2004). But organizational factors are not necessary or
sufficient conditions for the making of a major discovery. Rather, these factors
increase the probability of making a major discovery (Hollingsworth, 2004;
Hollingsworth and Hollingsworth, 2000).

Neuroscientists and cognitive psychologists have long been concerned with the
consequences of complex experiences for behaviour. The perspectives presented
here are somewhat complementary with some of those which have emerged in the
fields of neuroscience and cognitive psychology. To make the argument about
high cognitive complexity and major discoveries more comprehensible, it may be
helpful to relate cognitive complexity as discussed here to some of the views
suggested by literature in neuroscience and cognitive psychology.

If internalizing multiple cultures leads to high cognitive complexity, perhaps
we should ask why children in the same family or a similar social environment
vary greatly in their cognitive complexity. This is not an easy problem to confront.
Some sociologists and psychologists have long been intrigued with the fact that
there is great variation in the performance of siblings and others raised in the
same structural and cultural environment. Jencks et al. (1972) reported with a
large sample of the American population that there is just as much variation in

Cognitive Complexity and Scientific Discovery 145

Arnaud-08.qxd  12/6/07  7:44 PM  Page 145



occupational attainment and income among siblings in the same family as in the
population at large. Moreover, there is substantial literature which demonstrates
that variation in the birth order of children within the same family leads to
important differences in their behaviour, abilities and careers (Sulloway, 1996).10

Some neuroscience literature is suggestive for the problem of why children
reared in the same family vary so much in their behaviour, and why different
children growing up in the same multicultural environment may vary enormously
in the degree to which they internalize cultural diversity and have high cognitive
complexity. The starting point of this literature is that every brain is unique and
distinctive. Nobel laureate Gerald Edelman and others inform us that even the
brains, thoughts, emotions and levels of consciousness among identical twins
raised in the same family are different (Edelman, 1987; 1989; 1992; 2004;
Edelman and Gally, 2001; Edelman and Tononi, 2000; McGraw, 1935).

Each mind is made up of millions of neurons connected to neighbouring
neurons across synapses, and the number and complexity of these connective
patterns is almost unlimited. Within the cerebral cortex alone, there are approx-
imately 10 billion neurons. If one were to count all the connections of neurons
by synapses – one per second – one would finish counting them about 32 million
years after one began (Edelman, 1992: 17). It is through extraordinarily complex
sensory experiences that connections are generated among neurons. Throughout
the life of the individual, each perception is modified by a person’s genetic
structure as well as by previous sensory experiences and connections. Each mind
is constantly making complex classifications of phenomena related to previous
sensory experiences. It is through the thickness of connections and in the almost
limitless complexity and variety of experiences that the brain is able to detect
patterns and to develop abstract relations among different phenomena. As a
result of the billions and billions of different sensory experiences of individuals,
each person – even when exposed to the same circumstances – codes or responds
to the same observations or phenomena differently (Dempsey, 1996; Edelman,
1987; 1989; 1992; Hayek, 1952). As McGraw (1935) and others (Dalton, 2002:
chapters 9 and 10) have demonstrated, this variation begins very early in the
development of an individual. It is for this reason that even if several children in
the same family are exposed to a similar multicultural environment, only one
child may internalize a high level of cultural diversity and have high cognitive
complexity.

Every new experience is influenced by all previous experiences. In short, the
human mind is highly path-dependent (Rizzello, 1997; 2003). The synaptic
reorganizations within the brain are continuously occurring with such enormous
complexity that each individual perceives the world in a unique way. The mind
with high cognitive complexity has a larger repertoire of patterns ready to be
applied to the perception of each new situation.

One way that the uniqueness of each mind is revealed is in the connections
among multiple parts of each brain. In each individual, every experience is related
to all other experiences and each is mutually reinforcing (Dempsey, 1996; Hayek,
1952). There is no disjuncture between the end of one experience and the
beginning of another. But each new experience has an effect on the entire mind.
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Even when a single mind experiences the same set of external stimuli again, they
are never experienced in the same way. Every experience is not only very personal
but even for the same individual each experience is unique. As Michael Polanyi
(1962) taught us many years ago, no two individuals see things in the same way.

The mind is biographical, but each step in the biography is highly unique and
dependent on the previous step. Paraphrasing Stephen J. Gould (1989: 14),
Dempsey writes: ‘Wind the tape of the mind to its early days, [ . . . ] let it play
again from an identical starting point, and the chance becomes vanishingly small
that anything like the identical mind will grace the replay’ (1996).

In Figure 8.2, two or more individuals may grow up in environments with
exposure to high levels of cultural diversity (Cells A and B). However, even when
children in the same family grow up in multicultural environments, perhaps only one
child (Cell A) may internalize a high degree of cultural diversity and hence the poten-
tial to develop a high degree of cognitive complexity. As suggested above, children
growing up in similar environments experience it differently. In short, growing up in
a multicultural environment increases the likelihood of internalizing cultural diver-
sity and of developing high cognitive complexity, but there is no certainty that this
will occur. The cognitive development of individuals involves a high degree of
chance and contingency (Edelman and Gally, 2001; Greenspan, 2001a; 2001b).

At one level, this poses a great difficulty for scientific work at the laboratory
level. Replication is at the heart of the scientific enterprise. But at a very deep
level, each scientist tends to see the same experiment in a very different way –
even when repeated over and over – though very often the differences are
extremely small. If two scientists, each with a mind having high levels of

Cognitive Complexity and Scientific Discovery 147

HIGH

HIGH

LOW

LOW

A B

C D

Exposure to Cultural Diversity

Integration 
of Cultural 
Diversity

Figure 8.2 Variations in the exposure to and integration of cultural diversity.

Arnaud-08.qxd  12/6/07  7:44 PM  Page 147



cognitive complexity and scientific diversity, can work together, there is much
greater potential that because of their intense interaction, they may understand
complex phenomena in novel ways. Because each mind experiences stimuli in
very different ways, one of the great challenges to a scientist is to translate per-
sonal knowledge to codified knowledge, to communicate what is observed in one
mind to a larger community (Judson, 2004: 39–40; Polanyi, 1962; 1966).

Individuals who have high cognitive complexity tend to have the capacity to
understand the phenomena they study in multiple ways. They are rarely of ‘one
mind’ about a problem. Because of their capacity to understand things in multi-
ple ways, they often engage in paradoxical thinking (Dempsey, 1996; Minsky,
1995). And it is the result of this capacity to see things in very complex and novel
ways that the scientific community occasionally labels as a major discovery
(Hollingsworth et al., 2008).

When I confront the question of whether my findings and hypotheses about
high cognitive complexity and major discoveries are consistent with recent trends
in neuroscience, it is necessary to place some constraints on the answer to such a
problem. The scientific field broadly labelled neuroscience as extremely hetero-
geneous, consisting of dozens if not several hundred sub-specialities. However,
my findings and hypotheses about the complexity of experiences, high cognitive
complexity and major discoveries are consistent with the work of a number of
theoretically oriented neuroscientists who are very macro-oriented and who
attempt to understand the interconnections among multiple parts of the brain
(Dalton, 2002: chapters 9 and 10; Dempsey, 1996; Edelman, 1987; 1989; 1992;
Hayek, 1952; Rizzello, 1997; 2003).

Concluding Observations

The research reported herein is a small part of a large-scale, multi-level research
project which attempts to understand why societies, organizations and within
organizations, departments and laboratories vary in having major breakthroughs
in basic biomedical science. This project is based on many years of research
about these multiple levels throughout the twentieth century in the countries of
Britain, France, Germany and the US. This essay has focused only at one of these
levels – essentially the laboratory – and even there the focus has not been on
the structure of the laboratory but on some of the personal characteristics of
those associated most intimately with the making of major discoveries in basic
biomedical science. Table 8.4 is somewhat broader in that it also includes a few
scientists in physics and mathematics who also attained high distinction in
science.

The reader should recognize that whenever one is writing historically about
the psychology or social psychology of individuals or collections of individuals, the
data are much less ideal than the data to which the psychologist has access in the
laboratory or the clinic. In this essay, the data is retrospective in nature and is
obtained from many sources. While the author has interviewed more than 450
individuals in connection with the larger multi-level, cross-temporal and cross-
national research project, he has interviewed less than 25 per cent of the individuals
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on whom data is reported herein. As suggested previously, most of the data was
obtained from the various types of sources discussed above.

This essay is heuristic in nature, written in the spirit of suggesting an agenda
for further research about the kinds of individuals associated with the making of
major discoveries. Hopefully, others will follow up with similar studies involving
other fields of science and will subject the views presented herein to critical
analysis. It is through the interactive process of proposing new ideas and subject-
ing them to rigorous testing that we may make fundamental advances in science.
This essay is essentially at the stage of hypothesis and/or theory generation. As
McDonagh (2000: 678) emphasizes, good dialogue in science requires that
generalizations be replicated by researchers independent of the proponent of new
ideas before the scientific community at large accepts the arguments as valid.

The essay has implications for those interested in the most effective way of
organizing science in order to maximize the potential for major discoveries. Our
research has identified the sociological properties associated with laboratories
where major discoveries have occurred in basic biomedical science. But as this
essay emphasizes, major discoveries are rare events. A scientist may design a
laboratory with all the characteristics of a Type A lab and yet no major discovery
may occur. The kind of mind of the scientist who makes a major discovery is a
major factor in the explanation of the discovery process, and our knowledge of
this subject has hitherto been underdeveloped. This essay attempts to contribute
to the understanding of the kinds of minds associated with major discoveries.

At one level, the insights which this essay sheds on the process of discovery are
somewhat discouraging. I have found that the minds of great discoverers tend to
evolve in an unplanned, chaotic, somewhat random process involving a considerable
amount of chance, luck and contingency. Cognitive complexity cannot be
imparted in the classroom or curriculum by pedagogical technique. No matter
how much we invest in training the young scientist to be excellent, this essay
suggests that in the final analysis, it is idiosyncratic characteristics operating at
the individual level which are decisive in determining who will make the major
discovery. On the other hand, the individual who internalizes all the factors
consistent with high degrees of innovativeness is unlikely to be very innovative
without the opportunity to be in the structural and cultural environments where
the scientist’s potential can be realized (Hollingsworth and Hollingsworth, 2000).
In the final analysis, those responsible for recruiting scientists would be well
advised to give high consideration to individuals with high cognitive complexity.

Endnotes

1 Earlier versions of this essay were presented as lectures at the Neurosciences Institute in La Jolla,
California; at the conference on Dewey, Hayek and Embodied Cognition: Experience, Beliefs and
Rules, at the American Institute for Economic Research in Great Barrington Massachusetts; at the
Society for Advancement of Socio-Economics Annual Meeting in Aix-en-Provence, France; and at the
Atlanta Conference on Science and Technology Policy 2006: US-EU Policies for Research and
Innovation. But it was Margie Mendell and her colleagues in Montreal in the Research Center on
Social Innovations who provided the opportunity to write this essay while I was a visiting professor
at the University of Québec in the fall of 2004.

Cognitive Complexity and Scientific Discovery 149

Arnaud-08.qxd  12/6/07  7:44 PM  Page 149



2 My collaborators in the original study of discoveries and their organizational contexts were
Jerald Hage and Ellen Jane Hollingsworth. Without their assistance this essay would not have been
possible. David Gear’s assistance in the larger project as well as in the research for and writing of this
essay has been virtually indispensable. Ellen Jane Hollingsworth and David Gear kindly read multiple
drafts of the essay and did much to improve it. Marcel Fournier and Arnaud Sales also made useful
comments on an earlier draft. Katharine Rosenberry discussed the subject of creativity with me at
length, and those discussions were very helpful in clarifying my thoughts on the subject. Much of the
inspiration for this essay came from the work of Robert Root-Bernstein. His previous work about the
achievements of scientists in various domains has been especially helpful. Over the years, my
colleagues at the Neurosciences Institute in La Jolla, California, particularly Dr. Gerald Edelman,
have taught me a great deal about neuroscience.

3 Some years ago, my colleague Jerald Hage first introduced me to the concept cognitive
complexity, though subsequently he has used the concept somewhat differently from the way it is
operationalized in this essay (see Hage and Powers, 1992; on cognitive complexity, also see Ceci and
Liker, 1986; Conway et al., 2001; Schaller, 1994).

4 In recent years we have had a number of excellent studies of single laboratories in basic
biomedical science: Holmes, 1993; 2001; Kleinman, 2003; Latour, 1987; Rheinberger, 1997. But very
few of these studies have been comparative in nature, and the authors have not developed theoretical
generalizations about the types of individuals associated with particular types of laboratories. Thus,
our research on laboratories departs from much of the existing literature.

5 More than 90 per cent of the individuals in this table had two Jewish parents. Also listed are a
few individuals who had one parent who was Jewish and one who was not. Several (e.g. Karl
Landsteiner and Gerty Cori) converted from Judaism to Catholicism. For purposes of this essay, this
kind of issue is not highly relevant, for the concern is whether the individual internalized multiple
cultures. Anyone who reads the biographies of Landsteiner (Rous, 1945; Speiser and Smekal, 1975)
or Cori (McGrayne, 1993) will observe that they clearly internalized multiple cultures – partly
because of their Jewish ancestry. For additional information on this subject, see Hargittai (2002).

6 For a thorough treatment of biological scientists under the Nazis, see Deichmann (1996).
7 Obviously, there were very innovative Polish Jews. An interesting case was the career of the

Polish-born Nobel laureate Andrew Schally who was Jewish but whose father was a professional
soldier who later became a major general in the Allied forces during the Second World War. The
example of Schally is clear evidence that even in a culture where there is extreme discrimination,
under certain circumstances it is possible for an individual to internalize the society’s multiple cultures
(Acker, 1991; Wade, 1981).

8 In the preparation of the material for Table 8.4, I am not only indebted to all of the individuals
whom I interviewed for this essay (see references below) but especially to the scholarship of Robert
Scott Root-Bernstein and to the following published references: Brandmüller and Claus, 1982; Curtin,
1982; Eiduson, 1962; Furguson, 1977; Hammond, 1985; Hindle, 1981; Kassler, 1982; Lepage, 1961;
Levarie, 1980; Miller, 1984; Nachmansohn, 1979; Nickles, 1980; Nye, 2004; Ostwald, 1912;
Rauscher and Shaw, 1998; Ritterbush, 1968; Roe, 1951; 1953; Root-Bernstein, 1989; Root-Bernstein
and Root-Bernstein, 1999; Sime, 1996; Van’t Hoff, 1967; Waddington, 1969; Wechsler, 1978.

9 Weisskopf uses the concept complementarity in the sense that Neils Bohr occasionally spoke
about the subject. For further discussion on this issue, see Hollingsworth and Gear (2004).

10 There has been considerable controversy about the effect of birth order on the behaviour of
children. Even so, there is considerable literature which demonstrates that birth order within families
influences the behaviour of children. See Politics and the Life Sciences (2000) for an extensive
discussion of the literature on the subject. Also, see Dalton (2004).
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9

The Creativity of Intellectual Networks
and the Struggle over Attention Space

By Randall Collins

Creativity takes place in networks. There is of course a large research literature
on networks. But we immediately encounter a problem in relating this literature
to intellectual networks. There are two main substantive theories. The first
concerns dense networks – that is to say, networks in which almost everyone is
connected to everyone else. This makes for a tightly linked community. Dense
networks are sometimes called ‘support groups’, since they are correlated with
higher levels of mental health, greater longevity and other social benefits
(Wasserman and Galaskiewicz, 1994). From a cultural viewpoint, they are the
type of networks which have the greatest degree of conformity and the least
individuality, what Emile Durkheim called mechanical solidarity.

The other main pattern in social network theory is what is called ‘holes in
networks’, or sometimes ‘the strength of weak ties’ (Burt, 1992). Here the emphasis
is on places where there are few network ties. The individual who uniquely has
access to a distant network – occupying the bridge between different networks –
has a competitive advantage, because he or she is the only one to get the information
or resources that flow across that bridge. Bridge ties or holes in networks are
important especially for economic success, such as making a career in business
management, or for organizations entering a new market before their competitors.

The problem is that neither of these two patterns – dense support networks, or
bridges across holes in networks – fit very well for the kind of networks I am
concerned with, which are intellectual networks. Networks appear to operate
differently in different institutional arenas; I will speak mainly about intellectual
networks but we should be aware that economic and political networks seem to
operate on yet different principles still.

The patterns that I will describe come from a study of philosophers in China,
Japan, India, ancient Greece, the medieval Islamic world and medieval and
modern Europe. This may seem like an impossibly large task; what made it
manageable was that I have concentrated first of all on the networks that
connected the important philosophers with each other. For more detail I refer you
to my book The Sociology of Philosophies (Collins, 1998).

The Clustering of Creativity in Networks

Eminent intellectuals cluster together more closely than lower-ranking intellectuals
do. Here I am measuring eminence by the amount of influence they exert on
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future generations, indexed by how much attention they receive in the writings of
their successors, and the space they get in histories of the field. Thus I distinguish
between major thinkers, secondary and minor. This clustering together by
eminence occurs in two different dimensions: vertically across time, and horizontally
within their own generation.

Vertically, the higher ranking, more influential intellectuals are more likely to
have eminent teachers and pupils; and since intellectual parentage, unlike for
people in their ordinary capacities, does not require exactly two parents, one may
have just one intellectual parent, or many. Students who are going to become
eminent tend to have several important teachers. And these ties concatenate
across generations, giving rise to lineages of star grandteachers, great-
grandteachers and so on. In all these ways, the more eminent intellectuals have
more ties to other eminent intellectuals than less eminent ones do.

Horizontally, intellectuals who are going to become eminent tend to have close
ties to others who are also going to become eminent. They often make up groups
of youthful friends, such as the circle that formed around Jean-Paul Sartre in the
1920s and 1930s when they were studying for their various exams, a group which
included Simone de Beauvoir, Merleau-Ponty, Raymond Aron (who was Sartre’s
roommate at the Ecole Normale Superieure) and Jacque Lacan. Another such
group existed in London in the 1850s through the 1870s, and included Herbert
Spencer, T. H. Huxley and Mary Ann Evans (who took the pen name George
Eliot). Sometimes these groups had formal names and meetings, like the so-
called Apostles at Cambridge, which at the turn of the twentieth century included
Whitehead, Russell, More, Keynes and McTaggart; or Die Freien – the Free ones –
who met in a Berlin coffee house in the late 1830s and early 1840s and included
Marx, Engels and the anarchist Max Stirner. Horizontal ties could include both
friends and enemies; indeed, as we shall see in a moment, there is a structural
reason why these ties should create enmities.

To repeat: the more eminent the intellectual, the more ties he or she has with
other eminent intellectuals, both vertically across the generations, both back-
wards to their teachers and grandteachers, and forward to their own protégés; and
horizontally, in direct personal acquaintanceship, as well as conflict, with other
intellectuals who are also in the process of becoming historically famous. And the
two kinds of network ties further concatenate, since horizontal ties lead to further
indirect ties to the previous generation as well as further outwards among
contemporaries. Those who become most eminent come from the places in the
networks where both past eminence and prospective eminence is most densely
clustered.

Now this leads us to some critical issues. Perhaps all this is a banality. After all,
isn’t everybody linked to everybody anyway, if we allow indirect links? American
researchers have studied what is called the ‘small world problem’: they claim to
show that any person can connect to any other person in the United States within
six links, as documented in studies using postcards sent from one link to the next
(Milgram 1967; see Watts 2003). I have some doubts about the methodology of
these ‘small-world’ studies; and further, they do not bear on the point of how
intellectual networks operate. For one thing, studies of rumour, in which a chain
of people repeat a message from one person to the next, show that the message
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becomes quite garbled within a few links. High-quality intellectual influences
would hardly survive a six-link network structure. Moreover, intellectual net-
works do not just connect anyone to anyone else – it is not a matter of
Wittgenstein’s landlady shopping at the same butcher as Russell’s landlord – but
that Wittgenstein and Russell know each other personally and engage in intense
intellectual exchanges. If we restrict the network to those who are actually
engaged in intellectual discourse, the differences are quite clear: the more
eminent intellectuals are more closely tied to each other than less eminent intel-
lectuals are to the more eminent – accumulate more eminence both directly and
indirectly than less eminent intellectuals do. When Martin Heidegger, himself a
pupil of Husserl, has an affair with a student named Hannah Arendt, something is
flowing through these networks that is distinctive to intellectual creativity;
intellectual success breeds success, in more ways than one.

Hark back now to the main substantive theories of network research:
Intellectuals do not operate like economic networks; their success does not come
from loose networks full of holes where they can be the unique bridge from one
isolated network to another. Intellectual networks more resemble dense networks,
where most people know each other. The trouble is that such networks produce
not innovation, but conformity – at least among non-intellectuals – the like-
minded-thinking characteristic of the closed fraternity, the club, the small town
and the tribal clan. What is it that intellectual networks do that is different?

Let us add one more problem. If intellectual networks operate by the principle,
‘eminence attracts eminence’, doesn’t this beg the question of what causes what?
I have already noted that many intellectual ties start early in life, before anyone
has done the work that will make them famous: Hegel, Schelling and Hölderlin
were roommates together before they met Fichte and were introduced to Idealist
philosophy; Whitehead was Russell’s mathematics teacher before either of them
started the kind of work that would make them famous philosophers. Young Karl
Marx used to walk around the streets of Paris with poet Heinrich Heine. How
does future fame attract future fame? Another version of the same problem is
visible when we note that the bigger the intellectual star, the more eminence
he/she has both upstream – in previous generations of predecessors – and down-
stream – among his/her followers. How can the future create the present?

The answer, I suggest, is to reconceptualize the nature of intellectual creativity.
Perform a gestalt switch: instead of conceiving of a series of individual thinkers,
conceive of the network itself as the actor on the intellectual stage. That is to say,
individuals do not have qualities – as intellectuals – before they encounter the net-
work; it is the network which allocates positions for them and makes them what
they are. I am well aware of the criticism, raised by analytical philosophers that a
network is nothing but a set of connections among individuals; hence it cannot be
an actor, and it is the individuals that make the network do whatever it does. But
this is confusing individual human bodies with their minds and actions; although
I cannot here go into the full sociological evidence, intellectuals are charged up
by interactions in their network, in their thoughts, concepts, techniques of thinking
and arguing, as well as in their ambitions, energies and emotions. Individuals are
not fixed essences – least of all intellectual individuals – but are, so to speak,
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programmed from the outside. Nor is this a once-for-all, fixed program, an initial
socialization, so that the intellectual after a period of schooling is programmed
like a wind-up doll that will go on thereafter producing certain kinds of ideas.
Ideas and currents of emotional energy flow in networks, from one generation to
another, and horizontally among contemporaries who put certain of these ideas in
the centre of attention. And this is an emergent process: confrontations in the net-
work rearrange these ideas, foster new points of attention and rearrange all the
positions at the same time. The so-called great thinkers, the famous names of sub-
sequent history, are those who are in those places in the networks where these
transformations take place. In this sense, the great thinkers are those who get
credit for what happens in the network, who come to symbolize what the network
has done.

The Law of Small Numbers

We see this collective character of creativity in what I call the ‘law of small
numbers’. If there is any creativity, any important intellectual innovation within a
generation, there are typically three to six rival positions appearing simultane-
ously. There is never one single towering figure who dominates a generation, but
always rival innovators who appear at the same time.

The Vienna Circle of logical positivists is contemporary with the phenomenol-
ogy and existentialism of Husserl and Heidegger; and this kind of pattern is found
throughout world history. We see the same thing in terms of networks: there are
typically between three to six rival lineages which carry on across the generations
during a time of creative intellectual activity. The law of small numbers is demon-
strated by what happens when it is violated: if the upper limit of six positions is
exceeded, some of the innovators fail to find continuers in the following genera-
tion; their lineages break off. An intellectual field is an attention space with only
a limited amount of room in it. If there are too many positions – more than six,
and indeed often, more than three or four – some of them fail to attract attention.
It does not matter how much substantive value there is in their innovations, how
creative their new positions; the field acting as audience or attention space can-
not clearly focus on all of them, and some of them drop out, and fail to make it
into historical memory as important creations.

An intellectual field, then, is a limited attention space, in which creativity
occurs by conflict among rival positions. This is why there never occurs a single,
major position, without contemporary rivals. If a single position holds sway,
reproducing itself as a single lineage – such as has happened at various times, for
example, in the history of Chinese philosophy, there is no creativity but only intel-
lectual tradition. Each new position is created in a field of argument; each time
the field of argument is transformed, several new positions appear on rival sides.
If two positions are created, a third is always possible, by a stance of plague on
both houses; and since lines of argument are generally multidimensional, it is
possible to combine elements in various ways to create a fourth and fifth position,
and indeed several more. But too much recombination of intellectual elements
makes for a crowded and murky attention space; it appears to contemporaries as
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a cacophony of positions, and a mood of scepticism tends to prevail until the
attention space is simplified in the following generations.

Intellectual creativity occurs, not simply by solving problems and making
discoveries, but by creating problems. The major historical changes across
intellectual generations happen when new topics are formulated, new tools of
argument are established; these generate a space on which the new generation of
intellectuals, coming from the existing lineages, can take rival positions. Thus
when Kant formulated the transcendental method, of arguing in terms of what
presuppositions must be necessary for an idea to be formulated in the first place,
he opened up a problem space into which rushed an array of idealist, and
eventually anti-idealist, philosophers. Again in the early twentieth century, the
movement to develop the foundations of mathematics from logic gave rise not
only to a range of logicist philosophies of the type promoted by Russell, but a dis-
pute over whether the nature of language itself could be encompassed by the tools
of formal logic, thus generating an ordinary language movement as well. I am
simplifying both of these intellectual situations, of course, since there were sev-
eral other strands which played into the philosophical fields in those generations;
but these complications would reinforce the point that the intellectual field moves
onward by dividing up into rival camps around the same complex of problems.

Intellectuals depend on their rivals, whether explicitly or only tacitly and
unconsciously, for the lines of dispute which attract the most attention and force
them to marshal the tools of discourse most acutely.

Cultural Capital and Emotional Energy

We are now in a position to understand what it is that star pupils get from their
star teachers. As we have noted, the vertical pattern of intellectual networks is for
eminence to be passed along from teacher to pupil across the generations. But
pupils cannot merely be acquiring substantive knowledge from their teachers; one
does not become a major intellectual simply by acquiring what Bourdieu calls
‘cultural capital’. To learn and repeat what one’s eminent teacher has taught does
not make one an eminent intellectual, but only a follower; without departing from
one’s teacher’s position, one is swallowed up in his/her reputation. What then is
the advantage that comes from being in the heart of the network, close to the
teachers who have made the previous round of innovations? Two advantages:
first, star pupils acquire a sense of what it is like to be on the forefront of a fight;
they learn the orientation of their teachers in dealing with rivals, and in pushing
the level of argument to its most acute. Being initiated at the core of the old
scenes of battle gives a first-hand sense that is not visible from a distance, and
that cannot be transmitted merely by reading books; it is a sense of the level of
abstraction at which arguments are pitched, and the degree of reflexive con-
sciousness of what is at stake. What one acquires at the core of the older networks
is a sense of intellectual sophistication.

The second advantage of learning from the eminent players of the previous
generation, by sound of voice and face to face, is not so much strictly cognitive
as emotional. The great teachers make an impression, above all by the tone in

160 Knowledge, Communication and Creativity

Arnaud-09.qxd  9/6/07  12:12 PM  Page 160



which they deliver their teachings: sometimes it is quite literally their tone of
voice, their idiosyncrasies and habits in lecture hall or seminar room.
Wittgenstein was a living legend among Cambridge students, for the bizarreness
of his behaviour in seminars, his obliviousness to ordinary amenities, his fits of
silence, his sudden torrents. Whatever the specific features, the great teachers
impress by their seriousness – treating intellectual life as a realm far above ordi-
nary concerns. And they impress by their concentration, by the energy they put
into the world of abstractions in which they live. I have said above that the
intellectual field is an attention space of concentrated argument; by viewing
the persons who live at the highpoints inside that space, we find that it is also a
space of emotional energy. It is a kind of Durkheimian collective effervescence,
prolonged and perpetuated as arguments are carried on at the core of a network;
a portion of that effervescence is embodied in the so-called great thinkers who are
at the centre of the action. Thus part of what can make a pupil into a future star
is a process of contagion, taking on the emotional energy of their teachers, taking
on their seriousness, their concentration, their elevation of their intellectual work
into a quasi-religious realm.

The result of this transmission of emotional energy is the peculiar alternation
between social contact and solitary work which is characteristic of intellectuals.
Major thinkers generally begin in the heart of the networks; which is to say they
are connected by those intense gatherings with other major intellectuals that
precede and accompany them; in due course they become teachers in their own
right who are intensely followed by others. But in between these intellectual
gatherings, there are long periods of inwardness. The dominant intellectuals
throughout history have generally been fanatically attentive to their work; from
Socrates to Newton to Wittgenstein and Heidegger there is the pattern of devoting
long hours to one’s mediations, ignoring the amenities of ordinary life. And leading
intellectuals typically produce large amounts of work, far more than they become
famous for, sometimes huge numbers of published papers, sometimes huge
volumes of notes, or of conversations left to others to transcribe. The star intel-
lectuals are those who take the ideas and techniques passed along in the networks,
and concentrate on them most intensely, working through their combinations and
oppositions most energetically and ferociously. Thus they rise to the top of the
attention space, over the mass of other intellectuals who also populate those
networks. It is their heightened emotional energy that puts them out in front of the
others; and as they get out in front, the distance steadily widens until a point at
which they seem to be different in kind, elevated to the status of ‘genius’. In real-
ity, there are immense stretches of hours during which they pore over the stock of
ideas available to them; when the great insights come, the gestalt is rearranged,
new patterns fall into place, this may happen rapidly, in moments which are
mythologized like Newton observing the fall of an apple, but in fact occurring in
the midst of a long chain of concentration.

Networks, I have argued, are the actors on the intellectual stage. But networks,
for the most part, are not easily visible at a distance; they personify themselves in
the names and reputations of a few figures in whose writing and speaking the cul-
tural ingredients passed around in the network find their most convenient form.
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The great thinkers, canonized by history and adulated by students, are a
concentration, a distillation of what the network has done. Furthermore, I would
hold that this is almost literally a description of what goes on in the process of
creative thinking when these thinkers retire into their solitude – whether it is
Socrates standing guard for an entire night engrossed in his thought, Newton in
his chambers amidst his papers, or Wittgenstein in his hut on a Norwegian fjord.
The intensely focused thinker, primed by the key arguments of the core networks,
is oblivious to the immediately surrounding world because he or she is entrained
in the internalized conversations of the network; creativity is a process of making
coalitions in one’s mind, fitting together arguments that feel successful. To repeat
again, from a sociological viewpoint, it is the networks which are carrying out the
action, even though at any particular instant the ideas are in someone’s brain or
being formulated on their tongue or their writing implement. The ideas are passed
around, distributed, partitioned, fought over and in the process are transformed
into new concepts and new techniques of argument building on older ones. This
passing around, this transformation, can be located in the conventional way as the
thinking of particular individuals; in the most conventional hero-worshipping
way, we truncate the process and notice only the completed ideas expressed by the
most famous individuals at the centre of the attention space. As we add more
historical detail, as we widen the screen, we see the flow of ideas throughout
the network; with our reversed gestalt, we can see the famous individuals, the
great thinkers, as the places where the network crystallizes the most important of
these processes of changing earlier ideas into newer ones.

This is both a cognitive and an emotional process. Ideas and techniques flow in
the network, crystallize in certain hot circles of argument and in the internal
conversations of individual minds. Emotions flow in the network as well, indeed,
are built up primarily in those times when people are assembled – when the
famous teacher is expounding and impressing his or her students as a bundle of
energies concentrated on the horizon; when debates erupt; when the circles gather
to drink and discuss. The star thinkers are not necessarily smarter or better
educated than everyone else; at the cores of intellectual networks, there are no
doubt many persons who are both intelligent and well informed, well endowed
with elite cultural capital. What separates out those in the process of becoming
great are their higher levels of concentration, their emotional energy and their
fanatical focus.

I have been advancing a sociological interpretation of why networks of the
intellectually eminent breed success at their cores. One dimension of these
networks, the vertical lineages from teacher to pupil, passes along a sense of intel-
lectual sophistication, an attunement to arguments at the forefront of an attention
space; equally importantly, it passes along the emotional intensity of being at the
core, and of treating ideas as quasi-religious objects to which all else is commit-
ted. There remains to consider the horizontal dimension of the network, especially
the groups of young contemporaries who know each other before they become
eminent, who work their way up together into the forefront. What happens in
these discussion groups, besides drinking beer and coffee or smoking pipes late
into the night? The group situation itself generates a focus of attention on the
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problem forefront; it heightens the oppositions which are the driving force of
transforming the attention space. Being intensely involved in such a group is a
way that the young intellectual becomes charged up with an additional fund of
emotional energy that goes into solitary work manipulating networks in the inte-
rior of one’s mind. The two dimensions of networks, vertical and horizontal, are
often combined; the members of the youthful group are frequently the pupils of
one or more of the major teachers. As for instance in the case of the Die Freien,
several are pupils of Hegel, Schelling, or Schleiermacher; Marx, who is not a
direct student of any of these, is closely connected with their substance and the
ethos of their arguments through his association with Bauer, Engels, Stirner and
Ruge, who had heard their lectures.

The horizontal group transforms the cognitive problem space, and the focus of
emotional energy, in at least two ways. First: these are typically youthful followers
of previous network stars; the Berlin coffee-house group was the most organized
node of the Young Hegelians, which is really a shorthand for the intermingled net-
works of the various Idealist philosophers and their early critics such as
Feuerbach and D. F. Strauss. Thus the group focuses intense attention upon their
teachers, raising them into even greater figures in their minds; the circle operates
as a kind of cult engaged in intellectual hero-worship. But, and this is the second
process, the hero-figures are also intensely scrutinized; they become transformed
into devil-figures, into evil tyrants to be overthrown; or ambivalent father figures,
from whom to borrow techniques with which to mount a rebellion. The horizon-
tal group generates the energy, the confidence and enthusiasm, to break with the
vertical lineage, which is to say to turn its techniques in a new direction. Here
again, we see innovativeness as a collective phenomenon. The spell of famous
teachers over their pupils is not easily broken; the group collectively builds up the
energy to make the break in the safety of numbers. Die Freien mobilized the
break from German Idealism into militant materialism. Two generations later, in
the sedate chambers of Cambridge, the Apostles discussion group first touted
English Idealism, and then was the site of the break from it led by Moore and
Russell.

The Structure of Intellectual Conflict

Finally, I want to underline one more aspect of the conflictual nature of intellectual
networks. The law of small numbers indicates that several new positions can
break with the older generation at the same time; thus there is a structural
incentive, or opportunity, for the young rebels to break in different directions, and
thus to break with each other. And there is an upper limit, somewhere around
three to six positions; beyond this, innovators will not get recognized. But famous
teachers have far more than six pupils; and no doubt there are many more youth-
ful discussion groups, drinking their beer and smoking their pipes and arguing
late into the night, than the few groups that become famous later on because their
youthful members go on to become the central figures of the new attention space.
There is what I call a ‘structural crunch’: there are more candidates than niches
for them to be successful in. Many, perhaps most of those individuals who start
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out in a favourable position, in the core of the old network, will not be able to
remain at the core of the new one. The process in which individuals sort them-
selves out, in the early to mid-phase of their intellectual career, is largely a
process of dispersion of emotional energies.

I have argued that ideas and techniques of argument are circulated around in a
network; and also that the personal contacts that make up the network, the tones
of voice and the facial and bodily demeanour that give a distinctive flavour to
encountering dedicated intellectuals in the flesh, generate an intense emotional
energy. Although it is natural for us to think of emotions as properties of individ-
uals, it is more fruitful to think of them as energies ebbing and flowing in social
encounters. This energy of intellectual life is built up by the network, and is dis-
tributed unequally to particular locations in the network. One becomes initiated
into the emotional flow of intellectual life, contaminated with it as by a kind of
emotional magnetism, by contact with teachers who have it, or sometimes by
one’s rivals or youthful compatriots. Then, retiring into the interior of one’s own
mind where intellectual work is done, comes another fateful transformation:
creativity hinges on whether the energy grows or dims; whether in the internal
conversations of one’s mind, one hits upon coalitions in the imaginary represen-
tation of the intellectual network, which lead onward to ideas that feel successful;
or encounter blocks in the flow of thought, or peter out in the routine of banal
everyday thought.

The structural crunch is experienced on the individual level: by some, as a
feeling of increased confidence that one’s ideas are meeting a favourable recep-
tion in the attention space; by others, as a diminishing sense that what one is
doing is possible, important, or worthwhile. Those who become the great thinkers
are those who get onto the upward path; their ideas become even more important
to them, taking on the quasi-religious devotion of sacred objects in collective
attention space; they become increasingly energized by their work, more capable
of long hours of concentration, more familiar with the experience of shifting the
gestalts and feeling them encompass the world in a new pattern. On the other side
of the divide, the great majority of young aspirants start to feel themselves
upstaged and outdistanced; they lose energy, enthusiasm, they concentrate less,
experience fewer breakthroughs. Many soon recognize that their best career path
is not to struggle for the centre of the attention, but to attach oneself to some one
else’s movement, to become a follower, a disciple, a retailer of ideas to the
provinces, an applier of established techniques to specialities. Some individuals,
of course, occupy the middle ground between incipient stars and confirmed
followers; some get minor recognition as secondary figures, interesting sidelights
in the more detailed historical accounts; others become isolated, idiosyncratic,
getting a local reputation as strange dreamers, stubborn egotists, or embittered
cranks.

These are not enduring personality traits; they are positions in the social struc-
ture of the intellectual field. The attention space, structured by the law of small
numbers, allows a few individuals to become built-up into stars, full of energy,
inspired processors of the most sophisticated ideas and techniques passing
through the network; others must settle for whatever minor niches are available to
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them, or to fight it out unsuccessfully in the interstices. Viewed as a whole, in
every generation a large population of intelligent young people are initiated by
contact with the last generation of intellectual networks; this population becomes
winnowed and differentiated as it passes through the structural crunch. Though
the cognitive ingredients are a collective pool shared by a large network, the
emotional energy of being nearer or farther from the limited points of attention
makes individuals quite different in the way they handle their intellectual
heritage. Such become elevated to the rank of leading thinker, even genius; oth-
ers, starting perhaps from very similar locations, are relegated to modest positions
in the transforming attention space; their thinking becomes competent, scholarly,
uninspiring and conventional. The role of genius, like the role of follower, or of
intellectual crank, are masks donned for one’s place in the show. Though
intellectual history is written in a discourse of individuals, they are only the
facade, the glamorous images on the advertisements that surround the theatre;
inside, it is truly the networks who are the actors on the stage.
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Evaluating Creative Minds: The
Assessment of Originality in Peer

Review

By Michèle Lamont, Marcel Fournier, Joshua Guetzkow, 
Grégoire Mallard and Roxane Bernier

What a good thing Adam had – when he said a good thing, he knew nobody had
said it before.

Mark Twain

Introduction

Originality plays a key role in academic research: the main objective of scholarship
is to discover something new, to say something that nobody has said before. In
psychology, one finds many studies concerning the creative, imaginative, or
inventive personality and its early identification (Brockman, 1993;
Czikszentmihalyi, 1996; Dervin, 1990; Simonton, 1988). Historians of science
often use the term ‘genius’, or more modestly, the notion of ‘divergent thinking’
(Kuhn, 1970), to point to innovators and their contributions. Sociologists, for their
part, have tended to focus their attention on the social factors that lead to innova-
tion (Collins, 1998). Researchers have largely ignored the question of how scholars
assess originality (but see Dirk, 1999). However, as clearly revealed by the most
elementary involvement in the scholarly reviewing process, how to recognize
originality is a question that looms large in academic evaluation.

The peer review system – a central institution of the scientific world – plays an
important role in institutionalizing definitions of ‘originality’.1 Borrowing
implicitly or explicitly on the Mertonian (1942/1973) dichotomy between
universalism and particularism, previous studies of the peer-review system have
been concerned with issues of fairness. They focus their attention on whether
judgements about ‘irrelevant’, particularistic characteristics, such as the author’s
age and reputation, affect the evaluation of his or her work (Bell, 1992; Cole,
1992; Cole and Cole, 1973; Cole et al., 1978; Dirk, 1999; General Accounting
Office, 1994; Liebert, 1976; Merton, 1996; Roy, 1985). The questions posed by
these researchers often imply that a pure evaluation would be possible, once
particularistic considerations are eliminated. Moreover, these questions imply
that judgements about the qualities of the researcher, as opposed to the research
itself, are inappropriate and corrupt the peer-review process. In our research, we
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break with these assumptions and show that qualities imputed to researchers are
often central to judgements made about the creativity of their work. To do so, we
draw on systematic interviews with individuals serving on American and
Canadian funding panels in the social sciences and the humanities to explore how
they think and talk about originality.

In taking a cultural approach to the study of peer review, we join a growing line
of work in the sociology of knowledge that focuses on the cultural dimensions of
knowledge creation (Abbott, 2001; Becher, 1987; Bender and Schorske, 1997;
Bourdieu, 1984; Clark, 1983; Wagner et al., 1990). This literature often posits
important differences across disciplines. For example, Bourdieu (1984), Knorr-Cetina
(1981; 1999) and Somers (1996) examine how the production of knowledge is
guided and bounded by the beliefs and practices (in a word, the culture) of disci-
plines and disciplinary organizations. These authors would lead us to hypothesize
that specific beliefs about originality also differ between disciplines. In fact, our
interviews suggest weak disciplinary differences in the significance attached to
originality.2

Bourdieu (1975; 1984) and colleagues (Bourdieu and de Saint-Martin, 1975)
are among the few scholars who have examined qualitatively academic evaluation
systems. Drawing on the structuralist tradition, they ‘read’ or identified matrices
of hierarchically ordered oppositional categories at work in evaluation processes.
Rather than presuming that originality is defined through such binary matrices,
we focus on the meaning actually given to originality by panelists, paying
particular attention to the types of arguments they deploy when judging original-
ity. Our findings suggest that binary matrices cannot adequately capture the types
of arguments scholars make when talking about originality.

Our study also reveals that panelists often conflate the originality of the
proposal with qualities of character attributed to researchers themselves – qualities
such as integrity, courage, independence and audacity. At the same time,
originality is also often identified through the substance of the project itself: the
questions it asks, the topic it focuses on, the theory it offers, its research design
and the data itself are all elements around which arguments about originality get
to be articulated.

Because we find character is key to how originality is conceptualized by
panelists, our research resonates with the work of Steven Shapin (1994: xxvii),
who, in his study of the evaluation of scientific credibility in seventeenth-century
England, shows that judgements about scientific value are often social judge-
ments: a scientist’s character (defined in terms of honor, modesty, civility and
courtesy)3 largely determined the extent to which his results were trusted and
credibility established. However, our study goes beyond Shapin’s. While in his
conclusion, he suggests that in the contemporary world, credentials, training and
expertise have eclipsed character in establishing trust and credibility –
‘Modernity guarantees knowledge not by reference to virtue but to expertise’
(1994: 413) –,4 we show the continuing salience of character in evaluations. We
find that when panelists interrogate the qualifications of the researcher, which is
akin to evaluating trustworthiness (is he/she likely to deliver what he/she
promises?), they do look to credentials, training and track record. But when they
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interrogate the originality of the potential contribution, they often turn to
arguments about the applicant’s character and particularly their personal moral
and mental qualities. Finally, we find that panelists often express their reaction to
proposals they perceive as original in emotional terms, in terms of what is
exciting to them and that some panelists offer their emotional reaction as proof of
the project’s originality and of its potential contribution: if the project ‘excites’ the
panelists, it will surely excite others.

Despite this centrality of ‘character’ in the evaluation of originality, panelists
tend to view personal characteristics as irrelevant to scholarly evaluation when
questioned on their self-understanding of their own standards. As if they were
abiding by a Mertonian description of the ideal-universalist norm in science,
many of them insist on keeping the sphere of knowledge and the sphere of the
social separate. And they do describe what they do as attempting to be neutral,
objective and ‘fair’.

We briefly position our argument in relation to the available literature on
originality in science. We then move on to discuss our results, showing how
respondents judge originality on the basis of substantive aspects of the proposal,
the character traits that they ascribe to authors, and their emotional reaction to
proposals. But first we will discuss the data used in this study.

Data

The study is based primarily on interviews with individuals serving on five
different funding panels that distribute research fellowships in the social sciences
and the humanities in the United States. A total of ten funding panels were studied
over a period of two years, with interviews being conducted with panelists at the
following institutions: the Social Science Research Council, the American
Council for Learned Societies, the Woodrow Wilson National Fellowship
Foundation, an anonymous Society of Fellows at a top research university, and an
anonymous foundation in the social sciences.5 All of these panels are interdisci-
plinary, meaning that each panel was composed of people from different disciplines,
though some panels were more oriented towards the humanities while others were
more oriented towards the social sciences. In two cases, we were able to observe
the panel deliberation process. Otherwise, the Principal Investigator, Michèle
Lamont, conducted an hour-long in-depth interview with panel members about
what happened during the panel deliberation, about the criteria of evaluation they
used to assess proposals, and in some cases, about how they understood the
criteria used by other panelists. Other questions concerned how panelists interpret
the process of selection and its outcome, and how they recognize excellence in
their graduate students, among their colleagues and in their own work. We also
interviewed programme officers about the selection of panelists. Panel members
originated from a wide range of disciplines: anthropology, art history, economics,
English, geography, history, musicology, philosophy, political science, sociology
and women’s studies. A total of 78 interviews were conducted, but this essay is based
on an analysis of the first wave of interviews only, which included 42 individuals.
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A Canadian study, conducted by Marcel Fournier, is adding a comparative
dimension. This study analyses over the course of three years (2000–2003) seven
disciplinary and interdisciplinary funding panels of the Standard Research
Grants Program of the Social Sciences and Humanities Research Council of
Canada (SSHRC), the federal agency responsible for promoting and supporting
advanced scholarly research and research training in the social sciences and
humanities in Canada. In the Standard Research Programme distributes research
grants in the various social sciences and humanities disciplines. There are 24
adjudication committees, including one interdisciplinary/multidisciplinary com-
mittee. The committees that have been selected for this study are Panel 2 ‘History’
(e.g. history of science, technology and medicine), panel 7 ‘Economics’
(e.g. macro/micro-economics), panel 15 ‘Interdisciplinary/multidisciplinary’ (e.g.
sociology, linguistics and literature), panel 16 ‘Anthropology and archeology’
(e.g. Latin America and China), panel 19 ‘Literature’ (e.g. Canadian and
contemporary literature), panel 20 ‘Health, women and social work’ (e.g. nurs-
ing and feminist studies) and panel 24 ‘Political science’ (e.g. public
administration and law). This essay is based on an analysis of 18 interviews
conducted in the first year of the project. Although we have not begun to
systematically compare the cases, these interviews will provide a number of
points of cross-national comparison.6

Prior Research on Originality

Originality as an Institutional Norm of Science

In the canonical literature in the sociology of science, originality is described as
a primary goal of research and an institutional norm of science: ‘It is through
originality, in greater or smaller increments, that knowledge advances’ writes
Merton (1957/l973: 293). This institutional emphasis on originality can be
counteracted by other institutional norms, mainly modesty and humility. But the
first virtue is given priority: ‘Great modesty may elicit respect, but great
originality promises everlasting fame’ (Merton, l957/l973: 308). In his text on
‘The Normative Structure of Science’, Merton does not identify originality as an
institutional imperative, as a part of the ethos of science (Merton, l942/l973). But
in his article, ‘Priorities in Scientific Discovery’, he states that:

Recognition for originality becomes socially validated testimony that one has success-
fully lived up to the most exacting requirements of one’s role as scientist. The self-image
of the individual scientist will also depend greatly on the appraisals by his scientific
peers of the extent he has lived up to this exacting and critically important aspect of
his role.

(Merton, l957/l973: 273)

The cultural emphasis on originality is so great that it can produce ‘deviant’
behaviour when scientists try to obtain credit for an original discovery by all
means available. Merton suggests that fraud and plagiarism are two types of
response to this emphasis, but there are also alternative responses, such as
retreatism.
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Scientists are rewarded for making original contributions; they therefore wish
to be the first to announce ‘original’ discoveries and for this reason, they fre-
quently engage in ‘priority disputes’ over who was the first to make a discovery.
Presumably, scientists can always agree that a particular discovery is original, but
often it is not clear who should get credit for it. Other researchers have also
defined originality in similar terms (e.g. Gaston, 1973; Hagstrom, l974). Gaston
compares art and science: ‘In art, the chances that two creative artists will pro-
duce exactly the same sculpture or painting are extremely low, but in a competi-
tive field of science the chances are very high that two or more scientists will
make simultaneous discoveries.’ In other words, ‘we would not have the Fifth
Symphony without Beethoven, but we would have had relativity without
Einstein.’ In science, ‘original research consists’, according to Gaston, ‘of not just
doing something on a topic that no one has ever worked on before, but rather in
doing something that no one ever worked on before and that will add to
knowledge appreciated and acknowledged by the scientific community’(Gaston,
l973: 3–4).

This understanding of originality is doubly restricted: first, it equates originality
with making a new discovery or developing a novel method, ignoring other forms
of innovation, such as proposing a middle-range conceptual shift; second,
‘making new discoveries’ in the name of scientific progress is a conception of
originality that more aptly applies to the natural sciences than to the humanities
or even the social sciences. Indeed, even in the natural sciences there is reason to
believe that innovation is not the overarching imperative Merton believed it to
be – at least in the specific context of peer-review panels. Indeed, Chubin and
Hackett (1990: 13) argue that reviewers’ propensity to recognize innovativeness
is limited. For instance, established scientists who reach beyond the ‘conventional
wisdom’ or pursue topics outside their areas of acknowledged competence are
frequently rebuffed. Far from being an objective matter, defining and establishing
originality is itself the object of conflicts and negotiations.7

Studies of Peer Review

Defining originality is an arduous enterprise. Indeed, ‘the difficulty in being orig-
inal is made more difficult by the problem of evaluating originality’ (Dirk, l999:
765–66). It seems that it is difficult for some panelists to define what originality
means in the abstract. When we ask the panelists what is the difference between
an innovative and an original project, they don’t find an easy answer:

An innovative project? Hum, that’s a good question (coughs). There’s a bit of tension,
I think, by definition, an innovative project is one that addresses a topic in some sense
no one else has addressed. But that of course conflicts with the idea that the topic has
to be grounded in the existing literature. So I guess, the innovation comes from the
answers that a person wants to, the potential answers to the question the person wants to
explore. I look for people to be suggesting innovative answers to those questions and
innovative methods for exploring or testing those hypothetical types of answers
(Political Scientist).

By definition, ‘originators have no peers’ (Horrobin, l990). Therefore, who can
judge them? And how? Peer review is a critical gate-keeping mechanism in
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academia, and it has been the object of numerous studies. Social scientists working
on the topic have been particularly concerned with the fairness of the outcome
and the biases of panelists, and they often equate fairness with consensus.8

The question then is whether consensus about quality is typical of funding pan-
els. The answer is not clear. On the one hand, studies of evaluation processes point
to a relatively high level of consensus (Cole, 1992). One study finds a common
‘language’ used in the evaluation of the quality of research, with a focus on
scientific excellence (Aguilar et al., 1998). Referees use the same descriptors to
discuss proposals such as ‘exceptional quality’ and use a few common categories
of classification, such as the distinction between original and unsurprising
research (Fournier et al., 1988). On the other hand, other studies point to low
consensus. For instance, based on a review of the literature, Langfeldt (2001)
concludes that there is a low degree of agreement between referees who tend to
have various kinds of contradictory biases. Along similar lines, in an attempt to
improve reviewer consensus, Dirk (1999) conducted an experiment where she
developed a typology of eight different types of originality (in relation to
hypotheses, methods and results) and asked respondents to rank their publications
according to each type. In response to her questions, 40 per cent of respondents
declared themselves uncertain of whether the typology she proposed would help
make journal peer review fairer, and an additional 16 per cent believed it would
not.9 This outcome also suggests low consensus among evaluators. Paying
attention to the meaning that panelists give to various criteria, such as originality,
may shed light on this ambiguous question of consensus by stressing the
construction of quality as defined by the panelists, as opposed to objective qualities
embodied in scientific projects that panelists come to recognize.

The Meaning of Criteria: From Cognitive Categories to Types 
of Arguments

The assumption that objectivity in the evaluation of knowledge often goes hand
in hand with the assumption that judgements about scholarship and judgements
about scholars are clearly independent from one another. In this context, assess-
ments based on personal characteristics (such as reputation) are often viewed as
contaminating the peer-review process. Hence Merton argued that there are two
meanings of excellence: one which refers to the personal qualities of scholars and
one which refers to the work itself.10

In recent years, sociologists of science have repeatedly questioned the
Mertonian firewall dividing the sphere of the social and the sphere of knowledge.
Pierre Bourdieu (1984; 1989) and colleagues (Bourdieu and de Saint-Martin,
1975) are among the few who have examined criteria of evaluation of scholarly
knowledge. Drawing on the structuralist tradition, they uncovered hierarchically
ordered, bipolar oppositions, such as those contrasting work and scholars
qualified as original/banal, brilliant/dull, gifted/motivated, distinguished/vulgar,
cultivated/academic, eloquent/awkward and refined/crude. This system of
oppositions is what Bourdieu and de Saint-Martin (1975) called the ‘catégories
de l’entendement professoral’ (‘the categories of professorial understanding’).
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In Bourdieu’s sociology, these oppositions correspond to two underlying ideal
types of academic success: the most highly valued type evokes an image of
charismatic qualities based on individual talent, while the other suggests that
success comes through hard work and determination. Bourdieu and de Saint-
Martin (1975) argued that the most highly valued criterion, ‘talent’, tends to be
used to describe the work of students from higher social backgrounds. Hence,
they demonstrate that the categories of perception through which work is assessed
are inherently social.

Their research on scholarly evaluation stands in stark contrast to most research
on the peer-review process that sharply and normatively divides the spheres of the
social and of knowledge. While this research inspires our study, we also go
beyond it. Contra Bourdieu, we do not presume that originality is defined prima-
rily through a pre-existing hierarchically ordered matrix of oppositional categories.
Rather, we pay attention to the various meanings given to originality by panelists,
and we focus in particular on the types of arguments they deploy to establish the
originality of specific researchers and proposals. Classifications are always flex-
ible, and categories and boundaries between categories are often uncertain
(Knorr-Cetina, 1999: 137). Hence, they are the result of ongoing argumentations,
interpretations and negotiations: they need to be justified, that is to be accompa-
nied by sets of arguments.

Moreover, we take issue with Bourdieu’s focus on disciplinary differences. He
argued (1984; 1989) that constructions of worth vary between disciplines.
Focusing on struggles surrounding the legitimization of various dimensions of
academic activities (e.g. the opposition between research and teaching), he
showed that some disciplines value and promote the pole of the opposition that
they are most closely associated with. For instance, literary scholars put more
emphasis on teaching than scientists in evaluating their peers.11 Other studies
have also focused on the cultural dimensions of disciplinary boundaries (Abbott,
2001; Becher, 1987; Bender and Schorske, 1997; Clark, 1983; Heilbron, 1995;
Wagner et al., 1990). Rather than positing that disciplines are strongly differenti-
ated, we show that the types of arguments used by panelists – how they talk about
originality – span disciplinary boundaries. For example, people from any of the
disciplines we studied might have referred to a proposal as ‘daring’ or said that it
‘brings new evidence to bear on an old question’. However, the specific content
academics give to ‘daring’ or ‘an old question’ appears to be determined by their
disciplinary (or sub-disciplinary) background and their expertise. Finally, we con-
tribute to the literature by showing, contra Shapin (1994), that judgements about
character remain intrinsic to academic recognition, and to judgements about orig-
inality in particular.

Findings

Our analysis of interviews suggests that panelists point to three types of evidence
when describing how they go about identifying and evaluating scholarly original-
ity: evidence having to do with the substance of the proposals themselves; with
the applicant’s character, defined as personal virtues (such as courage) and other
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qualities (such as brilliance); and with the panelists’ own emotional response to
the proposals and the researchers. While the distinction between these types is
generally clear, panelists may use them in combination with each other when
discussing any particular proposal.

Substantive Qualities of the Proposal

Unsurprisingly, in assessing the originality of a proposal, panelists often point to
evidence having to do with the substance of the proposal itself. They make reference
to the topic, question, theory, method, or data of the proposed research – and often
the relationship between two or more of these components. In discussing these
various dimensions, they typically point to small-scale innovations that are
identified as innovative based on the panelists’ own expert knowledge of the
field – knowledge that allows them to recognize what constitutes new data or a
new perspective. This is expressed by a historian who describes in general terms
the extent to which the proposals reviewed by the panel on which he served exhib-
ited originality. He explains that the panelists recognized as original ‘those things
that drew on especially new sources of information, that added new perspectives
to relatively complacent fields of research – that was what we found interesting.’
Echoing these remarks, but adding more specificity, an English literature
specialist states that originality is about bringing new perspectives to established
research fields. He praises a proposal that approaches the study of Aramaic
through a socio-historical perspective, which he contrasts with the more tradi-
tional philological and ‘new criticism’ perspectives. Another interviewee, an
anthropologist, praises a proposal because it deftly recycles old theories to apply
them to new problems ‘in a generative way’. Finally, an economist illustrates
innovative research in the following terms:

An innovative project would be something that, for example, would use lots of
techniques that have not been used before [ . . . ]. A project that brings methodologies that
have not been applied to economics, in econometrics, yet, and has a lot of potential for
the analysis of time-series in the future.

Clearly, the cornerstone of originality lies in a delicate balance between the old
and the new, and assessment of originality concerns as much the predicted sub-
stantive impact of research as its generativity for understanding other questions.
But this substantial definition brings us only so far. A fuller understanding has to
take into consideration the heroism associated with originality, and this requires
crossing the sacred firewall that separates knowledge from those who produce it.

Talking about Character

The Concise Oxford Dictionary mentions the moral and mental qualities of a
person as key dimensions of character. A systematic analysis of the interview
transcripts reveals many mentions of such qualities – and particularly moral
qualities – by our panelists. Wining applicants were deemed ‘courageous’, ‘ambi-
tious’, ‘risk-taking’, ‘independent’, ‘curious’ and ‘intellectually honest’. They
were also characterized as ‘challenging the status quo’ and as ‘exhibiting a pas-
sion for ideas’. Likewise, the vocabulary used by panelists for describing lack of
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originality had a clear moral tone. Those at the losing end of the competition were
deemed to lack ambition, energy, or creativity. The terms used by panelists to
describe them include: ‘complacent’, ‘tired’, ‘hackneyed’, ‘rehashing’, ‘spinning
their wheels’, ‘traditional’, ‘gap-filing’, or alternatively, ‘trendy’ and ‘facile’.

While panelists were ostensibly evaluating proposals, they very frequently and
easily slipped from discussing the substance of the proposals – the imputed qual-
ities and traits of their authors (as if the latter suffered from guilt by association
and as if proposals could be read as templates of character). And this, despite the
fact that several panelists professed their desire to maintain a clear distinction
between proposals and proposers – following the Mertonian dictat. In doing so,
they employ what we call the metonymic mode, using ‘the name of one thing for
that of another of which it is an attribute or with which it is associated’ (Merriam-
Webster’s Dictionary, 2002). Just as ‘the oval office’ is often used to refer to the
president, the panelists will describe a proposal as ‘risk-taking’, while they are in
fact describing the author as risk-taking (since the proposal does not act by itself).
They will also describe a proposal as conformist or trendy, suggesting that the
author is a crowd-pleaser, perhaps someone who lacks backbone, independence
and individuality. In some cases, the judgements that bear on character are not
made in a metonymic mode, but refer explicitly to the author’s character (this is
what we call the ‘personalistic mode’). The metonymic mode, which is most often
used, helps panelists legitimize their assessments by framing them as concerned
with substance as opposed to people.

One panelist, an art historian, slipped in the metonymic mode to discuss the
courage and passion of the researcher as embodied in his/her work, which
she takes to be an equivalent of originality. Among the criteria of evaluation she
privileges,

[c]ourage is important [ . . . ] to go against the received so-called consensus, to be suspi-
cious of that, to ask interesting questions [ . . . ] none of us can be original, but certainly
I think amongst all of us, and for myself as well, [what we are looking for is] a nose for,
a real passion for ideas, regardless of whether they get the grant or not, a real love of
working with their minds [ . . . ]. And somehow, it’s an aroma.

The ‘aroma’ let off by the proposal helps the panelist develop an impression of
the level of emotional commitment of the researcher (‘a real passion for ideas’)
which she equates with intellectual quality. Similarly, a historian extrapolates a
lack of independence and a certain laziness in a proposer from his proposal when
he mentions:

I don’t flop over with joy when somebody in history comes in and says ‘I use race, class
and gender as my categories’. That could be OK, that could be fine for a different proj-
ect, but it’s what everybody does. It’s the line of least resistance now. When people do
the line of least resistance and flow that in the rhetoric of subversion, I tend to get very
turned off.

Also criticizing the character of the proposer via the proposal, in a perfect
metonymic mode, a philosopher states about a particular project: ‘I thought it
was very trendy, politically correct, [a topic] that we’ve all tired of ’. The
author could be nothing but politically correct if his/her work is described
as such.
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Another way in which judgements of originality are made about people rather than
proposals is when the proposed research is seen in light of the author’s prior work or
that of his advisor. As a musicologist puts it, ‘[y]ou know, if they’re just rehashing
what they did as a doctoral dissertation, that’s probably where they’re going to be
stuck for the rest of their academic career’. For doctoral students, this mimetism can
be directed towards their advisor’s work. A historian explains that ‘I react very
strongly when I see work that’s extremely derivative. When I see dissertation proj-
ects which are spin-offs of the advisor, I always say: ‘Oh well, I’m not sure about this
person’. And why is being derivative a problem? As one sociologist stresses it:

I believe that there is a tremendous inertia in academic life, a tremendous inertia
to reproduce what’s going on, to reproduce advisors, projects, frameworks, theories
or whatever. There is a tremendous self-imposed constraint about emulating what’s
considered hot, which obviously generates its own form of conformity.

This quotation implicitly constructs personal dynamism as tantamount to
originality and excellence. Note however, that working within one’s area of
expertise and extending one’s past work can be seen by panelists as strengths,
since it is read as indicative that the researcher will be able to carry out the
proposed study. Thus, what might under some circumstances be considered a
weakness can be construed as a strength under different circumstances. This
observation is incompatible with Bourdieu’s (1989) method which consists in
analysing the categories through which scholarly work is assessed as ordered in a
relatively rigid and stable hierarchy of oppositional categories. His approach
ignores context in true structuralist fashion.

While these examples show how panelists cast judgement on character
conceived as moral virtue (independence, personal strength), we also find that
they often highlight more cognitive or mental aspects of the proposer’s personal
characteristics, such as creativity and intellectual ability, when making substan-
tive judgements about a proposal. These judgements often bear simultaneously on
the substance of the proposal and the personal qualities of the proposer, and sug-
gest once again the impossibility of establishing a clear distinction between the
social and scientific criterion salient in the evaluation process. For example, in
describing what originality is, one historian said, it is ‘the ability to take two ideas
that have nothing to do with one another’, thus pointing directly to the
researcher’s personal ability to make unexpected analytical connections. Or,
describing the craft of research, a political scientist points to the importance of
creative capacities, saying: ‘to be a craftsman without insight or creativity, you
know, that wouldn’t work to create good objects, you have to be creative as well’.

Similarly, panelists will define originality in terms of the way that the
researcher’s distinctive skills in approaching the empirical material. In describing
one of his best graduate students, one political scientist explained: ‘he was able
to kind of dig up interesting sources of data and was able to bring those data to
bear on some thorny issues that people had been debating, but they were just kind
of arguing with each other’. Along similar lines, this is what a historian says of a
proposal in English literature:

I liked that she was doing textual analysis in a very elegant and creative way, and
using these chronicle texts, as I recall. She shed a real light, not just on history, but
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historiography and the intellectual history as through writing about [Indian] society
and culture. And she seemed to me to be doing a very deft, elegant and non-obvious,
non-trivial reading of these texts.

These panelists point to the merits of the research by discussing the qualities of
the researcher – the two being deeply intertwined.

Emotional Reaction as Proof of Originality: ‘Surprising’,
‘Disturbing’ and ‘Exciting’

Earlier we mentioned the role of emotions in assessments of originality, arguing
that although reviewers recognize originality at the cognitive level, they often
experience that recognition as an emotional reaction, which is read by panelists
as evidence that they are encountering originality. The language of ‘excitement’
and surprise thoroughly permeate discussions of originality, and the two are often
conflated. For instance, an anthropologist describes a proposal he views as
original by saying ‘that’s a good example of what I would call an exciting pro-
posal’. A historian explains why another proposal is original by saying ‘I just
found that one really exciting’. Another panelist in interdisciplinary/multidisci-
plinary (e.g. sociology, linguistics and literature) talks about originality in terms
of what captures imagination. Speaking of winning proposals, she says:

They were innovative in some way, they captured the imagination of the committee, they
captured the imagination of the assessors, they kind of sparked, they had something
original, they were doing things that were, you know? Many times, we would have said:
‘Oh! I’d like to read this when it’s published’. ‘Oh, I’d like to follow, you know, to know
more’. So it captures the imagination of the committee as a whole.

A historian even more clearly equates excitement and originality when she underlines:

And then there is that ‘something’, there’s that edge, there’s that spark, there’s that freshness.
And it can happen in any discipline [ . . . ]. You get the sense and several people will agree:
‘Oh, this is exciting’. And often people will say: ‘Oh, I wish I had time to pursue that myself!’

‘Edge’, ‘spark’, ‘freshness’: these words associated with emotions make research
exciting and heroic, as opposed to words – dusty, musty and humdrum. It is these
emotions that keep researchers going. It is the hope of producing such emotions in
others that keep them hunched at their desk (Collins, 2004). It is not surprising that
these emotions are central to how panelists talk about originality – using emotional
as opposed to cognitive terms.

Emotional evidence of originality is often offered together with more substan-
tive and personalistic evidence in the panelists’ descriptions of what makes a
winning proposal. One anthropologist, for instance, describes a winning proposal
and, in a metonymic mode, its author, in the following terms: ‘[it’s] unusual and
unique. It’s breaking a paradigm [ . . . ]. Something that really steps outside of
those boxes in a way that [ . . . ] in a sense takes a risk. [ . . . ] And it’s pretty hard:
innovative, exciting, new, different work’.

A Note on Disciplinary Differences

In general, the same vocabulary of originality was used by panelists from all
disciplinary backgrounds. For instance, panelists from all disciplines appreciate
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what is courageous and daring, and reject what is hackneyed and trendy. Of
course, what a philosopher finds challenging or trendy may be very different from
what someone in English considers challenging or trendy. These judgements are
grounded in the distinctive disciplinary history and substantive foci. For example,
in literary studies, work that focuses exclusively on analysing texts (which is
typically called ‘close reading’) without taking into consideration the social con-
text in which that text was produced is now seen as old-fashioned. In this case,
the criteria in use are specific to a particular discipline at a particular historical
period. While the specificity of such criteria varies enormously across disciplines,
and presumably, overtime, we find that they are likely to be couched within a
broader rhetoric of excellence that stresses substantive, character and emotional
evidence. These were overall very salient across all fields, and more so than dis-
tinctively disciplinary classification systems. But this remains to be examined
further in light of a complete analysis of our interview data. The results indicate
that disciplinary differences are much less salient than the literature would
suggest, at least as far as the discourse of excellence is concerned.

Conclusion

In this essay, we have discussed some preliminary findings of our research on the
evaluation of originality in peer review. In contrast to the predominant Merton-
inspired scholarship on the peer-review system, we adopted an inductive approach
by examining how panelists assess grant proposals.12 We found that when they
discuss originality, panelists employ different types of arguments, sometimes
focusing on the substantive aspects of the proposal itself, the character of the pro-
posal’s author, or their emotional reaction to the proposal. The finding that
panelists often make judgements about the author’s character resonates with a rich
line of culturally oriented research on knowledge-making that breaks down the
divide between the sphere of knowledge and the sphere of the social. We go
beyond the disciplinary focus of much of this research (at least for the time being)
by showing that the types of arguments made about originality span disciplines.13

We also show that Merton’s contention about the norm of universalism in science
holds to the extent that it is important for researchers to legitimize their evaluations
as based solely on ‘objective’ scholarly criteria.

Following Shapin (1994), we showed that assessments of character (having
to do with trustworthiness for Shapin and with courage and ambition for us) are
central in academic evaluations. Although Shapin contends that character
judgements in modern science have been largely surpassed by the importance of
credentials and expertise, we showed that the discourse of character is alive and
well, albeit used in a different context. Interestingly, the general evaluation of qual-
ity concerns not only originality, but also trust. These two terms correspond to a
tension in grant proposal-funding decisions between admiration and bureaucrati-
zation. On the one hand, judgements about originality are based on an ideology of
the talented genius, which is central in literature, science and art (Dirk, 1999;
Fuchs, 2001). But the process of evaluation of the quality of research is also a part
of a bureaucratic enterprise of grant-giving, and panelists also give weight to more
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practical considerations based on establishing trust (in the qualities of
researchers, their competence, accountability, scientific dispositions and so on).
Different panelists, panels, organizations and disciplines may tend to weigh
originality more heavily than trust. We have yet to generate grounded hypotheses
to predict these variations.

There are a number of open questions and further aspects of this topic that we
plan to explore in future essays. Our discussion here, for example, has completely
ignored the fact that the decisionmaking takes place in the context of a dynamic
panel process. First, the proposals are reviewed by one or more external review-
ers whose area of expertise is much closer to the proposed research than that of
the panel members. What influence, if any, do these reviews have on the opinions
of panel members? How are arguments shaped by the disciplinary composition of
the panel? Are arguments framed differently if they are meant to convince a
philosopher, a political scientist, or an English literature expert? How about the
order in which proposals are considered? Does it have a stronger impact at the
beginning of a meeting than it does at the end? And what impact do the exigen-
cies of the panel decision-making process, such as limited time, have? Another
line of questions would concern whether there is any correspondence between
statements in a proposal attesting to its originality and the assessments of external
reviewers or panel members.

At a time of important discipline-spanning debates about the construction of
the canon and the meaning of academic excellence, studying such issues in a
concrete context can be an important complement to more abstract debates.
Scholars do tend to debate epistemological issues as if theoretical discussion
existed in a vacuum. In the context of peer-review panels, methodological and
theoretical issues are discussed and hashed out in a practical context, with all
kinds of factors affecting judgement, including the number of proposals needing
to be reviewed and the pace of the discussion. Indeed, one would be hard pressed
to find a single exchange in the context of our panels in which epistemology is
employed without reference to such factors. The constitution of a disciplinary
canon and the definition of academic excellence are activities that happen in real
time, with real people and real organizational constraints. Our contribution is to
examine these au ‘ras-du-sol’, with the hope of shedding new light over important
debates in the sociology of knowledge and science.

Endnotes

1 Peer-review panels are a part of the general system of academic recognition. Members of these
committees act as ‘gatekeepers’ who are also part of a bureaucratic process of evaluation, involving
formal rules, explicit criteria and bureaucratic organization. The purpose of these panels or committees
is to assess the quality of a proposal and the excellence of applicants in order to give them resources
they need to conduct research and thereby gain more recognition. In a more constructivist line of
reasoning, we would argue that rather than ‘recognizing’ intrinsic qualities, peer-review panels desig-
nate and elevate proposals and their authors, marking them with a stamp of excellence. See also Fuchs
(2001) in this regard.

2 Some of the findings presented in this essay are presented in Guetzkow et al. (2004), in a
somewhat altered form. That paper goes beyond this one by developing a typology of definitions of
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originality, examining disciplinary differences in the definition of originality, and elaborating the
argument about the conflation between original work and individual moral worth.

3 At the time, the English gentry believed they were the only ones who possessed this combina-
tion of virtues.

4 In the epilogue, he speculates that the personal knowledge gained in face-to-face interaction still
plays an important role in establishing trust, but this only applies to the close-knit communities of
scientific core-sets, which is a far cry from the impersonal nature of the peer-review panels we studied.

5 The specific competitions studied were the following: the International Dissertation Field
Research Fellowship program at the Social Science Research Council at the American Council for
Learned Societies, the Women’s Studies Dissertation Fellowship program at the Woodrow Wilson
National Fellowship Foundation, and the fellowship program in the humanities at the American
Council for Learned Societies.

6 Differences between the Canadian and American panels we studied include the following: The
Canadian panels are uni-disciplinary, while the American panels are multi-disciplinary; the Canadian
system of grant-making is centralized, while the American system is decentralized; the Canadian panels
tend to be more conservatives than the American ones and to be more sceptical about claims concern-
ing originality.

7 This is illustrated by the peer-review system in Canada, which has repeatedly been criticized
for its unmistakable bias towards conservatism in the name of quality control (National
Commission on Research, 1980). In the 1990s, a report commissioned by the Canadian government
found that many academics view their funding agencies as supporting the ‘tried and true rather than
the risky and innovative’ (Social Science Research Council of Canada, 1998: 7). This report con-
cludes that members of the scientific community often believe that in view of small budgets and its
resistant history of conservative committees’, research councils do not tend to receive ‘the best or
most innovative applications’. While these perceptions are not widely shared, they are of serious
concern about the Council. The Council must ensure that its programmes and committees are
willing to push the boundaries of existing paradigms and should not be perceived as the funding
body for most pedestrian researchers (Social Science Research Council of Canada, 1998: 8). Hence,
originality is now listed in the official guidelines of the Council as one of the most important
criteria for evaluation to be considered by reviewers. Furthermore, colleagues who provide evalua-
tion letters are directly asked to assess the originality and influence of the researchers previous work
on others, as well as the expected contribution to the advancement of knowledge for social sciences
and humanities in the research proposal. The other ‘Official’ criteria are: intellectual, cultural and
social importance, pertinence of the theoretical approach, relevance of research strategies, method-
ological significance, dissemination of results within the population, and publication output in the
academic milieu.

8 See the special issue of Science, Technology and Human Values (1985) on ‘Peer Review and
Public Policy’.

9 If you identify hypotheses, methods and results as the three main elements of a scientific paper,
and if you define originality as ‘a permutation of old and new information’ (previously reported in the
scientific literature/newly reported), the eight originality types are rated by the majority (84 per cent)
of the respondents (indicating that they could recognize her typology), and the most frequent type (42
per cent) of originality seems to be new hypothesis/previous-reported methods/new results. But many
(40 per cent) are uncertain whether this typology might help to make the journal of peer review fairer,
and some of them are not able to grasp all the types (Dirk, 1999).

10 Merton called these two meanings ‘excellence in the sense of quality’ and ‘excellence in the
sense of performance’ (Merton, 1960/1973). According to Merton, these two definitions of excellence
embody two ‘doctrines of justification’: one by faith in the individual, who has yet to prove himself
and the other, by works; the first is reminiscent of Luther, and the second reminds us of Calvin
(Merton, l960/l973: 424). Examining methodically the connections between excellence and recogni-
tion for excellence (and how they often diverge), Merton recognizes at one point that the question of
the criteria of excellence is complex and he asks: ‘What qualities of a seeming achievement are to be
judged?’ His response is that ‘there is a difficult problem, in many spheres of human activities, of dis-
criminating the authentic innovation that merits recognition from the mere novelty that doesn’t’
(Merton, 1960/1973: 433–44).
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11 Literary studies, social sciences and sciences correspond to different ways of defining legitimate
professional orientations: whereas the sciences value research at the expense of professorship, the
professional orientation in literature studies is highly correlated with professorship and the acquisition
of ‘academic power’ rather than with research activities. Social sciences stand between the two.
Bourdieu explains conflicts of evaluations within disciplines by the fact that disciplinary boundaries
can blur. For instance, authors in literature can import categorizations from the social sciences into
their disciplines: the figure of Roland Barthes is exemplar in the sense that he emphasized research
over professorship by orienting his career towards the social sciences.

12 By inductive, we mean both that we abandoned the normative assumptions typical of research
on peer review, and also that we did not predefine the categories of evaluation, nor do we assume that
they are ordered into a hierarchy of oppositions.

13 We did not study the natural sciences. It may be that the rhetoric of originality is more oriented
towards discussions of discovery, but it may also be similar to what we found.
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