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Mediated interpersonal communication is currently one of the most dynamic areas in
communication studies, reflecting how individuals are utilizing technology more and more
often in their personal interactions. Organizations also rely increasingly on mediated inter-
action for their communication. Responding to this evolution in communication, this timely
collection explores how existing and new personal communication technologies facilitate
and change interpersonal interactions, establishing a theoretical and methodological foun-
dation for future study by offering research on new topics from diverse disciplines.

Chapters offer in-depth examinations of mediated interpersonal communication in
various contexts and applications. Contributions come from well-known scholars based
around the world, reflecting the strong international interest and work in the area. The
multidisciplinary approach bridges interpersonal communication, human—computer inter-
action (HCI), human factors, organizational behavior, social psychology, and computer-
mediated communication (CMC).

As the leading volume exploring how technology is affecting communication on an inter-
personal level, this volume will appeal to scholars and researchers in communication — inter-
personal, computer-mediated communication, language and social interaction. It also has
much to offer to readers in HCI, organizational behavior, and social psychology. The volume
lends itself to use in advanced courses addressing human communication and technology,
interpersonal communication, and communication theory as well as computer-mediated
communication; technology, media and society; and new communication technologies.
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Chapter |

Introduction

How technology affects human
interaction

Elly A. Konijn, Sonja Utz, Martin Tanis,
and Susan B. Barnes

Communicating with friends and family members via the (cell) phone or
email, working in a virtual team, seeking a partner on an online dating site,
looking for support in an online social support group, interacting with
an automated speech system while booking a flight, getting help from
an avatar while visiting an online store, watching “Sex and the City,” and
perceiving the girls as friends, or spending some time in Second Life—
activities like these have become part of everyday life for many people.

A great deal of interpersonal communication is now mediated by tech-
nology, but computer-mediated technologies (e.g., sms, chat rooms, msn,
email, virtual group work, weblogs, mobile social software) can sometimes
facilitate or impede communication and can alter interpersonal interactions.
The primary focus of this edited volume, Mediated Interpersonal Commmunica-
tion, is on the impact of communication media on interpersonal commu-
nication. The book covers a wide range of communication media as well
as contexts. The chapters range from private contexts such as communica-
tion with family and friends via the cell phone or online dating via recre-
ational contexts such as playing games and parasocial interactions with
(new) media characters to professional contexts such as virtual collabora-
tion practices. The chapters deal with more traditional media such as TV,
newsgroups, and email, discuss newer trends such as mobile social media,
and provide examples of technologies in development such as touch in
computer-mediated communication.

Much attention is paid to how new technologies challenge the more
traditional definitions of interpersonal communication. Recent trends in
mass communication (such as the personalization of messages) and inter-
personal communication (such as the increasing use of technical devices
to communicate interpersonally) have blurred the boundaries between the
two fields, forcing us to develop more sophisticated theories and models.
New technologies can be seen as relationship enablers—they not only
add new forms of interpersonal communication, but they fundamentally
change how individuals interact (e.g. communication with avatars, para-
social interactions).
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Despite the widespread everyday use of such media for interpersonal
communication, the literature often falls short in discussing the interper-
sonal value of recent developments in communication technology. More-
over, theory building lags behind the rapid development and adoption
of new technologies. Although empirical studies have been conducted
in various disciplines, their results have not been integrated into a larger
framework. For example, books on interpersonal communication often
focus heavily on face-to-face communication, and many scholars in the
field see new communication technology as a threat to the discipline of
interpersonal communication. Books on computer-mediated communica-
tion and human-computer interaction seem to ovetlook the theories of
interpersonal communication. Moreover, the shifting borders between
mass communication and interpersonal communication are hardly ever
addressed. Thus far, the disciplines of computer-mediated communica-
tion (CMC), human-computer interaction (HCI), traditional interpersonal
communication, and mass communication have evolved separately. In this
book, we aim to bridge the various disciplines that study mediated inter-
personal interaction.

Our approach is explicitly multidisciplinary, demonstrating how the
integration of disciplines can enrich our insights in the field and provide
a solid basis for studying the newest trends. Authors included in the
present volume have been selected on the basis of their specific exper-
tise in one of the domains covered by mediated interpersonal commu-
nication. The book brings together authors from various disciplines such
as communication sciences, (social) psychology, and computer sciences.
Many of the authors work at the edges of disciplines, and are often
transdisciplinary in their approach. We have included both established
scholars and promising young scholars with a bright and innovative vision
on their topic of interest, each bringing a unique view from his/her own
background.

The goal of the book is to integrate these unique views. On a general
theoretical level, it proposes a new definition of interpersonal communi-
cation and presents new understandings of the concepts of sender and
receiver. As Polkosky (Chapter 3) convincingly shows, traditional defini-
tions of interpersonal communication no longer encompass all instances
of the field. For example, the assumption that both interaction patrtners
have to be humans is challenged—Dby research on virtual humans, but
also by research on parasocial interaction. The book covers new forms
of mediated interpersonal communication on various levels. Overarching
theoretical chapters provide a framework for studying mediated interper-
sonal communication or suggest new definitions and key concepts. Several
chapters deal with more specific aspects, such as communication with
avatars or parasocial interactions.
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Overview

The book has 18 chapters, divided into three parts. Part 1 (Bridging the
disciplines) deals with the general question of how internet and electronic
communication devices challenge and change our definition and concep-
tion of interpersonal communication. Chapters in Part 11 (Technology as
relationship enabler) emphasize how particular characteristics of technology
may facilitate interpersonal communication in various forms. Many of
these chapters deal with the role of nonverbal communication in interper-
sonal relationships—more specifically, with how nonverbal communica-
tion can be displayed or even transformed in mediated communication.
The focus is on communication between two or more people as well as
on communication between people and virtual humans. Another chapter
focuses on a form of relationship only possible in mediated communica-
tion: the parasocial relationship. The last chapter in this section takes a
look at the less desirable phenomena found in mediated communication:
antisocial communication. Part 111 (The appeal of communicating throngh tech-
nology) further explores what motivates people to interact in a mediated
environment and how this may lead users to new ways of interacting and
creating social networks. The chapters cover a wide range of mediated
environments, from online communities and online dating through multi-
player video games to cell phones.

Part I: Bridging the disciplines

After the introductory Chapter 1, Susan B. Barnes explains in Chapter
2, “Understanding social media from the media ecological perspective,”
how the media ecological perspective can be used to analyze the effects
of social media. Social media are the latest craze on the internet and have
become increasingly popular in recent years. The “umbrella concept”
describes applications that enable people to interact with each other and
build social networks that increase their social capital. Social media include
photo sharing sites such as Flickr, social network sites such as meetup.
com, collaborative writing as in Wikipedia, or weblogs. Media ecology
examines how changes in media forms influence human behavior and
cognition. Barnes focuses on the changed conditions of attendance and
addresses directional, spatial, social, and political biases. Mediated inter-
personal communication introduces new conditions of attendance. People
no longer have to be in the same room to communicate. This character-
istic of mediated communication influences issues such as presence or
the development of trust. Mediated communication is also not bounded
by national borders. This can affect politics, for example: people can now
organize themselves around certain political topics. Barnes demonstrates,
on the basis of several new technologies and a wide area of issues, how
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the media ecological perspective can aid in understanding the effects of
the technological changes.

In Chapter 3, “Machines as mediators: the challenge of technology for
interpersonal communication theory and research,” Melanie D. Polkosky
takes a different perspective. She emphasizes the fact that new tech-
nologies challenge our definition of interpersonal communication. The
chapter identifies three applied, interdisciplinary fields (computer-medi-
ated communication, augmentative and alternative communication, and
speech user interface design) concerned with technology, communication,
and social interaction. CMC is the field in which most empirical studies
have been carried out. The relative lack of nonverbal cues has been a
central issue in many of these studies; and how CMC affects self and
other perception and relationships has been examined. Augmentative
and alternative communication is a field that has received less attention.
This transdisciplinary field uses technology to assist people with a range
of disabilities that impair their communication abilities. Research on this
topic has mainly focused on how technology improves the lives of these
people, but also their relationships with a partner or other people in their
social environment such as in school. Speech user interface systems on the
other hand fully replace a human partner, mainly in business and customer
service applications. In this field, the effects of technology on the rela-
tionship with customers have mainly been studied. Polkosky argues that
these three fields have much in common, but that they also challenge tradi-
tional definitions of interpersonal communication such as the assumption
that both partners have to be humans, that interpersonal communica-
tion can be cleatly separated from other forms of communication (e.g.
mass communication), and that the primary goal is relationship building
or maintenance. In her chapter, Polkosky addresses these three assump-
tions and concludes that interpersonal communication should embrace a
broader range of communicative partners, interaction types, theoretical
approaches, and methodologies.

Shyam Sundar takes yet another perspective in Chapter 4. In his chapter
“Self as source: agency and customization in interactive media” he offers a
new vision for approaching new media from the point of view of the user.
He criticizes the so-called face-to-face (ftf) fallacy—the assumption implicit
in many studies that ftf communication is the gold standard against which
CMC has to be compared and which it has to live up to. Instead, he argues
that agency is the key variable that determines the efficacy. Agency means
that the user feels relevant as an actor. Customization allows the individual
user to feel unique and distinct. According to Sundar, customization is the
most seductive aspect of modern online media because it is always related
to an aspect of the self. Relating to the self makes users feel important
and valued. The final level of customization is reached when the receiver
is the soutce of communication. The theoretical implications of such
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a move towards “self as source” are explored from two perspectives—
technological and psychological. Several studies are reviewed to assess the
psychological impact of imbuing agency in the receiver. Positive as well as
negative effects are discussed. Finally, an agency model of customization is
presented and directions for future research are suggested.

Part ll: Technology as relationship enabler

The chapters in part II focus on aspects of technology that facilitate or
change relationships. The first three chapters are closely interrelated; they
focus on avatar-mediated communication and discuss how the (trans-
tormed) display of nonverbal behavior and emotions influences commu-
nication and relationships.

In their chapter “Transformed social interaction in mediated inter-
personal communication” Jeremy Bailenson, Nick Yee, Jim Blascovich,
and Rosanna E. Guadagno show how nonverbal communication and in
turn social interaction can be transformed in avatar-mediated commu-
nication. They present studies conducted in collaborative virtual envi-
ronments (CVEs). CVEs are systems which track verbal and nonverbal
signals of multiple interactants and render those signals onto avatars—
three-dimensional, digital representations of people in a shared digital
space. The authors explore the manners in which CVEs can qualitatively
change the nature of remote communication. Interactants in CVEs have
the ability to utilize Transformed Social Interaction, systematically filtering
the physical appearance and behavioral actions of their avatars, amplifying
or suppressing features and nonverbal signals in real time for strategic
purposes. For example, a person in a CVE can look directly into the eyes
of more than one person at once (augmented gaze), can change his avatar’s
facial structure to morph features of other interactants into his face (iden-
tity capture), and can automatically mimic the nonverbal behaviors of other
avatars (digital chameleons). Avatars cannot only transform the presenta-
tion of the self but also the sensory abilities of the user. People can take
multilateral perspectives, or behavior of communication partners can be
displayed explicitly in behavioral flags. Moreover, avatar-mediated commu-
nication transforms the situational context (e.g. transformed conformity).
Up to now, transformations of the self have received the most attention
in empirical studies. The authors describe several of these studies and
show that these transformations can have a drastic impact on interactants’
persuasive and instructional abilities.

Chapter 6, “Emotions in mediated interpersonal communication: toward
modeling emotion in virtual humans” by Elly A. Konijn and Henriette C. Van
Vugt, starts with a concise overview of contemporary views in emotion
psychology, revealing the complexity of defining emotion. This complexity
is partly due to the various perspectives on emotions (e.g., biological theo-
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ries or cognitive appraisal theories). The authors discuss how emotions are
exchanged in ftf interactions as well as in mediated environments, focusing
specifically on how modern technologies increasingly allow people to
communicate emotions in sophisticated ways through media. After having
explained the functions of emotions from a broader emotion psychology
framework, Konijn and Van Vugt focus on recent developments in the
field of affective computing and virtual humans. In this field, more and
more attempts are made to let human—computer interaction look more
like interpersonal communication. Because emotions fulfill such an impor-
tant role in interpersonal communication, modeling emotion in virtual
humans has been chosen as a way to make the communication with virtual
humans more realistic. The authors describe systems of virtual humans
who can express emotions as well as systems which can detect emotions
in users. They conclude that more theory-based interdisciplinary research
is required to examine which kinds of emotion or emotional responses are
especially important in different types of human—computer interactions.

In Chapter 7, “Is there anybody out there? Analyzing the effects of
embodiment and nonverbal behavior in avatar-mediated communication,”
Gary Bente, Nicole C. Krimer, and Felix Eschenburg go into the deeper
layers of analyzing the effects of embodiment and nonverbal behavior
in avatar-mediated communication. The lack of nonverbal behavior has
for a long time been considered as a characteristic of computer-mediated
communication; avatar-mediated communication is not bounded to verbal
communication. Bente ¢7 a/. argue that the development of avatar-medi-
ated communication has been mostly driven by a fascination with technical
feasibility instead of a deeper knowledge about the social and psychological
functions of embodiment and nonverbal behavior in net-based communi-
cations. The chapter elaborates on basic functional principles of embodi-
ment and nonverbal behavior as established in face-to-face-interaction
research and discusses the implications of this knowledge for the uses and
effects of avatars. It shows that avatars cannot be regarded as mere exten-
sions of communication channels. Situatedness and co-presence as well
as anonymity and plasticity, i.e. the possibility to creatively shape appeat-
ance and behavior for strategic purposes (also addressed in the chapter by
Bailenson ef al.), are relevant properties of avatar communication. These
properties make it qualitatively different from other communication media,
such as video-conferencing. Against this theoretical background, recom-
mendations for experimental research in this field are derived and a novel
research platform is introduced.

Whereas avatar-mediated communication is relatively common in chats
and games (although most of these venues do not yet systematically trans-
form social interaction), Chapter 8 deals with a technology which is in its
infancy and not yet widely implemented: In “Touch in computer-mediated
communication,” Margaret McLaughlin, Younbo Jung, Wei Peng, SeungA
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Jin and Weirong Zhu point out why touch is so basic to interpersonal
communication and should therefore also be implemented into mediated
communication. Our understanding of social context and the character of
our relationships with others is shaped by touch, but its implementation
in computer-mediated communication is yet to be realized. The chapter
describes ongoing research which seeks to make tactile communication a
feature of mediated social interaction. The authors give an overview of the
recent studies which enabled people to experience a sense of mutual touch
over the internet, stroking the fingers of a remote partner. People were not
only able to feel the touch of their remote partner, but they made attribu-
tions about the partner’s personality based on the way in which they were
touched. The authors discuss this and related work and speculate about
the necessary conditions for the sense of touch to become an everyday
component of computer-mediated communication.

Another intriguing field that challenges traditional definitions of interper-
sonal communication is that of parasocial interaction. In Chapter 9, “Para-
social interactions and paracommunication with new media characters,” Tilo
Hartmann provides the compelling argument that parasocial interaction
with new media characters can be considered interpersonal communication
despite the characters’ lack of authenticity. However, in contrast to media
characters on TV or the radio, avatars on the internet or nonplayer charac-
ters in online games often allow real give-and-take interactions. Therefore,
the chapter is guided by the question of whether the uset’s social engagement
with new media characters is still captured by the metaphor of parasocial
interactions. A revision of the original concept is suggested. It is argued that
parasocial processing is altered by the perceived authenticity of a character.
If users feel addressed, parasocial communication sets in (as a simulacrum or
an actual give-and-take). Instead of the traditionally highlighted lack of reci-
procity, parasocial communication is thought to be affected by the perceived
distance from a character: the smaller the distance, the less playful and the
more committed the user’s communicative behavior. Thus, the concept of
parasocial interactions applies to various kinds of (new) media characters in
both interactive and non-interactive settings.

In Chapter 10, “Antisocial communication on electronic mail and the
internet,” Karen M. Douglas addresses the datk side of electronic commu-
nication. Next to all the positive examples of relationship building in
mediated communication, one should not forget that there are also nega-
tive examples. Douglas provides in this chapter an insightful overview
of the current state of research concerning antisocial communication in
electronic mail and on the internet. The chapter reviews vatious forms
of antisocial communication and classifies them according to the under-
lying intention to harm. The review addresses flaming, cyberostracism,
cyberhate, and online harassment. Cyberostracism is ignoring others in
cyberspace, and research has shown that this has negative psychological
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consequences for the excluded person. Online extremists use the internet
to express their hate towards other groups, mostly on ethnical or racial
grounds. This phenomenon is called cyberhate. Online harassment is the
intentional and overt act of aggression toward another person online that
occurs particularly among youths who frequently visit chat rooms. After
an overview of various forms of antisocial communication, the chapter
discusses several theoretical explanations for cyberhate.

Part 1ll: The appeal of communicating through
technology

This part of the book opens with a broad perspective on various ways in
which people present themselves in online formats, followed by several
chapters describing in more detail the appeal of specific forms of medi-
ated communication.

In Chapter 11, “Impression formation effects in online mediated
communication,” Sriram Kalyanaraman and S. Shyam Sundar present an
overview of impression formation in online mediated communication.
After a brief review of various theoretical models of impression forma-
tion and their similarities with attitude formation models, they focus on
the importance of impression formation in new media environments.
They introduce a distinction between mediated person impression forma-
tion (MPIF) and mediated technology impression formation (MTIF).
The first relates to the ways individuals can present themselves on the
internet and how these influence impression formation. The second refers
to the fact that people also form impressions of websites or technolo-
gies; this is also described in Nass” “Computers as social actors” paradigm.
An overview of the various online venues in which empirical research
on impression formation has been conducted is followed by a focus on
the variable-centered approach as a framework for the empirical examina-
tion of impression formation effects. Kalyanaraman and Sundar regard
modality, interactivity, and customizability as crucial elements in self-pres-
entation and impression formation and describe several empirical studies
to strengthen their argument.

Monica Whitty escorts us into “The joys of online dating” in Chapter
12, and focuses on self-presentation in this specific setting. Not long ago,
admitting to being registered on an online dating site was somewhat embat-
rassing. Nowadays, online dating is among the most popular ways to find a
match. Whitty highlights the reasons why individuals choose to use online
dating sites to locate a potential partner. She elaborates on the similarities
and differences of online dating with dating via personal ads and video
dating, Drawing from interview data, self-presentation strategies of online
daters are discussed. Relationship theories, such as evolutionary theory,
exchange and equity theories, and theories on self-presentation are consid-
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ered. Online dating is also contrasted with other ways of meeting people
online, such as in chat rooms or newsgroups. Based on the empirical find-
ings, Whitty theorizes that the more successful approach to online dating
is the “BAR approach” (balancing an attractive and a real self). Online
daters have to solve the difficult task of creating a profile which presents
themselves as attractive but is still perceived as realistic. The chapter ends
with some thoughts on online compatibility tests—supposedly scientifically
based tests which should be able to match compatible individuals.

From theories on self-presentation between dyadic encounters, we
move on to the role of interpersonal communication in groups or
communities. The next four chapters deal with virtual groups. In Chapter
13, “Social identification with virtual communities,” Sonja Utz gives a
general overview of virtual communities and the social processes under-
lying their formation and functioning, and then Chapters 14—16 focus on
specific forms of virtual communities or groups. Chapter 13 starts with
a definition of virtual communities which also covers new developments
such as mobile communities. Utz gives an overview of the history of
virtual settlements—from traditional ones such as newsgroups and chats
to new ones such as social network sites or wikis. Utz argues that not
every virtual settlement is a virtual community; social relationships are an
essential prerequisite. She focuses on the role of social identification and
argues that social identification is the glue that sticks individuals together
in virtual communities. How social identification with virtual communi-
ties can develop is explained theoretically and demonstrated on the basis
of several empirical studies. Next, the consequences of social identifica-
tion of virtual communities within the community as well as outside the
community (for the individual as well as society) are described. Finally,
Utz presents an agenda for future research. While it is clear that virtual
communities exist and that they do not lead to social isolation and the
decay of community, the question remains open which of the new tech-
nologies have the potential to bind people. Moreover, researchers need
to examine how people integrate various virtual communities into their
everyday life.

The next three chapters deal with specific virtual groups. In Chapter 14,
Joseph B. Walther’s focus is on “Problems and interventions in computer-
mediated virtual groups”—on groups in a professional context: virtual
teams in educational or work settings. Walther reviews research on the inter-
personal dynamics of virtual groups: groups that meet using computet-
mediated communication and whose members may reside in different
locations face challenges that ftf groups do not face or face them in a
different way. Walther examines two questions: How do communication
media change basic communication dynamics in groups, and how do virtual
group members deal with unknown or less well-known group members in
a different location? Attributions play a central role in mediated team work,
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especially attributions in conflict situations. In geographically dispersed
teams, members tend to blame the distant group members. Group
members who have ample time to solve the tasks and who trust each other
adapt better to virtuality. Walther reviews theory-based interventions that
repair faulty attribution and also participation-related issues common to
distributed virtual groups. He concludes that new technologies and social
engineering, developed on the basis of knowledge about the motivations
of people to contribute, can help virtual groups to further tap their full
potential.

The next chapter, “What makes the internet a place to seek social
support?” by Martin Tanis, focuses on a different type of group: online
social support groups. Social support plays an important role in everyday life
and contributes to an individual’s mental and physical well-being, whether
offline or online. Tanis discusses why people seek support from online
social support groups by looking at characteristics of CMC in general and
online communities in particular. He illustrates various reasons why people
go online to seek support, among them the relative anonymity that CMC
affords, the text-based character, and the possibilities for extending social
networks. These influence not only with whom one interacts, but also how
one interacts.

After having discussed some of the more serious sides of mediated intet-
personal communication, Christoph Klimmt and Tilo Hartmann turn their
attention to a more recreational and playful context in Chapter 16, “Medi-
ated interpersonal communication in multiplayer video games: implications
for entertainment and relationship management.” Video games have taken
a key position in today’s landscape of media entertainment and with the
increase in broadband internet connections, more and more video games
have adopted modes of interpersonal communication between users as a
part of their “multiplayer gaming” functionality. Often research focuses
on how far playing violent video games leads to aggtressive behavior in real
life and neglects the positive aspects of playing games. Given the growing
popularity of multiplayer games, an in-depth discussion of the role of
interpersonal (inter-player) communication in video game enjoyment and
video game effects is relevant and identifies new directions for systematic
research in this domain. The authors make a distinction between three
types of communication: encounters with (mostly) unknown other human
players, inner-group communication among members of relatively stable
task-oriented teams (e.g. clans), and communication among members
of social groups within the narrative virtual worlds (e.g. guilds). After
characterizing these three forms of communication, they relate them to
game enjoyment and social effects of frequent gaming. Thus, the chapter
provides the systematics for analyzing communication in video games and
focuses also on the positive aspects.

Dirk Oegema, Jan Kleinnijenhuis, Koos Anderson, and Anita van Hoof
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bring us back again to the darker sides of online communication. In
Chapter 17, “Flaming and blaming: the influence of mass media content
on interactions in online discussions,” they study communication in
online discussion forums. Political discussions in online forums are often
viewed as unbiased articulation of public concerns. On the other hand, it
is expected that mainly anti-status-quo extremists give their opinions in
these forums. The authors compare the style and the content of discus-
sion forums with those in the mass media. Conversational style charac-
teristics that are associated with informal discussions are also found in
discussion forums: namely the tendency to express personal emotions
more frequently, and the tendency to flame by insulting other discussants
and the authorities alike. The chapter also touches on the question of
agenda setting. The authors contrast two questions: “Are issues in discussion
forums a simple reflection of the agenda of the traditional media?” and
“Do forums fulfill a bottom-up articulation function in the way that the
traditional media respond to these forums?” The questions are answered
through a large-scale content analysis of discussion forums and daily
newspapers in the Netherlands on the highly controversial issue of Islamic
immigration there. The results show that flaming is a unique stylistic
feature of discussion forums, but that discussion groups still obtain their
issues from mainstream mass media, either directly or mediated by other
discussion groups on the web.

Whereas most chapters deal with computer-mediated communication,
Louis Leung looks at another medium: the cell phone. Chapter 18 is titled
“Leisure boredom, sensation secking, self-esteem, and addiction: symp-
toms and patterns of cell phone use.”” As in early internet research, some
worry whether people, especially adolescents, become addicted to the new
communication medium. Leung identifies addiction symptoms that are
uniquely associated with cell phone use and examines how demographics
and psychological attributes of individuals are related to these addiction
symptoms. Furthermore, he explores how these attributes, cell phone addic-
tion symptoms and social capital, can predict vatious aspects of cell phone
use (e.g. for interpersonal communication, entertainment). His arguments are
based on a survey of 624 young adults (aged 14-28). About a quarter of this
sample were classified as addicted to the cell phone. Results showed, among
others, that respondents high on sensation seeking and leisure boredom were
more likely to be addicted to the cell phone than others low on these traits.
Conversely, respondents high on self-esteem demonstrated fewer addiction
symptoms. Sensation secking turned out to be the most powerful predictor
of addiction; and addiction mediated the relationship between sensation
seeking and phone use in number of minutes. The psychological vatiables
also predicted cell phone use for entertainment. In all, future studies should
focus on adaptive versus maladaptive patterns of adolescent cell phone use
and provide some directions for intervention.



Chapter 2

Understanding social media
from the media ecological
perspective

Susan B. Barnes

In 1962, Marshall MclLuhan envisioned a world in which electric media
would extend the human embrace on a worldwide scale and create a
new type of global village. Although his vision tends to be interpreted
as a technological phenomenon, it is equally, if not more so, a human
one. At a time when television and mass media messages dominated the
media landscape, it was difficult to see the human communication aspect
of media change—the use of media to facilitate human relationships.
However, starting with the telegraph and telephone, media environments
have gradually come to replace many face-to-face contexts in which
interpersonal interactions occur. Utilizing a media ecological petrspec-
tive, this chapter will describe how mediated contexts facilitate interper-
sonal human communication and how computers are now being used to
initiate, support, and develop communication exchanges between people.
Today, interpersonal communication takes place in mediated contexts
and software developers are creating social computing tools to facilitate
this process. The study of computer-mediated communication (CMC)
explores how mediated environments support and extend the process
of human communication and social computing examines the tools that
facilitate this process.

The study of media is not only a technological endeavor. It also includes
the human side of technological change (see Hickman, 1990; Postman,
1985 & 1992). Schroeder (19906) argued “technological and social change
must be examined conjointly at several interrelated levels” (p. 137). On
a basic level, understanding interpersonal communication in a mediated
wortld requires awareness about how one person communicates with
another using a communication medium. By focusing on how the inter-
personal communication process is altered when moving from face-to-face
to mediated contexts, the media ecological view can be utilized to study
CMC and social media because it examines changes in communication
patterns, such as the shift from broadcast mass media systems to interac-
tive digital systems. What are the characteristic differences between these
systems and how will the shift from one system to another alter the process
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of communication? In terms of interpersonal communication, what are
the differences between communicating face-to-face and in a mediated
context? How will these differences influence interpersonal communi-
cation and social activities? These are central questions asked in a basic
media ecological analysis.

Interactivity is a key characteristic technological difference between
mass media (television, radio) and digital media (computers, internet).
With the introduction of digital communication, scholars are now devel-
oping interactive models to describe how human communication occurs
in mediated space. An example is Rafaeli and Sudweeks’ (1998) “One Way,
Two Way, and Interactive Models of Communication.” These models
visualize the process of sending a one-way (mass) message, as well as
interactive (interpersonal) exchanges between two people. Another visu-
alization of this process is the one-to-one and many-to-many commu-
nication models, topics that were first discussed by computer scientists
Licklider and Taylor (1968) (also see Barnes, 2003). Once a characteristic
difference is discovered in a medium, the next question is how does the
introduction of interactivity in mediated environments alter or change
the process of communication? A simple answer is that interactivity
enables two people to directly exchange personal messages in a mediated
context.

A media ecological study of CMC also explores the similarities and
differences between face-to-face and mediated communication contexts
(Barnes, 2001; Rheingold, 1993; Turkle, 1995). For example, the primary
form of communication in email is the exchange of written text instead of
spoken language. Early CMC studies explored how this shift in linguistic
codes influenced communication behaviors (Baym, 2000; Jones, 1995;
Hiltz & Turoff, 1978; Murray, 1991; Rice & Love, 1987, Sproull & Kiesler,
1991; Walther, 1996; Zuboft, 1988). For example, textual exchanges led
to the development of exaggerated behaviors between communicators.
Researchers speculated that CMC would lead to the sharing of impersonal
messages due to the lack of facial and tonal cues.

Moreover an undetlying assumption of interpersonal communication
research tends to be the notion that interpersonal communication must
take place in a face-to-face context, but for a number of years media
scholars have been challenging this idea (Gumpert & Cathcart, 1986;
Horton & Wohl, 1956/1986; Meyrowitz, 1985; Reeves & Nass, 1990).
Ironically, an early description of the human communication process was
based on telephone communication systems (a mediated context), but the
telephone as an interpersonal communication context is often ignored
in basic texts (Adler ¢z al, 2005). In contrast, media ecologists (Batrnes,
Strate, Jacobs, Gibson) have been observing how mediated contexts have
gradually been replacing face-to-face ones in the process of interpersonal
communication.
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The media ecological view

A number of writers have utilized the ecological metaphor to describe media
in terms of perceptual and information space (Burnett, 2004; Davenport,
1997; Nardi & O’Day, 1999; Rennie & Mason, 2003). Although “ecology”
is a popular metaphor for the study of information space, there is a theo-
retical perspective associated with the idea of wedia ecology. As a theoret-
ical concept, the media ecological approach developed from the work of
Marshall McLuhan (1964, 1962) and the Toronto School of Communica-
tion (Innis, 1951; Olson, 1994). Neil Postman and his vatious students
(Barnes, 2001, 2003; Levinson, 1997, 1999; Meyrowitz, 1985; Strate, 1999)
graduating from the Media Ecology Program at New York University
further developed the concept in the United States. Media ecological prin-
ciples include: all technological change is a Faustian bargain; technological
change is not additive, it changes everything; the symbolic forms of tech-
nologies differ, leading to different intellectual and emotional biases; when the
conditions in which we attend to media change, different media have socia/
biases; and different technical and economic structures will contribute to
media content biases. This is a systemic approach to communication that
examines “the leading role that media play in influencing meanings and
minds, ways of life and world views” (Barnes & Strate, 1996: 182). Media
biases include space/time, sensory, intellectual, social, emotional, political,
symbolic, and content biases.

From a media ecological point of view, introducing a new technology
into a culture will alter the culture because the communication ecology of
the social system will change. How that change will occur is dependent
upon the culture. For example, television in American culture tends to take
the form of entertainment because the United States is a capitalist country
(Postman, 1985). Advertising is a central component of American televi-
sion programming and entertainment programming attracts viewers who
will be exposed to the commercial messages. Thus, commercial television
in the United States tends to have a bias toward entertainment content. In
contrast, Singapore is a dictatorship and the government edits and censors
entertainment content to better conform to social ideals. Additionally, the
government will often broadcast messages to further its political and social
agendas. It is technology and society together that shape our communica-
tion environments.

Media ecologists contend that one change in a communication system
will alter the entire environment. This reflects a systemic position and
media ecology can ideologically be related to systems theory and cyber-
netics. Norbert Wiener (1954) created the concept of cybernetics, the
science of communication and control. During World War 11, feedback and
control were applied to technology to foster the relationship between human
and machine integration. Today, these ideas are applied to human-computer
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interaction (HCI), which describes human interaction with technology. A
central idea of cybernetics and HCI is to help enable humans to be more
efficient machine operators. In contrast, CMC tends to study the ways in
which people exchange messages between themselves.

According to Postman (1979: 4), “Cybernetics is merely a synonym for
ecology” because both examine how systems alter when a new element or
change is introduced into the process. A media ecological view considers
human-machine interactions to be included in the ecology of CMC envi-
ronments because both humans and machines are part of the message
system. The symbolic methods used in technology interaction can influ-
ence the interpersonal communication process. For instance, people need
to have a computer and know how to use it before they have access to
internet interpersonal communication.

Both the media ecological perspective and the transactional view of
human communication examine systems and how systems alter interper-
sonal communication behaviors (see Greller & Barnes, 1993). In media
ecology, the direction in which messages can flow or be exchanged is an
important characteristic to be examined. Ong (1982: 176) states: “Human
communication is never one-way. Always, it not only calls for a response
but is shaped in its very form and content by anticipated response.” The
transactional or systems approach is a circular model that can include the
communication environment along with personal and cultural experiences
(see Adler e al., 2005). The media ecological approach looks at the total
communication process. For example, mass media supports a one-direc-
tional message flow and the internet is multidirectional (interactive), which
includes one-to-one (interpersonal communication); one-to-many (human
and mass communication); and many-to-many (organizational communi-
cation). Media ecological writings about internet interpersonal communi-
cation include the works of Strate ef a/. (1996, 2003), Gibson and Oviedo
(2000), and Barnes (2001).

In addition to a directional bias, media also have a sensory bias. According
to McLuhan (1964), global networks extend the human nervous system.
Making social connections through the internet exposes individuals to a
wider variety of ideas and worldviews. Thus, people are exposed to many
more ideas than they would be when situated in a single geographic loca-
tion. The internet’s sensory bias is one that extends the human nervous
system and fosters the formation of a global village. Thus, an intellectual
worldview shift can occur as people become more aware of global issues.

McLuhan (1964: 19) says:

Today, after more than a century of electric technology, we have
extended our central nervous system itself in a global embrace, abol-
ishing both space and time as far as our planet is concerned. Rapidly,
we approach the final phase of the extension of man—technological
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simulation of consciousness, when the creative process of knowing
will be collectively and corporately extended to the whole of human
society, much as we have already extended our senses and our nerves
by the various media.

The sensory bias of the internet extends human communication across
time and space. This sensory extension fosters a new type of social
bias—using technology to connect people together. Postman (1995: 193)
stated: “Because of the conditions in which we attend to them, different
technologies have different social biases.” For instance, online or wireless
communication does not require communicators to be co-present in the
same physical location. Thus, conditions of attendance are different in
face-to-face and online conversations because online communicators do
not see the people they are talking to.

Additionally, online communicators can be dispersed spatially and
temporally, which creates a time/space bias. The idea of a time/space bias
in media is a key characteristic in any media ecological examination of
communication technologies. Harold Innis (1951) argued that a communi-
cation medium tends to create a bias that emphasizes the idea of time or
space. Carey (1989: 134) described Innis’s idea in the following way:

Innis divided communication and social control into two major types.
Space-binding media, such as print and electricity, were connected with
expansion and control over territory and favored the establishment
of commercialism, empire and eventually technocracy. On the other
hand, time-binding media, such as manuscript and human speech,
favored relatively close communities, metaphysical speculation, and
traditional authority.

The term “cyberspace” refers to the perceptual space created by computer
networks, suggesting that networks have a spatial bias. However, computer
networks also alter concepts of time, a characteristic that James Gleick
(1999/2000) desctibes in Faster: the Acceleration of Just About Everything.
For instance, email creates a situation in which there is no shared physical
space or sense of time. Email correspondents can be dispersed spatially
and temporally. Time speeds up as we quickly send messages through the
network and space dissolves.

In interpersonal communication, a central media ecological question
facing researchers utilizing this perspective is: How does the geographic
separation of interpersonal correspondents influence the ways in which
people communicate? When conditions of attendance change, how do
communication messages change? One change is the lack of facial and
tonal information, which can contribute to exaggerated communication,
such as rude behavior and flaming;
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Additionally the symbolic shift from face-to-face spoken to textual
messages can blur the boundaries between reality and virtuality. For some
correspondents, the virtual experience is believed to be more socially
desirable than in-person encounters (see Walther, 1996). Instead of seeing
physical objects and contexts, people now experience virtual objects and
perceptual spaces that are constructed in mediated environments. Thus,
our symbolic notions of abstraction and representation are altered as
virtual experiences begin to replace actual ones. For example, pilots learn
to fly in simulators before they fly physical planes and doctors can prac-
tice medical procedures on virtual, rather than actual, patients. In online
dating, individuals tend to add fantasy elements to online communication
(see Barnes, 2003).

Although, CMC creates new types of communication environments
for interaction to occur, communicating in a mediated context is different
from sharing face-to-face experiences. The media environment alters the
ways in which people attend to the communication. First, conditions of
attendance in face-to-face communication require physical co-presence.
In contrast, online communicators generally interact while being physi-
cally removed from each other. Second, the separation of people from
their words, has numerous implications for the communication exchange
and internet behavior patterns. Initially, researchers hypothesized that the
lack of physical co-presence would lead to the exchange of impersonal
and hostile messages, but, the opposite was discovered to be true. It has
been observed that people will type their most intimate thoughts into the
computer (Whittle, 1997). Sitting at home alone typing on a keyboard
creates the illusion of privacy. In contrast, the words can be distributed
around the globe. Once a message is sent out over the internet, the author
loses control over his or her message. Digital text does not evaporate
like the sounds of words in the air. We can share private thoughts, but
the media environment is not a private place. Therefore, ideas of privacy
change as private words can become public; this is the situation with teen-
agers posting private information on blogs (Kornblum, 2005).

Observations of a virtual community (Barnes, 2001) revealed four
reasons why conditions of attendance in internet communities are condu-
cive to personal relationship development. First, people can choose when
to disclose information about their age, sex, and race. Second, people
voluntarily communicate with each other and conversations can easily
be terminated. Third, people can put their best foot forward by care-
tully editing their replies. Finally, people have the ability to hide defects,
including physical handicaps and shyness. For instance, email is a wonderful
communication tool for deaf teachers and students because heating is not
a requirement for CMC correspondence to occut.

However, conditions of attendance can also lead to misbehavior. Postman
(1995: 192) reminds us “all technological change is a Faustian Bargain. For
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every advantage a new technology offers, there is always a corresponding
disadvantage”. Separating the physical body from the human communica-
tion process allows people to separate themselves from their actions (see
Barnes, 1999). Its easier for people to write deceptive messages, flame each
other, and act in socially unacceptable ways, such as spam, and identity theft.
How can we protect ourselves from harmful remarks and actions when the
identity of the perpetrator is unknown? This is one of the many ethical
questions facing societies today. By focusing on symbolic shifts, time/space
relationships, interactivity, sensory biases, and conditions of attendance,
media ecology provides a framework for understanding how interpersonal
communication is shifted from face-to-face to mediated contexts.

Historical overview of the socialization of media

A number of scholars have applied a media ecological framework to
historical studies of communication technologies and their influences on
culture. For example, Eisenstein (1979) examined the influence of the
printing press on early-modern Europe and Ong (1982) studied the tech-
nologizing of the word in terms of a shift from oral to literate cultures.

A media ecological critique of social media would begin with a histor-
ical overview of how mass media have gradually been replacing inter-
personal communication as a socializing force. Beniger (1987: 353) says,
“Although intimate group relations remained important, increased atten-
tion to mass media ultimately came—because the individual’s time and
energy were limited—at the expense of interpersonal communication.”
Moreover, mass media themselves have increasingly become more person-
alized. Direct marketing addresses people by individual name and database
marketing enables marketers to pinpoint individuals to target for products
and services. Beniger called this social change the development of pseudo-
community, a trend in mass media to speak in a more personal voice. Today,
web programs can directly address the consumer and websites can be
personalized for every user. Thus, mass and computer generated messages
appear to be personal ones directed at individuals rather than groups.

In 1956, Horton and Wohl (1956/1986) observed that mass media—
radio, television, and the movies—create the illusion of a face-to-face
relationship with a performer. They called this new type of relationship
a para-social one. The idea of media creating a sense of interpersonal
communication was the subject of Gumpert and Cathcart’s (1986: 24)
book Inter/ Media. They state: “A systems theory of human communication
assumes that all message inputs—verbal, nonverbal, firsthand or medi-
ated, and purposeful or accidental—affect the internal states of the indi-
vidual and help shape the message outputs from the individual to others
(interpersonal behaviors) as well as the messages one sends to oneself
(intrapersonal behaviors).” Building on concepts presented in Inter/ Media,
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Meyrowtiz (1985) further examined television usage in terms of Goffman’s
(1959) dramaturgical model of social behavior. He argued that viewers
consider television characters to be their media friends. Thus, Meyrowitz
asserted that people develop a sense of having an interpersonal relation-
ship with media content.

Presently, the internet has replaced the sense of an interpersonal rela-
tionship with a performer with the ability to conduct interpersonal rela-
tionships with other people. Digital media have now evolved to the point
in which human-to-human exchanges are completely interactive. Senders
and receivers exchange positions as if they were together in a face-to-
face encounter. Early research on CMC speculated that textual exchanges
with cues filtered out would create a hostile communication environment
(Hiltz & Turoft, 1978). However, contrary to this view, observations and
studies of online exchanges later revealed that people form virtual or
electronic communities when they regularly exchanged messages through
the internet (Baym, 2000; Jones, 1995; Rheingold, 1993). Although some
writers remain skeptical about the relationships built through cyberspace
(Doheny-Farina, 1996; Slouka, 1995; Stoll, 1995), others have begun to
embrace the idea that CMC is a new form of interpersonal communica-
tion (Barnes, 2001, 2003; Baym, 2000).

People need to connect with others and this is the driving force behind
online relationships. For this reason, email and Instant Messenger are two
very popular software applications that support the creation of interper-
sonal media environments. Communication technologies are transformed
into media environments when people begin using the tools to support
social practices, such as chatting with friends or co-workers in Instant
Messenger. According to Postman (1985: 86), while “a technology ... is
merely a machine,” it “becomes a medium as it employs a symbolic code, as
it finds its place in a particular social setting.” Thus, “a medium is the social
and intellectual environment a machine creates.” A new generation of
software tools is emerging that are specifically designed to support social
practices. This new technology sector is called “social media” or “social
computing,” Today, mediated contexts have developed from pseudo rela-
tionships to actual ones as people exchange messages through social
software.

Social media

Social media is an umbrella concept that describes social software and social
networking. “Social software refers to various, loosely connected types of
applications that allow individuals to communicate with one another, and
to track discussions across the Web as they happen” (Tepper, 2003: 19).
Simply stated, social media is software that enables people to interact with
each other and build social networks that increase social capital. The term
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“social media” may be new; however, the idea of using media environ-
ments for socializing practices goes back to the telegraph and telephone.
Since the eatly twentieth century, communication technologies have been
used to create media environments that facilitate interpersonal communi-
cation (see Marvin, 1988).

In the pioneering stages of the internet, computer scientists transformed
the technology into a media environment when they started exchanging
email messages with each other. Interpersonal message exchange is a
central aspect of the internet. The social bias of the computer enables
anyone with access to an internet connection to connect with others. This
social aspect of the computet’s transformation into a media environment
has been demonstrated through the formation of discussion groups,
forums, bulletin boards, and newsgroups. Today’s social media environ-
ments include: chat, instant messages, online role-play games, collaborative
work tools, online education, and cell phones with internet access. Many
of these environments are used to share interpersonal messages.

The idea of social media is a new organizing concept that has come to
the public’s attention through activities such as music and photo sharing,
the social networking site meetup.com, the collaborative writing of Wiki-
pedia, and numerous blogs available on the internet. Social software is
already starting to change political, social, and personal communication
patterns between individuals and organizations in the U.S.A. (see Crumlish,
2004). For instance, online learning environments provide distance educa-
tion to people in remote regions. Computer-supported collaborative work
environments support collaborative teams and the building of research
communities. Examples include the concept of “outsourcing” American
technical support jobs to India and data entry positions to Cambodia (see
Friedman, 2005). Websites such as meetup.com and Match.com are altering
the ways in which members of political parties organize and couples meet
each other. From politics to romance, social media is influencing how
people meet and make contact with each other. According to Friedman
(2005), the use of social media tools has already had a profound influence
on social, professional, and political life around the world.

Today, these tools are influencing the political process. In the United
States, cyber-politics are a new type of political communication that is
being used by many political candidates. Whillock (1997: 1208) states:
“cyber-politics involve information dissemination, communication
exchange, and the formation of electronic political coalitions across the
internet.” For instance, Sakkas (1993) provides a description of the use
of discussion lists during the 1992 presidential campaign. A political
bias associated with computer networks is the ability to organize people
around a political or social cause. Similarly, Rheingold (2002) describes
how people around the world are using cell phones to organize them-
selves to promote activism.
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Social media is interpersonal media. It supports the sharing of personal
exchanges in new and unique ways. It is not the relationship between
humans and machines that makes social media powerful. In contrast, it is
the relationship facilitated between people through the use of machines
to foster the building of social networks and a new network society.
Castells (1996/2000) describes the network society as a culture that is
virtually constructed “by pervasive, interconnected, and diversified media
system|s].” He continues by saying “this new form of social organization,
in its pervasive globality, is diffusing throughout the world” (pp. 1-2). The
network society is based on the idea of using CMC to build social capital,
which is an informal social norm that promotes cooperation between two
or more individuals. The norms can range from the reciprocity between
two friends to the use of social networks to support community involve-
ment and work activities.

Research in the area of social media includes the visual mapping of
social networks (Turner ez al., 2005); social networking in organizations
(Quan-Haase, et al., 2005; Garton e/ al., 1997); distributed computing
(Friedman, 2005; Holohan & Garg, 2005); peer-to-peer networks (Adar
& Huberman 2000; Svensson & Bannister, 2004; Xu ¢# a/., 2005); mobile
communications (cell phones and personal digital assistants) (Ito e# al.,
2005; Rheingold, 2002) and blogs (Crumlish, 2004; Hewitt, 2005; Kline &
Burstein, 2005). Distributed computing primarily has economic and tech-
nological goals. “In Distributed Computing, a large computing problem is
divided into small tasks that are assigned over the internet to be processed
by individual users on their own computers” (Holohan & Garg, 2005: 1)
An example of the use of distributed computing was the development
of Linux, a current alternative to the Microsoft operating system (see
Raymond, 1999/2001). It is a homegrown system that was constructed
by thousands of programmers around the world, organizing themselves
through the internet.

The geographic reach (space) and multidirectional (interactive) flow of
message exchange available through the internet enabled programmers
around the world to band together and create a computer program. By
examining how the internet changes the way people interactively commu-
nicate (direction) across space, we can understand how the internet changes
our notions of work and social collaboration. It was a networked group
of thousands of programmers that began to challenge the hegemony of
Microsoft’s operating systems. This is an example of the potential social
bias associated with social media. Individuals can organize themselves
outside a corporate or government structure and their activities could chal-
lenge the hegemony of corporate and political systems. Friedman (2005)
refers to this as the “flattening of the world,” or the ability of individuals
to easily communicate with each other across the globe to work, collabo-
rate, and socialize with each other.
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Social media analysis

Media ecology provides a framework in which to examine how social media
tends to be used and how its media characteristics create new types of
social challenge. The media characteristics being utilized in the following
analysis are conditions of attendance, direction, time/space, social, and
political biases. As previously stated, CMC introduces new conditions of
attendance for communication partners—people no longer have to be
physically co-present for communication to occur. Two issues introduced
by this change are the issues of presence and trust.

People can now sit alone in their bedrooms and be part of a global
conversation. According to Hillis (1999: 64): “When mediation inserts a
‘psychic’ distance, even among spatially proximate individuals, co-presence
is superseded by telepresence.” The idea of telepresence (Wood & Smith,
2001; Woolley, 1992) has evolved into presence research. Telepresence,
a term created in the mid-1980s by NASA, originally referred to people
controlling robots. A number of researchers have been examining how a
sense of presence is created in electronic space (Biocca, 1997; Giese, 1998;
Liu, 1999; Lombard & Ditton, 1997; Lombatd ¢# /., 2000; Riva ez al., 2003;
Short ez al., 19706).

Today’s presence research conceptualizes the representation of self in
mediated environments in a variety of ways. According to Lombard and
Ditton (1997), there are six different conceptualizations of presence: pres-
ence as social richness (channels of communication) (Shott e al., 1976);
presence as visual realism (computer graphics) (Heeter, 1995); presence as
transportation (traveling across space) (Biocca & Levy, 1995); presence as
immersion (perceptual space) (Mantovani & Castelnuovo, 2003); presence
as a social actor within a medium (avatars and actions) (Laurel, 1993); and
presence as medium as social actor (anthropomorphism of technology)
(Reeves and Nass, 1996). A number of different theories and approaches
are emerging to describe the sense of self and others in perceptually medi-
ated space.

Perceptual space is an amalgamation of the visual space created by the
computer screen, the information space established through the network,
and the social space experienced as people interact with each other (see
Strate, 1999). Because communicators are separated by geographlc space,
estabhshmg a sense of presence for the other to percelve oneself is a
central issue in CMC. Presence replaces visual “first impressions” and
compensates for the lack of visual information. Although, presence can
compensate for visual information, it cannot verify identity and build trust
because people are separated from their words and actions.

Trust is an issue that people need to establish between themselves, and
programmers need to consider how to integrate trust in their software
designs. For e-business and online dating, people need to be able to trust
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the person that they are corresponding with. Friedman e a/. (2000: 40) state:
“Perhaps the greatest difference between trust online and in other contexts
is that when online, we have more difficulty (sometimes to the point of
tutility) of reasonably assessing the potential harm and good will of others.”
To address the issue of online trust, multidisciplinary researchers want to
create technology that accounts for human values in the design process. A
number of interface researchers have been addressing the issue of trust in
the online experience (Cassell and Bickmore, 2000; Shneiderman, 2000).
From the social perspective, Uslaner (2000: 63—64) observed:

People who mistrust others fear the Net as much as they accept all sorts
of other conspiracy theories we might see on the X Files. They worry
about their privacy generally and about the security of their medical
records and the risk of downloading viruses in particular. Trusters
view the Internet as more benign. Trusting people believe they can
control the world and have faith that science will solve their problems
and the Net is another tool giving them leverage over their world.

His research revealed that the internet is very much like the physical world.
“Children develop trust in others by learning from and emulating their
parents, not from what they (don’t) see on television or online” (Uslaner,
2000: 64). The idea of trust that we develop as children tends to determine
how much we trust people in later life. People need to be able to connect
with others and establish a feeling of trust before a reciprocal and mean-
ingful relationship can be established. In mediated contexts, establishing
methods for developing trust in relationships is both a technological and
social concern.

The many directions in which messages flow in social media can support
the building of meaningful relationships and collaboration. The multidirec-
tional flow of messages contributes to collaborative work between people
around the globe, such as the development of Linux and the outsourcing
of global services. In addition to connecting people together around the
world, various social computing tools focus on aspects of conditions of
attendance in terms of local geographic space. Services, such as Face-
book, Friendster, and MySpace enable people to connect locally or across
distances. For instance, some college students use Facebook to organize
parties on their campus, while others use it as a way to meet students on
different campuses. “Students can also add their course schedules to their
profiles, allowing them to browse the people in their classes” (Majmudar,
2005: E4). Thus, Facebook can be used to facilitate meeting people in a
specific geographic location, which is why it is so popular with students
on campuses. It is the one-to-one communication between people that is
most appealing to individuals because that communication can be with
someone next door or thousands of miles away.
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Time and space biases are characteristics to be examined in social
media contexts. Geographic location is a factor in social media design. For
instance, technologies are being developed that place geographic locators in
cell phones. When you are in the close proximity of a cell phone buddy, the
phone will beep you and you can arrange to meet. Dodgeball and England’s
Playtxt are mobile social-networking services (called MoSoSos) that connect
nearby people who have subscribed to the service. Playtxt connects people
together based on similar interests. Dodgeball enables users to find old
friends and meet new ones. Social media is not just computing; it includes
cell phones, personal digital assistants, the development of peer-to-peer
networking, and file sharing (see Ito e al., 2005; Rheingold, 2002).

The peet-to-peer sharing of information and mobilization of people
illustrates a subversive aspect that is inherent in network design. The ability
to easily share and distribute files and information is a new technolog-
ical feature that could have profound political and social influences. For
example, music file sharing impacts on the copyright laws in the United
States. On a business level, peet-to-peer activities could alter social business
practices (see Friedman, 2005). Eric Raymond (1999: 29) suggested that
“Linux is subversive. Who would have thought even five years ago [1991]
that a world-class operating system could coalesce as if by magic out of
the part-time hacking of several thousand developers scattered all over the
planet, connected only by the tenuous strands of the Internet?” Linux is
an example of how distributed computing can be used to solve a problem.
While participating in the project, social capital was also gained as people
developed business contacts and interpersonal friendships with each other.

Peer-to-peer (P2P) networks enable people to communicate in multiple
directions across time and space. In P2P networks, “the computer of each
end user only connects to the computers of nearby peers, which them-
selves are connected to other computers, and so on, to form a dynamic,
truly centreless network” (Svensson & Bannister, 2004: 2). P2P networking
tends to foster the development of groups of individuals and the forma-
tion of online communities. Burnett (2004: 148) states:

Wireless P2P devices, such as PDAs and cellphones, are part of a
growing movement that involves everything from text messaging to
the transfer of photographs and video images. These devices will
enhance another characteristic of P2P communities, which is the
spontaneous desire to meet like-minded people and build communi-
ties while moving from one location to another.

Peer-to-peer networks help to build social capital and online communi-
ties in new and unique ways. “Much of what happens in the P2P world
is unpredictable, which is part of its allure. The technology that comes
close to the duplication of P2P networks is the telephone. Unlike tele-
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phones, P2P communications can spread, grow and redefine the meaning
of community. In fact, I would make the claim the P2P is a disruptive
technology” because it alters common assumptions about how technology
is used (Burnett, 2004: 164). For instance a number of researchers (Adar
& Huberman, 2000; Carmichael, 2003; Svensson & Bannister, 2004) have
examined P2P networks and deviant behavior, such as illegal file sharing
and network virus attacks. A political bias embedded in the technology is
its ability to directly connect individuals together across national bound-
aries. This is a shift from controlling individual behavior through mass
media messages to the self-organizing of individuals through interper-
sonal communication. As described by Beniger (1987), the impact of
mass media on behavior could be reversed by the interpersonal sharing of
messages between people in CMC contexts.

The interpersonal sharing of resources and ideas contributes to the
building of social capital. Social capital is a research focus for some CMC
researchers (Hampton & Wellman, 2001; Kavanaugh & Patterson, 2001;
Wellman ¢z afl., 2001). Hampton and Wellman (2001: 477) argue that
“community is best seen as a network—not as a local group. We are not
members of a society that operates in little boxes, dealing only with fellow
members of the few groups to which we belong: at home, in our neigh-
borhood, in our workplaces, in cyberspace.” An individual’s social network
includes kinship, friendship, neighbors, and work ties. People maintain
these social ties through multiple mediated options, including telephone,
mail, fax, email, discussion groups, and instant messaging.

According to Wellman ez a/. (2001), social capital includes three aspects:
the building of network capital or the relations with family, friends, and
co-workers; participatory capital or the involvement in voluntary organiza-
tions and politics; and community commitment, a strong attitude toward
community and the willingness to mobilize their social capital. Building and
mobilizing social capital is both local and global. A number of authors have
examined how networks can be used to organize members of local commu-
nities into face-to-face interaction (see Horn, 1998; Rheingold, 1993; Schuler,
1996). Or people can globally share their personal thoughts through blogs.

Probably the most well-known social media tool is the weblog. A weblog
(also known as a blog) is a personal website that offers frequently updated
observations, news headlines, commentary, recommended links and/or
diary entries, generally organized chronologically (Werbach, 2001: 21). Blogs
change media content by doing two things. First, they enable individuals to
have a voice in the media. Blogs can be a form of participatory journalism
that is shared on a global level. As a result, mass media news is no longer the
only type of authorial voice that is commenting on current events. Second,
blogs are connected together through social networks. Social networks
foster the formation of new types of electronic communities that share
information together.
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A goal of blogs is to present a personal point of view in a global village.
Bloggers with similar interests will link their sites together into blog-
ging communities. Blogging tools bring people together across time and
space. On the opposite side of the spectrum, adding buddy lists and loca-
tion tools to cell phones enables cell phone users to meet up and physi-
cally interact with friends in face-to-face contexts. For example, Ito e a/.
(2005) explore the social use of cell phones in Japanese life. Thus, social
computing directly deals with changing notions of conditions of attend-
ance and how people can communicate and interact across distances and
in face-to-face interpersonal relationships.

The sensory bias of computer networks, which extend our nervous
system into a global embrace, contributes to our changing notions about
real and perceptual space. Because people can now communicate across
distances, conditions of attendance in mediated contexts are different
from face-to-face situations. Symbolically, people now interact in a percep-
tual space, often referred to as “cyberspace,” instead of a physical one.
Thus, the CMC context is abstract and open to interpretation or misinter-
pretation. This possibility adds a new level of abstraction to the process
of understanding messages in mediated contexts, also raising issues about
self-presentation and trust. Interpersonal communicators need to envision
mental models of their communication contexts to better understand the
words being exchanged (see Licklider & Taylor, 1968).

Changing conditions of attendance also alter social behaviors and this is
a Faustian Bargain. Separation of people from words leads to the building
of social capital as well as socially destructive deviant behavior, such as
identity theft and flaming. On a social level, someone can flame another
party without having to physically face the wrath of the other person.
However, separating people from their actions also contributes to the
technology’s political bias. National borders no longer bind individuals.
Networking technologies reach beyond national borders to enable people
to self-organize around local or global political interests and issues. Thus,
by examining the directional, spatial, social, and political biases embedded
in social media, interpersonal communication scholars can better under-
stand how the shift from face-to-face to mediated communication envi-
ronments can influence the ways in which people interact. Moreover, this
shift raises new technological factors and social issues that need to be
considered when conducting interpersonal research.

Conclusion

A basic media ecological analysis of CMC and social networking reveals
that embedded in the technology is a political bias of self-organization
and self-expression, which is not possible with mass media. This bias
is illustrated with the phenomenon of blogging and the application of
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P2P networking in the solving of problems. The ability of individuals to
express themselves on the internet changes the nature of media content.
Much of the content shared through the internet is interpersonal rather
than mass messages. Socially, networks bring people together who are
geographically dispersed. New types of relationships are formed, while
older relationships can be maintained by using social media tools. Thus,
the internet supports the maintenance of established relationships and the
development of new ones.

Symbolically, computer networks introduce a new level of abstraction and
representation to the interpersonal communication process. People must
now perceive the contexts and spaces in which they communicate instead
of seeing the physical location. Our extension of the nervous system into
a global embrace is a perceptual rather than a physical one, raising issues
of identity and trust. We bridge space with our minds rather than with our
bodies. And changes in conditions of attendance are probably the most
profound influence of CMC media environments on people and culture.

As new types of social media environments emerge, interpersonal
scholars are going to need to think about incorporating these contexts
into their research agendas. Now, with the introduction of social software
tools and the widespread use of the internet to support the exchange of
human interactions, interpersonal research is needed to better understand
how CMC contexts and social media technologies can be integrated into
the traditional study of interpersonal communication.

One way to understand these profound technological changes is to apply
a media ecological framework to the study of CMC and social media. As
previously stated, the internet as a communication technology changes
media content from mass to individual messages. Its political bias enables
people to individually connect outside the control of organizations and
national borders. The ways in which CMC changes conditions of attend-
ance can be used to build social capital or enable people to engage in
deviant behavior. Although, this is a result of a social bias in CMC and
social media that is facilitated by the technologies, the bias does not deter-
mine our future. How new social media tools are used in socializing and the
support of interpersonal communication will depend upon the societies
in which they are developed and utilized. Or the social bias embedded in
these tools could lead to the formation of a new global culture that crosses
all national and geographic boundaries where internet access is available.
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Chapter 3

Machines as mediators

The challenge of technology for
interpersonal communication theory
and research

Melanie D. Polkosky

In the past several years, we have become inundated with sleek, futuristic
technologies that allow us to communicate more often from our places
of work, homes, and everywhere in between. Communication technolo-
gies have become an important and prevalent means of social interac-
tion that may be difficult, impossible, unavailable, or perhaps just more
cumbersome through more traditional means. These technologies have
impacted on our daily interactions with others and promise to do so for
years to come.

Consider a recent business trip: I searched for and found my tickets on
an internet webpage. A few days later when I called the airline, I spoke to
an automated speech system, which confirmed my flight time and gate
number. On the day of my flight, I received a text message on my cell
phone alerting me that my flight was on time; when I arrived at the airport,
I checked in and printed my boarding pass at a touch screen kiosk. After
clearing security, I distractedly waited at the crowded gate, listening to the
cacophony of people talking on their cell phones or fidgeting with their
personal digital assistants (PDAs). Disturbing my hope of quiet contem-
plation, one man conspicuously and repeatedly yelled into his cell phone
that his brother should definitely meet him at the apartment, not at the
house, later that evening. Upon settling into my cramped seat on the plane,
I heard about the safety features of my airline from a seties of attendants
shown on a small television screen. Aside from a couple of anonymous
strangers who smiled at or briefly greeted me, my entire travel experi-
ence could have included no direct, face-to-face conversation with another
human until I mentioned my beverage choice to a flight attendant.

Previous mediated interpersonal communication
research

Despite its ubiquitous presence in our everyday lives, technology as a whole
has had relatively limited attention in the interpersonal communication
field. A brief review of journals for the period 1985 to 2004 suggests that
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communication research has had minimal penetration by technology-based
studies. The broad keywords “technology” and “computer” retrieved
only 6 percent of total articles published in Human Communication Research,
Communication Theory, Communication Research, Journal of Communication, and
Journal of Langnage and Social Psychology during the past two decades. A
search of Personality and Social Psychology Revien, Personality and Social Psychology
Bulletin, and Journal of Personality and Social Psychology showed a similar limited
retrieval of articles, although behavioral science publications generally
increased their inclusion of computer-mediated communication in the late
1990s. Nonetheless, communication researchers do show interest in these
areas, as evidenced by a number of recent journal publications (Bonito,
2003; Cornelius & Boos, 2003; Lee, 2004; Lee & Nass, 2002; Lin, 2003;
Ramirez ez al., 2002; Tidwell & Walther, 2002).

The inconsistency between our daily communication experiences and
communication as reflected in academic scholarship may make us pause
to consider the future of interpersonal communication. Communication
technology hasn’t been a significant part of the field’s past and is only
modestly represented in our present. Why is technology an important
focus for future interpersonal communication researchers? What might
it teach us that our past research has not yet illuminated? How do we
know if our current constructs and assumptions will adapt to the changes
brought by increasingly sophisticated and subdiscipline-straddling forms
of communication? By considering the emerging and ubiquitous area of
communication technology, interpersonal communication may embrace
new lines of future research, application, and practice.

Why study communication technology?

A review of issues in communication technology suggests it is an impor-
tant topic of study that could complement, inform, utilize, and even lead
interpersonal communication research in the coming years. Current defi-
nitions and theoretical models of interpersonal communication, typically
developed long before the advent of chat, talking machines, cell phones,
and intelligent bots, are not adequate to encompass the central concerns
of applied research and practice with various technologies. However, the
challenge to communication researchers is that these technologies further
complicate an already complex subject. As in other experimental behav-
ioral sciences, the goal of the researcher is to advance our understanding
of communication behavior and its general laws through empirical
research (Wickens & Hollands, 2000). In contrast, the applied researcher
or practitioner has a problem-focused goal: to engineer working commu-
nication systems that take advantage of users’ communication, social,
and emotional abilities and accommodate their limitations (Hassenzahl,
2001; Norman, 2003; Wickens e7 al., 1998). Research and applied work
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have a symbiotic relationship: The research literature offers a rationale
for practical design decisions and applied problems offer the next genera-
tion of research questions.

To the unacquainted, engineering communicative systems may seem to
be primarily a technological endeavor, concerned with networks, wires,
hardware, algorithms, and programmer’s code. However, because such
systems are designed for and used by people, applied work is also grounded
in human behavior. Successful usage of these systems requires a sophisti-
cated understanding of how they impinge on the dynamic process of intet-
personal interaction. In addition to a deep understanding of cognitive and
mental functions (Hollnagel & Woods, 1999: 222), applied practitioners are
modeling and designing for interpersonal interaction, using technology as
a partner or as a medium of communication. Brennen (1998) argues that
“transporting models from social and cognitive psychology to electronic
communication and embodying such models in software has the potential
to bring additional clarity and pragmatism to these fields.”

The present review introduces three specialized disciplines that are
concerned with interpersonal communication and technology. However,
these forms of communication technology complicate an already complex
topic and challenge the construct of interpersonal communication itself.
I address three major challenges technology poses for interpersonal
research, then turn to consideration of several ways that technology may
be embraced within our scholarship to support and expand the relevance
of our field for the future.

What is communication technology?

Communication technology encompasses a broad, diverse set of hard-
ware and software products that resist simple categorization. However,
applied behavioral researchers and practitioners have defined three highly
specialized disciplines that, like interpersonal communication itself, are
concerned with meaning exchange and relationship management between
two (or more) partners (Beebe 7 al., 2002; DeVito, 2004). Each discipline
brings unique applied problems but the three areas are also bound to
each other and more traditional areas of interpersonal research by their
common interests in social interaction and communication.

The majority of empirical work has been conducted with communi-
cation technologies that serve as the medium of communication: These
types of technology enable human partners to converse. Known collec-
tively as computer-mediated communication (CMC) ot felecommunication (Fussell
& Benimotft, 1995; Spears et al., 2001), technologies that allow human-
human communication include the now familiar forms of email, chat,
video conferencing, instant messaging, telephone, and cellular phone
(Barnes, 2003; Fussell & Benimoft, 1995; Storck & Sproull, 1995; Walther,
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1996, 1997). These technologies may disrupt or obscure nonverbal and
extralinguistic communication, an issue that has been the focus of applied
research and social-psychological theory development to date (for a review,
see Barnes, 2003, or Spears e/ al., 2001).

CMC has broad applicability to relationship management (Rabby &
Walther, 2003). Researchers have explored a variety of relationships facili-
tated through CMC, including teacher-student (McComb, 1994), student-
student (Lipponen ¢t al., 2003; Smith ¢ al., 2003), therapist-client (Peterson
& Beck, 2003), as well as relationships between co-workers (Coovert &
Thompson, 2001; Thompson & Coovert, 2002), and romantic partners
(Nice & Katzev, 1998). In general, the findings have indicated that self-
and other-perception are impacted by CMC (Spears 7 al., 2001). Despite
recognition of this technology as a relationship enabler, the concern that
CMC may have negative affective and social outcomes on users has been
an undercurrent in the literature (Bargh & McKenna, 2004; Caplan, 2003;
Kraut ez al., 1998).

Augmentative and alternative communication (AAC) is “the transdis-
ciplinary field that uses a variety of symbols, strategies, and techniques to
assist people who are unable to meet their communication needs through
natural speech and/or writing” (Lloyd ¢# al., 1997). AAC strategies often
include various technologies, including forms of telecommunication and
computer-mediated communication, as well as non-technology-based
interventions including sign language, facial expression, and gesturing
(Lloyd et al., 1997). Like CMC, AAC interventions provide a means of
communication between the user and his or her partners. This field is
concerned with the application of interventions to improve the quality
of life and social access for individuals with a range of complex disa-
bilities, including cerebral palsy, amyotrophic lateral sclerosis, mental
retardation, autism, and traumatic brain injury. AAC interventions often
provide a system of communication that depends on the specific skills
and needs of the individual: for example, a communication system may
consist of natural speech, gestures, facial expression, and vocalization
in the home environment, and use of other developed communication
strategies (e.g., synthetic speech output device, communication board) in
less familiar environments. Additional instruction and support is usually
provided to teach the user and his or her partners how to adapt to the
effects of their mediated interaction.

Also similar to CMC, AAC research has explored how the tech-
nology affects its users’ relationships, such as those among co-workers
(McNaughton ef al., 2003) and peers (Clarke & Kirton, 2003). However,
a larger focus has been on the inclusion and participation of individuals
who use AAC in social environments such as school (Kent-Walsh & Light,
2003; Trudeau e al., 2003). AAC research is focused largely on empirically
validating its outcomes for users, having emerged from anecdotal clinical
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findings that these interventions were successful with individuals who had
not benefited from traditional speech therapy (Lloyd e7 al., 1997).

In contrast to these technologies, speech user interface (SUI) systems
replace a human partner in conversational exchanges. In business applica-
tions, when speech interfaces are used to provide customer service, they
generally replace a human customer service representative or operatof.
Like some technology-based AAC systems, speech interfaces may use
speech recognition to understand a human user’s utterances and synthetic speech
to respond. Alternatively, SUIs may use speech recognition for compre-
hension and the recorded utterances of a professional human voice to
respond back to the user (Balentine & Morgan, 1999; Kotelly, 2003). An
important aspect of SUI design is the persona of an interface, or its social
cues conveyed through voice and linguistic characteristics (Kotelly, 2003).
At the present time, most commercially deployed speech interfaces gener-
ally do not provide significant visual input to the user, but they do allow
unlimited access between business and its customers via the common
telephone or other wireless technologies, such as cellular phone (Balentine
& Morgan, 1999; Rust & Kannan, 2002). In their broadest sense, speech
interfaces may be combined with robotics, talking faces, and other visual
interfaces (Bailly ez a/., 2003; Severinson-Eklundh ez a/., 2003; Watanabe ef
al., 2004). Functions that are currently handled by speech user interfaces
include banking and financial transactions, information retrieval, airline
reservations, stock and mutual fund inquiries, directory assistance, and
other relatively simple, predictable, or constrained customer service intet-
actions (Balentine & Morgan, 1999).

SUIs atre part of the burgeoning trend toward technological forms of
service delivery known as e-service (Rust & Kannan, 2002). Speech intet-
faces are specifically thought to improve customer-business relationships,
specifically increasing customer satisfaction and loyalty, over other types
of self-service technologies, such as webpage or touch-tone applications
(Kotelly, 2001). Although the relationships addressed by SUI systems are
more specific and less intimate than those typically targeted by CMC and
AAC systems, the businesses that implement SUI systems view them as
a mechanism of customer relationship management and an extension of
their corporate brand.

These three fields, despite apparent differences, have much in common
with each other and with interpersonal communication. They are each
grounded in a common concern with user-technology interaction, specifi-
cally aspects of social-communicative interaction. They each are concerned
with the characteristics of a communicative interaction that build a rela-
tionship and cause it to be viewed favorably, as well as those user and inter-
action characteristics that lead to communicative breakdown or failure,
thereby preventing a relationship from being formed or causing it to dete-
riorate. All three fields recognize that although technology is included in
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communication, at least one human partner is needed in a communicative
system. From the needs, abilities, and limitations of the human partner(s)
flow the requirements of the technology component of the communica-
tive system. Each discipline views technology as an enabler, not the point,
of social interaction with others. As such, communicative system design is
derived from human cognitive, communicative, motor, and social skills and
limitations, with additional constraints imposed by the technology itself.
The central concern of these disciplines is the optimization of social-
communicative dialogue for the human user, regardless of the specific
technology involved in the interaction.

There are also several differences among the fields. While CMC and SUI
systems have been primarily involved with individuals who make up the
largest proportion of the distribution of human skills, AAC is concerned
with a more specialized population. Thus, deriving general laws of commu-
nication may be more challenging in AAC because individual manifesta-
tions of impairment may make the resulting communicative system and
its technology component unique to its user. However, AAC interven-
tions may be generalized within specific disorder populations (e.g., autism,
aphasia) or age groups (e.g., preschoolers) (Beukelman & Mirenda, 1998;
Lloyd ez al., 1997). Another difference in these forms of technology use
concerns the apparent “repeatability” of dialogue: Because ACC and SUI
systems may use a constricted set of messages, dialogues involving these
systems may be somewhat inflexible or restricted in their ability to span
topics and use a somewhat stilted linguistic style. For this reason, commu-
nication breakdowns may be more cumbersome to resolve. The greatest
apparent contrast occurs between SUI systems and the other two fields.
However, in terms of a communicative system, an SUI simply replaces a
different subcomponent of a communication system than CMC or AAC
technology. The general process and laws of interaction are similar to
any form of interpersonal communication, regardless of which system
subcomponent technology occupies. SUI systems also seem different
from CMC or AAC because interaction with a machine may not appear
to be “interpersonal” at all, unlike mediated human-human interaction.
In this assumption lies one of the primary challenges of technology for
interpersonal communication.

Challenges to interpersonal communication

Technology opposes existing notions of interpersonal communication in
several ways. Many existing definitions of the construct imply: (1) both
interactants are human (persons); (2) interpersonal is a separable form of
communication, distinct from other types (e.g., mass, impersonal, intrapet-
sonal); and (3) the primary goal of communication is relationship building
or maintenance (Barnes, 2003; Beebe ¢f a/., 2002; Buber, 1970; DeVito,
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2004; Krauss & Fussell, 1996; Stamp, 1999). However, consideration of
communication technology suggests that it is these assumptions that may
prevent cross-pollination of traditional interpersonal communication
research and applied theory and practice in technology.

The personhood of the communicator

The first requirement of interpersonal interaction is the “personhood” of
both communicators. Although this issue is less problematic for human
interlocutors mediated by CMC and AAC systems, SUI systems may be
rejected as a form of interpersonal communication specifically because
they are not human. However, research is beginning to demonstrate that
humans do respond to speech technology in a humanlike fashion (Brennen,
1998; Lee & Nass, 2004; Nass & Lee, 2001; Sundar & Nass, 2000). A
parallel “lack of personhood” controversy has also occurred in non-human
animal research: Despite empirical demonstration of animal comprehen-
sion of symbolic language approaching that of human children (Kaminski
et al., 2004) and human perception of animals’ language comprehension
(Pongracz et al., 2001; Sims & Chin, 2002), the attribution of humanlike
mental states to animals remains a controversial and frequently rejected
explanation of findings (Schilhab, 2002; Wynne, 2004).

The notion that human users might perceive social characteristics in a
conversational computer is not new: Turing (1950: 442) proposed an imita-
tion test in which human interrogators question an obscured respondent
as an evaluative method for the “humanness” of computers. He stated:
“I believe that in about fifty years’ time it will be possible to programme
computers ... to make them play the imitation game so well that an average
interrogator will not have more than 70 per cent chance of making the right
identification after five minutes of questioning. The original question ‘Can
machines think?’ I believe to be too meaningless to deserve discussion.”
The Turing Test has promoted significant progress and controversy in the
field of artificial intelligence, yet has remained a gauge by which techno-
logical progress is still measured (Korukonda, 2003; Saygin e a/., 2000),
even though its implications are controversial (Adam & Hershberg, 2004;
Dresner, 2003; Hopgood, 2003; Kugel, 2004, Pinker, 2005). For Turing,
the essential question was not how specific behaviors were implemented
but what capabilities a machine must exhibit to reliably fool human perception.

Turing’s argument suggests that a minimum set of behaviors will result
in a perception of humanness. Speech and language cues are well known
to causally influence partner perceptions of both the traits (e.g., intelli-
gence, attractiveness, trustworthiness, friendliness) and mood of the
speaker (Apple & Hecht, 1982; Aronovitch, 1976; Berry ez al., 1997; Clark,
1996; Cosmides, 1983; DePaulo, 1992; Fussell & Krauss, 1992; Holtgraves,
2002; Kappas ez al., 1991; Krauss & Fussell, 1991; Krauss ez al, 1996;
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Murray & Arnot, 1993; Patterson, 2001; Wyer ¢7 al., 1995). Thus, humanlike
trait perception is the interpersonal effect of speech and language cues.
Research has indicated these judgments occur extremely rapidly (within
250 milliseconds), without willful control, and perceivers may be unaware
of the source of their judgments (Bargh & Ferguson, 2000). Taking these
findings a step farther, vocal cues may even causally induce a speaker’s
emotional state in a communicative partner, also without awareness by the
partner (Neumann & Strack, 2000).

Another strain of research suggests that behavior can have trait impli-
cations, suggesting that the mere presence of trait-relevant behavior like
speech and language elicits personality judgments in perceivers. This litera-
ture has shown that individuals spontaneously infer traits from behavior
(Catlston & Skowronski, 1994; Ham & Vonk, 2003; Winter & Uleman,
1984) and transfer these inferred traits to interaction partners (Skowronski
et al., 1998) or even to inanimate objects (Brown & Bassili, 2002). This
rapid, automatic (heuristic) processing of incoming social information is
thought to improve cognitive efficiency in humans by focusing attention
on some subset of the constant barrage of social cues with which we
must contend (Bargh & Ferguson, 2000; Fiske & Taylor, 1991; Wickens
& Hollands, 2000). In communication, the use of this type of heuristic
processing (i.e., judgments about a partnet’s characteristics) also is thought
to assist with rapid, effective message formulation and exchange (Bavelas
et al., 2000; Clark, 1996; Fussell & Krauss, 1992; Krauss & Fussell, 1991).

Thus, assumptions of “personhood” (i.e., speaker personality and
cognitive status) are elicited by the mere presence of speech and language
behavior. In many ways, social attributions of personhood are more a testa-
ment to our cognitive capacity for social pattern recognition than an overt
statement on the “personhood” of non-human communicators. In turn,
it is these attributions that prevent social perception and judgment from
exceeding our cognitive capacity and result in more efficient and effective
interactions. As Turing implied, the question of whether a communicator
is actually human becomes irrelevant, because he, she, or it demonstrates
communicative behavior that holds trait-implying properties.

Distinguishing interpersonal interaction as a unique
communication subtype

Almost two decades ago, Berger and Chaftee (1988) expressed consterna-
tion at the gulf between mass and interpersonal communication scholar-
ship and encouraged greater collaboration between these subdisciplines.
In 1991 (p. 112), Charles Berger lamented the state of theory-building in
communication as well as the continued fragmentation of its subdisciplines.
He predicted that “those who eagerly watch and wait for an Finstein-
like figure to appear on the scene, complete with The General Theory of
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Human Communication in hand, are very likely to be disappointed.” By
the end of the 1990s, O’Sullivan (1999) was describing the various ways
communication technology research was facilitating the synthesis of mass
and interpersonal communication, suggesting a significant improvement in
the state of the discipline. However, even in our most recent publications,
observers such Daryl Slack (2005: 6) still mourn the field’s fragmentation
by subdiscipline, “persistent loyalty overall to a model of transmission”,
and the existence of theoretical limitations.

Communication technologies do challenge arbitrary divisions among
subfields, especially when SUI systems are considered. Interaction with
SUI systems seems to have much in common with parasocial interaction
(Barnes, 2003; Giles, 2002), in that the behavior of both an SUI system
and media figure is typically scripted, often recorded for later playback, and
intended to appeal to a mass audience. However, in both cases, the inter-
actant’s behavior is largely spontaneous. He or she reacts to the behavioral
characteristics of the media figure or SUI system using an overlearned
repertoire of social-communicative cognitions and behaviors. In addi-
tion, the believability of the media figure and SUI system depends on the
sophistication of the writer/designer’s understanding of the character to
be created, the needs and values of the audience, and the skillful rendering
of behavior. SUI systems may also be considered very similar to intetr-
personal interactions mediated by AAC or CMC, in that the interaction
is dynamic, ephemeral, unique to each pair of interlocutors, and involves
turntaking, contingent behavior, and cooperation to achieve a social goal
(Clark, 1996). Thus, SUI systems seem to occupy a unique space on a
continuum bounded by mass communication on one side and interpersonal
communication on the other. O’Sullivan (1999: 580) alluded to the poor fit
of a categorical distinction between mass and interpersonal communica-
tion, asserting “in light of developments in communication technologies,
using criteria such as one-way versus two-way and large undifferentiated
audiences versus small numbers of familiar interactants ... are becoming
a less useful distinction.”

Interpersonal communication has also been contrasted with impersonal
communication (Beebe ¢z al., 2002), based on differential categorization of
the nature or quality of an interlocutor’s intention toward a partner that is
markedly different from that of an interpersonal one (Buber, 1970). Not
only does this distinction require unobservable insight into the cognitions
of a human communicator but it also does not account for recent findings
that suggest communicators may be largely unaware of their cognitions and
may have little or no insight into the causes of their own judgments about
their partner (Bargh & Ferguson, 2000; Brown & Bassili, 2002). Both of
these issues suggest that we cannot validly and reliably measure whether
communication is impersonal or interpersonal, which presents a decided
problem for empirical research to support this distinction. Interpersonal
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communication is also currently contrasted with zn#rapersonal communi-
cation, defined as “communication with yourself” or thinking (Beebe e7
al., 2002). However, technological advancements may also obscure this
apparent distinction as they provide direct access to brain functions (brain-
computer interfaces) for communication with others (Neuper ¢z a/., 2003)
and other intrapersonal tasks (Curran e al., 2004; Scherer e7 al., 2004).

Non-relationship building social goals of
communicative interaction

Finally, technology confronts the notion that relationship building and
maintenance is the singular goal of interpersonal interaction. Other theo-
retical approaches to conversation assert that any communication is a form
of goal-directed social behavior:

language can also be viewed as a tool, a tool that is used for accom-
plishing particular ends. To use language is to perform an action, and
it is a meaningful action, with consequences for the speaker, hearer,
and the conversation of which it is a part. This is a very different view
of language. To understand meaning there must be a speaker. And
context is critical. What a speaker means with an utterance (what he
intends to accomplish) can only be derived with some reference to a
context.

Holtgraves, 2002: 5

In this sense, language is the interpersonal means for accomplishing a
particular goal in a defined social context. Language use necessarily implies
social intent (Austin, 1962; Grice, 1975; Seatle, 1969; Holtgraves, 2002).

Some researchers have suggested that communication is a means to any
social goal, not just those concerned with relationships. As a framework
for designing effective AAC systems, Light (1988) proposed four purposes
of communication: transfer of information, communication of needs and
wants, social closeness, and social etiquette. However, other social goals
such as power and self-esteem maintenance may be based on a funda-
mental need for belongingness (Baumeister & Leary, 1995).

Regardless of the specific goals of communicators, it seems that any
communication with another entity is interpersonal, even mundane intet-
actions undertaken in the course of daily life. Along this line of reasoning,
Mohr and Bitner (1991) argued that individual differences including
background similarity, interaction frequency, script strength, number of
subscripts, experience with a complementary role, and goal compatibility
are independent variables that impact the roles and outcomes of interac-
tions. Accordingly, brief, ritualized, task-based interactions like customer
service interaction (Mohr & Bitner, 1991; Solomon ef a/., 1985) are likely
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to be markedly different than those in which intimacy, longevity, and deep
mutual knowledge are central characteristics. Snyder and Haugen (1994)
found that priming communicators to acquire a stable social impression,
ensure a smooth and pleasant interaction, or simply hold a conversation
caused them to elicit different behaviors from a partner during conversa-
tion. In brief interactions in which getting to know a partner accurately
is not a goal at all or would interfere with the primary goal of the inter-
action, it seems intuitively reasonable that the cognitive, affective, and
behavioral outcomes of interaction would differ from interactions that
enable a relationship. Walther (1997) found that expectation of future
interaction did influence affective outcomes and effort in student groups
communicating via CMC. This data may be interpreted as suggesting that
when individuals view partners as integral to completing a task (similar
goals), more positive interaction outcomes occur. Conversely, when goal
achievement is thought not to require partners, more negative outcomes
result (Wicklund & Steins, 1996). If utilitarian, short duration, task-based
interactions between two humans are not a mainstay of interpersonal
communication research, the replacement of one partner by a speaking
technology will further challenge the bounds of interactivity deemed
interpersonal.

Embracing technology in mediated interpersonal
communication

Some researchers might assert that inclusion of technology in interpet-
sonal communication research threatens the very foundation of the field.
In contrast, technology has the potential to open our definitions and
expand our research so that it becomes even more relevant and repre-
sentative of the broad range of interactions we participate in every day.
Pausing again on the vignette at the opening of this chapter, the commo-
nality across my travel interactions, whether they took place with another
person, with a technology, or via technology, is that they all made use
of my social-communicative cognitions and behaviors. For interpersonal
communication research to include the most modern and emerging forms
of communication, researchers must embrace new communicative part-
ners, interaction types, theories, and methods. In this section, I offer a
preliminary view of a future for interpersonal communication that will
encompass communication technologies.

Expanding the sample of interpersonal interaction participants

A vitally important step toward increasing applied research is the adoption
of a broader definition of the potential range of interactants involved
in interpersonal communication. Instead of specifically requiring people,
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a new definition may be based on the cordinating communicative roles of
interlocutors. If we begin to highlight the use of observable communicative
behavior (both behavior that is conventionally interpreted as communica-
tive as well as idiosyncratic behaviors interpreted by at least one partner as
communicative) instead of an abstract notion of personhood, our research
samples will be broadened to include not only communicative partners
with conventional symbolic communication but those with developing,
non-human, and non-conventional skills (e.g., presymbolic, impaired). By
defining interpersonal communication as consisting of two interactants
in coordinating speaking and listening roles, researchers will have greater
flexibility to study meaning exchange in a broader variety of ways than just
between two similarly skilled humans. Instead, we will facilitate research
with communicative pairs composed of two equivalently skilled part-
ners, partners with similar but non-equivalent skills (e.g,, individuals who
use AAC-typical speakers, adult-child), and partners with very dissimilar
communicative skills (e.g., SUI system-user, animal-human). Ultimately,
this strategy for defining partners will give our empirical findings greater
generalizability, eliminating the range restriction inherent in studies that
only utilize individuals employing “typical” communication.

In addition to improved generalization of findings, we will be able to
understand the skill and competence thresholds that make interpersonal
interaction possible, satisfying, and successful. The interaction between
a communicator’s skills and the mode of communication also may be
systematically explored. Light (1989) suggested mediated communication
may require new forms of communicative competence beyond those types
necessary for traditional forms of human-human interaction. She argued
that competence:

is predicated on knowledge, judgment, and skill in four areas: linguistic
competence, operational competence, social competence, and stra-
tegic competence. The former two competencies (linguistic and opet-
ational) reflect knowledge and skills in tool use, while the latter two
competencies (social and strategic) reflect functional knowledge and
judgment in interaction. These four areas are interrelated and attain-
ment of communicative competence is dependent on the mastery and
integration of skills in each of them.

Light, 1989

Strategic competence includes efforts by technology users to compen-
sate for the limited or conflicting social cues created by a specific commu-
nication mode and partner, as well as the ability of interlocutors to adapt
to novel communicative situations. Light (1989: 141) argued that strategi-
cally competent communicators “make the best of what they do know and
can do” (within restrictions), but there is very little empirical data to illu-
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minate the mechanisms that underlie such abilities. Thus, our research may
not illuminate the extent to which such variables as adaptation, coping,
social perception, and dialogue characteristics (e.g, turn exchange, pacing,
number of communicative breakdowns) play a role in the success and
affective outcomes of interpersonal exchanges.

A stream of research does support the use of a role-based definition of
communicative behavior, which is part of schema theory. A role schema
“is the cognitive structure that organizes one’s knowledge about ... [appro-
priate] behaviors expected of a person in a particular social position”
(Fiske & Taylor, 1991: 119). Within a communicative interaction, patt-
ners adopt both listener and speaker roles which may be influenced by
their social standing, power, and other more specific context-based vari-
ables (Baldwin, 1992; Glover, 1995). Bavelas ¢ a/. (2000) examined the
listener role in conversation and found that listeners are actively involved
in co-constructing messages with speakers instead of passively attending
to the message presented. In the case of technologies, role-appropriate
behaviors may be impacted by increased difficulty to provide feedback
and rapidly respond. Anecdotal information also suggests that when a
service-based SUI system uses an imperative or directive linguistic style,
users respond more negatively than when they utilize a polite style with
more passive voice constructions; a possible (but not empirically validated)
explanation may be that the system has violated the role expectation of
customer service providers (Baydoun ef al., 2001; Cran, 1994; Holland &
Baird, 1968; Humphreys, 1996). Yagil (2001: 350) argued that:

a service provider’s assertive behavior might be interpreted by the
customer as reflecting a lack of respect; it may convey a degradation
of the customer’s status and thus lead to a general sense of dissatis-
faction with the service. On the other hand, the ingratiatory behavior
of the service provider, which is deliberately designed to please the
customer, grants the customer a respectable status, enhances his or
her self-esteem, and consequently results in satisfaction.

Thus, variations in use of role-appropriate behaviors may causally influ-
ence both the success of mediated social-communicative tasks and affec-
tive responses to the interaction.

Enhancing the range of interaction types

In addition to a broader range of interactants, our research should also
include more mundane, everyday communicative encounters in addition
to those interactions in which participants have an expectation of long-
term intimacy. Human service encounters have been studied as a basis
for interactions with service-based SUI systems (Polkosky, 2005). The
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outcomes of these types of brief, ritualized encounter may be influenced
more heavily by our internal expectations about how the encounter should
proceed and the partner’s adherence to a prescribed role than other types
of interpersonal events. These simple interactions are also likely to be
candidates for automation with intelligent and speaking technologies or
mediated with CMC because they help reduce the costs associated with
communication. If we identify the variables that enable efficient or expect-
ancy-consistent communication, it is likely we may also more effectively
design technologies that are easier and more pleasurable to use.

Schema theory also offers a theoretical rationale for including more
mundane interactions in our literature. Abelson (1981) defined a script as
a set of expectations that influence and organize information processing
during common events; simultaneously, it is also a sequenced set of behav-
iors with specific eliciting contexts and entry criteria. The most familiar
example of a script is the restaurant script, which includes expectations
about the sequence of events that occur during a meal in a restaurant (e.g.,
ordering, obtaining food, paying, and leaving), role expectations for the
waiter, and sequence rules specifying the order of behaviors (e.g., order
before paying) (Fiske & Taylor, 1991). However, conversation itself is
also a script (Glover, 1995), with roles for the participants and a set of
sequenced behaviors such as greeting, turntaking, closing, mutual coop-
eration to participate in message exchange (contributions), and repair of
communicative breakdowns (Berger, 2001; Clark & Shaefer, 1989; Sacks
et al., 1974; Schegloff, 1968; Schegloff et al., 1977; Schegloff & Sacks,
1973). Two examples of expectation-based design of SUI systems exist in
the literature: Bernsen, e a/. (1996) developed guidelines for designing a
prototype conversational system that they observed were similar to Grice’s
(1975) maxims of conversational expectations and Saygin and Cicekli
(2002) found that conversational violation of the Gricean maxims revealed
a human versus computer partnet.

Applying constructs of interpersonal communication

New theoretical and empirical theories are also an important means of
expanding the boundaries of the field to encompass new forms of social
interaction. To adequately describe the complex processes of commu-
nication, especially those that involve technology, we must continue to
develop new theoretical frameworks and apply existing findings to new,
technology-related problems.

As an example of a new approach to technology systems, Polkosky
(2005) recently developed a framework for service quality provided by
SUI systems, based on previous literature concerned with conversational
expectations (Grice, 1975; Holtgraves, 2002), the role of speech in social
impression formation (Kappas ¢# al, 1991; Murray & Arnot, 1993), the
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usability of speech technology (Bernsen ef al., 1996; Saygin & Cicekli,
2002), and the social behavior of human customer service (Solomon ¢z al.,
1985). Using principal components analysis, Polkosky (2005) showed that
four factors are involved in perceptions of SUI systems: (1) User Goal
Orientation, or the extent to which a system caters to the uset’s needs
efficiently and promotes a sense of affiliation; (2) Speech Characteristics,
or the pleasantness and naturalness of the system’s voice; (3) Verbosity,
or the talkativeness of the system; and (4) Customer Service Behavior, or
the extent to which the system’s behavior is similar to the expectations of
human service providers (see Table 3.1).

In addition, the four factors were each significantly correlated with
customer satisfaction (User Goal Orientation, » = 0.71; Speech Character-
istics, » = 0.43; Customer Service Behavior, » = 0.40; Verbosity, » = —0.20;
all ps<0.01), a major cognitive-affective outcome of such systems, although

Table 3.1 Four-factor framework of SUI service quality

User goal orientation

The system made me feel like | was in control.

The system gave me a good feeling about being a customer of this business.

| could find what | needed without any difficulty.

The system would help me be productive.

| could trust this system to work correctly.

| would be likely to use this system again.

| felt confident using this system.

The quality of this system made me want to remain a customer of this business.

ONONUT A WN —

Speech characteristics

I The system’s voice was pleasant.

2 The system’s voice sounded like people | hear on the radio or television.
3 The system’s voice sounded like a regular person.

4 The system’s voice sounded natural.

5  The system’s voice sounded enthusiastic or full of energy.

Customer service behavior
The system used terms | am familiar with.

|

2 The system used everyday words.

3 The system was organized and logical.

4 The system spoke at a pace that was easy to follow.
5  The system seemed polite.

6  The system seemed courteous.

7  The system seemed friendly.

8  The system seemed professional in its speaking style.
Verbosity

I The messages were repetitive.

2 The system gave me more details than | needed.

3 The system was too talkative.

4 | felt like | have to wait too long for the system to stop talking so | could say
something.
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User Goal Orientation alone best predicted satisfaction. This research indi-
cated the relevance of social-communicative theory and research to tech-
nology and further suggested that expectations associated with conversation,
customer service, interpersonal interaction, and other media forms (e.g.,
television, radio) have a role to play in judgments of SUI systems. The
four-factor framework has subsequently been applied in industrial settings
as both an operationalized definition of speech technology service quality
and usability, as well as an empirical measure for these systems.

Mediational causal modeling and theories of interpersonal
communication

Another way of developing new models of interpersonal communication
involves mediational causal modeling, a means of graphically depicting
explanatory theories and testing them using statistical techniques like meta-
analysis (Shadish, 1996). A number of linear, interactive, and transactional
explanatory models of interpersonal communication have been described
(Beebe ez al., 2002; DeVito, 2004; Wood, 2004), but the limitation of these
models for applied technology research is that they are not concerned
with the variables of specific interest for designing these technologies or
understanding how to improve their usage.

Figure 3.1 depicts an example of a mediational causal model that is
suggested by the previous literature and may provide a graphic repre-
sentation of at least some of the issues of central concern in applied
communication technology. In this model, two communication partners’
individual difference (e.g, gender, pitch range, loudness, communication/
social/cognitive skills, needs, expectations, etc.) and role vatiables are the
independent variables. If an SUI or other intelligent technology system
occupies one of the communicative roles, these variables might include
gender of the system voice, linguistic variables related to the script, and
use of synthetic speech or recorded human speech. The independent vari-
ables result in dialogue variables (a mediator) that, in turn, result in the
various outcomes of the interaction such as task success, partner percep-
tion, and affective responses. The model also shows communication mode
as a moderator (Chapanis ¢/ a/., 1972), assuming that the mode (e.g., chat,
telephone, email, face-to-face conversation, or auditory only, visual only,
or multiple sensory modes) causes a statistical interaction (Shadish, 1996).
Stated differently, the model assumes that the relationship between indi-
vidual differences of the partners and their dialogue is dependent on the
mode of communication.

This model suggests interrelationships among variables that have been
implied in the literature but not systematically explored. In many previous
empirical studies and theoretical models, individual difference variables
have often been assumed to have a direct causal relationship to commu-
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Communication mode

Initiator role and
individual difference —‘
y

variables

Cognitive/behavioral
outcomes

Partner role and
individual difference
variables

J Dialogue variables

Figure 3.1 Causal mediation model of communication

nication outcomes, such as partner perception, impression management,
and communicative success or efficiency (Bradac ez 4/, 2001; Cargile
et al., 1994; Lloyd et al., 1997; Patterson, 1996, 2001). The problem with
this approach for applied technology is that it ignores the critical linkage
between a communicator and the dialogue; thus, we are unable to ascer-
tain the skills required for dialogue, a critical issue in designing effec-
tive CMC, AAC, and SUI technologies. This issue recalls Turing’s (1951)
thought-provoking question about the minimum essential skills required
for humanlike communication. In addition, the model also suggests that
various dialogue variables cause the outcomes of communication. Identifi-
cation of the dialogue variables that are critical to a specific outcome (e.g.,
a positively perceived and successful interaction) is another critical linkage
of specific relevance for applied technology design that requires further
empirical investigation.

Communication technology as a methodology

The final way that interpersonal communication might embrace technology
is as amethodology. Because technology provides a method for building and
controlling interactions, it provides a new approach to executing research
in interpersonal communication. Kappas e a/. (1991: 220) observed that
synthetic speech has been utilized extensively in research on vocal emotion,
because it allows “complete control over every acoustic parameter” and
provides better internal validity than human speech. SUI systems are espe-
cially relevant as a methodological approach to interpersonal communica-
tion because variables of interest such as the system voice, message length
and style, use of pausing, and metacommunication can be systematically
varied among different user interfaces while the technology itself provides
experimental control for other nuisance variables. Similarly, varying types
of CMC or AAC may allow the applied researcher to compare dialogue
and outcome variables. Anecdotal (and personal) information suggests



Machines as mediators 51

that building such systems provides designers with a profound new appre-
ciation of the complexity and sophistication of interpersonal communica-
tion. James Bradac provided a communication researcher’s glimpse into
the reality of his own aided communication:

conversation is a series of short monologues in which the user
expresses ideas and emotions through semantic and syntactic aspects
of language exclusively.... expression is relatively impoverished as
a result of the inability to control phonology and temporal aspects
of discourse. I now really appreciate the flexibility and efficiency of
typical conversations. Still, using this computer system is almost infi-
nitely better than remaining inevitably and constantly silent, a situa-
tion that must have been forced on some 17th-century counterpart of
mine unable to benefit from 20th-century technology.

1998: 5

The future of communication is already a significant presence in our
everyday lives. It exists in the form of ultra thin, gleaming cell phones,
machines that talk to us, video-conferencing and chat interfaces that make
physical distance seem like a thing of the past. Over the next horizon, tech-
nology will bring us robot companions, direct access to our brain impulses,
and a host of incredible innovations that we cannot even imagine in the
early twenty-first century. Communication technologies hold the promise
of uniting people. For researchers and practitioners, they give us a means
of modeling human communication, critically examining our scholarship,
and examining variable relationships in new ways. As O’Sullivan (1999)
suggested, communication technology may well be the innovation that
unifies and broadens our discipline as well.
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Chapter 4

Self as source

Agency and customization in
interactive media

S. Shyam Sundar

In a world of iPod and myYahoo, it appears as though communication
technologies exist primarily to celebrate the individual rather than to bridge
geographical distances or overcome physical barriers. What do new and
emergent media technologies really add to the world of human communica-
tion? Are they simply meeting human need for information, entertainment,
and social contact in a mediated setting or are they extending, as McLuhan
(1964) claimed, our communicative abilities in space and time? In the brief
history of computers and the internet, technology has advanced so rapidly
that they have called into question fundamental assumptions about the
nature of both interpersonal and mass communication.

Traditional forms of computer-mediated communication (CMC) such
as chatrooms have given way to newer technologies such as blogs, which
challenge once-sacred distinctions between interpersonal, group, and
mass communication. Blogs are at once deeply personal in that they are
one’s diary or journal, often catering to a small group of commenters
and lurkers, but they are shared, without access restrictions for the most
part, with the rest of the world, making them, in principle, an example of
mass communication on the web. Electronic mail, one of the oldest CMC
devices, has undergone several modifications over the years, including
the addition of synchronicity with the arrival of instant messaging (IM)
and the ability to expand interpersonal to group communication with
the aid of listserv and even to mass communication, as in spam. The
ever-changing functionality of communication technologies persuades
us, as scholars, to move away from an object-centered approach to the
study of technology to a variable-centered one (Nass & Mason, 1990).
It is less meaningful to study the uses and effects of any one particular
CMC technology than to study variables that are embedded in—and cut
across—several CMC technologies because technologies themselves die
or metamorphose by incorporating newer features and affordances. Vari-
ables, on the other hand, exist to a lesser or greater degree across different
technologies, thus allowing us to systematically assess their contribution
to human communication. Moreover, their effects may be studied in their
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own terms without need to compare them to an ideal that would exist
independent of the technology.

The ftf fallacy

A paradigmatic orthodoxy pervades the study of mediated interpersonal
communication, particularly CMC, and that is the preoccupation with face-
to-face (ftf) communication. Short ez a/. (19706) set the agenda and Kiesler
et al. (1984) framed it for us: Ftf is the gold standard, and all CMC inno-
vations, situations, and devices are to be measured against this standard.
While this has provided an ideal toward which designers can strive, it has
curtailed the development of criterion variables for measuring similari-
ties and differences across different CMC scenarios. The degree to which
a given CMC scenario approximates ftf is a monolithic measure, and a
strong reliance on it runs the dual danger of: (1) subsuming important
variables that might contribute in complex ways to achieving the approxi-
mation; and (2) overlooking other indicators of CMC efficacy.

For example, let’s say the addition of audiovisual modalities to CMC
vastly enhances its ability to approximate ftf, but modality as a variable is
unlikely to be studied on its own, in all its richness. Instead, it will most
probably be investigated for the degree to which it does or does not filter
out cues in keeping with the cues-filtered-out perspective (Culnan &
Markus, 1987) or the rate at which it can convey task-related and social
information (Walther, 1992). Such a perspective is primarily concerned
with modality as an affordance that results in certain communicative proc-
esses and outcomes (Burgoon ¢z a/., 2002), but not as an independent tech-
nological artifact in and of itself. To illustrate, this is like approaching the
study of television by carefully examining how the variables embedded
in television technology (audiovisual modality, screen size, etc.) serve to
enhance or diminish mediated experience of a real-life event as compared
to experiencing it live. As we know, mass communication scholars seldom
worry about the communicative difference between watching a sporting
event in a stadium and a live broadcast of that event on TV. Instead, they
treat television as a distinct symbol system whose structural features have
certain effects on viewers’ thoughts, emotions, and behaviors (e.g., Reeves
& Anderson, 1991). The degree to which these features helps make the
televised content similar to its real-life equivalent is largely irrelevant to
the study of its effects. Being unmindful of this consideration enables
media-effects researchers to examine all technological variables that have
effects rather than only those that serve to enhance the medium’s approxi-
mation of real life. More importantly, while examining any single variable
such as modality, the emphasis is on attempting a comprehensive under-
standing of the psychological effects of each value of that variable (text,
text+audio, etc.) regardless of its contribution to the transparency of the
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mediated experience. Furthermore, new values of that variable unique to
the technology are fair game for exploration. For example, in studying
web-based CMC interfaces, modality may include new values such as
animation, pop-ups, download speed, and emoticons, which may not have
any real-life equivalents or traditional media counterparts. Studying these
solely to examine their contribution to the approximation of CMC to ftf
is both limiting and somewhat inappropriate.

In this day and age of hyperpersonal communication (Walther, 1996),
given the ability of technologies to facilitate communications which are far
richer when mediated than in person, Ftf may no longer be the ideal for
CMC. Indeed, studies have shown CMC outstripping ftf on performance-
related measures (e.g, Burgoon e# al., 2002). The efficacy of CMC obvi-
ously depends on the functional motives of the interactants. Based on
the purpose of the CMC interaction, users may expect a wide variety of
outcomes, ranging from task efficiency (e.g., Burgoon ez al., 2002) to affec-
tive intimacy (Hu ez a/, 2004), but these outcomes could be successfully
achieved without necessarily approximating ftf. In fact, in certain situa-
tions, it would be detrimental to aspire for ftf likeness, as in the case of
scheduling a meeting with a geographically dispersed group of people.
Sometimes, in order to achieve greater telepresence, such meetings are
arranged in a special video-conferencing facility with large displays and
voice-sensitive cameras. While this may give participants a greater sense
of being co-present with their distant partners during the course of the
meeting, the expense and the effort involved in going to the special facility
are likely to diminish the overall efficiency of such virtual meetings. If task
efficiency is the crucial criterion variable, then that could be achieved by all
participants staying in their respective offices and conducting the meeting
via computers, using webcams if need be. While this would certainly
diminish the sense of “being there,” it most likely will enhance the overall
efficiency of the CMC transaction. The real gains achieved here pertain to
cost and time savings from cutting down on travel arrangements, efficien-
cies obtained by minimizing disruption of office routine, and so on. These
have nothing to do with approximating ftf; indeed they have something
to gain by minimizing likeness to ftf. Often, simple text-based CMC is far
more effective than visually resplendent CMC, not just for task efficiency
but also for promoting sociability and trust among other social judgments
(Burgoon e al., 2002). Even in the media equation literature, which cata-
logs the human tendency to treat computers and televisions as real people,
Nass and colleagues have long argued that media richness is unnecessary
for eliciting social attributions to communication technologies (Reeves &
Nass, 1996; Nass & Moon, 2000).

All this raises the question: If approximating ftf is not the key, what
then are the indicators of CMC efficacy? Let’s consider the example of
two classic CMC devices for interpersonal interaction—email and instant
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messaging. How do these two differ? Email is asynchronous while IM is
real time. That is the primary difference. Does this mean IM is more inter-
active, based on Steuer’s (1992) definition? Is interactivity the key indicator
of CMC efficacy? Let’s consider two examples of CMC devices for group
communication—chatrooms and blogs. Chatrooms allow for greater real
time or interactive communication, but blogs are cleatly far more satistying
to bloggers, given their recent dramatic proliferation. Blogs are indexed by
search engines (Slavinsky & Glass, 2004), do not require formal member-
ships or logins, provide for private as well as public posting of messages,
maintain a searchable database archiving all the posts, feature a variety of
options for threading of messages, act as repositories of references to
news stories and other online sources, and offer a communal atmosphere
for sharing of information and experiences (e.g., Scott, 2004). Are any of
these relevant variables? Do these features all serve to make blogs more
attractiver If so, then what is the underlying concept? Is it navigability?
Do blogs offer greater navigation potential than chatrooms, is that it? But
navigability does not vary much between email and IM (in that users do
not typically engage in a whole lot of browsing while transacting via email
or IM), so it’s unlikely to be the crucial determinant of CMC efficacy.

Agency is key

If it’s not modality, interactivity or navigability, then what is it that makes
one CMC transaction “better” than another? The one variable that comes
closest to a litmus test is agency. Agency is the degree to which the self
feels that he/she is a relevant actor in the CMC situation. This means
that it is the extent of manipulability afforded by the interface to assert
one’s influence over the nature and course of the interaction. IM certainly
offers a more immediate sense of control to the user, an amplified version
of the phenomenon of “caller hegemony” (Hopper, 1992) discussed in
the telephone literature. And blogs, by serving as a public showcase for
one’s private thoughts and experiences, offer far greater agency to blog-
gers than any chatroom ever can. Indeed, the history of mass communi-
cation technology is one of increasing personalization of media, wherein
the user is made to feel less and less like a passive receiver and more like a
participant. Narrowcasting of messages and targeting audience members
have been theorized as leading to a greater sense of community, even if
somewhat disingenuously (Beniger, 1987). On the flip side, depersonaliza-
tion in group CMC settings has been associated with deindividuation and
a decreased sense of personal accountability (Spearts ef al., 2002).

When mass media resort to tailoring messages, they essentially
imitate—or spuriously create the feel of—interpersonal communication.
Conceptually, this means making each audience member feel like they
are an audience of one, that the message is directed specifically at them.
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Recent technological developments have vastly advanced the scope of
such personalization of otherwise mass-produced messages by allowing
receivers to make a priori specifications of the kinds of message they
would like to receive. “Customization,” as it’s called, is now rampant in all
domains of computer-based activities, from specifying the color of one’s
desktop to altering the nature of bells and whistles on one’s IM interface
to specifying what kinds of information one receives on a regular basis
through their portal website. In explicating the concept of customiza-
tion, Kalyanaraman and Sundar (2006) stress the importance of the indi-
vidual user as opposed to a well-defined database of homogenous users.
Customization allows each and every user to be unique and distinct.

Psychologically, what does customization mean for the user? Petty ¢ al.
(2002) suggest that the real appeal of a customized message lies in its
reference to some aspect of one’s self, be it the specificity of message
content, the consonance between its emotional tone and one’s personality,
or its ability to cater to specific cognitive needs and processing styles. They
base user preference for customization on the general principle of ego-
defensiveness and egocentric construal of the interaction (see also Petty ez
al., 2000). Given this, it’s easy to understand the appeal of interactive media.
Whether it is a medium devoted to mass communication (e.g., web portals)
or interpersonal communication (e.g;, instant messaging) or group commu-
nication (e.g., bulletin boards), greater interactivity allows for greater asset-
tion of one’s presence, by being able to steer the communication around
one’s felt needs and wants, likes and dislikes.

When self becomes the source

The crux of the individualization in customized messages lies not so
much in the importance of the self as receiver (because that is merely
targeting, which has been around for a long time in traditional media), but
the self as sender or source. When the system allows the self to serve as
the source of messages, the communication becomes truly interpersonal.
A simple example: Imagine a speaker addressing a roomful of receivers,
as in a classroom lecture. This ftf interaction becomes richly interpersonal
only when an individual receiver raises his/her hand, asks a question, and
receives a unique response customized to his/her need (articulated by
way of the question). At this point, the receiver in question is engaged
in interpersonal communication with the speaker where previously he/
she was merely a recipient of mass communication by the speaker. Such
a facility to obtain an individualized piece of information in an otherwise
mass-mediated flow of messages lies at the heart of customization. The
key aspect is the specification by the user of the exact nature of indi-
vidualization desired. This is where the receiver becomes the source of
communication.
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In their typology of online sources, Sundar and Nass (2001) argued that,
in addition to the traditional sender of communication (“visible sources”),
the medium (“technological source”) and the recipients (“receiver sources”
can also be construed as sources in the online realm. The last mentioned
was classified further, based on the level of analysis, as “audience as source”
and “self as source,” referring respectively to receivers as a collective and as
individual users.

It must be noted that the sense in which the concept of “source” is
used here is consistent with the use of the term by source credibility
researchers from the early days of social-psychological work on persua-
sion and attitude change. (It is however different from the journalistic
conception of source, which refers to the actual person originating a piece
of information, often the person quoted in a news story, for example.)
In investigating attitude change as a function of source credibility, social
psychologists operationalized high and low credibility sources at the level
of gatekeepers—newspaper, magazine, columnist, and so on.

It is heuristically appealing to consider gatekeepers as sources, especially
in the context of web portals. For portals, and indeed all interfaces that
offer customization, involve opening and closing gates, so to speak. In
rudimentary terms, customization simply means choosing from among
a set of options. The layout of most web portals features a set of square
boxes on the screen, and the user can: (1) determine what a given box is
about (e.g., horoscopes, football news, weather); and (2) specity a priori
certain aspects of that content category that are of personal interest (e.g.,
horoscope information only for certain star signs, news only about certain
favorite football teams or leagues, and weather information for only certain
geographic locations of personal significance). The greater the freedom
afforded by the interface to specify the gates, the greater the customiza-
tion. For example, the beta version of Google News features an option to
customize the page by allowing the user to choose an edition (US., UK.,
India, and so on) and one or more sections from a given edition (e.g.,
Business, Sci/Tech, Sports). Both the edition and the section are chosen
from pull-down menus, which means the universe of selection is limited
and preset by Google News. For that reason, this is somewhat lower in
customization compared to the feature that allows users to add a “custom
section” by punching in keywords of their own. This Google feature allows
the user to bypass traditional newspaper sections such as Sports, Business,
Entertainment and World News, and enter their own idiosyncratic news
category (say, “Beauty Contests” or “Libel Lawsuits” if you are interested
in following news stories about beauty pageants and lawsuits pertaining
to defamation). This is truly individualized news consumption, and there-
fore represents the height of customization. If one were to simply visit
the Google News site and read the news of the day (or the moment, as
it were), then the source is a technological one—the algorithm that scans
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news leads and assembles the page based on criteria such as recency and
number of news outlets reporting the story. But once the user begins to
specify news categories and sections, the site becomes a veritable portal
and transfers the onus of gatekeeping to the individual receiver, thus
making him or her the source.

Self-as-source has powerful psychological appeal it seems, given: (1) the
marketplace success of customizable products; and (2) the widespread
diffusion of technologies (e.g, blogs) and sites (e.g., Wikipedia) that
allow—indeed depend on—users to provide information. Cleatly, there is
something seductive about serving as a source, be it as a gatekeeper or as
information provider.

The theoretical implications of such a move towards “self as source”
may be explored from two perspectives—technological and psycholog-
ical. The source is a fundamental element in any conception of human
communication (Sundar & Nass, 2000, 2001), but the ability to imbue
sourcing to users is an artifact of recent technological developments in
the area of customization. In particular, it is a direct consequence of inter-
activity afforded by the interface. As Kalyanaraman and Sundar (2000)
demonstrated, perceived interactivity significantly mediated the relation-
ship between customization level and attitudes towards web portals.

Technological implications of self as source

Although the locus of interactivity is the message, with the level of contin-
gency or interdependence between message exchanges being the key
determinant (Sundar e al., 2003; Burgoon ef al., 2002), it is more useful to
conceptualize interactivity as a source, rather than message, feature for the
purpose of understanding customization. As a source feature, interactivity
is the degree to which the user can assert his or her agency in the interac-
tion (Sundar, 2007). In an HCI (human-computer interaction) setting, it
is the degree to which the system or interface allows the user to modify
or create content. In a CMC setting, it is the degree to which the forum
allows the user to influence the course and content of the interaction. The
full potential of interactivity is reached when the user perceives himself or
herself as the source of mediated content, although this is no guarantee of
positive content evaluations.

Sundar and Nass (2001) experimentally created one such condition in
the context of online news by providing participants with an interface that
ostensibly allowed them to choose their own news stories for consumption
from a menu of headlines. However, they liked the news stories less and
rated them as being of lower quality and newsworthiness than participants
in another condition who read the same stories but were told that other
users of the online news service had collectively chosen the news stories.
Clearly, this condition offers lesser agency to the individual user than the
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self-as-source condition, yet the content evaluations were more positive.
How can we reconcile such a finding with the generally monotonic asso-
ciations between level of customization and attitudes toward site, i.e., the
greater customization, the more positive the attitudes toward the portals
(Kalyanaraman & Sundar, 2006)? Sundar (2007) contends that greater
interactivity simply breeds more involvement, focusing greater user atten-
tion on content. This means a more rigorous appraisal of content, which
explains the somewhat negative content evaluations in the self-as-source
condition in the Sundar and Nass (2001) experiment because the stories
chosen were generally mediocre, meant not to evoke any strong emotions.
We may interpret this also as providing greater agency to the user: Height-
ened interactivity not only affords higher potential for customization vis-
a-vis content selection but also offers more intimate contact with content,
thus resulting in closer scrutiny. This serves to imbue the user with a higher
sense of authority and control over the communication.

The me-ness fostered by interactivity as a source feature is also evident
in CMC situations. For example, blogging has rapidly surpassed message
boards and other, more egalitarian forums of group-level and interper-
sonal communication because blogs represent the epitome of self-as-
source. Instant messaging is often preferred over email because of its
ability to allow the user to initiate immediate contact and obtain an instan-
taneous response from one’s communication partner. More broadly, inter-
activity allows for a heightened assertion of self, both to oneself as well
as communicating to others the core identity of oneself. The ability to use
emoticons in an IM exchange, for example, allows for an enhanced asser-
tion of one’s identity.

Mediated content at all levels can be “sourced” at the individual user
level with the aid of interactive devices for customization. Even the iPod
phenomenon is an example of “self-as-source” because interactive features
pertaining to music downloading have virtually eliminated gatekeepers
(like radio DJs or even record store displays for that matter) from the
decision-making cycle of purchasing songs. The customization available
is so powerful that users can choose specific songs or tracks and create
their own albums of songs without regard for how the artists recorded or
packaged them.

Atan extreme point, interactivity as a source feature eschews the need for
gatekeeping and essentially reduces the massness of mass communication
by creating unique individual experiences of mediated content. Communi-
cation receivers (be it oneself or collectively as a community) assume the
role of “sources” thus turning an otherwise mass-mediated communication
into group-level or interpersonal communication. For example, many news-
papers showcase the most emailed stories of the day, thus letting the users as
a collective determine the newsworthiness of stories. On e-commerce sites,
it’s common to see other users’ opinions and experiences with a particular
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product, thus setting the stage for direct communications between and
among users with little or no gatekeeping from the site itself. Even though
the venue is one of mass communication, the interactive features allow
for rich dialogues at the group and interpersonal levels. In some ways, we
may think of interactivity as an HCI affordance that allows for CMC in its
ideal form. After making a purchase, when I go to the e-commerce site and
fill out a comment field, it is still HCI. But the moment my comment is
published on the site and viewed by others, with room for others to add to
it, then it becomes CMC. Ontologically then, the “self-as-source” concep-
tualization turns many sacred technological distinctions (such as HCI vs.
CMC, Interpersonal vs. Mass Communication, and Sender vs. Receiver) on
their heads because interactivity in the form of customization has largely
rendered these distinctions meaningless.

Psychological implications of self as source

The psychological significance of “self as source” is evident in almost
every facet of human communication research, particulatly extant work
on the effects of online interactive agents. Let’s consider papers presented
at a CAT (Communication and Technology) session entitled “Avatars and
Embodied Agents” at the 2005 ICA (International Communication Asso-
ciation) conference. As the title suggests, all four papers in the session
addressed, at some level, the broad notion of agency, along the way
demonstrating the psychological appeal of self as source, even though
none of the authors articulated its importance in so many words or drew
implications for the concept of agency as such.

In their experiments about human-robot interaction, Jung and Lee
(2005) showed that physical embodiment, combined with tactile interac-
tion, is key to inducing positive evaluations of interaction with an agent.
So, the crux of agency here is not simply a question of embodiment or
imitation of human form but the ability of the user to interact with the
agent. Therefore, interactivity is key, but interactivity as a source feature,
not as a message attribute, underscoring the need for self to be in control
of the interaction. The fact that lonely people in their experiment showed
more positive social responses than nonlonely people implies even more
agency in the hands of the user. Otherwise, we would not find individual
differences making a difference in this study.

In Bailenson and Yee’s (2005) study about immersive virtual reality, each
participant interacted with an embodied artificial intelligent agent that
either mimicked the participant’s head movements at a four-second delay
or utilized prerecorded movements of another participant as it presented
an argument. The experiment found that mimicking agents were more
persuasive and liked more than nonmimickers even though participants
were unable to explicitly detect the mimic. The authors claimed that this
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is the first time that social influence effects have been documented with a
nonhuman, nonverbal mimicker. Such a “digital chameleon” effect implies
psychological assignment of agency to intelligent agents by study partici-
pants, but more importantly, highlights the importance of the self in inter-
preting the quality of user-agent interaction. For, it is the self that is being
mimicked. As a study limitation, the authors point out that mimicry is
confounded with contingency and wonder which one is a better explana-
tion for the agent’s positive social influence. Given that contingency is
a necessary condition for mimicry, we may never be able to satisfacto-
rily parse out their relative influence on the dependent variables, but they
both underscore the importance of self in determining the course of the
interaction. Therefore, the most parsimonious explanation pertains to the
psychological importance of self as source. While mimicry is the system
imitating the self, contingency refers to the system obeying the self.

In investigating the influence of anthropomorphic agents on attitudes
toward websites, Nan ez a/. (2005) found that the positive impact of agents
was mediated by viewers’ emotional responses, but not the perceived
credibility of the website. So, the key is in how the agent makes the user
teel, not the halo effect surrounding the agent. This is yet another demon-
stration of the locus of the effect residing in the user, not the agent. As a
uset, your emotional responses to the agent dictate your attitudes toward
the site, not the reputation of the site. Therefore, self is the real source in
this example of human-website interaction.

Chung (2005) took a step back from interaction considerations and
attempted to predict the purchasing behavior of avatar-related products.
He found that the Technology Acceptance Model was superior to the
Theory of Reasoned Action and the Theory of Planned Behavior in
explaining undergraduate students’ purchase of avatar-related products.
As expected, typical usability and diffusion-of-innovations variables such
as perceived usefulness and perceived ease of use were most predictive of
avatar purchase. (Note that both these are extremely self-centered vari-
ables.) Contrary to the researcher’s expectation however, peer group’s
subjective norm did not predict avatar use intention. This is probably
unique to avatar adoption. One’s avatar is so intimately connected to one’s
own self-image that peer group is probably not even remotely psychologi-
cally relevant. Avatar is all about self-representation and self-presentation.
Its adoption is in effect a formal declaration of the self as source of
communication.

All of these different strands of evidence from different programs of
research, and increasingly most other technology work presented in the
HCI and CMC literature, lead us to believe that customization (or the
ability for the user to be a source in the chain of communication) is indeed
the most seductive aspect of digital media. It’s not simply interactivity,
navigability, or modality, but the realization of one’s agency in the generation
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and dissemination of mediated content. To the extent the user is able to
see his or her own self in the interface and/or the content generated via
that interface, it leads to a satisfying interaction.

Ultimately, self-as-source is psychologically powerful for three reasons:

1 It offers a vehicle for the user to assert his/her identity, via content
and/or one’s role in the interaction, signifying the superiotity of the
user, which can be ego-gratifying

2 Related to this is the cognizance of the receiver (or, more generally, the
“audience”) for the user’s content (either “published” as on a personal
homepage or posted as in the case of a bulletin board), with larger
audiences imbuing a greater sense of the importance of one’s agency

3 The creation of new content undetlies the “sourceness” implied by the
self-as-source conceptualization. In some venues on the web, the most
that a user can do is serve as a gatekeeper (e.g., portals), but in others
(e.g., blogs), there’s a true opportunity to create new content based on
original accumulation of related content obtained from different parts
of the web. Likewise, in CMC, the degree to which the user is enabled
to generate new content is the degree to which personal agency is
evident in the interaction.

These psychological benefits form the core of our conceptualization of
“self as source.” They are made possible (or amplified) by developments
in communication technologies in the areas of interactivity, modality, and
navigability. The principle of contingency (Rafaeli, 1988) that character-
izes the variable of interactivity emphasizes the importance of system
responsiveness to user input. The sensory richness offered by various
values of the modality variable (especially video and audio) offers a richer
manifestation of agency for the user. And the promise of an idiosyncratic
experience makes the navigability variable an ideal vehicle for asserting
one’s agency.

Agency model of customization

From the preceding discussion, an Agency Model of Customization
might be proposed, featuring technological variables such as Interactivity,
Modality, and Navigability as antecedents, which, via vastly different theo-
retical mechanisms, contribute to the key mediator of perceived agency
or “self as source,” en route to predicting psychological outcomes such as
cognitive, affective, and behavioral responses (see Figure 4.1).

As Sundar ez al. (2003) have elaborated, interactivity may be conceptual-
ized under the functional view as a set of affordances facilitating a rich
dialogue between the user and the system either for the sake of inter-
acting with the system (HCI) or for conducting an interaction with another
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Figure 4.1 Agency model of customization

person (CMC). It may also be conceptualized under the contingency view
as contributing to a series of interdependent messages threaded together
in a sequence. Both types of interactivity serve to imbue the user with
greater “sourceness,” thus leading to greater engagement with the content
of the interaction. Modality may contribute to the feeling of “self as
source” by sensorially enriching the environment (thereby heightening the
sense of “being there”) as in virtual reality systems and/or by allowing
differential levels of richness in self presentation and self representation
through the system (for example, web users these days have a choice of
modalities such as text, graphic, picture, animation, audio, and video by
which to present themselves in cyberspace). Likewise, navigability of the
interface also promotes the notion of “self as source” by allowing for indi-
vidualized exploration of the system and/or its functions (as in the case of
customized portals) as well as affording a variety of interaction modalities,
ranging from textual to spatial to tactile. All these mechanisms are appli-
cable both to HCI and CMC and, unlike traditional CMC research, they do
not focus on limitations imposed by the technology (e.g., cuelessness) but
rather on affordances offered by it. By encouraging the feeling of self as
source, technological variables such as interactivity, modality, and naviga-
bility serve to inculcate a greater sense of agency in the user that can have
direct effects on his or her cognitive, affective, and behavioral responses.
In addition, the content of the interaction itself can have direct psycholog-
ical effects, but the more interesting consideration would be the interactive
effect of agency and content upon user cognitions, affect, and behaviors.
However, that requires an advanced understanding of the main effects of
agency and content upon the psychological outcome variables in the first
place. Fifty years of media-effects research has already documented a wide
array of content effects, but the psychological impact of agency is yet to
be systematically addressed.

To begin with, we could safely propose that a sense of agency will focus
greater attentional effort on content, thereby amplifying one’s experience
of the content and its effects. Sundar (2007) demonstrates that interactivity
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as a source feature eventually results in greater engagement with message
content. The involvement with content generated as a result of the sense
of agency felt by the user in the interaction is likely to have psychological
consequences, particularly in the area of cognitive activity. User involve-
ment in the message has long been recognized by dual-process theorists
(e.g., Chaiken, 1987) as a key determinant of the nature and depth of
information processing. When users are involved, they engage with the
content effortfully, resulting in informed attitudes and decisions that are
more stable than when they form judgments based on heuristics or mental
shortcuts. The egocentric nature of “self as source” is more likely there-
fore to engender systematic, rather than heuristic, processing of the inter-
action, be it HCI or CMC.

To the extent the interface makes salient the idea that the user himself
or herself is the source, it encourages cognitive involvement as discussed
above. In addition, it also serves to shape users’ affective responses and
attitudes toward the interaction. Postmodernists have long argued that the
internet fundamentally challenges the notion of a well-defined and inner-
directed self by allowing internet users and dwellers to constantly experi-
ment with their identities (e.g., Turkle, 1995). Studies on self-presentation
via personal homepages on the web implicitly stress the ability of internet-
based technologies to allow users the luxury of carefully creating and
revising their public persona or identity (e.g., Dominick, 1999), and experi-
mental evidence suggests that one’s true-self concept is more accessible in
memory during internet interactions while one’s actual-self is more evident
in face-to-face interactions (Bargh ¢z al., 2002), with the former being more
effective in communicating one’s true identity, leading to more accurate
impression-formation, among other positive outcomes. Therefore, when
self is the source, the ability to consciously project one’s identity is particu-
larly pronounced, resulting in a highly egocentric construal—and hence
a positive appraisal—of one’s role in online interactions. More generally,
such a preoccupation with one’s identity is more likely than not to have an
influence on one’s affect and attitudes during and after the interaction.

Given that personal agency is an integral aspect of American individu-
alism (Markus & Kitayama, 1991), the notion of self-as-source is in itself
intrinsically appealing to those who belong to individualistic rather than
collectivistic cultures. Beyond that, a sense of agency can be a powerful
motivator for action. Self-determination theorists, Ryan and Deci (2000),
have noted that across dozens of studies for intrinsic motivation to be
evident, it is not simply enough to have competence and self-efficacy but
a real sense of autonomy or at least an attribution of causality to oneself.
They have shown that when something is self-authored, it results in greater
vitality, persistence, creativity, and overall performance than when the
same thing is other-authored. Such intrinsic motivation deriving from (real
or perceived) self-determination could be a function of the increased level
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of internal (as opposed to external) locus of control (Rotter, 19606). It may
be recalled that the self-as-source conceptualization emerged in the first
place because online media, particularly their interactive ability, provided
users with an unprecedented range of choices. In fact, interactivity is often
defined in terms of choice (e.g,, Heeter, 1989). Choice in selection of
content, nature, and interactive partners is likely to imbue the user with
an enormous sense of control given that media have historically over
the centuries never come this close to acknowledging that the receiver is
active rather than passive. But personal choice is not always monotonically
related to a sense of control. Sometimes too much choice can be demoti-
vating because an overabundance of choices can lead to decision aversion.
For example, Iyengar and Lepper (2000) found that when the choice set
is limited rather than extensive, individuals are more likely to engage in
purchasing behaviors and report greater satistaction with their selections.
Personal choice is also less likely to be utilized by individuals who belong
to collectivistic cultures and hold an interdependent, rather than inde-
pendent, notion of self. Such individuals would rather have others, usually
relevant in-group members, exercise choice on their behalf “presumably
because it provides a greater opportunity to promote harmony and fulfill
the goal of belonging to the group” (Iyengar & Lepper, 1999: 363). Both
these instances of negative effects of personal choice illustrate the need
for individuals to be in control of the situation, even if it means giving up
on choice. Too many choices can increase cognitive dissonance and under-
mine a sense of personal control (Schwartz, 2000). Likewise, exercising
personal choice in an interdependent culture would be a risky proposition
at best and therefore a surefire way of losing control over one’s social
networks. So, the relevant dimension of self-as-source as a motivator of
behavior is not simply choice, but the feeling of being in control. In sum,
greater personal agency afforded by self-as-source can impact behaviors
by offering users a greater sense of control in the interaction.

The psychological effects of self-as-source outlined in the preceding
three paragraphs are merely illustrative. Although Figure 4.1 visually
depicts the mediators discussed above, the agency model of customiza-
tion does not specify that cognitive effects are necessarily mediated by
involvement or that affective and behavioral effects accrue only due to
the invocation of identity and control respectively. There could be many
additional theoretical mechanisms governing the ways in which self-as-
source affects cognitions, affect, and behaviors. The model simply claims
that imbuing the user with a sense of personal agency will have powerful
psychological effects cutting across thoughts, emotions, and actions, but
does not specify all those effects. The real focus of the model is on the
technological end—sways in which aspects of communication technologies
promote the sense of “self as source.”

Even then, this is only a tentative technological model with vast potential



72 S.Shyam Sundar

to add interface-related variables as well as theoretical mechanisms and
paths. In essence, a model that makes prominent the role of the self as
source of communication is crucial for attempting an academic under-
standing not only of recent technological developments such as social
networking, podcasting and blogging that thrive on showcasing/broad-
casting the user’s own self but also older communication technologies such
as email and websites that allow for rich manifestation of one’s agency.

Future research pertaining to this model should: (1) identify more tech-
nological variables in CMC technologies that explain a significant portion
of the variance in the dependent variables; (2) explicate the conceptual
core of these variables in order to understand the various ways in which
they manifest themselves; (3) identify and specify theoretical mechanisms
by which the various technological variables cause a sense of agency in the
user; (4) delineate philosophical and psychological dimensions of “self
as source,” involving such related concepts as involvement, identity, and
control; (5) identify and specify theoretical mechanisms by which these
concepts help us understand the psychological importance of agency;
and (6) specify and test interaction hypotheses that explain the combined
effect of agency and content attributes upon the three classic species of
psychological dependent variables.

The basic structure of the model represents an argument that roughly
goes as follows: Technological variables embedded in media systems affect
the nature and psychology of our interactions with content as well as other
humans by essentially highlighting the importance of our own selves. How
exactly each of the various technological features enables the self to dictate
interactions is of course a key concern for future exploration, as is the
increasing psychological importance of agency evidenced by a dramatic
preference for customization in the marketplace. For the eventual, fully
developed model to be useful, however, it would have to explain a good
deal of the variance on the psychological outcomes of CMC and HCI.
This is why it is necessary to study the role of customization in altering
users’ conception of—and interaction with—the nature and content of
their communications.
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