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Preface

Globalisation of network and services is stimulating a new awareness about the role
of satellites and related applications. Even in case “becoming global” is “just” seen as
a convergence of technologies, it implies the effective exploitation of all components
(terrestrial, air and space-based) and media (wired, wireless) in a fully integrated
and, in perspective, seamless way to the end-users.

A new and important integration strategy concerns Navigation and Communications
architectures and services. The vision involves an “active” integration, proposing serv-
ices, applications, integrated business opportunity able to merge two worlds —
communications and navigation - that have been considered apart for years.

The 2006 Tyrrhenian International Workshop on Digital Communications (TIWDC'06)
was purposely devoted to the topic of Satellite Navigation and Communications Systems,
addressing specifically their integration in the satellite scenario.

TIWDC’06 offered to the international satellite navigation and communications
community an opportunity of exchanging results and perspectives towards the
implementation of the global integrated vision. The workshop activities have been
developed under the technical co-sponsorship umbrella of the TEEE AESS
(Aerospace and Electronic Systems Society) and the ComSoC (Communication
Society), that are gratefully acknowledged for their trust and support.

This volume, that gathers the contributions presented at TITWDC 06, includes the
state-of-the-art of system concepts, envisaged services and applications as well as
enabling technologies for future satellite integrated navigation and communications
systems. The contributions come from leading international experts and researchers in
the field.

Chapter 1 Trends of Communications and Navigation System Integration deals
with the vision of the integration concept, including dual use, based on current and
foreseen satellite systems.

Chapter 11 Navigation Satellite Technologies addresses the enabling technologies
for future navigation systems.

Chapter 111 Satellite Navigation: Perspectives and Applications describes the envis-
aged applications and proposals of new navigation services.

Chapter IV Advanced Satellite Communications Systems & Services deals with
architecture and technologies for near future communication systems.

Chapter V. Perspectives in Satellite Communications addresses the medium-to-
long-term trends in satellite communications.
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The Editors would like to express their sincere and grateful appreciation to the
session organisers, whose dedicated and enthusiastic effort has rendered the
TIWDC’06 an event of highly scientific value and importance, to the Technical
Programme Committee chair Prof. G. Galati and valuable members for their sup-
port and to all authors for their state-of-the-art contributions.

Finally, the Editors would also like to thank the members of the Organising
Committee for their highly appreciated and dedicated work, that gave a deep con-
tribution to the success of TIWDC’06.

Enrico Del Re
Marina Ruggieri
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Network Centric Operations:
The Role of Satellite Communications
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Abstract. Nowadays there are new common challenges and objectives for the
Defence and Security communities: new forms of conflicts, new players, new tasks,
augmented speed of technological innovation.

The NCO concept requires to implement the so called Network Enabled
Capabilities (NEC): this means to better exploit the different assets (already
operational or in acquisition) and to make them interoperable to allow an efficient
information exchange for the interconnection of every node (People, Weapons,
Sensor or C2) wherever located in the world. In this context, the SatCom segment
(e.g. the Italian Sicral System), represents a valuable asset and the adequate solution
to interconnect in a flexible manner the mentioned nodes.

Today, transparent repeaters, similar to the ones available on Sicrall satellite, are
available, with some limitations in terms of network flexibility and traffic handling.

The paper proposes the adoption, in the near future, of the Processed EHF/KA
Satellites (e.g. the Fidus Mission Satellite), and as long term solution, the Processed
and IP Routing EHF/KA Satellites, to implement flexible network configurations as
well as IP routing for maximum resource utilization; indeed the processing of the IP
packets on board, as usually performed by IP routers on ground, allows to better
support delay sensitive traffic and services.

1 Introduction and Aim

Plotting the future is always a taught duty, also because future is never waiting for
you and none has a crystal ball to avoid mistakes.

Nevertheless this is what a General Directorate of Ministry of Defence has to
manage, building it up consistently with plans made by NATO and allied nations,
taking into account international threats.

In plotting the future, we look around, catching news in technology and seeing what
others are doing, in order to identify the target and choose the road. The subject of
this paper is the Network Centric Operations and the satellite role.

The evolution represents an historical characteristic, and nowadays the changes
have characteristics of a revolution more than an evolution. The actual instability
period should continue and could be identified as an “instable transient”.

The current scenario represents a major modification of the old logic of the “cold
war” with the counter position of two major assets; globalisation is nowadays a key
word with a consequent revolution in the context of security concept.
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The causes of such revolution are not of military nature, but have to be searched
in the events that are changing the world and in their effects:

e The growing development gap between countries, that produces major differences
in prospective and expectations.

e The technology proliferation, especially information technology, that leads to
a “digital” division between those that have access to digital data and those that
do not.

e The globalisation and the general growing information interconnection, that are
levelling the world.

e Lastly, the loss of countries sovereign that evolves into two directions:

— The first, positive, that tries to modify the sovereign characteristics of countries
towards new kind of extra-national form of aggregation.

— The second, negative, that leads to difficulties in governance with frequently
dramatic consequences (such as ethnic-social-religious conflicts or terrorism).

These causes tend to form, on one side, an interconnected set (core) of countries
(having access to technology) that are active part in the globalisation process and,
on the other side, a residual “disconnected” and isolated part (gap), which have more
and more the perception of possible opportunities but less and less the possibility to
access them.

The first set includes: North America countries, European (founder and new)
countries, Russia, China, India and Australia.

The residual part includes: the Balkans and Persian Gulf areas, a part of Asia,
Korea, almost the entire Africa (with the exception of South Africa) the Centre-
Western part of South America.

It can be noticed that it is just on the border between the core and gap areas that
instability and crisis were more evident in the past. They are actually in progress and
are most probably to turn up in the future.

This border goes through the European-Asiatic continent, crossing strategic areas
of primary importance (due to the presence of energy sources) up to the Pacific
Ocean, affecting important sites for the maritime trade (see Fig. 1).

Faced with the causes that determine the revolution of the scenario and the
security globalisation, the courage to change drastically the security approach
is needed.

Fig. 1. World instability areas.
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Fig. 2. Synergic utilization of resources, capacity, methodology and instruments, matching the
World Instability Areas.

First of all, it has to be understood that the national government holds decreasing
power in favour of an increasing support to the international organization for a
multilateral approach.

Secondary, taking into account the characteristics of the risks, it has to be noticed
that the security concept can be viewed as a continuum, where internal and external
security are not separated.

Finally it shall be taken into account that the globalise security concept have to be
considered in its more general mean, going over the classic geostrategic one.

The deduction of what has been said is that multilateralism and internal — external
continuum, must be the founding elements for a new holistic approach, requiring
a synergic development and utilization of capacity, methodology and instruments
(see Fig. 2).

2 Requirements and Constraints

Nowadays there are new common challenges and objectives for Defence and
Security communities: new forms of conflicts, new players, new tasks, augmented
speed of technological innovation. The capability to conduct Network Centric
Operations (NCO) is considered the most appropriate solution, to respond to the
new challenges of the so called “Information Age” and the asymmetric conflicts.

The Network Centric Operations (NCO) concept requires to implement the so
called Network Enabled Capabilities (NEC). In a first phase this means to put
together different assets (already operational or in acquisition) and to make them
interoperable to allow an efficient information exchange. NCO allows to distribute
information only to “need to know” users and to delegate some decision to the very
last and remote organizational entity (fighting users).

These assets are usually classified in three different segments: Finders (sensors),
Deciders and Effectors, so making a 3D system (Detect-Decide-Destroy).

The Finders shall provide Intelligence, Surveillance, Target Acquisition and
Reconnaissance (ISTAR) information to the Deciders increasing the “situational
awareness’ .

The Deciders at all levels shall be connected with the Effectors by mean of inte-
grated Command and Control chain in order to speed up the sensor to operator
cycle (3D Cycle) and to increase the mission effectiveness.
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The space assets contribute to all these three segments and provide a very flexible
service.

Furthermore in a secure framework environments three main requirements have
to be highlighted:

e First of all the bandwidth, whose wideness cannot be chosen; it is simply required
as much bandwidth as technology makes available, and without any differences
among the needs of strategically, deployable or tactical network nor among
physical layers. That means same bandwidth on fiber optics as well on satellite
channels.

e The second requirement is the IPv6 convergence, as it seems to fit the multi-
services scenarios, allowing effective use of unique interface for all users, to serve
people and computers, communicating data and applications in national or multi-
national operational environments. That means the development of new software,
more collaborative applications and enabling the diffusion of Voice over IP, safe-
guarding the quality of service in the meanwhile keeping on using the existing
equipments and networks.

e Last but not least, there is a need for node switching which must be able to adapt
channel to information, which means they should be aware of the semantic
of data. As consequence an effective and shared tag information system has to
be settled.

That is enough to understand what we are looking for: a really new kind of equip-
ments, networks and systems, in which it will be impossible to distinguish between
computing and communicating: even the crypto functions will be implemented in the
same hardware and utilizing the same software which will replace the nowadays assets.

This kind of new assets (which will be the structure of the new world of informa-
tion called “info-structure”) will update what we use today and force us to revise the
systems already in service in order to define the new programs.

The implementation approach for a NATO Network Enabling Capability
(NNEC) is to build a Networking and Information Infrastructure as a “Federation
of Systems” (FoS) in services in different nations. In this way it is not required a
heavy NATO infrastructure. Assets from different countries will contribute for NII
(Networking and Information Infrastructure) remaining under autonomous control
of each nation. Of course this idea relays on trusted security and strong interoper-
ability. In this context the IP protocol results to be the most suitable to interconnect
heterogeneous networks and to support different services (telephony, multimedia
services) by means of various physical layers.

3 Evolution, Not Revolution

The replacement of existing network is really a serious matter, since we don’t have
yet the new equipments we need, whereas operation are every day performed and no
interruption is allowed.

Can you imagine how huge is to reengineer the set of sensors, decisors and
actuators that must be in such an infrastructure?
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How must they be changed? And what happens when we change one but not the
others? Even more which should change first? And what about the improvement we
look for?

And of course, there is a financial aspect that is not the least to be mentioned
among the constraints.

To find out the correct answer for transforming while operating, Italy decided to
have a national study done by Finmeccanica and to participate in conducting two
international feasibility studies, one in NATO and the other in EU context.

4 The Italian Milsatcom Programme

As regards the Italian MILSATCOM Programme, in the following it will be
described the architecture and some technical solutions implemented in the SICRAL
Project and the standards that have been adopted in order to grant interoperability
with Allied and Partner Nations.

4.1 “The Present”: The SICRAL 1 Project — Operational Effectiveness

The need for a military satellite communication system arose, in Italy, around the
end of the ‘80s. In a global scenario that rapidly evolved towards the radical changes
that were characteristic to the end of the past century, the requirement for the capa-
bility to have real time access to the information became more and more pressing.

In the above scenario, the need for an adequate C3 instrument was self-evident.
It had to be able to provide high levels of mobility, flexibility and deployability, and,
at the same time, to be robust, jam-resistant, reliable and performing.

Considering that the national industry was already in possession of the adequate
know-how and experience, it was considered that the time was ripe to provide the
Italian Armed Forces with such a capability. As a result, the SICRAL 1 satellite was
launched in 2001 and is now a reality (see Fig. 3).

Fig. 3. SICRAL 1 satellite.
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According to the military requirements, the primary mission of SICRAL is to pro-
vide communications for national Forces, both in real world operations and in exercises,
in particular when forces are deployed abroad. That function can also be extended to
allied or coalition forces involved in the same activities or for their national use.

In addition, it can provide communications in case of “Disaster Relief”, when
Armed Forces are called to intervene in areas where usual communication media are
jeopardized by natural phenomena, such as an earthquake or a flood.

As a secondary mission, the system can integrate the infrastructural communica-
tion networks, enhancing their capacity and providing a gap filler capability in case
of failure of the fixed networks.

The architecture was therefore designed as follows:

e A space segment, based on a spacecraft with a payload operating in UHF, SHF
and EHF bands, fitted with anti-jamming Satellite Control systems;
e A ground segment based on:

— Main Satellite Control Centre, protected against direct threats (Physical, elec-
tronic and nuclear) and configured to be easily improved, in order to perform
multi-satellite control functions;

— Network Management Centre, performing the configuration of satellite
services, acting, at the same time, as entry point to terrestrial networks;

— Back-up Satellite Control Centre;

— User terminals: fixed, transportable and mobile;

— An integrated logistic support component is completing the architecture.

The areas covered by the satellite change according to the band in use. UHF covers
the totality of the visible hemisphere, which means from the east coast of the US and
Brazil to the west coast of India, considering that the satellite’s position is 16°2 lon-
gitude East.

SHF fixed coverage is directed to the main areas of interest, such as Europe, the
Mediterranean and the Middle East, including the Red Sea and the Persian Gulf.
A mobile SHF spot, which can be directed wherever required in the visible hemisphere,
completes satellite fittings.

EHF coverage is limited to homeland and its proximities.

Ground terminals are, basically, of three different types: Fixed, Transportable and
Mobile.

Transportable terminals are composed by two shelters (one is for power supply)
and an antenna trailer. They can also be transported on aircraft and will operate in
EHF and SHF bands.

Mobile terminals are smaller in size and in performance. However, some installations,
such as SHF ship borne, can provide the same throughput of transportable terminals.

Such kind of equipments is installed on board ships (SHF and UHF), aircrafts
and vehicles (UHF).

In addition, the flexibility of the system is provided by man-pack terminals, oper-
ating in SHF and in UHF.

The system was designed in compliance with international and military standards,
as well as with NATO STANAG:S.
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4.2 “The Near Future”: “SICRAL 1 B” & NATO SATCOM Post 2000

ITtaly is participating in the NATO SATCOM Post 2000 project, managed by
the NATO C3 Agency acting as Host Nation on behalf of the Alliance, for
which a national contribution has been integrated in a Consortium together with
France and U.K., furnishing the required Capability in UHF and SHF through the
provision of Allocated Capacity from their SICRAL, SYRACUSE and SKYNET
satellites.

For such reason a new communication satellite called SICRAL 1B, to be launched
in the year 2007, has been conceived. SICRAL 1B is also a bridge between SICRAL
1 and SICRAL 2, the satellite that will replace the SICRAL 1, which is expected
to expire by 2011, at the end of its operational life. For the development of the
2nd SICRAL constellation satellite, SICRAL 1B, some consideration has been taken
into account, such as the need to exploit the investments already made within
SICRAL 1 project and the adoption of advanced technologies for flexible resource
management.

The Italian Defence intends to develop a self—sustained, from the financial point
of view, military SATCOM programme. The SICRAL 1 has some exceeding
resources that are currently made available to foreign Forces involved in multi-
national or allied operations and to allied Forces for their national use, producing
some incomes.

With SICRAL 1B, it will be possible to greatly increase the income, satisfying the
communication services required by NATO, in order to finance future development
programmes, as SICRAL 2.

Moreover, the new satellite SICRAL 1B, will take advantage of an existing space-
craft adapted to the new technical requirements, of the existing Italian Control and
Management Centres (Master and Back-up) and of the existing management organ-
ization and infrastructures.

The equipment has to comply with NATO STANAGSs and requirements. For such
purpose, anti-jamming and physical protection have to be taken into consideration
in accordance with NATO requirements.

With SicrallB therefore advantages and economics will be brought either to the
National and to the NATO programmes.

The main technical characteristics of SicrallB are the following:

High number of possible connections;
Interoperability with Allied users;

Security of Satellite Control system;

Security of communications and transmission.

The satellite is controlled by a fully redundant control system with 2 separate
Control Centres. The TT&C ( Tracking, Telemetry and Control) function is designed
to operate in EHF during the nominal lifetime operations and in S-band during the
launch, the LEOP (Launch and Early Orbit Phase) and the contingency lifetime
periods. The Command function is encrypted.

The orbital position is scheduled at 11.8 degrees East.
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4.3 “The Future”: SICRAL 2

The effectiveness of SICRAL 1 demonstrated that SATCOM is an absolutely essential
strategic asset.

However, even if outsourcing options might appear more cost-effective, it should
be acknowledged that military requirements call for peculiar systems, which should
be able to provide a high level of flexibility, which is currently not available on the
market.

Two simple considerations may provide a better clarification of the concept:

e Communications for highly mobile users, such as ships, aircraft and small patrol
units, can be provided only in UHF. However, UHF assets are not available on
commercial markets, although they can be provided on military satellites;

e Communications between ships in Enduring Freedom Operation and Italy
have been provided with a 1 Mbps trunk for ITS Garibaldi and with a dedicated
128 Kbps INMARSAT connection for the rest of the naval forces. The latter was
obtained within one month from the request and turned out to be particularly
expensive.

It is therefore necessary that the Armed Forces maintain or, better, increase their
SATCOM capability, in order to ensure the coherent development of military
capabilities.

It should also be mentioned that communication capabilities such as only a
SATCOM system can provide, are a powerful force multiplier, not only because they
allow the effective conduct of operations, but also, and more importantly, because
they allow a better control of the crisis, thus representing a vital factor for the safety
of forces deployed in the theatre. Taking into account the time necessary to design,
develop and procure a new system, Italy has already started a feasibility study for
the continuation of the programme, in order to launch a follow-on satellite, named
SICRAL 2, not later than 2011.

With regard to EHF, the processed EHF is foreseen in the context of near term
satellite missions (Athena/Fidus mission), as later on discussed.

5 The Italian Satellite Core Infrastructure

As already mentioned, the Network Centric Operations (NCO) concept requires to
implement the Network Enabled Capabilities. The existing assets have to operate
together for a well-organized information exchange and have to be configured to
work efficiently with future resources.

The space assets is an important and unique assets to enable mobile communica-
tions in remote areas, as well as for providing imagery, navigation, precise position
and weather information. The present and the future high performance capabilities
of the satellite segment naturally brings to the integration in an overall NEC archi-
tecture.

There is one point that is never stressed enough: nowadays homeland defence and
international security cannot be separated and must be guaranteed making full use
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of all the available resources, both military and civilian. In this context the dual use
characteristic of the assests becomes even more important.

Italy is fully committed in developing and exploiting space assets for Command and
Control Intelligence, Surveillance, Target Acquisition and Reconnaissance (C4 ISTAR)

In this scenario the core of the Italian Satellite Infrastructure is useful to give an
overview of both the already existent facilities and the planned developments for the
near future of ground and space segment.

Regarding the ground segment the Italian Infrastructure is composed of
“Communication Control Centre” and “Satellite Control System” placed in Vigna
di Valle and a secondary “Satellite Control System” placed in Fucino.

Both the Communication Control Centre and the Satellite Control System
exchange information with the NMAC (NATO Mission Access Centre) to monitor
satellite resources assigned by every nation to the NATO mission.

Also shown are the Italian military terrestrial networks connected to the Satellite
Communication Control Centre.

Regarding the space segment the present constellation is composed by Sicral 1
satellite. Skyplex and Leased Bentpipe transponders, on the other hand, have the
functionality of backup/gapfillers.

The evolution of the present constellation foresees the introduction of:

e Sicral 1B satellite, planned to be launched in 2007

e Sicral 2 satellite, planned to be launched in 2011

e Athena/Fidus planned to be launched in 2011, supporting processing on board
with DVB-RCS standard in EHF/Ka band.

6 Network Actually Connected to CGC SICRAL

Military terrestrial networks already connected to the SICRAL Control Centre
(CGQO) are listed below:

e RIFOR (Roma Area Joint-Forces Optical Network): with overall Data Rate of
620 Mbps
RIFON (National Joint-Forces Optical Network)
RNI (Joint-Forces Digital Network) based on:
— A Radio Bridge National Backbone
— Several Joint-Forces Local Networks connected to RNI
e DIFENET (Internet Defence)
e SOTRIN (Integrated Transmissions Subsystem)
e ROID (Integrated Operating Network for Defence)
— Switched voice/data network
e RINAM (National Integrated Network, Air Force)

Sicral 1 Control Centre represents an interconnection node between satellite and the
military terrestrial networks listed above. Moreover by means of a secure IP network
connected to the Centre it is possible to manage satellite resources assigned to
NATO from different sites in Europe.
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7 C4I Systems Interconnected Via SatCom, to Support the NEC

A list of Command and Control Systems that would be a useful upgrading in NEC
context, for the following C41 assets. For each asset the benefits of the integration
with Sicral SatCom links is reported:

e STACCON (Automatic Control and Command System for the Italian Army)

— SatCom needs: could be useful to support the SICCAM system interaction

SICCONA (National Command and Control System)

— SatCom needs: it shall integrate all military units and systems in various opera-
tive scenarios

e ACCS (Air Command and Control System)

— Integrated Command and Control System for Air Forces

— SatCom needs: it will interact with SICCAM, National/NATO systems (also
Army and Air Force)

e C4I Difesa (High Command and Control System)

— SatCom needs: requested meshed wide band links to C2I main systems

e SiCCAM (Air Force Command and Control System)

— C2I System for avionic operations (on development phase)

— It will include previously existent systems and it will interact with NATO ACCS
(Air Command and Control System), ACE ACCIS (Allied Command Europe
Automated Command and Control Information System) and other C2I
national system.

— SatCom needs: It could interact with SIACCON and National/NATO C2I
systems

e C2M (Air Force Command and Control Mobile System)

— Command and Control Mobile System of Italian Air Force operative since 1998
and now on optimization phase: further elements will be included such as
MATRA and DCE

— SatCom needs: it could be used to advantage Sicral mobile transportable
SHF/UHEF stations, particularly on theatre application

MIDS-LVT (Multifunctional Information Distribution System-Low Volume

Terminal)

— Integrated system for tactical, identification and navigation information distri-
bution, applicable with small dimension terminals according to STANAG 4175

— SatCom needs: It could be integrated to Sicral Satellite System

8 Platforms Interconnected Via SatCom, to Support the NEC

In the following, the platforms that can be interconnected via SatCom to support the
NEC are listed, for each one the benefits of the integration with Sicral SatCom links
is reported:

e TETRA e TETRA-TAC TETRA-CAMPALE
— short-range communication platforms
— SatCom needs: Necessary an Access Point to Sicral System
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e UAV PREDATOR, MIRACH 26, FALCO ¢ NIBBIO
— Unmanned Airbone Vehicle platforms for surveillance/reconnaissance operations
— SatCom needs: high capacity satellite link
e EF2000
— Combat aircraft
— SatCom needs: Possible use of Sicral UHF terminal
e FUTURE SOLDIER
— R&S program for the development of ITC future soldier equipments
— Necessary an integration to C2I Network (SICCONA e STACCON)
— SatCom needs: Necessary wireless Access Point via SatCom (Man-pack UHF/
EHF)
e NEW NAVAL UNITS
— SatCom needs: new EHF/SHF/UHF terminals
e BMD (TBMD, NATO-BMD, ALT-BMD, THAAD)
— Ballistic Missile Defense:
— SatCom needs: meshed wide band links (with on board processing)

9 SatCom Requirements in the NEC Context

NEC allows to facilitate the interconnection of every nodes (People, Weapons, Sensor

or C2) positioned in continental areas. In this context the SaTCom segment should

represent an adequate solution to interconnect several nodes in the same network.
To reach this goal, it is possible to use three satellite payload solutions:

e Bentpipe (Transparent) Repeater
¢ Processing Repeater
e Processing and IP Routing Repeater

Nevertheless, today it is possible to use only Bentpipe Repeater, by means SICRAL 1
payload, that is characterized by fast connectivity to deployed forces in star topology.
This system presents some limitations in term of network flexibility (point to point
connection) and traffic priority handling.

10 Evolution Toward SatCom Processed Systems

As discussed above at present satellite communication mainly rely on transparent
configurations, but the prospective and the service requirements for the near future
scenario lead toward “processed” systems. In particular a Near Future Scenario (year
2011) is represented by the Processed EHF/Ka Satellite FIDUS, characterized by:

e Flexible network configuration by means point to point and meshed two ways
connectivity for all network terminals

Optimized satellite capacity management

Small terminals with reduced power

Optimal use of the satellite transmission power
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A Long Term Scenario (year 2014) is represented by Processed and IP Routing
EHF/Ka Satellite (SICRAL 3), that will have the same features of a “Processed
EHF/Ka Satellite” and in addition:

e On Board IP Routing for maximum resource utilization, using the IP Protocol, as

usually implemented in Internet
e Priority Policy for Delay Sensitive Services.

11 Implementation of NEC Requirements

NEC implementation requires that every node can exchange data with other nodes.
Obviously with Transparent Satellite (Present Scenario) there are many limitations
such as:

e Mainly Star network configuration (Hub centric) supported

e Meshed connectivity possible only by means of double hop between nodes

e No support of alternative IP routes, as regards the routing path.

On the other hand, “Processed and IP Routing Satellite” will provide several bene-
fits; the major ones are: Possible use of both Star and Mesh (Figs. 4-5) communi-

cation network configuration

e Meshed connectivity by means of single hop between nodes; the meshed solution
is the one that maximize the connectivity between nodes giving the opportunity to

a4

Fig. 4. Star topology.

—

Fig. 5. Meshed topology.
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every node to exchange data towards all other nodes, Network Operation Centre
or Headquarter.

¢ On board IP routing, allowing more alternative IP routes (composed of terrestrial
and satellite paths)

o The regenerative approach allows also an optimal use of the satellite transmitting
power, avoiding noise, jammers, interference, intermodulation retransmission and
signal unbalances.

Figure 6 shows a meshed network via processing and IP Routing satellite.

Other significant difference, between Transparent and Processed/IP Routing Satellites,
consists in the dynamic bandwidth allocation, that allows different Information
exchange profiles for every mission phase and for every node. Requirements concerning
the information exchange are reported below:

e high capacity links (several Mbps)
e high level of asymmetry allowed (forward versus return link)
¢ end users easily upgradeable as Content Sources (bandwidth availability)

Using “Not Processed Satellite” there are the following limitations:
¢ Difficult Channel Bandwidth Adaptation (without IP priority processing)
e Long times for channel bandwidth adaptation (several double hop time intervals

due to star communication)

“Processed and IP Routing Satellite” will carries several benefits in terms of Channel
Bandwidth Adaptation:

e Dynamic Channel Bandwidth Allocation based on the IP priority scheme
e Improved Reactivity Time (about 300 ms. to modify the used bandwidth).

Up-link

Headquarter

Down-link

Deployed

Terminal
e Traffic & Signalling (TDM Stream)

\\\ Fixed Terminals I
(C2 nodes)
-~ Traffic & Signalling (TDMA)

e Network Management

h'ig

Network Operation Centre

Fig. 6. Meshed network via processing and IP routing satellite.
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Link robustness is an other important requirement for NEC. It is characterised by:

e Anti-jamming features, implemented by means of Spread Spectrum Modulations

e Backup bearers given by multiple routing paths

e Quality of Service (in terms of Delay), implemented with differentiated traffic
handling (priority policy)

Using “Not Processed Satellite” there are the following limitations in terms of link
robustness:

e Anti jamming capability reduction, caused to the absence of on board dispreading

e Low efficiency of capacity utilisation adopting multiple-routing paths

o Efficiency reduction for delay sensitive applications, due to the relevant round trip
time delay (several double-hop time intervals needed in the star topology)

On the contrary, “Processed and IP Routing Satellite” guarantees link robustness as:

e High anti-jamming performance is obtained by means of On Board Spread
Spectrum Dispreading

e Unwanted and jamming signals are blocked before transmission on the down link

e [P Routing in the sky is implemented, supporting more alternative IP routes (com-
posed of terrestrial and satellite paths)

e Single hop round trip time ameliorates the TCP/IP performance and Quality of
Service.

The service area for NEC should be related to a word wide coverage. In order to
guarantee such a coverage, with the link dimensioning constraints (adopting very
small aperture terminals), a multi Beam Antenna on board the satellite is needed.

In this case, adopting “Not Processed Satellite” there are limitations in terms of
Beam to Beam connectivity, as the fixed frequency association scheme, between up
and down link of different beams, is too rigid for NEC context. “Processed and IP
Routing Satellite” instead will carry several benefits such as:

e Inter beam connectivity managed at IP Packet Routing level
e Inter beam connectivity implemented with single hop (minimum time delay).

12 On Board Processing and IP Traffic Routing

The IP-over-Satcom network target is to cope with the growing request for new
Network Centric Infrastructures providing packet and circuit switched connections
with flexible resource allocation on request by user. This process requires an on
board routing, which performs on the Satellite the same functionality, usually imple-
mented within an Internet Terrestrial Router:

e [P routing of the up linked IP packets toward downlink destination address
(Address Field in Fig. 7)
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e Priority policy to privilege Delay-Sensitive Traffic, for immediate transmission on
the downlink (Priority Field in Fig. 7)

Figure 8 shows the conceptual scheme of the On board Processing with IP Traffic
Routing with priority policy.

In the picture the service areas transmitting packets toward the satellite with three
priority levels (High, Medium and Low) are shown, with three channel addresses
(Chl, Ch2 and Ch3). The on board processor manages each received IP packet and
forwards it to the channel indicated in the IP header address field. Each IP Packet is
stored in a Buffering Stage and Queue matched to its own level of priority. Finally,
the priority server controls the output packets sequence, according to a delay sensi-
tive traffic policy, privileging the high priority packets.

IP Packet
Address | Priority Data
—  — S
" gl
Header Data

Fig. 7. IP packet.

Wl Hign priorty Satellite

I Medium priority | _ _ _ o e e e

D Low prioritly o _nnn
' T

Priority
Server

Routing
function

Fig. 8. On board processing and IP traffic routing.
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13 Conclusions

The implementation of the Network Enabled Capabilities represents a challenge and
an opportunity for technological innovation.

The aim is to make full use of the assets already in inventory following the
“Transforming while operating” concept and, in this frame, the Italian SatCom
Infrastructure, has been conceived to cope with such an evolving scenario.

NCO/NEC concept system leads to special communications requirements in
terms of interconnectivity, flexibility, robustness, dynamic bandwidth assignment
and coverage.

In particular the interoperability and interconnection issues, which represent the
main obstacles in the path to a fully integrated Defence System, can be solved
thanks to the IP based common protocol transport layer. Processing and IP Routing
SatCom represents indeed the ideal solution to deploy NEC, although it requires to
proceed with standardization agreements (at NATO level) and with a technology
program for the relevant development activities.
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Abstract. We compare the surface deformation measurement capability of the
Differential Synthetic Aperture Radar Interferometry (DIFSAR) technique,
referred to as the Small BAseline Subset (SBAS) approach, and of the continuous
Global Positioning System (GPS). The analysis is focused on the Los Angeles
(California) test area where different deformation phenomena are present and a
large amount of SAR data, acquired by the European Remote Sensing Satellite
(ERS) sensors, and of continuous GPS measurements is available. The carried out
analysis shows that the SBAS technique allows to achieve an estimate of the single
displacement measurements, in the radar line of sight (LOS), with a standard
deviation of about Smm, which is comparable with the LOS-projected GPS data
accuracy. Final remarks on the complementariness and integration of the SAR and
GPS measurements are also provided.

1 SAR and GPS Data Comparison
in the Los Angeles (California) Area

The Global Positioning System, usually referred to with the acronym GPS [1], is a
fully-operational satellite navigation system based on a constellation of more than
24 GPS satellites; they broadcast precise timing signals via radio to the GPS
receivers, allowing them to accurately determine their location (longitude, latitude,
and altitude) with any weather, during day or night and everywhere on the Earth.
GPS has become a global utility, indispensable for modern navigation on land, sea,
and air around the world, as well as an important tool for map-making and land
surveying. GPS also provides an extremely precise time reference, required for
telecommunications and some scientific research. Among all these possible uses, the
GPS data are also widely employed in geophysical applications to detect and follow
the deformations of the Earth surface on a millimeter/centimeter scale, via the
differential operational mode [1]. In the near future, the advanced European GA
LILEO Positioning System will be operational.
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More recently, the remote sensing technique referred to as Differential Synthetic
Aperture Radar Interferometry (DIFSAR) has been developed [2], that also allows
to investigate surface deformation phenomena on a millimeter/centimeter scale. In
this case, it is exploited the phase difference (usually referred to as the interferogram)
of two SAR images relevant to temporally separated observations of an investigated
area. An effective procedure to detect and follow the temporal evolution of defor-
mations is via the generation of time series; to achieve this task the information
available from each interferometric data pair must be properly related to those
included in the other acquisitions by generating an appropriate sequence of DIFSAR
interferograms.

Several approaches aimed at the DIFSAR time series generation have been
proposed. In this work, we focus on the technique referred to as the Small BAseline
Subset (SBAS) algorithm [3], that has been originally developed to investigate large
spatial scale displacements with relatively low resolution (typically of the order of
100 x 100 m). The SBAS approach relies on an appropriate combination of differen-
tial SAR interferograms characterized by small spatial and temporal separations
between the orbits (baseline). As a consequence, the SAR data involved in the inter-
ferograms generation are usually grouped in several independent small baseline sub-
sets, separated by large baselines. A way to easily “link” such subsets is the application
of the Singular Value Decomposition (SVD) method.

The capability of the SBAS approach to generate deformation maps and time
series from data acquired by the European Remote Sensing Satellite (ERS) sensors
have been already shown in different applications [4, 5, 6]: an analysis on the qual-
ity of the DIFSAR measurements and comparison with geometric leveling and GPS
techniques has been provided [7]. Accordingly, we focus in this presentation to the
comparison between the SBAS-DIFSAR results and the measurements available
from continuous GPS data. In particular, the investigated test site is the Los Angeles
metropolitan zone (Southern California, USA), a tectonically active region with sur-
face deformations caused by a variety of natural and anthropogenic actions. We
remark that a key element for the seismic surveillance on the whole area is repre-
sented by the Southern California Integrated GPS Network (SCIGN) [8], which is
an array of 250 GPS stations spread out across Southern California and northern
Baja California, Mexico.

For what concerns the presented DIFSAR analysis, the SBAS algorithm has been
applied to a set of 42 SAR data (track: 170, frame: 2925), acquired by the ERS satel-
lites during the 1995-2002 time interval and coupled to 102 interferograms. Each
interferometric SAR image pair has been chosen with a perpendicular baseline value
smaller than 300 m and with a maximum time interval of 4 years; precise satellite
orbital information and a Shuttle Radar Topography Mission (SRTM) Digital
Elevation Model (DEM) [9] of the area have also been used. All the DIFSAR prod-
ucts have been obtained following a complex multilook operation [10] with 20 looks
in the azimuth direction and 4 looks in the range one, with a resulting pixel dimen-
sion of the order of 100 x 100 m.

As a first result of the SBAS algorithm analysis, we present in Fig. la the
geocoded SAR amplitude image relevant to the investigated area, with superim-
posed the retrieved line of sight (LOS) mean displacement velocity map and the
locations of the GPS SCIGN sites (black and white squares) within the region.



Comparison and Integration of GPS and SAR Data 21

34.3N o
-118.3E

6 1 &
§4° o
of Mute ¢ =
r1s 12
B 4 34
o i 8
1996 1998 2000 2002
Time |years]
CIT1_site
. R e B
E 4 b 1 af
2t . . 2t
0 1 0Of
2} i 2}
&4 1 a
8.4 6
1996 1998 2000 2002
Time |years]
CVHS_site
- — : WO —
E 4 € 4k
2 " 2
Of Mgt ¢‘w 0
2 -2
-4 4t
| S £
1996 1998 2000 2002 1996 1998 2000 2002
Time [years| Time Ivears|

Fig. 1. DIFSAR results relevant to Los Angeles (California) metropolitan area. a) LOS mean
deformation velocity map with superimposed the locations of the investigated GPS stations
(black and white squares). White squares mark the selected stations relevant to the plots shown
in Figs. 1b-g; the label ELSC identifies the reference point for both DIFSAR and geodetic
measurements. b-g) Comparison between the DIFSAR LOS deformation time series (triangles)
and the corresponding GPS measurements projected on the radar LOS (black stars), for the
pixels labeled in Fig. 1a as CIT1, CVHS, WHCI1, LBC2, SACY and FVPK, respectively.
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Note that, we selected in our analysis the GPS stations located in coherent areas,
and for which the measurements are relevant to a time interval starting before
the year 2000 (in order to ensure at least two years of overlap with the available
SAR data).

Following the mentioned GPS selection, we have compared the DIFSAR time
series with the corresponding LOS-projected GPS measurements, the latter obtained
through the SCIGN web site [11]. As first result of this comparison we show in Figs.
1b-g the plots relevant to the DIFSAR and GPS measurements for six sample GPS
stations identified in Fig. la by the white squares and labeled as CIT1, CVHS,
WHCI, LBC2, SACY and FVPK, respectively. Note that both DIFSAR and geo-
detic measurements have been referred to the same pixel located in correspondence of
the ELSC station (see Fig. 1a). The presented results clearly show the good agreement
between these two measurements.

Let us now move from a qualitative to a quantitative analysis. Accordingly, we
have computed the standard devition values of the differences between the DIFSAR
and the LOS-projected GPS time series for each GPS site identified by black and
white squares in Fig. la (see Table 1) and the average of all these values; in this
case, we obtained 0, = 6.9 mm. Subsequently, we computed the LOS-projected
GPS errors available from the SCIGN web site [10] and removed the bias due to the
estimated errors relevant to the geodetic measurements. Following this bias removal,
we finally achieved the mean value o, = 5.6 mm for the standard deviation of the
difference between DIGSAR and GPS data. We remark that this value is rather close
to the standard deviation of LOS-projected GPS errors whose mean value, computed
from the measurements of the right column of Table 1, corresponds to ¢, =4 mm.

2 Conclusions and Future Developments

We have compared the surface deformation measurement capability of the SBAS-
DIFSAR technique and of continuous GPS. The analysis has been focused on the
Los Angeles (California) test area and involved 42 SAR images, acquired by the
ERS sensors in the 1995-2002 time interval, and continuous GPS measurements rel-
evant to 38 sites. The carried out analysis has shown that the SBAS technique allows
to achieve an estimate of the single displacement measurements with a standard
deviation of about 5 mm. which is comparable with the LOS-projected GPS data
accuracy.

As additional remark we underline that the integration of DIFSAR and GPS
(and GALILEO soon) measurements is foreseen in future developments. Indeed, the
former technique may provide spatially dense measurements but limited to a single
component of the detected deformation phenomenon. On the contrary, the GPS
(GALILEO) data are relevant to single points but allow to retrieve temporally dense
time series with fully 3D information. The complementariness of the two techniques
is evident.

A convenient possibility is the use of GPS (GALILEO) data as “tie points” at the
DIFSAR phase-unwrapping stage. This renders the procedure overdetermined and
appropriate processing techniques may be implemented to improve the accuracy of
the solution. Forthcoming constellation SAR satellites will drastically reduce the
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Table 1. Results of the compariosn between SAR and LOS-projected GPS deformation time
series. The values shown in the third column have been obtained by projecting along the radar
line of sight the information relevant to the errors available form the SCIGN web site
(http://www.scign.org/).

Standard deviation of the difference between Los-projected
GPS stations SAR and los-projected GPS measurements [cm] GPS errors [cm]
AZUl 0.71 0.43
BGIS 0.48 0.38
BRAN 0.85 0.42
CCCO 0.68 0.37
CCCS 0.73 0.37
CITI 0.70 0.38
CLAR 1.09 0.37
CRHS 0.41 0.37
CSDH 0.58 0.36
CVHS 0.53 0.38
DSHS 0.54 0.43
DYHS 0.49 0.37
ECCO 0.48 0.38
EWPP 0.61 0.37
FVPK 0.82 0.37
JPLM 0.93 0.41
LASC 0.76 0.37
LBCl1 0.79 0.42
LBC2 0.59 0.37
LONG 0.90 0.43
LORS 0.81 0.39
LPHS 0.47 0.40
MHMS 1.13 0.50
NOPK 0.47 0.44
PMHS 0.50 0.38
PVHS 0.77 0.44
PVRS 0.77 0.40
RHCL 0.49 0.39
SACY 0.85 0.43
SNHS 0.72 0.39
SPMS 0.65 0.37
TORP 0.69 0.38
USCl1 0.73 0.42
VTIS 0.80 0.40
VYAS 0.48 0.39
WCHS 0.49 0.39
WHCl1 0.38 0.39
WHI1 0.20 0.39

revisiting time, thus allowing statistical analysis to possibly detect systematic errors.
In addition, knowledge of the full deformation map, as provided by DIFSAR,
allows to optimize the GPS (GALILEO) sensors location providing also appropriate
hints to the development of geological models.
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Abstract. Next Generation Wireless Networks (NGWN5s) will allow the user to roam
over different access networks, such as UMTS, Wi-Fi, satellite-based networks.
Currently, these networks are integrated/assisted by more and more accurate naviga-
tion systems, which can make available the information on the location of the mobile
terminal. This information is then typically used to provide location based services.
This paper addresses a novel way of jointly using navigation and communication
systems: the information on location together with other information on the situation
of the user/network nodes is used in order to optimize the mobility and resource
management over satellite/terrestrial heterogeneous networks.

1 Introduction

A heterogeneous communication network is foreseen for Next Generation Wireless
Networks (NGWNs) where different Radio Access Networks (RANs) such as
Terrestrial Universal Mobile Telecommunications System (T-UMTS), Satellite
UMTS (S-UMTS) and Wireless LANs (WLANSs) can be offered to the user in order
to access the same core network. The efficient integration of different access systems
is one of the main challenges for the scientific and industrial telecommunications
community. In this framework, the new concept that is addressed by this paper is that
the deployment of NGWNs may benefit from the capability of exploiting location/
situation information for:

e more efficient “seamless” integration of heterogeneous radio access networks;
o improved resource allocation both within one single network and in the integrated
heterogeneous scenario.

Some works have already shown that this information can be used to improve radio
resource management or mobility management (i.e., horizontal handover) by prop-
erly designed mechanisms [1-5]. In this paper, this concept will be further developed.
We claim that location information, together with the knowledge of the user situation
or context, could become the most important enabling function in order to
provide efficient integration of different access technologies.
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The paper first presents an architecture able to collect the location/situation infor-
mation, process it and distribute it to the network nodes that will exploit it to
successfully implement location/situation aware radio resource management (RRM)
or mobility management mechanisms. Later on, the agent-based middleware imple-
mented in some components of the proposed communication platform is described
in details. Finally, possible location/situation aware RRM and mobility management
mechanisms are proposed in a heterogeneous network which includes HAPs and
satellites. Advantages offered by these enhanced RRM mechanisms and also the
limits due to the attainable accuracy of currently available radio-location techniques
are discussed.

2 Overview of Radiolocation Techniques

In this paper, the term location refers to the geographical co-ordinates of the mobile
users and, in some cases, also to the speed, direction and orientation of the users
movements. A network control center can process the information about the mobile
user location with the aim of computing:

e user location with respect to the cell of coverage;
e user distance from the access nodes;
e path and next location of the user/node.

In satellite-based networks, HAP-based networks and ad-hoc networks, nodes are
mobile in nature. Therefore, in such networks, the term location can be also referred
to the geographical co-ordinates of the network nodes. The knowledge of this
information could be used to more efficiently manage the dynamics of the network
topology, the coverage and also the resource allocation.

Location systems can be classified into physical or symbolic. Physical information
provides the position of a location on a physical coordinate system (x,y,z), for
example the Electronics Engineering Department is at (x1,y1) coordinates. Symbolic
location information provides a description of the location, for example the Radar
laboratory at the Electronics Engineering Department. Furthermore, the Symbolic
location is related to abstract ideas; physical location information can be derived
by symbolic position with additional information. Using only symbolic location
information can yield very coarse grained physical positions [6].

An absolute location system uses a shared reference grid for all located objects,
while in a relative system, each object can have its own reference frame. An absolute
location can be transformed into a relative location.

In indoor location architectures, there are, in general, two different types of mobile
devices: active and passive. In an active mobile architecture, an active transmitter on
each mobile device periodically broadcasts a message on a wireless channel. On the
other hand, in a passive mobile architecture, fixed nodes at known positions period-
ically transmit their location (or identity) on a wireless channel, and passive receivers
on mobile devices listen to each beacon [7].

In the following, we will compare several indoor/outdoor radio-location systems
in terms of some parameters of interest for the application considered in this paper.
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2.1 Indoor/Outdoor Sensing Systems

Active Badge: it uses cellular proximity system that employ diffuse Infrared technology.
The system can locate every person that wear a small infrared badge. The badge emits
a globally unique identifier every 10 seconds or on demand [6]. These periodic signals
are picked up by a network of sensors placed around the host building. A master sta-
tion, also connected to the network, polls the sensors for badge ‘sightings’, processes
the data, and then makes it available to clients that may display it in a useful visual
form. An active badge signal is transmitted to a sensor through an optical path. This
path may be found indirectly through a surface reflection, for example, from a wall [8].

Active Bat: this location system uses an ultra sound time-of-flight lateration tech-
nique to provide more accurate physical positioning than active badges. Users and
objects carry active bat tags. It combines a 3D ultrasonic location system with a
pervasive wireless network [6].

A short pulse of ultrasound is emitted from a transmitter (a bat) attached to the
object to be located, and the time-of-flight of the pulse to receivers mounted at
known points on the ceiling is measured. The speed of sound in air is known, so we
can calculate the distance from the bat to each receiver - given three or more such
distances, we have enough information to determine the 3D position of the bat (and
hence that of the object on which it is mounted) [9].

Cricket: the system is decentralized so that each component of the system whether
fixed or mobile is configured independently, no central entity is used to register or
synchronize elements. This architecture uses beacons to disseminate information
about a geographic space to listeners. A beacon is a small device attached to some
location within the geographic space it advertises. To obtain information about a
space, every mobile and static node has a listener attached to it. A listener is a small
device that listens to messages from beacons, and uses these messages to infer the
space it is currently in [10].

Enhanced 911 (E 911): it is used to determine cellular phones location and can be
used in applications that need to find the nearest gas station, post office etc. [6].

RFID: the basic premise behind RFID systems is that you mark items with tags.
These tags contain transponders that emit messages readable by specialized RFID
readers. A reader retrieves information about the ID number from a database, and
acts upon it accordingly. RFID tags fall into two general categories, active and
passive, depending on their source of electrical power [11].

Most of the applications of RFID technology, however, assume that the readers
are stationary and only the tags that are attached to objects or persons move. The main
focus is to trigger events if a tag is detected by a reader or entering the field of range [12].

Cell-ID: the cellular based location system is overlaid on the existing cellular com-
munication system. The common geolocation techniques used in cellular-based
location systems are signal strength measurements, time of arrival, time difference
and angle of arrival [13].

The cell ID only has to be associated with location, i.e. the coordinates of the BSs
must be known. In this method, no calculations are needed by the mobile unit to
obtain location information [14].
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Table 1. Properties of the location sensing systems.

Physical Symbol  Absolute Relative

Technology Technique location location  location location
Active badges  Diftuse Infrared Cellular Proximity ~ No Yes Yes No
Active bats Ultrasound, of lateration Yes No Yes No
E911 Triangulation Yes No Yes No
Cricket Proximity, Lateration No Yes Yes Yes
Cell-1D Signal strength measurements, Yes No Yes No

time of arrival, time difference

and angle of arrival
RFID To mark the items with tags. No Yes No Yes
GPS Radio TOF lateration Yes No Yes No

2.2 Outdoor Only Sensing Systems

GPS (Global Positioning System): it uses multiple synchronized sources with known
locations (satellites) and a single receiver with unknown location to determine a
position. Each satellite of a constellation transmits a unique code, a copy of which
is created in real time in the user-set receiver by the internal electronics [15]. GPS
provides physical position and absolute locations, inexpensive GPS receivers can
even determine and locate positions to within 10 meters for approximately 95% of
measurements. A minimum of four satellites must be visible for most applications.

DGPS (Differential GPS): the precision of the GPS can be enhanced by means of
DGPS which uses a network of fixed ground based reference stations to broadcast
the difference between the positions indicated by the satellite systems and the known
fixed positions.

Table 1 shows the main features of some location sensing systems where the
location system properties are defined.

In Table 2, a comparison of the location sensing systems in terms of accuracy and
precision, scale, cost and limitations is provided.

3 Context Managements Techniques

The location information described above can be considered as a part of the user
context. The term context is referred to a set of parameters that can be used to
describe the environment in which the user is embedded, the devices, and the access
networks with which the user interacts. To better characterize a user context, we add
to the geographical user location, which has been previously defined, the environ-
mental user location, which includes more information on the specific environment
a user is currently located (e.g., stadium, hospital, ambulance, city centre, etc.).
Sensor devices can be used to get environmental contextual information. The col-
lection and forwarding of context parameters to the access network is responsibility
of the Context Detector (CD) entity that will be described in Section V.
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Table 2. Comparison of the location sensing systems.

29

Accuracy and

Technology precision Scale Cost Limitations
Active badges Room Size, 1 Base Station per  Inexpensive Sunlight, fluorescent
Active room, badge per interference with
architecture Base Station per infrared, and
10 sec unsuccessful for many
applications that
require fine-grained
3D location and
orientation
information.
Active bats 9cm (95 %), 1 Base Station Cheap tags and  Required Ceiling grids
Active per 100 m, Sensors,
architecture 25 Computation inexpensive
per room per sec and low-
power.
E911 150m-300m, Density of cellular, Cell Only whee cell,
(95 %) of infrastructure Infrastructure, Coverage exists
calls Expensive
Radar 3to4.5m, 3 BSs per floor 802.11 network, Wireless NICs required
(50 %) installation,
Expensive
Cricket 4*4 ft region, 1 beacon per 16, Expensive No central,
(100 %) square-foot regions management,
inside a room receiver
Cell-ID Depend by Depend by cellular’s Expensive for Cover based
cell’s infrastructure installation
topology the cell’s
network
RFID Depend by the The read range of ~ Convergence of  The two categories,
power usage RFID is larger Lower cost active or passive,
and used than that of a depending on their
frequency bar code reader source of electrical
power, it does not
require line-of-sight
access to read the tag
GPS 10 to 30 meters 24 satellites Too expensive Stricted to outdoors
(95-99 %) world-wide infrastructure only
DGPS <lm 24 satellites Too expensive Stricted to outdoors
world-wide infrastructure only

The user profile (UP) can be used to provide some personal information and
preferences about the user and its devices, such as gender, age, and type of user
(e.g., business, traveler, private), type of terminal and its status (e.g., supported
media, computational capability, battery level/energy resources, preferred screen
color, font type). UP can include other information and preferences related to the
service level agreement, such as the maximum cost that the user is willing to pay for
that service, the residual credit, the target QoS level (hard, soft), the preferred level

of security, etc.



30 Satellite Communications and Navigation Systems

During the exploitation of a service, the user is allowed to change his/her UP,
which can be stored into one of the user’s devices (e.g. in a smart card), or even
partly stored in some network databases.

The term situation is referred to the interpretation of the physical, social or envi-
ronmental contextual information that can be referred to the user and/or to the
access network. This interpretation requires a set of rules defined (personalized) by
the user. These rules can be defined by the user profile. Of course, situation is an
evolving concept; therefore its description must be continuously updated. The dis-
tributed information that characterizes a specific situation (e.g,, network resources,
class of wusers, devices, applications, etc.) must be collected and dynamically,
autonomously, and proactively handled to create a logical representation of the
current user’s working environment.

4 Architecture Description

In NGWN:s the user terminal(s) allows the connection of the user with at least one
of the RANSs available in a given area. The user terminal can be either an integrated
device, or a set of different devices in a Wireless Personal Area Network (WPAN),
or a completely reconfigurable terminal. Figure 1 shows the proposed reference
scenario, where the user can get connected to the heterogeneous network with the
support of three entities: the Location Enabler (LE), the Context Detector (CD) and
the User Profile (UP).

The LE is a device with localization capabilities. It can be a GPS receiver or any
other device that is able to get information about the position of the user (see sec-
tion III) and it is able to communicate this information to other terminals by using
the Bluetooth technology or any future WPAN standards. In our architecture the
LE is represented as a separated device, however, it could be also integrated into
one of the other user’s devices. Seeing it as a separated device helps to logically

Fig. 1. Reference scenario.
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separate its functionality from the communication functionality of other devices in
the architecture and to focus on the central role of the location information in this
framework.

The CD is an entity responsible of collecting contextual information from the
environment surrounding the user. This could mean that the CD has to be able to
collect the information from physical sensors (e.g. temperature, humidity or light
sensor) or to detect information by itself.

The UP represents a set of personal information which can be partly stored in one
of the user devices and is useful for the definition of the situation given a certain
location and context. Some variables included in the user profile are almost static
and can be stored in some network databases, some other variables are dynamic and
can be continuously updated by the user through interaction with the UP module.

4.1 Communication Architecture

This Section defines the main components of the architecture that are able to col-
lect, process and distribute the location/situation information to the user and/or
network nodes, in order to use them through properly designed algorithms.

The proposed architecture is shown in Fig. 2 and it consists of different access net-
works, referred as Slave Networks, which interact through a common platform
called Roaming Provider (RP).

Figure 3 shows the components of the RP, which consists of:

o AAA database, which stores the agreements of the user with each access network.
e User profile database, which stores profiles of the users.

L Mobile
Terminal (MT)

Fig. 2. Communication architecture.
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Fig. 3. Roaming provider architecture.

o User location/context database, which collects the relevant location/context
information of the users in the area covered by the underlying access network.

o Access network map and context database, which stores the map and the current
context state of the access networks under the control of the RP.

The Roaming Server (RS) processes the information stored in the four databases and
sends the results of this processing back to the users/nodes, with two different purposes,
which are:

e to achieve the key parameters in input to specifically designed location/situation-
based algorithms of resource and mobility management.

e to start vertical handover procedure involving some of the underlying access
networks.

The RP must process a number of information that is directly proportional with the
number of users and networks available in a given service area. Therefore, it is better
to distribute the RP functionality over several interconnected servers. Thanks to its
features, a HAP could provide a privileged host for the RP functionality.

4.2 Middleware

We are convinced that in 4G networks, under heterogeneous RANS, several
providers, and manifold terminal devices and applications, a multiagent-based
middleware platform is a powerful solution to provide global area service manage-
ment. In this section we describe the agent-based middleware we propose to be
implemented in the communication architecture of a Roaming Provider. Intelligent
agents have the task to support the user during access network selection, resource
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and handover management procedures, as well as in service discovery and QoS
parameters adaptation procedures.

Our architecture includes five agent typologies: User Agent (UA); Accounting
Agent (AA); Network-side User Agent (NUA); Radio Resource Agent (RRA); and
Service Agent (SA). They are distributed in the overall architecture as illustrated
in Fig. 4. The Databases shown in Fig. 4 represent the repositories illustrated in
Fig. 3 for user profiles (Profile Database — PDB), authentication information (444
Database), location and context information (User Location/Context Database —
LCDB), and access network maps and context database (ANDB).

The Roaming Provider could either belong to a single operator owning several
RANSs (e.g., WLAN, UTRAN, satellite master control stations, etc.), or it could
be owned by a “third-party” establishing agreements with both the user and a
number of operators in order to offer ubiquitous service access. Whatever
the choice, the middleware platform will be deployed in a NGWN composed of
different RANs and a backbone equipped with a Roaming Server for each
Roaming Provider.

The RS functionalities described in Section I'V-B can be split in two parts:

— On the network side, there are the functionalities relevant to the Network Resource
Manager (NRM)

— On the middleware side, there are the functionalities relevant to Roaming
Decision Maker (RDM); Information Collector (IC); Location Tracer (LT), and
Situation Tracer (ST), that represent some of most important functionalities of
the NUA agent.

The proposed middleware architecture is situation and location aware, since it reflects
the instantaneous changes in the observed scenario. As already mentioned, instan-
taneous positions are available at the user terminal through the LE device; they will

Application Layer API

RDM

U
‘ E2E
‘ Negotiation Protocol

‘-1 LCDB I
1

| D
anxpB [ ‘
L (J—xra | _Middleware Layer I
r T |
|
| | gl P
‘ ‘ WLAN
| | = | &
Roaming Server - T-UMTS

Fig. 4. Middleware architecture.
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be periodically signaled to the middleware platform through interaction with the
User Agent.

The UA is implemented in the user terminal; it follows the user when he/she is
roaming and continuously monitors his/her local context. The UA interacts with:

— the SA, which is involved in a service discovery procedure within the RP’s platform;

— the AA, which performs user identification and accounting (AAA functions), and
triggers the instantiation of the NUA for the new user in the RP’s platform

— the User, in order to manage his/her preferences and to forward them to NUA,
which has the task to store them in the PDB. In addition, the UA notifies the user
of the decisions taken on behalf of him/her by the NUA after negotiations with
other agents in the provider’s platform.

— the Application layer in order to individuate the requisites of the application, in
terms of both network (QoS) and elaboration (hardware and software) resources,
and to communicate them to the NUA. This latter will, then, request the alloca-
tion of the necessary radio resources and telecommunication services in the
provider’s platform.

— the Device, to obtain the information about available network interfaces and their
features (e.g., their current status, the received signal strength, etc.)

— the NUA, which represents the user counterpart in the provider’s network.
Periodically, the UA updates its counterpart with new location information. The
update frequency depends on the user speed, the precision and the rapidity the
offered service requires this information.

The NUA, typically placed at the middleware layer in the RS, has the task to inter-
act with the UA and with other network-side agents (RRAs and SAs). An NUA will
be instantiated for each user who wants to access the provider’s platform. The NUA
migrates with the user from one roaming server to another each time the user roams
from a domain managed by a provider to another domain belonging to a different
provider.

The NUA implements the algorithms for selection of both the access network and
the available services for the user. Furthermore, as already mentioned, the NUA
includes different functional blocks: the IC module is responsible of the reception of
location, context and profile information from users and access networks and it has
the task to store, update and query this information from the databases. The loca-
tion information of users and mobile nodes managed by the IC is then sent to the
RDM through the LT module.

Moreover, it is the NUA that interprets the context information by using the UP
to get the situation information about the user or network nodes by using the ST
module.

The input parameters which help the NUA in taking decisions include both his-
toric (almost static) information and more dynamic information related to the user,
and also network-related information. They are the following:

— the historic user profile, stored in the PDB;
— the running user profile, notified by the UA, including current device and
requested application characteristics;
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— the network profiles, signaled by the RRA, which includes information on avail-
able access networks status and resources availability obtained by the NRM;

— the service profiles, received from the SAs, which include information of the
currently available services through the various RANs of the provider’s platform.

The SA is the agent with the task of performing service discovery. It delivers the NUA
the list of the available services offered by the service providers, which have competence
in that location and in that situation. The NUA selects the service for the user based on
his/her profile, on the device he/she is currently using, and on the access network situa-
tion. According to the NUA choice, the SA has to take care of the service delivery at
the right QoS level. This means that it has to take care of the determination and adap-
tation of the right service configuration both during setup and at runtime.

The RRA is implemented in the middleware layer of the RS and has the task to
verify the resources availability at the network layer, across multiple access networks
managed by the provider. To this aim, it periodically contacts the NRM devices to
verify the resources availability in the various RAN:S.

5 Location-Aware Mobility Management

In this Section we show an example of location-aware handover mechanism. In par-
ticular, we consider the vertical handover between T-UMTS and WLAN: the user is
making a call using VoIP with T-UMTS and is approaching a WLAN hot spot area.
The handover procedure consists of two phases:

1) detection of a WLAN coverage and activation of the WLAN air interface
(activation phase);

2) decision phase about the opportunity of making or not the handover (decision
phase).

Both phases exploit the information on the location of the user.

5.1 Activation Phase

Let us consider a user moving at speed v along the x-axes of a reference plane centered
in the centre of the hot spot area of the WLAN. Let us assume that the time needed
to “wake up” the WLAN air interface is a couple of seconds. We can then fix a mini-
mum threshold S, .. which defines the minimum distance between the mobile termi-
nal and the border of the WLAN spot area at which the Roaming provider should
send the message to activate the WLAN air interface. This information can be made
available at the NUA through interaction with the UA. This threshold will depend on:

e “wake up” time ¢, which is the minimum time needed by the air interface before
the terminal is able to detect the beacon signal of a WLAN. During this time the
terminal will move of a distance:

D =v-t, (1)

ris ris
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e time interval between two consecutive updates of the information on the user loca-
tion (position, speed and orientation of the movement), denoted as 7, .. For
instance, in case of GPS, ¢ = 1s. In this time interval the user moves ahead of:

D =v: tupdate (2)

update
If we do not consider Du e it could happen that the user has already moved into
the WLAN area without actlvating the air interface.
Finally S, . depends on the accuracy on the user location information. If we
denote with € the maximum error on the user position, S, . can be written:

Spin =D+ D +¢ 3)

Dmin

update

update

In Fig. 5 it is shown for different levels of accuracy the value of S, . vs. the user’s
speed. We can observe that by using a GPS with a typical accuracy of 30-10m, S, ..
is already very high with low-average speed (20m/s) with respect to the case of a
DGPS, which has a range of 3-0.5m.

Table 3 shows the value of S, . for different environments in case of GPS or
DGPS localization system. From Table 3 we can conclude that for this application it
is important to use some improved GPS, such as the DGPS. On the other hand,
Table 3 also shows that for high speeds (i.e., 120km/h) the high value of S, .
discourages the use of this “wake up” procedure.

In a multimode device enabled to the handover process, the two air interfaces are
always waken up, and, hence, a classical handover procedure does not include an acti-
vation phase with its activation rule. The advantage of this activation phase is that
only one air interface at a time is active, thus decreasing the energy consumption of
the multimode device.

0 25 5 75 10 125 15 175 20 225 25 375 30 325 35 WS 4
Mabile user speed {m/s)

Fig. 5. Minimum threshold vs mobile user speed.



Integration of Navigation and Communication 37

Table 3. Minimum threshold in case of GPS and DGPS for different environments.

Speed Shmine M1
Mobile user speed km/h  m/s acc. 30m acc. 10m acc. 2m acc. 0,5m
Pedestrian/indoor 3,6 1 33 13 5 3,5
Urban area 50 13,88 71,64 (72) 51,64 (52) 43,64 (44) 42,14 (42,5)
Urban street at 80 22,22 96,66 (97) 76,66 (77) 68,66 (69) 67,16 (67,5)
high speed

Highways 120 33,33 129,99 (130) 109,99 (110) 101,99 (102) 100,49 (100,5)

GPS DGPS

5.2 Decision Phase

The decision phase starts when the WLAN air interface is active and when the
mobile terminal probes a WLAN signal with enough strength. Then it sends a
message to the Roaming Server (specifically the NUA module), which is responsible
for deciding about starting or not the handover procedure. The decision will be made
according to a prediction of the average time the user will remain in the hot spot
WLAN area. In fact, the handover to WLAN will be effective only if the user will
be able to experience the higher transfer rate in the WLAN. However, taking into
account the time needed to conclude the handover procedure, which is a period of
time with no transmission of data, if the user will stay in the WLAN area for too
short, the amount of transferred data could be even less than in the case of not han-
dover at all. Therefore, the decision criteria will be based on the evaluation of the
The minimum Required Visit Duration (RVD), which is the minimum time that a
user must remain within the same WLAN coverage area to ensure the successful
completion of the handoff procedure and the transfer of a sufficient (configured)
amount of data over the WLAN network. In other words, it is the amount of time
that the user must remain within the same WLAN to allow the application to bene-
fit from the higher data rates and compensate for the handoff-related delays. The
RVD can be evaluated by:

RVD =L, +(L,+L,,+L)T 4)

where:

e L is the latency due to one single iteration of the decision algorithm, from the

arrival time of the request to the time notifying that the decision has been made;

L, is the latency associated to procedure for configuring the address;

e L,,is the latency related to the Mobile IP operations and the registration phase;

e L, is the latency associated to the stabilization phase of the connection;

¢ tis the period of time needed to receive with the WLAN the same amount of data
that would be received with the UMTS connection in the period of time equiva-
lent to the handover delays. T can be evaluated as follows:

t=(L,+L,,,+L)x (R IR) (5)
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where:

e R_is the maximum data rate serving the user before the handover;
e R, is the maximum data rate in the network towards the user is moving.

Once the RVD has been evaluated by the NUA, the algorithm must estimate the
Predicted Path Length (PPL), which is the distance covered by the user moving at
speed v in the time RVD:

PPL=RVDxv (6)

If the user starts to move from a point of coordinates (x,,x,), and covers a distance
of PPL in the direction 0, he/she will move to the point (x,,y,) which are:

xX,=x +b (7
y,=y,ta
where:
a= PPL xsin(0) ®)

b= PPL x cos(0)

Therefore, the NUA queries the access network maps and context database contain-
ing the map of the hot spot area, and checks if the new coordinates fall into the
WLAN area. If so, then the NUA will activate the handover procedure, otherwise
the handover will not take place.

One of the main limitation of this algorithm is related to the value of L , which
must be kept as lowest as possible. A high value of L results in a high value of RVD,
which could mean that the handover towards the WLAN has a low probability to
happen, even if it is beneficial to the user. The value of L, is mainly related to the
localization information acquisition time. A high value of L, could be due to
the obstruction of the satellite in a GPS localization system. However, if the value
of L, is updated each time a new position is detected, any wrong decision in the
algorithm will not persist for a long time.

6 Radio Resource Management

This Section provides some examples of the use of the location/situation informa-
tion about the user and/or network nodes in RRM mechanisms.

The knowledge of the location of users and access network nodes can be impor-
tant for the optimization of the RRM when the access network nodes are mobile
and the distance between the user and the access node varies in a wide range, which
is the case of satellite and HAP networks.

In such networks, the knowledge of the users and nodes location can be used to
aid handover, scheduling, power control, call admission control, etc. For instance,
scheduling mechanisms could give priority to users in specific geographical positions
with respect to other users for different objectives (reducing the experienced delay,
reducing the congestions in some areas etc.). More in general, location/situation
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awareness can be used to guide a mobile user from a bandwidth-impoverished to a
bandwidth-rich environment. In a heterogeneous scenario, where more than one
access network is available, the user can choose the best solution according to its
position, its preferences (user profile) and the specific context. Assuming that each
Roaming Provider controls different RANSs, the task of efficiently control the assign-
ment of resources in the various RANs can be performed in a distributed and coop-
erative way by the RRA agent, the NRM and RDM modules in the Roaming Server.
Areas managed by an RRA can coincide with one access network, or be a part of a
network, or even they can include more networks. Thereby, the resource manage-
ment functionality in the Roaming Provider’s platform can be performed by a
unique RRA agent or more agents (typically one for each access network).

7 Conclusions

This paper proposed a middleware-based architecture to perform efficient location/
situation aware mobility and resource management mechanisms in future heteroge-
neous networks. In particular, one location/aware vertical handover mechanism is
presented where the location information plays a key role in both the phases of the
handover algorithm: “wake up” of the air interface and the decision phase. The
example shows that the accuracy and the update time of the information are of key
importance. The accuracy and the update time of current localization
systems already made possible the use of the proposed algorithms in many cases
(i.e., user speeds). However, to make cost-effective the implementation of the
proposed location/situation aware mechanisms, they should be further improved.
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Abstract. The paper focuses on the revolutionary changes that could characterise
the future of networks. Those changes involve many aspects in the conceivement
and exploitation of networks: architecture, services, technologies and modeling. The
convergence of wired and wireless technologies along with the integration of system
components and the convergence of services (e.g. communications and navigation)
are only some of the elements that shape the perpsected mosaic. Authors delineate
this vision, highlighting the presence of the space and stratospheric components and
the related services as building block of the future.

Keywords: Convergence, Integration, Communications, Satellite Navigation,
Layerless

1 Introduction

The future of systems is globalisation and the future of networks is convergence. The
full deployment of this challenging evolution brings through some cross-linked
revolutionary changes in the conceivement and design of systems and services:

e Convergence (C-approach) of wired and wireless;

e Integration (I-concept) of components (terrestrial, stratospheric and space);

e Convergence of services (S-convergence) (e.g. Navigation and Communications,
NavCom;, Earth Observation and Communications, ObsCom, Earth Observation,
Navigation and Communications, NavObs Com);

o Layereless design.

Those changes are taking place in a variegated technological scenario, where con-
solidated and emerging technologies need a continuous harmonization for the effec-
tive deployment of complex system architectures.

The diversity of technologies is due to many aspects, such as technical problems
in different domains, ranging from the physical to the application layer, various
market players and their interests, etc. A set of examples in the differences that
can be found, for instance, in the wireless standards today are: coverage, data-rates,
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services, medium access control protocols, Quality of Service methods, network
architecture, mobility solutions, security methods (authentication, key-management,
encryption schemes).

At the terminal level, which is the first and closest experience of any user with
technology, convergence can be seen as an invisible and seamless service provision-
ing, in the sense that apparently to the user, devices can easily interact with each
other and offer services to the user according to his/her needs under given circum-
stances. An example, that is provided in Fig. 1, is the so called flying screen [1]. This
concept involve the user need for a display service, which can be either the TV,
laptop screen or the mobile phone.

The vision is that any content can be shown at any time and anywhere. However,
according to present technology, it is not a simple matter to show pictures taken by
the mobile phone camera on the TV. With the flying screen, pictures can be, instead,
easily shown on either one of the available displays, without constraining the user to
perform boring - and not always successful — technical setups and software installa-
tions for interacting with the service-providing device.

In the above frame, the present paper provides authors’ vision on the four listed
cross-linked revolutionary changes in system and service deployment — C-approach,
I-concept, S-convergence and layereless design — moving from the activity of growing
intensity that is being developed around each of the above topics.

The paper is organised as follows: in Section 2 the convergence of networks and
technology, particularly in terms of wired-wireless convergence is faced; in Section 3
the integration of components for the deployment of integrated networks is dealt
with: in Section 4 the focus in on service convergence; Section 5 is devoted to the
visionary concept of layerless networks; finally in Section 6 conclusions and further
perspectives are drawn.

Fig. 1. The flying screen concept [1].
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2 Convergence of Wired and Wireless

The convergence of wireless and wired technology (C-approach) — along with the
I-concept, that will be dealt with in the following Section — brings to the conceivement
of systems and applications without any polarisation in terms of technology and
medium. In the development of a communications system, this approach would
bring to the effective exploitation, in particular, of wireless or wired connections, in
order to provide the optimal benefit to the user in terms of performance, variety of
services, terminal technology and associated costs.

The C-approach has been the core, in 2004 and 2005, of closed-door Strategic
Workshops on “Wire-(d)/-(less) Convergence towards 4G™ and “Future Convergence
of Wired and Wireless Network”, respectively, that gathered managers and experts
from European, USA and Asian manufacturers and operators. The aim of the events
was to highlights the issues deriving from the wired-wireless convergence and to shape
a medium and long term vision for the communications world [2-6].

The C-approach frames in the eMobility European Technology Platform’s vision:
in 2015 the wireless and wired communications networks will bring to reality “indi-
vidual’s quality of life improvement by providing an environment for instant
connectivity to relevant multi-sensory information and content” [7].

This vision calls for user-centricity coupled with a secure communications envi-
ronment, where users will experience:

e convenience
e usability

e trust

e privacy

Users will be able to meet all their communications needs, as well as get timely
access to their personal data anywhere, anytime, and by the means of any device and
perceived with multiple senses. The vision necessitates the co-design of security
technologies and the communications infrastructure.

The security features need to be designed from the end-to-end point of view, con-
sidering also the technologies to enable authentication of the biological user of the
system, whereas currently the user equipment are authenticated and it is mostly
assumed that the biological user is the authorised user of the equipment.

An effective implementation of the C-approach can be obatianed once the major
open points in the wireless and wired components are solved. In particular, there are
some technological challenges to be overcome in the wireless networks. Positioning
technologies will be improved with the advent of the European GALILEO satellite
navigation system [8]. Other positioning technologies could be coupled with satellite
positioning to ensure continuous service regardless of location — also indoors.
Integration of communications and positioning technologies is a future main appli-
cation enabler. It is also important to take into account the possibility of extremely
fast moving terminals taking advantage of the network services.

When designing the networks, user-centricity and application usability need to be
considered from the beginning. Involving real users and case study analysis in the
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Fig. 2. Convergence in network technology [9].

development will enable to derive user requirements. The latter need to be converted
into technical system requirements that, in turn, specify the system. In order to
achieve a global roaming, large scale coordination and collaboration has to take
place to align the future communications technologies views around the world.

The full network convergence will be achieved once the wireless transmission speeds
and network latencies can be improved close to those in the wired networks. Then the
wealth of the applications currently available in the fixed networks will be easily
migrated to take advantage of the added convenience offered by the wireless networks.

In the deployment of the full convergence, a trend is being delineating at network
level. Today a wide range of network technologies already exists on the market, some
are IP based and others are not (e.g. Bluetooth, Zigbee). Some network are local, such
as Wireles Local Area Networks (WLAN), Wireless Personal Area Networks (WPAN),
while others are global, e.g. the Internet, satellite networks. From a user’s point of view,
a common technology is beneficial, since this basically enables communications
between various devices, over short as well as long distances through whatever
communication means that is available. The trend at network level is that an IP based
solution will become the major technology for future network, as depicted in Fig. 2 [9].

Furthermore, a common platform as IP makes software development much eas-
ier, both for new network and application components, but also for services. This is
a key issue that eventually will benefit the user, as a standardised interface will make
interaction between applications much easier, and ultimately will make the conver-
gence on terminal level happen.

3 Integration of Components

As the C-approach, the integration concept (I-concept) brings to the conceivement of
systems and applications with the effective exploitation of satellite, terrestrial
and stratospheric technologies to provide optimal performance (cost-to-benefit), with-
out feeling constrained by any “lack-of-trust” in specific media or specific technologies.
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The I-approach is the focus of various initiatives at local or international level. In
particular, research activities have been undertaken in Italy since 1998, co-funded by
the Italian Space Agency (ASI) and the Italian Ministry of University and Research
(MIUR), addressing the integration of terrestrial, satellite and eventually stratos-
pheric components to build advanced networks for mobile and fixed communica-
tions. Among the deployed programs it is worth mentioning: DAVID (DAta and
Video Interactive Distribution) developed in 1998-2003 and funded by ASI, CABIS
(CDMA for Broadband mobile terrestrial-satellite Integrated Systems), developed in
2000-2002, SHINES (Satellite and HAP Integrated NEtworks and Services), devel-
oped in 2002-2004, co-funded by MIUR and WAVE (W-band Analysis and
VErification), 2004-on-going, funded by ASI [10-15].

Moving from the results achieved by the abovementioned activities, a new pro-
gram, named /CONA (Integrated COmmunications and NAvigation) and co-funded
by the Italian MIUR, has been recently started in early 2006 [10].

A more detailed analysis if the I-concept brings to distinguish between interoper-
ability and pure integration. In fact, interoperability implies proper interfaces at sys-
tem and user terminal level, that integrate systems mostly conceived independently
each other. The pure integration, instead, envisages that the components share
common parts, according to an integrated-oriented design followed when initially
conceiving the system. This approach obviously involve also the user terminal.

It is interesting to frame the dual use in the I-concept. Dual use brings to systems
that from the beginning are conceived in an integrated mode, being able to meet the
requirements of two very different class of users: military and civilian. If the sytem
is composed of terrestrial, satellite and/or aerial components — according to the net-
work centric vision — a multiple integration level is reached.

The I-concept translates into networks composed of existing or dedicated parts
(NoN, Networks of Networks). An Integrated Nerwork (I-Net) is an NoN where all
elements cooperate effectively in terms of:

¢ performance
e security
e seamless behavior to the user.

In an I-Net, terrestrial facilities are envisaged in terms of network nodes and con-
nections; satellite and aerial components can be usefully considered to complement
coverage, provide a back-up to the terrestrial section, provide additional services,
strengthen the services mostly provided by the terrestrial facilities. On the other end,
the satellite or the aerial component can be the main one, supported by a terrestrial
section.

The aerospace component is structured in various layers: the HAP (High Altitude
Platform) layer, where manned or unmanned stratospheric vehicles are located at
about 20 km height, and the layers where satellites can be mainly located (low,
medium, geostationary and highly elliptical orbits) [3,6,10].

The behaviour of an I-Net is related to that of its components and to the effec-
tiveness of the integration. In terms of interoperability, the components can be
meant as the various systems which work jointly. In the true integration, the
components can be, for instance, identified in terms of height from the Earth (i.e.
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Fig. 3. An example of multi-orbit satellite I-Net.

terrestrial, aerial, space), service type (e.g. navigation, communications, Earth obser-
vation, data handling, etc), user type (e.g. military, civilian), technology (e.g. optical,
radio, digital), access (e.g. wired, wireless), etc.

In both cases, the I-Net performance can be expressed in terms of Quality of
Integration (Qol) as:

Qolz{Zw,-P,]'n, (1
J

where P, is the performance of the j-th component that is shared in the integrated
system; w, is the weight of the j-th component performance; the sum is extended to
all I-Net components; 1, is the integration efficiency, i.e. the capability of exploiting
effectively the various components and their performance of interest in the inte-
grated system.

Figures 3 and 4 provide examples of I-Nets that integrate satellites in different
orbits and the stratospheric component with the terrestrial part. The user segment
in Fig. 4 is both aerial and terrestrial. The Figures point out also that different fre-
quency ranges can be exploited for the various links and, in particular, the use of the
innovative W-band (75-110 GHz) is advised for most of them [13-15].

4 Convergence of Services

The convergence of services (S-convergence) offered by different systems or by dif-
ferent parts of the same system is becaming a key aim for the exploitation of system
features, the improvement of market potential and the protection of nations at civil,
military or dual level.

In particular the development of second generation of Global Navigation
Satellite Systems (GNSS) is stimulating the effective convergence between navigation
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Fig. 5. An S-convergence package.

and communications services, bringing to a new class of NavCom (Navigation
& Communication) users and services [6, 8, 10, 16-18].

The convergence is also being investigated and experimented among Earth obser-
vation, navigation and communications services for the effective deployment of the
“Global System” concept. The Nav, Com and Global Earth Monitoring (GEM)
component together with the supporting Data Handling (DaH) and user interface
section could converge in global multiservice systems suitable to an impressive
number of civilian, military and dual applications (Fig. 5).

The user is the core in the universe of service convergence: “personalisation”,
“personalized services” are the key-words for the user centric vision that is charac-
terising the passage towards future systems.



48 Satellite Communications and Navigation Systems

This revolution has been started by the mobile communications world, in its tran-
sition from the present third generation systems (3G) to the next generation (4G). In
authors’ vision, 4G will be obtained by adding to B3G (i.e. beyond third generation),
which is defined as the integration of existing systems to interwork with each other
and with the new interface, the personalisation, which is the key issue in personal
networks [19].

Even in today’s market, the end user plays an important role, but in 4G the user
will be the centre point and not the technology as it has been previously. In this
sense, user centricity means applications and services will be developed with the end
user as a person and not some anonymous entity that will have to use whatever the
technology is capable of offering. This person centric approach means that applica-
tions and services will need to adapt to who the user is, to his/her needs and to cur-
rent situations. From a users standpoint, some high level requirements can be set, for
which the technology simply have to adapt to use a service or application anywhere
at anytime; to do it in a cheap and efficient way; to not need a heavy technical
parameter setup; to account for user’s current situation and interests.

In fact, meeting all these requirements is not only a matter of ensuring a high
coverage or high data rates but of taking into account user profiles, user context and
adaptation towards service and applications that the user will be using.

Taking into account these matters enables the technology to adapt its behaviour
by changing system parameters, bringing to a context aware service discovery The
envisioned personalisation will have a potential impact on our society and the way
we communicate, as it will assists our everyday of interacting with our work, family,
friends and so on. It is also this concept that acts as a trigger to develop a new network
paradigm such as Personal Network.

5 The Layerless Approach

Another aspect of the future mosaic concerns the network structure. The trend
today in wireless communication is to utilise information from various layers in the
protocol stack to adapt and optimise the behavior of the protocol to the given
circumstances. This is typically referred to as cross layer optimisation and is prune
to continuously research. In fact, many information found in the lower layer, such
as the physical and medium access control layers may be beneficial also for the
networking and application layer and viceversa.

Looking at the way the information is used, i.e. in particular the vertical movement
of information, blurs the picture of how the typical networking model (OSI) represents
today’s network.

The OSI model refers to clean and well defined interfaces between the different
layers, where none of the layers needs to care of the communication either below nor
above the layer itself. This is not the case when discussing cross layer optimisation,
since the natural phenomena — such as fading, interference, device mobility — that
are influencing the bit and frame error rates, ultimately put limits on the user’s expe-
rience of bandwidth and delay.

Different techniques can be used to remedy this, but in most cases usage of infor-
mation above and below one specific layer is useful to adapt to circumstances.



Convergence of Networks 49

Getting all information necessary up and down in the various layers of a protocol
stack necessarily introduces a more complex interface structure which, in turn, may
even delete the benefits of structuring the control software in layers.

Instead, one could define a layerless communication model, based on a well
defined communication platform, i.e. IP. In such a model, all information are avail-
able to all control mechanisms that are potentially involved in the optimisation
process when doing wireless communication. The main benefit from taking such a
drastic direction in designing software, is simply to keep the interfaces very simple.

Needless to say that security, as well as the privacy of the user, have to be main-
tained as key objects in this vision. Security solutions should be all tailored for secur-
ing the information exchanged between user devices and access points. Under all
circumstances, security will need to be an integrated part of any network solution in
order to meet the user’s requirement of end to end security.

6 Conclusions

The paper has depicted a challenging picture of the future, where the user is the
center and all components (terrestrial, satellite, stratospheric), technologies (wired,
wireless) and services (communications, navigation, Earth observation, etc) will
participate to the deployment of global system where “convergence” and “integra-
tion” are the implementation guidelines.

Some of the major expected achievements within the coming years is the conver-
gence, layerless communication, a sensing and reacting communication environment
as well as security and privacy.

Convergence toward an all-IP based world wide platform is one of the key issues,
but to reach that goal a long range of challenges must be solved whereas standard-
isation for interoperability and ensuring sufficient user capacity on a global scale are
examples on some of the most important ones.

Cross layer optimisation is a key issue in wireless communication, but the intro-
duction of this concept requires a lot of information exchange in the traditionally
layered software architecture. Hence future technology may introduce a concept
where the layered structure is not visible as in today’s technology.

Building intelligent software, which can sense and react on the user’s environment
and contextual situation, is also a key point wherein many technical challenges are
still to be solved in order to achieve an operational system.
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Abstract. For nearly 50 years, geodesists and surveyors developed deformation mon-
itoring techniques based on traditional land surveying equipment, such as theodolites,
Electronic Distance Measuring Devices, both absolute at sub-millimetric accuracy
(Mekometer, derived by a prototype of Physical National Laboratory, Teddington,
UK), and interferometric (long arm Michelson laser interferometers) and sub-
millimetric levels. From the 1980’s onwards, these techniques were first supplemented
and later completely replaced by the more easy satellite positioning technology based
on GPS. The early GPS deformation monitoring techniques were developed for the
benefit of geophysicists, who were involved in the monitoring of crustal dynamics
and in plate tectonics. Deformation monitoring of engineering structures was to
follow suit. Although GPS suffers from a number of limitations which affect the
coverage, accuracy and reliability of the satellite measurements, GNSS systems allow
continuous nearly-real-time monitoring of the small movements of points.

The development of Galileo, its proposed interoperability with GPS, and the use
of EGNOS, will contribute substantially to the quantity and quality of the satellite
measurements thereby improving the quality of the deformation monitoring
process. Moreover, the availability of signals from two different satellite systems is
likely to reduce the price of GNSS receivers and sensors and thus enabling a wider
spatial coverage with an increase in the number of monitoring points. In particular
Galileo will increase the integrity of the GNSS measurements, which is very impor-
tant for such applications affecting Safety of Life (SoL), and therefore involving
legal and economic consequences.

In this context the European Galileo Project managed on behalf of the European
Union (EU) and the European Space Agency (ESA), by Galileo Joint Undertaking
(GJU), has opened new era in Satellite Navigation. One of the missions of the GJU,
through its business development initiatives, is to develop future markets for Galileo
and the European satellite based augmentation system, EGNOS, addressing a large
number of user communities including Location Based Services (LBS), Road, Rail,
Maritime, Aviation, and a Special Sector to which the Land and Civil Engineering
community belongs.

The GJU 2nd Call was launched in June 2004, with bids submitted in October
2004. After the bids evaluation and negotiations, the MONITOR projects
Consortium was successfully established and the Consortium was awarded the con-
tract to address the Land and the Civil Engineering Community.
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The partners within the Monitor Project Consortium include universities, companies
and organisation based in Italy, Portugal, United Kingdom, Romania and Greece,
whose combined capabilities cover all aspects of high precision monitoring of land
and engineering of structural deformations, current satellites positioning techniques,
engineering applications of GNSS and the potential benefits of the Galileo system.

This paper aims to describe the current status of MONITOR Project (officially
kicked off in November 2005 and lasting till the mid summer of 2007) and the pur-
poses to which, this 18 months long project, is focused on. A particular attention
will be devoted to the description of the three Pilot Projects experimentation (par. 3,
4, 5), representative of the priority applications identified in a preliminary phase
(par. 2), and to their relation with a technological and operative platform, repre-
sented by the Monitor Control Centre (par. 6), mandatory to provide a wide group
of users, that span from the professional users (surveyors, researchers, national and
local institutions, organizations, etc.) to citizenship, useful responses to their needs.

1 The Monitor Project: Overview

Performed by the adoption of high precision measurements techniques and by the
identification of clear procedure that can be tested and then refined to drive future
certifications and standardisation processes, the MONITOR Project is focused on
demonstration of the use of satellite navigation in existing and new application
areas, such as the Land Monitoring and Civil Engineering, the description and
promotion of the added value to be brought by Galileo and EGNOS, and finally to
pave the way for the acceptance of these added technologies and tools into our
industry and to a wider user community.
The MONITOR Project is structured in three phases:

I. Critical analysis: that concerns the analysis of the land monitoring and civil
engineering frame versus several enablers: (technology, market, standards, reg-
ulatory and legal aspects, etc..) with the final objective of the selection of the
applications identified representative of certain priorities for the community
addressed, elements that under a deep analysis provide the selection of the Pilot
Projects to be implemented.

I1. Pilot Project definition and execution: that concerns the definition of a Plan to
be developed for the Pilot Projects (addressing the aspects of technology, mar-
ket, regulation, standardisation and training), the implementation and the
analysis of the results with the respect of the short term objective identified by
the Plan.

III. Results analysis: that concerns the identification of all the elements of critical-
ities, by a deep analysis of data results, that should be improved to guarantee
that each application will reach its own objectives.

The most significant phase of the project concerns the demonstration of the use
of GNSS through the selection of some applications considered representative of
the areas included into the land monitoring and civil engineering community,
applications experimented within the Pilot Projects, and connected to each other
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through a technological and operative platform represented by the MONITOR
Control Centre. The Pilot Projects will help to demonstrate the ideas and
techniques proposed, in order to inform the specialist as well as the general public
of the potential value of these techniques, that would lead to some very significant
cost reductions of technology and implementation, in the near future, and pave
the way to a full exploitation of Galileo within the Land and Civil Engineering
community.

2 The Priority Application Selection

The MONITOR Consortium was committed to develop the definition of the
Priority Application to be experimented during the second phase of the project. This
process, started since the beginning of the proposal, derives from the analysis of the
whole domain and on the basis of the Consortium Participant experience and
awareness. The results was the identification of some applications retained priority
versus the needs and the goals expressed by the Galileo Join Undertaking (GJU)
in the [2].

MONITOR aims to be a technological and operational platform able to provide
real answer to several territory monitoring and control criticalities, including the
safeguard of anthropic infrastructures and activities adopting an higher level of
innovation pushed by the satellite based technology and in particular the satellite
navigation.

The assessment process has been performed in two major steps:

e The first considering different parameters such as number of users, potential
revenues for GOC, private interests, public benefits, level of maturity (techno-
logical and commercial) and of innovation and potentiality for future market
evolution, whose consideration has restricted the number of application relevant
to the MONITOR Project from those described in a preliminary state of the
art study.

e The second considering that MONITOR also aims to constitute and test a tech-
nological and operational platform able to provide real-time monitoring of differ-
ent natural phenomena, civil infrastructure and to control all the activities related
to their construction and maintenance, of which an elementary cell is represented
by the MONITOR Control Centre. From this point of view the priority applica-
tion selected for the experimentation had to be considered also in order to provide
the main requirements for the Control Centre design.

Following these criteria, through the assessment process, the priority applications to
be experimented are the following:

e Certified procedures for monitoring deformation of buildings at risk for land-
slides, in flooding areas or in subsidence area;

e Bridge deformation monitoring for real-time alert systems;

e Optimisation and safety for site management and logistics based on precise survey
of the site and risks constraints.
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3 Certified Procedures for Monitoring Land Movements
and the Deformation of Buildings at Risk for Landslides,
in Flooding Areas or in Subsidence Areas

Several natural causes can damage buildings and represent a risk to population and
cultural heritage.

Landslides are the 7th most deadly natural hazard in the world, after droughts,
windstorms, floods, earthquakes, volcano and extreme temperature [1]. Mass move-
ment and landslides contribute to major disasters every year on a global scale, and
their frequency is on an upward trend.

Number of deaths caused by landslides is likely underestimated, since they are
usually masked by the broad disaster statistics of earthquakes and floods, but it can
be said that about 1000 people died every year because of landslides, especially in
Asia. In Europe the situation is certainly better.

In terms of economic damage, Japan reports annual losses of US$ 4-6 billion
whether India, Italy and USA reports annual losses that are about US$ 1-2 billion.

The presence of landslides affect highly urban and infrastructural development of
local communities also without having victims.

In Emilia-Romagna region (Italy), for instance, have been registered more than
70.000 landslides, luckily most of them with slow movements, that have caused dam-
ages spread over the area, but no victims.

The monitoring of buildings movements and displacements in landslides danger
prone area, allows to have an operative control on potential risks over such area:
some of the Monitor Project partners are Public Administrations sensitive to
this subject.

GNSS surveys are the most suitable tools to perform the monitoring, either in con-
tinuous mode or by means of repeated surveys.

Considering the spread of this phenomenon on the territory, it is necessary to
tune affordable and low-cost GNSS control systems to allow a wide diffusion over
the territory.

GNSS Monitoring systems must come out from the scientific environment to be
used on large scale and so to be adopted by specialized companies able to operate
on demand raised by public agencies or private clients.

It is necessary to define not only the operating methodologies that should be
applied, but also which kind of instruments should be used and finally the
operating standards and control criteria. Assuming these considerations, every
commitment will be able to evaluate the quality of every action performed by the
nominated company.

Considering that the area under control could be wide, a goal could be identified
in the implementation of a network of Continuously Operating Reference Stations
in order to have instruments positioned on a potentially wide number of buildings,
that can be monitored by a small number of reference stations providing measured
data that could be processed by a single Control Centre.

From the operational point of view, the main goals to be achieved are:

e sctup of a test field in a realistic environment aimed at study of possibilities of
GNSS systems to detect movements of structures like buildings;
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Fig. 1. Landslide scenario monitoring.

e to define a survey methodology using different types of instruments and of data
transmission procedures;

e to detect improvements provided by the growth of the satellites constellations, the
interoperability between different GNSS systems, and most of all, derived from
integrity availability;

e to define a procedure in accordance with the Partners of the Public Administrations
(Provincia di Bologna, Regione Emilia Romagna) to allow a private firm that could
be entrusted with the surveys in a large scale approach.

Field tests will be executed on soils within a landslides area (Fig. 1), and the analysis
will be performed paying attention on application of similar methodologies to other
scenarios in which is important to detect movements and deformation with high pre-
cision such as monitoring of dams, boundary walls, buildings in problematic areas
(i.e. structure liable to vibrations).

In the short term action plan, will be extremely important that field tests will be
checked in any way concerning geodetic problems and boundary features such as
communication link and the geological characteristics of the selected landslide.
These control checks must be done for field tests as soon as the first Galileo Satellites
will be ready to transmit data. In this manner, it will be possible to check the real
accuracy and precision improvements for high precision real time positioning due to
the Galileo system.

4 Bridge Deformation Monitoring

Bridges are part of a country’s transportation infrastructure and are typically
assessed and maintained by the authorities responsible for the appropriate trans-
portation sector (road or rail). Bridge monitoring is necessary to ensure the safety of
those who either use, or are affected by, the structure itself and is usually part of the
legislature governing the maintenance of the sector.
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Recently, the deterioration of bridge structures has become a serious problem due
to issues related to modern society; reliance on the car, increased bridge traffic, envi-
ronmental pollution, and the use of potentially corrosive substances (e.g. cleaning
and de-icing).

Regular bridge inspection is typically a statutory duty of the bridge operator for
reasons of public safety. Inspection is conducted via manual means although a few
systems are deployed using fixed sensors, such as fibre optic cables laid within the
structure, and, on occasions, GPS.

Bridge monitoring is an ideal application for the use of combined GNSS, incor-
porating GPS, Galileo, EGNOS and GLONASS. Although not necessarily a safety
issue, the potential benefits of including MONITOR-style GNSS within a combined
sensor system are listed below:

e Low cost equipment to provide part of the statutory duties of the bridge operators;

e Continuous monitoring should lower the cost of current routine and specialists
inspections;

e Possibility of shared Local Elements between bridge operators, further reducing
cost.

e The MONITOR Service Centre is the ideal platform for the dissemination of the
real-time status of the structure;

e No specialised core skills are required by the bridge personnel;

e The system will provide added value, including safety to the bridge users (the
general public);

e The system will provide operation benefits to the bridge operator. This includes
better information for decision making, such as whether or not to close the bridge
to transport or pedestrians.

At the time of writing this paper, a UK-based bridge operator have agreed to a pilot
demonstration using one of their structures and an action plan for bridge monitor-
ing within MONITOR has been developed covering technological, market and
regulatory issues.

The short term strategy is aimed at promoting the use of GPS for bridge moni-
toring and demonstrating, though simulation, the improvements that will be gained
through the adoption of Galileo and EGNOS. The actions required to achieve this
goal are computer simulations involving the use of GNSS simulation software that
can imitate performance of different GNSS configurations along with 3D (Fig. 2)
models of the bridge, so that satellite masking can be determined. This simulation
analysis is combined with a demonstration activity which involves an actual meas-
urement and analysis campaign using the SEPA GPS-based monitoring equipment
and the MONITOR service centre. The purposes of the demonstration activity
are two-fold; firstly, to verify the simulation results and secondly to promote the
technology to bridge operators and to infuse their interest so that they will be sus-
ceptible to the uptake of Galileo when this becomes available. For uptake of the
technology, and inclusion into existing bridge monitoring systems, it is important
that the activities are disseminated to a wider audience than the immediate pilot
study bridge operating company, and that the appropriate authorities are urged to
adapt, or develop, legislation that accommodates GNSS.
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Fig. 2. Photograph and a computer simulation of the Severn Suspension Bridge, UK.

The medium and long term actions are non-MONITOR specific. These concen-
trate on GNSS companies and the suppliers of bridge monitoring equipment and
outline the steps that are required to specify, develop and verify a commercially
viable multi-sensor (including GNSS) bridge monitoring system.

5 Optimisation and Safety for Site Management
and Logistic Based on Precise Survey of the Site
and Risk Constraints

Accidents in yards are quite frequent an often the workers are not protected
by insurances since they could be foreigner without work license. Accidents have to be
prevented by adequate passive protections, with barriers between different areas, in
which dangerous interactions could occur.
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Active protection is the goal of MONITOR, by determining the position of the
workers outside and inside the dangerous area together with the excavators, elevators,
trucks with which the workers could accidentally interact.

The workers will be positioned by a single GNSS receiver, while, in general, the
excavators etc. will need position and arm or movement directions. A third receiver
(or a roll sensor or integrated with a roll sensor) will be useful to alert potentially
dangerous positions along the yard trails.

Accuracy should be in general the best one obtainable with RTK: nevertheless a
very frequent interruption of satellite signals and necessity of new initialisation are
expected, which is in conflict with the safety requirements. Hence Differential Code
Phase GNSS will be the initial target of the Pilot project.

GALILEO will increase the number of satellites so that the availability of posi-
tions inside a yard will increase. Moreover, since a lack of safety could be under
penal responsibility the guarantee of the GALILEO SIS will have a high impact on
the stakeholders with respect to GPS. At present GPS cannot be proposed in a yard,
as everybody who is used to survey urban areas knows very well. Hence, the Pilot
project should be carried on in

o high satellite visibility environment, just to show the correct positioning of work-
ers and machines, anytime requested by the Control Centre and, when required,
with continuity. The radio transmission coverage will be controlled both for
Differential method and, when required, for RTK one. Such kind of environment
has been already fixed in a permanent yard connected with the water channel sys-
tem in agriculture: this is anyway a very important case for workers since they are
often alone with their machines, quite fare away from any possible immediate
assistance; they are already equipped with mobile phones so to be able to ask res-
cue. GNSS positioning will be of great help in the rescue service and the DGNSS
accuracy should guarantee the side of a channel, which means to avoid misunder-
standings and wrong rescue itinerary;

e poor satellite visibility, more as a sky plot simulation than as a field test, even if
the highest number of GPS satellites window will be chosen on field.

It is quite clear that at present the use of GPS only is NOT feasible in a severe safety
environment in relation to the evident guarantee that workers and controllers expect
from such systems.

No one could be persuaded to adopt GPS as safety tool, unless in the particular
case of wide area yards as for the mentioned water channel for agriculture as well as
for agriculture process themselves.

The most outstanding open issue in this kind of experimentation, is the absence
of rules: in general active and topographic safety tools for a yard is not carefully
considered in terms of safety, so that an intensive dissemination of the GNSS pos-
sibilities will be necessary.

Yards are expected to be quite conservative and not open to innovations, unless
they give strong economical benefits (Fig. 3). Therefore the dissemination needs to
continue for years, particularly introducing the matter in the University classes so to
make also Civil Engineers and Architects familiar with satellite positioning, in par-
ticular with the expected characteristics of GALILEO. With this dissemination on
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Fig. 3. A typical construction yard scenario.

the young generations a general use of satellite positioning and integrated sensors is
expected within 10 years.

Contemporarily a strong action will be carried on the Governmental Agencies for
Workers Safety and Insurance including Inabilities and Hospitals. No doubt at all
that these Agencies will be sensible to the methodology, provided that it works 100%
and it is guaranteed. NO DOUBT that this cannot be achieved by GPS, but only by
GPS + GALILEO.

6 The Monitor Control Centre

The typical functional scheme for the MONITOR Platform is depicted in the fol-
lowing Fig. 4.

As a fundamental part of the proposed Pilot Projects and as a “common plat-
form” for the whole project an operational centre is implemented assuming to per-
form the following functionalities:

e Real Time monitoring: Quick, real-time results collected from the field provide
alert conditions and situation assessment and improved awareness in case of nat-
ural disasters hitting the area (earthquakes, floods, etc.); this may improve the dis-
patching of rescue teams as well as providing a first assessment of the situation;

e Operations Benchmark: To provide an operational assessment in ordinary situation
or to cope with disasters, the centre will be equipped with suitable capability to
display the data according to the scenario;

e Post processing: The Centre will post-process some Pilot project data in order to
provide a preliminary set of additional information to the users;

e Pilot Projects Data collection and Archiving: All the relevant data for monitoring of
the territory and structures/buildings will be collected for possible post-processing
and archiving in a single facility, from which the data can be retrieved at will;

e Dissemination: The centre will collect all the Pilot Project data and results organ-
izing them into a Data Base making easier the following dissemination.
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Fig. 4. The MONITOR platform concept.

All the three experiments and the MONITOR Platform, will demonstrate the poten-
tial benefits of the GNSS techniques through the implementation of a measurement
and analysis campaign, sharing the following common elements:

e Low cost sensors which allow for the mass deployment of fixed monitoring net-
works (it is important that these sensors do not trade cost against performance);
High data rate measurements;

Real-time processing, at the same rate as the measurements;

Real-time communications, allowing for data collection and distribution.

As depicted in Fig. 5, the platform is composed by three main architectural ele-
ments:

e A Network of sensors deployed on the interested site for the real time raw data
acquisition;

o the Monitoring Centre which is the responsible of the data acquisition, processing
and storage;

e the Data Dispatcher that is the interface aimed to the dissemination and acquisition
of from/to other Monitoring Centres and also from/to other networks in order to
gain data, relevant to the alarm event generation.
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Fig. 5. MONITOR Control Centre schematic.

The platform is based on the data fusion concept, applied to a wider and heteroge-
neous kind of data gained from different kind of monitoring systems, involving dif-
ferent kind of monitoring technologies, through different kind of networks suitably
connected through a proper interface. From this point of view this kind of control
centre belongs to the concept and to the need of an over-national monitoring net-
work with the aim of the convergence of technologies in a fully integrated and seam-
less way to end-users.

An important feature of the platform is the presence of a data base gaining infor-
mation from the different monitoring campaigns to build an historical data base and
to provide a source of data for the generation and validation of predictive models
(for example for the validation of a FEM model of a structure). The collection and
the storage of GNSS data from different sites is considered a key element to really
experiment the data fusion concept using also data from those scenarios that seems
to be, apparently, not correlated to the land surveying (e.g. big yards monitoring) but
could be instead a valid source of information, ideas and methodology useful for
other applications experimentation and a starting point for the development of
future GNSS applications.

MONITOR is now at a critical stage of the project with the commencement of the
demonstrations and the promotion and dissemination of the advantages brought
through the early adoption of Galileo and EGNOS. Once completed, it is expected
that this will fulfil its main purpose, namely to bring about the wider usage of satel-
lite technologies within all aspects of civil engineering and surveying and to achieve
higher levels of accuracy, reliability, safety, security and economy.
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Abstract. Galileo is a global, European-controlled, satellite-based navigation sys-
tem. It will have a constellation of 30 satellites and a Ground Segment made by a
Ground Control Segment (GCS) providing satellite monitoring and control, and a
Ground Mission Segment (GMS) that is in charge of generating the navigation mes-
sage (Navigation Function) and detecting system malfunctions (integrity function).

The System is designed to detect and broadcast real-time warnings to the users of
satellite or system malfunctions regarding:

ranging signal generation

— navigation message generation

— satellite orbit and attitude

— atomic frequency standard clocks and signals
— loss of sensor stations (GSS)

These warnings are transformed into integrity information that is transmitted to the
user receivers where it is elaborated by complex integrity algorithms whose final
result is the provision of the following information:

— stop using the Galileo system

— complete the current operation (i.e. landing) but then stop using the Galileo
system

— use the Galileo system

The maximum latency between the time at which a malfunction is detected and the time
at which the user integrity algorithm produces the “stop using the system” condition
(Time-to-Alert) is 6 seconds. This latency includes the time needed to generate, uplink,
downlink and process in the user receiver the integrity information produced by the GMS
This paper presents an overview of the Galileo System Architecture and describes
the way the C-band uplink has been designed and dimensioned to fit to the stringent
requirements of navigation data and integrity information dissemination.

1 The Galileo System Architecture

The Galileo System is designed to provide a high accurate global positioning service
and information regarding the quality of this service (system integrity) at the same
time. The integrity information is updated every second. Thus the system is designed
to be synchronous modulo 1 second.



64 Satellite Communications and Navigation Systems
The system is composed by four segments:

e The Space Segment (30 satellites)

e The Ground Control Segment (GCS)

e The Ground Mission Segment (GMS)

e The Test User Segment (TUS) which includes the Test User Receivers

The space segment consists of a Walker constellation of 30 spacecraft in MEO
orbits, expandable in the future to up to 36 satellites. The 27 operational satellites are
distributed uniformly in 3 different orbit planes separated by 40° with the ascending
nodes of the orbital planes separated by 120°. There is 1 spare satellite on each
orbital plane, positioned between two operational satellites.

The constellation of satellites is controlled and commanded by two Ground
Control Centres (GCC), each one made up by one GCS and one GMS, and a net-
work of ground stations, namely 5 TTC stations operating in S-band (2.048GHz for
uplink and 2.225GHz for downlink) and 9 ULS stations operating in C-band (5.005
GHz uplink only).

The S-band stations are used for satellite and constellation control. Telecommands
are uploaded by the ground stations at 2.048GHz and telemetry downloaded by satel-
lites at 2.225GHz. During nominal operations this link is operated in spread spectrum
mode although a PM mode is foreseen for initial satellites deployment (LEOP/IOT)
and contingencies. In this case the spacecraft are operated in FDMA mode and the
frequencies are selectable among 8 different couples for uplink/downlink.

The C-band stations are used for uploading navigation and integrity data that are
subsequently broadcast through the navigation signals to the users. These transmitting
stations operate at 5.005GHz in spread spectrum.

The Galileo satellites carry 6-channels CDMA receivers to allow simultaneous
access to 1 ULS and to up to 5 external uplink stations.

The system provides 4 different navigation services, namely the Open, Safety-of-
life, Commercial and Public Regulated servicesn via simultaneous transmission to
the users of three navigation signals at frequencies between 1.1GHz and 1.6GHz, as
in Tables 1 and 2.

As can be seen there are 5 types of messages;

— the “Navigation message” containing:
— time & clock corrections
— ephemeris, almanacs
— ionospheric corrections

Table 1. Galileo frequency plan.

Carrier- Transmitted
Signal frequency Polarisation bandwidth Modulation
ES 1191.795 MHz  Right-hand circular ~ 92.07 MHz  AltBOC
E6 1278.750 MHz  Right-hand circular ~ 40.92 MHz  Constant envelope modulation

L1 1575.420 MHz  Right-hand circular ~ 40.92 MHz  Constant envelope modulation
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Table 2. Mapping of services on different signal components and message content/allocation.

Message data content

Search & Service
Services Channel Navigation Integrity  rescue Supplementary  management
oS ESa-1 Yes No No No No
OS/CS/SOL ESb-1 & L1-B Yes Yes Yes No Yes
CS E6-B No No No Yes Yes
PRS E6-A & L1-A Yes Yes No No Yes

— Broadcast group delay

— SISA (Signal-in-Space Accuracy)

— the “Integrity message” containing:

— Integrity tables for the global Integrity that include flags to indicate the
integrity status of each navigation data broadcast by each satellite.

— Alerts to be broadcast with an alert process that shall take less than 6s. This
latency constraint is the major design driver for the complete Galileo system.
Alerts are timely warnings to alert the users when the system cannot be used for
navigation.

— The “Search and Rescue” message. Galileo supports the S&R service acting
as relay of VHS distress beacons and by providing in the L-band downlink the capa-
bility to send up to 5 messages of 120 bits every 60 seconds or up to 7 messages of
80 bits every 60 seconds to those beacons equipped with a suitable Galileo receiver.

— The “Supplementary data” provided as part of the CS message on E6. The
supplementary data is expected to provide weather alerts, traffic information and
accident warnings, etc. This data is almost certainly geographically related and so
could be shared between satellites.

— The “Service management data used to provide key management and other infor-
mation to enable controlled access to the Galileo signals and message data.

The signals are transmitted by each satellite and comprise ranging codes and timing
information. The timing information is included as part of the navigation message
containing additional information relating to the satellite itself, the overall constella-
tion and the integrity of the service.

The multi-frequency signals transmitted allow improving the accuracy of the fix
since user receivers can calculate the corrections for ionospheric effects.

The 40 Galileo Sensor Stations (GSS) perform constantly measurements on the
L-band navigation signals to detect faulty satellites. These measurements are trans-
mitted to both GCCs. The GSSs are located in different geographical location to
perform a worldwide monitoring of the navigation signals.

A simplified overview of the Galileo architecture is shown as in Fig. 1.

The single elements (MGF, CMCEF, etc.) in the GCC will be described in the next
sections.

The GMS and the GCS within each GCC are linked to the remote ground stations
through the MDDN (Mission Data Dissemination Network) and the SDDN
(Satellite Data Dissemination Network) respectively.
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Fig.1. Galileo architecture overview.

The two ground segments are also connected to a number of entities external to
Galileo. For the GMS they are namely:

— GRSP (Geodetic Reference Service provider). The GRSP provides the GTRF
(Galileo Terrestrial Reference Frame which is linked to the ITRF

— TSP (Time Service provider). The TSP provides Galileo with the daily predicted
value of the International atomic Time (TAI) with respect to the GST (Galileo
System Time) and with frequency offset and the daily steering correction to be
applied by GMS to GST

— ERIS (External Region Integrity System). The ERIS are external entities able to
determine and distribute to users through direct (C-band) or indirect (GMS)
uplink of integrity information regarding the Galileo navigation signals on a
regional scale (Galileo provides indeed integrity information on a global scale).

— SC (Service Center). Service Centres are all those facilities implemented by the
Service Providers to administrate navigation, timing, other navigation-related
services and revenue-generating services offered to the users, distribute off-line
Galileo data products, gather input data (commercial service data) to be dissemi-
nated by Galileo satellites, and manages CS users access control.

— RLSP (return Link Service Provider). The RLSP is the single interface with Galileo
of the COSPAS-SARSAT, an international Search&Rescue system that processes
distress signals from active beacons and interacts with the SAR community.
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The GCS interface with the following external entities:

— SATMAN (Satellite Manufacturer). The SATMAN provides a number of satellite
parameters, such as the satellite mass at the manufacturing stage, that will be used
by the GCS during the satellite lifetime.

— ESCC (External Satellite Control Centre). The ESCC are the external leased
satellite control stations that will be leased to perform LEOP (i.e. the positioning
in the initial orbit) and IOT (in-orbit testing) for each satellite before hand over to
the GCC control.

1.1 Description of the GMS
The main functions of the GMS are:

— to monitor the navigation signals transmitted by the Galileo satellites

— to calculate all the navigation and integrity data that need to be broadcast in the
navigation signals

— to collect data coming from external entities that need to be broadcast in the
navigation signals

— to multiplex these data in single sub-frames

— to define the sub-constellation of satellites to which these sub-frames have to be
uploaded

— to uplink this data to the spacecraft

In addition the GMS performs a number of other functions such as monitoring of
GCS assets, monitor and control of networks and global archiving.

The list of elements in the GMS and a brief description of their functions are
shown as in Table 3:

Table 3. Description of the elements in the GMS.

GMS element Name Function
GSS Galileo Sensor Station Production of SIS observables for navigation
& integrity algorithms
PTF (*) Precise Time Facility Generation of GST (Galileo System Time)
steered towards TAI.
OSPF Orbit and Synchronisation ~ Production of satellites ephemeris, clocks, almanacs
Processing Facility and SISA predictions for OS, CS, SoL and PRS
IPF Integrity Processing Integrity data computation for PRS and SoL
Facility (integrity tables and integrity alerts)
MGF Message Generation Multiplex of the data streams making up the
Facility C-band Uplink Messages (including the Galileo

Navigation and Integrity data generated within
the GMS, the SAR data provided by the RLSP,
the commercial data provided by the GOC SC,
integrity data provided by ERIS, and PRS data

(Continued)
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Table 3. Description of the elements in the GMS.—cont’d

GMS element

Name

Function

SPF (%)

Service Products Facility

The SPF provides the interface between the GMS
elements located in the GCC and the external world.

GACF Ground Assets Control — Technical monitoring and control of ground
Facility assets
— Support to the execution of the activities planned
for maintenance and the related reporting
— Data archival and retrieval (including long term
archiving for GCS)
MUCF Mission and Uplink — Overall mission management (long-term and
Control Facility mid-term planning)
— Short-term planning
— On-line supervision of the mission performance
— Mission performances prediction or short-term
forecast of services performances
MKMF (*) Mission Key Management = Management of the payload security units
Facility (C-band part)
PKMF (¥) PRS Key Management Management of the payload security units
Facility (PRS navigation service)
ULS Up-Link Station Modulation and transmission of C-band uplink
signals
MDDN Mission Data Communications network facility to provide
Dissemination Network intersite connectivity
M-EDDN (*¥) Mission External Data Provision of communication services between GMS

Dissemination Network

and external entities (GRSP, TSP. SC, RLSP, etc.)

(*) These elements are not shown in Fig. 1 for sake of simplicity

1.2 Description of the GCS

The prime role of the GCS within the Galileo system is to provide satellite control
and management.

This is accomplished via the generation and uplink of Telecommands (TC) and
the reception and processing of spacecraft Telemetry (TM). In addition the GAS is
able to perform spacecraft positioning through a two way ranging process on the
S-band signals.

Aside from its primary role in spacecraft management the GCS also performs
specific functions with respect to the Ground Mission Segment (GMS).

In order to achieve the primary role, the elements within the GCS provide

functions that comprise of both real time and non-real time processes. These range
from planning through to execution of TC, TM and Ranging (RNG). The GCS also
performs its internal monitoring to ensure the efficiency and robustness of the
segment elements throughout the lifetime of the programme.

Within the GCC, the GCS provides facilities for the real time monitoring and
control of the Galileo satellites and ground assets (SCCF, CMCF and SKMF).

These facilities perform the routine automated operations supervised by operators,
although critical operations will likely be performed manually, with the support of
automated procedures.
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GCS non-real time operation functions are supported by the SCPF, OPF, FDF
and CSIM facilities within the GCC.

The list of elements in the GCS and a brief description of their functions is shown
as in Table 4:

Table 4. Description of the elements in the GCS.

GCS element Name Function
TTCF Telemetry, Tracking and The TT&C facility support the space-ground inter-
Command facility face for telemetry acquisition and telecommand

uplink as well as the provision for 2-way

ranging. Each TT&C station acquires and controls
the satellites in accordance with commands
received from the SCCF via the CMCF.

SDDN Satellite Data Communications network facility to provide
Dissemination Network inter-site connectivity

S-EDDN Satellite External Data Provision of communication services between GCS
Dissemination Network and external entities (SATMAN and ESCC)

SCCF Spacecraft Constellation ~ The SCCF is the core element that supports
Control Facility realtime operations for both routine and special

satellite operations. This element provides for
telemetry and telecommand processing status
displays, manual commanding facilities together
with operations automation at both schedule
and procedure levels.

GCS KMF (*)  GCS Key Management The GCS Key Management Facility is responsible

facility for all TM & TC related security key management,
both on the ground and on the spacecraft
including the ground based encryption /
decryption of TM & TC with cryptographic
devices. It also provides M&C for the spacecraft
security units.

CMCF Central M&C Facility The CMCF monitors and controls all GCS assets
(only monitors the GCS KMF), both in the
GCC and at each TT&C station. Each TT&C
station has its own local M&C and the CMCF
M&C of the TTCEF is performed via the SDDN
to all TT&C sites. The CMCF provides a
summary of TT&C station status to the SCCF
that is required to coordinate and synchronise
satellite operations.

FDF Flight Dynamics Facility = The FDF supports orbit prediction, manoeuvre
planning and attitude monitoring for both
individual satellites and overall constellation
management. It is also capable of performing
orbit determination based on S-band two-way
ranging data generated by the TT&C Facility.

OPF (¥) Operations Preparation The OPF comprises the editors to develop and

Facility maintain mission operations data, including the
spacecraft databases and operations procedures,

(Continued)
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Table 4. Description of the elements in the GCS.—cont’d

GCS element Name Function

together with tools to perform overall
consistency checking of configuration data
and to support configuration control.

CSIM (*) Constellation Simulator The CSIM provides a simulation of the whole
Galileo constellation of satellites, as well as the
ground control network of TT&C stations.

(*) These elements are not shown in Fig. 1 for sake of simplicity

1.3 Description of the SSeg

Galileo satellites are composed of the following subsystems:

— Payload Subsystem including the navigation payload and the SAR payload
— Structure Subsystem
— Thermal Control Subsystem (TCS)
— Electrical Power Subsystem (EPS) with the following units:
e Solar Arrays (SA)
e Solar Array Drive Mechanisms (SADM)
e Battery
e Power Conditioning and Distribution Unit (PCDU)
— Harness
— Avionics Subsystem with the
e on-board computer (Integrated Control and Data Handling Unit, ICDU)
e Attitude and Orbit Control System, AOCS (based on earth sensors, sun sensors,
gyros, reaction wheels and magnetic torquers),
e Software (SW)
— Telemetry, Tracking and Command (TTC) Subsystem (with S-Band Transponder
and two low-gain, omni-directional antennas)
— Propulsion Subsystem (mono-propellant system with one tank and 8 thrusters)
— Laser Retro-Reflector (LRR)
— Platform Security Unit (PFSU)

The main functions of the payloads embarked on board the Galileo satellites are:

— Provision of on-board timing signals

— Receiption & storage of up-linked navigation message data

— Receiption & storage of up-linked integrity data (from 6 simultaneous uplink
channels in C-band)

— Assembly of navigation message in the agreed format

— Error correction coding of navigation message

— Generation of ranging codes

— Encryption of ranging codes as required
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— Generation and modulation of L-Band carrier signals

— Broadcast of navigation signals

— Relay VHF S&R distress beacon in L-band (1.544GHz)

The list of units in the Navigation Payload and a brief description of their functions

is shown as in Table 5:

Table 5. Description of the payload units.

Payload unit Name

Function

UsSo Ultra Stable Oscillators:
— Passive Hydrogen Maser
(PHM)
— Rubidium Atomic Frequency
Standards (RAFS),
CMCU Clock Monitoring and
Control Unit
MISANT Mission antenna (C-band)
MISREC Mission Receiver
PLSU Payload Security Unit
NSGU Navigation Signal Generator
Unit
FGUU Frequency Generator &
Up Converter Unit
NAVHPA Solid State Power Amplifiers
OMUX Output Multiplexer and filters

Provision of timing signals. This is done by
high precision on-board clocks,
implemented as two (cold) redundant
pairs per satellite, each pair including
two different technologies, the Passive
Hydrogen Maser (PHM) which is the p
rimary reference clock and the Rubidium
Atomic Frequency Standard (RAFS), both
of them being operated simultaneously.

The whole clock ensemble is under the control
of a dedicated (internally cold redundant)

CMCU which performs the monitoring
and switching functions (selection under
Ground control) and generates a highly
stable on-board reference frequency of
10.23 MHz which is distributed to the
other payload units.

The C-band receiving antenna (small
aperture axially corrugated circular
waveguide horn)

The MISREC includes the Mission Processor
function (MISPROC) and performs the
6-channel receive function in C-band

The data output from the MISREC is routed
to the Payload Security Unit (PLSU) which
performs COMSEC treatment of the
incoming signal (authentication verification)

The NSGU receives the up-linked navigation
data from the PLSU and uses them to
generate the navigation signals in the
appropriate format, performs the PRN
encoding and the modulation of the
3 navigation signals (ES, E6 and L1)
and passes them to the FGUU

The FGUU performs the up- conversion into
L-band of the 3 signals

The 3 L-band navigations signals (ES, E6 and
L1) are fed into three different SSPAs
Multiplexes E5 and E6 signals at the output

of the SSPAs

(Continued)
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Table 5. Description of the payload units.—cont’d

Payload unit Name Function

NAVANT Navigation antenna (L-band) The Navigation transmit antenna is operated
in RHCP polarisation and consists of
a high and a low band beam-forming
network and a dual band array of
radiating elements which provides a global
coverage iso-flux radiation pattern

RTU Remote Terminal Unit The payload Remote Terminal Unit performs
the communication functions between
the payload and the avionics subsystem
via the 1553B data bus

2 The Message Generation and the Uplink Chain

The Galileo Uplink baseband signal comprises a multiplex of data streams origi-
nating from both Galileo and external origins (External Regional Integrity Systems,
Search & Rescue). The multiplexing function is implemented in the Message
Generation Facility (MGF) in the GMS and onboard the spacecraft.

Each second a navigation and an integrity message is generated by the MGF using
data provided respectively by the OSPF and IPF which process of the measurements
made by the GSSs.

These messages are uplinked every second to the satellites through a dedicated
network of 9 C-band uplink stations (ULSs) and broadcast to the users, by the satel-
lites using the L-band frequencies.

Two different types of alerts are transmitted in the integrity message depending
on the failure occurred:

— Satellite failure: an alert is broadcast indicating which satellite is not ok (NOK).
These alerts are coded on 1 bit per satellite.

— Ground segment failure: an alert is broadcast indicating the estimated degrada-
tion of the positioning accuracy. These alerts are coded on 4 bits per satellite.

Integrity alerts for up to 36 satellites can be uplinked and broadcast simultaneously.
A simplified description of message generation performed in the MGF and of the
uplink chain is shown in Fig. 2.
The Galileo up-link message is multiplexed in the GMS and contains, as described
in section 2, the following information:

Galileo Integrity data for the SoL service (generated by the IPF)

— Galileo Integrity data for the PRS service (generated by the IPF)

— Navigation data for all the services (generated by the OSPF)

— Search-and-Rescue return link data (acknowledgment of distress signal reception
provided by the RLSP)

— Commercial Service data (provided by the SC)
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Fig. 2. The message generation and uplink chain.

The baseband message stream is sent by the MGF to the ULS where it is used to
modulate the RF signal transmitted to the spacecraft.

Each Galileo satellite can be accessed simultaneously by 1 ULS to upload the
messages generated by the MGF and by up to 5 EULSs (External Regional Integrity
Uplink Stations) to upload regional integrity information generated outside the
Galileo boundary. Therefore, an additional processing and multiplexing function is
implemented in the satellites. In this way each satellite broadcasts the global integrity
information generated by Galileo (GMS) and the regional integrity information
generated independently by External Regions (ERIS).

This capability of allowing up to 6 simultaneous accesses to a single satellite along
with the maximum time (133ms) allocated for uplinking the integrity information,
have been some of the main design driver for this link.

The key requirements which have driven the design of this link are listed and
discussed as in Table 6:

Table 6. C-band link: main design drivers.

Requirement Source Remark

The allocated band Band allocation for The actual carrier frequency is
for the link is RNSS selected taking into account that
5.000-5010 GHz carrier, code and bit rate have to

be in a fixed ration and derived
by a common source.

The modulation and chip shape
filtering (on the TX side) are
defined in such a way to have the
highest possible chip rate still
avoiding interference with
adjacent services (radioastronomy)

(Continued)
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Table 6. C-band link: main design drivers—cont’d

Requirement Source Remark
6 simultaneous CDMA System requirement Colliding requirements difficult
accesses to each satellite to be met simultaneously.
ULS minimum elevation Minimization of the
anglebetween 5° and 10° number of ULS sites
also in tropical regions and antennas

where attenuation
and scintillation
effects are significant.

No Up link power control Simplification of system
complexity

The maximum time allocated ~ System requirement for Driver for the definition of the
to ULS processing and the maximum TTA data rate for the Galileo uplink
uplink (640bits of integrity (time-to-alarm)
information every second)
is 133ms

ULS uplinked Information ERISs do not uplink Driver for the definition of the
data twice the ERIS navigation data data rate and modulation
uplinked information data scheme for the ERIS uplinks

Doppler compensation: Constant data rate at The Doppler, and its compensation
+/— 11 KHz, step less receiver level affects both chip and symbol
than 2Hz rates proportionally

Message structure and System requirement Requires dynamic management
sequencing designed for the maximum of navigation and integrity
to allow the nominal TTA (time-to-alarm) messages.
broadcasting of NAV

data to be interrupted
and restored soon after
integrity information

transmission

On ground and/or on board System requirement to
Multiplexing of S&R support S&R service
and ERIS data and ERIS autonomous

integrity determination

2.1 Message Design

The definition of the message structure and sequencing in both the uplink and the
downlink has been one of the main challenges in the design of the Galileo system.

As described in Table 6 the two major constraints have been the management of
integrity alerts and the reduction of the TTA, leading to a complex mechanism of
dynamic management of alerts based on priorities. The structure of the message in
the downlink allows the insertion of alerts in each 1 second interval. The C-band
message is designed to allow simultaneous uplink of navigation and integrity data as
described in Fig. 5.

Integrity alerts are transmitted as soon as they are received by the spacecraft, i.e.
they take priority over normal integrity message transmissions. The message
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sequence generated by the MGF guarantees that even in case of alerts, the user will
receive a complete navigation data batch in 30 seconds.

The message structure has been also optimised to allocate the S&R data and the
ERIS integrity data without impacting the integrity performance.

Owing to the volume of data that must be uplinked to each satellite and the
regularity of these transmissions, the uplink system is designed to be synchronous.
A full data set contains thirty lines of code where each line is one second in length. This
forms the uplinked page to which the receive system will be synchronised to.
Synchronisation of the page is achieved by the satellite searching through the data
to identify the first line within the page.

Once the uplink signal is stripped of the coding and modulation layers, it can be
seen that the message is composed of one second frames per line. These frames
actually contain separate Integrity and Navigation messages which are separately
processed within the satellite.

Each integrity and message sub-frame then is fragmented down to multiple packets
with dedicated descriptor headers identifying their purpose and application within
the satellite transmitted signal. This structure allows for a simple and yet efficient
provisions for each of the different services that the signal in space must provide.

The packets will thus contain updates of the ephemeris and almanac for each
satellite providing the user with up-to-date information on the constellation.

2.2 The C-band Link Characteristics

The uplink transmission system adopts a phase continuous frequency compensation
system to allow for the change in Doppler each satellite approaches and passes. Also,
this allows to maintain a constant data rate at the C-band receiver output. The syn-
chronism of the signal is also maintained between the carrier frequency, code rate, and
symbol rate. This helps the receive system to maintain bit lock and synchronisation
without the need for excessive on board buffering.

The uplink system uses commercially available 3m class Cassegrain antennas
transmitting the right hand circular polarised signal to the satellites.

Compliance to the ITU requirements is met with the typical filtering processes as
well as digital chip shape filtering to a 0.35 square raised root cosine.

The receive system is designed to be able to discriminate and demodulate simulta-
neously up to six C-band signals transmitted by ground stations accessing the satel-
lites in CDMA mode. This also has to account for the varying ranges between each
ground station (near-far range effect) as well as stringent atmospheric conditions of
some of the locations (Rain attenuation and atmospheric scintillation).

The network of 9 ULS stations allows for one station to drop the uplink signal
and another station to re-assume the link while still maintaining an overall
seamless provision of the 2 necessary independent! integrity links to the end user
(break-before-make system). The same design is adopted for both the Galileo and
Regional integrity systems.

I “Independent path” means the each user receives the integrity information from at least two
satellites connected with two different ULS sites.
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In order to achieve the overall stringent requirements, each ground station is care-
fully coordinated and synchronised through careful scheduling.

2.3 Coding Layers and Modulation

The Galileo C-Band uplink signal employs a CDMA Direct-Sequence Spread-
Spectrum together with an Offset-Quadrature Phase Shift Keying (O-QPSK) of the
carrier. The gold code sequences have been selected providing excellent orthogonal-
ity and thus cross correlation isolation between signals.

This modulation has been selected to optimise signal spectral quality through
easing the achievement of ground station transmit chain linearity.

The link budget is reinforced by a combination of inner and outer encoding. As
with typical communications systems a standard /4 rate convolution encoder is used
on the uplink signal with the corresponding Viterbi decoder (with a 3-bit soft deci-
sion algorithm as per [2]) within the receive modules.

The different Reed Solomon codes chosen for each sub-frame are designed such
that the frame error rate probability will be sufficiently low that it can effectively be
ignored while minimising the processing overheads of the satellites. This is required
to minimise the processing time and stringent transit times for the integrity signal
such that the necessary Time To Alarm can be achieved. The strength of the Reed
Solomon coding is also reinforced by bit randomisation in order to ensure a suffi-
cient number of transitions, whatever is the data to be uplinked.

The order of the coding and modulation operations is described in Fig. 3.

At the transmission side (ULS) the application data (Navigation and integrity
sub-frames) after randomization and inner Reed-Solomon coding are NRZ-M
encoded.. The data stream NRZMi(t) at the output of the differential encoder (at
the data rate fd = 4,826 bits/s) is input into the convolutional encoder as per CCSDS
recommendation [1]. The convolutional encoder produces two branch streams (car-
rying different data) classically denoted G1 & G2, each at rate fd. The two streams,
with G2 is logically inverted, are exclusive-ored with two different pseudo-random
sequences (C1, C2) at rate fc = 1023 * 4826 chips/s having the origins aligned. One of
the two sequences (Y’(t) in the figure) is delayed by one-half chip. The spread branch
signals modulate the in-phase and in-quadrature carriers at nominal frequency
f'= w/2r =5.0050275 GHz yielding the I and Q signals the sum of which is
the modulated signal M = X’(t)* cos(mt) + Y”(t) * sin(mt). The process is described
in Fig. 4.

The ERIS C-band uplink is very similar to the Galileo one except that the convo-
lution encoder outputs only one data stream which is exclusive-ored with a single
pseudo-random sequence, i.e. the ERIS data rate is '2 that of Galileo.

Input NRZ-M Convolutional Spreading & | Channel Despreading Viterbi
Frame encoder encoder Modulation Demodulation decoder

Fig. 3. Order of the coding and modulation operations.

NRZ-M Output
decoder Frame
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Fig. 4. Generation of the RF signal.

Table 7. Signal to interference ratio expected in some geographical locations candidate to
hosting ULS stations.

Signal / Interference [dB] Signal / Interference [dB]
(signal in nominal conditions at 10°) (signal in nominal conditions at 5°)

Power ratio with Power ratio with Power ratio with Power ratio with

S interferers a single interferer S interferers a single interferer
Kiruna -9.17 =5.1 -12.71 -7.08
Kourou -14.92 -10.8 -23.79 -18.16
New Norcia -9.83 -5.7 -14.34 -8.71
Noumea —-11.60 -7.5 —-17.82 -12.19
Papeete -13.69 -9.6 -21.83 -16.26
Reunion -12.29 -8.2 -19.15 —-13.52
Santiago —-8.63 —4.5 -11.77 —6.14
Trivandrum —-15.01 -10.9 -23.06 —-18.43
Vancouver -9.97 =59 -14 -8.37

2.4 The Link Budget

The C-band link is dominated by self-interference. The useful signal is interfered by
up to 5 signals transmitted by the other ULS/EULS. The presence of Galileo’s intra-
system interferers is indeed a special feature of the system. The total power of these
unwanted signals far exceeds the thermal noise power at the receiver input because
ULS:s are operated without uplink power control.

The situation is made worse by the fact that the 9 ULS are located in geographi-
cal regions in which the effects of ionosphere, troposphere and rain can be largely
different, as shown in Table 7.

The analysis of the simulations made for the different geographical locations has
suggested that the EIRP transmitted by the ULSs had to be maintained at the min-
imum possible level. For this reason the EIRP has been defined at two different
levels, 52.8dBW for ULSs located in tropical regions where atmospheric attenua-
tions can be really significant, and 50.8dBW for those ULS located at temperate
latitudes or in very dry environments.
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Fig. 5. Structure of the uplink message frame.
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The EIRP for the EIRS uplink station has been set at 47.8dBW, taking into account
that these station will not be operated below 10° elevation and that the ERIS uplink
has 1/2 the data rate of Galileo.

3 Conclusions

Galileo is a satellite navigation system thought to provide global and regional
integrity information to the users with extremely low latencies between the time
when a failure/problem occur and the time at which the user is informed (receiver
output). This capability has been the main system design driver and has led to a very
complex mechanism to generate and disseminate integrity information. In particu-
lar, the requested integrity performances are based on a complex data dissemination
concept of which the C-band uplink is a key part.

This link has been designed to: fulfill simultaneously all the constraints and to
simplify at the maximum extend the complexity in the system.
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Abstract. The paper aims at introducing the on-going activities around the design
and development of a network-based positioning system exploiting the advantages
of both the European Geostationary Navigation Overlay System (EGNOS) and the
VHF communication infrastructure with the goal to support the Alpine Rescue
Teams in the management of search and rescue operations.

Such an innovative integration strategy among analog communication channels
and EGNOS is the key topic of a project named Precise Operation Positioning for
Alpine Rescue Teams (POP-ART) co-funded by the Galileo Joint Undertaking as
specific action toward the support of innovative ideas around EGNOS and Galileo
proposed by Small Medium Enterprises (SME).

The positioning system is based on the raw GPS measurements collected by the
users and transmitted to a Local Element by VHF radio channels (or GPRS when
available).

The POP-ART activities are based on pre-existing works already presented in [1] [3].

The goal of the paper is to provide the latest information on the results already
achieved within the project as well as the perspective on the expected performance
thanks to several analyses on the EGNOS features.

In particular, the results demonstrate that the system fully exploits the improve-
ment given by the EGNOS signals, ensuring a suitable level of accuracy in the posi-
tioning for a larger time with respect to standalone GPS positioning.

1 Introduction

This paper is focused on the overall description of the system architecture for an
innovative integrated GPS/EGNOS/VHF Local Element as proposed in the Precise
Operation Positioning for Alpine Rescue Teams (POP-ART) project [2].
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The POP-ART project is part of the projects started under the 2nd call area 3 of
the 6th Framework Programme for Galileo Research and Development This project
is partially funded by the Galileo Joint Undertaking and coordinated by
Sist&Matica that is an Italian SME. Moreover the POP-ART consortium is
composed by the Institut fiir Erdmessung und Navigation (IfEN) that is a SME
from Germany and the Istituto Superiore Mario Boella (ISMB) that is an Italian
research institute.

With the goal of supporting the operations of the Alpine Rescue Teams, POP-
ART aims to ease the real-time management and coordination of the on-field
resources: precise positions of all the team members are calculated at the control
centre level thanks to the use of the EGNOS augmentation data. Here the so called
Network-Assisted Local Element will be realized. As a consequence, this architec-
ture allows the operations coordinator to provide very precise directions to all the
rescuers, allowing a sensible reduction of the intervention time, essential for the suc-
cess of search and rescue operations.

The paper is organized as in the following: Section 2 provides some preliminary
statistics about the Corpo Nazionale Soccorso Alpino e Speleologico (CNSAS)
operations and presents the collaboration between the POP-ART consortium and
the CNSAS. Such data justify the request from CNSAS to have a technological plat-
form supporting their operations.

Section 3 provides a description of the system architecture, whilst Section 4
describes the expected performance of the final prototype on the basis of the
EGNOS performance for static and dynamic conditions. Section 5 presents the over-
all project planning, while Section 6 proposes some possible R&D activities that will
follow the POP-ART.

It has to be remarked that POP-ART kicked-off in March 2006. Therefore, some
of the technical results here presented has to be considered as pre-existing know-
how of the authors and then useful in the project development.

2 CNSAS Involvement in the POP-ART Requirement Definition

The POP-ART has to end with a ready to use system prototype; therefore, since the
beginning of the project the consortium directly involved the CNSAS that is the
Italian Alpine Rescue Team [5]. All the system requirements at both functional and
services levels has been obtained through specific interview with CNSAS representa-
tives, achieving a high level of system acceptance from the persons that will operate
the prototype.

Hereafter some statistics related to the CNSAS interventions in Italy are reported.
These graphs are useful in order to understand the strength and the potential advan-
tages of a centralized monitoring system like POP-ART for search and rescuer oper-
ations.

It has to be remarked that the information sketched below are heavily used in the
POP-ART requirement analysis for the definition of the system architecture.

The raising numbers of people who goes to the mountains has dramatically
increased the number of interventions of the Rescue teams to help people injured
or in danger situations, as highlighted by the Fig. 1 that shows the statistics about
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Fig. 1. CNSAS number of interventions per years from 1955 to 2004.
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Fig. 2. Comparison between rescued people (dashed line) and number of employed rescuers
(full line) per year from 1955 to 2004.

interventions from 1955 to 2004. Consequently, the number of rescuers employed in
the operations has considerably increased, as shown in Fig. 2.

The trend shows in these graphs with an increasing in the CNSAS interventions
number and in the employed rescuers confirms that the use of an automatic and
precise monitoring system like POP-ART will became soon necessary in order to
make easy the operation management and to improve the safety of both the rescued
people and the rescuers.
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Figure 3 shows the average number of teams’ components per year; it is possible
to observe that this number has always remained under 10 people. Furthermore this
number has stayed around 5 people in the lasts years. This indication has to be taken
into account into the POP-ART architectural design especially for the definition of

Average Teams Components
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Fig. 3. Average components number of an alpine rescue team employed in search and rescue
operations.

Distribution of CNSAS Interventions in 2005
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Fig. 4. Distribution of CNSAS intervention over the 2005. The graph highlights the large
interventions number during the summer; it is due to the increasing of the tourist excursions.
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the communication strategy that represents a key point for the success of the POP-
ART system.

Figure 4 represents an example of statistic information about the CNSAS activi-
ties in the 2005, which are the most recent at the time of writing. It shows the
distribution over the 2005 of the CNSAS interventions per month. The graphs high-
lights that most of the interventions are concentrated during the summer, especially
in August, due to the strong presence of tourists in the mountains areas for holidays
or for excursions.

This large number of interventions in a limited time window demonstrates the
requirement to improve the management of CNSAS interventions; hence it justifies
the introduction of POP-ART system for the alpine rescue teams in order to conduct
the operations with higher level of efficiency.

3 POP-ART System Architecture

According to the input received by the CNSAS representatives of the Piemonte
region, nowadays during standard rescue operations each rescuer is equipped with a
VHF radio transceiver transmitting on a reserved and certified frequency band and
in some cases with a GPS receiver. The position, when available, is communicated by
voice on the radio channel to the control centre where the operations coordinator
manually records on a map the received positions in order to have a complete view
of all the rescuers. Such positioning information are then displayed in order to allow
the operations coordination on a personal computer at the control center side using
a 2D cartographic interface. All these constituent blocks are shown in Fig. 5.

The goal of POP-ART is to upgrade such system in order to provide to rescuers an
automatic real-time localization infrastructure with high accuracy and availability.

In particular, the main drivers that have been taken into account are listed in the
following:

e The positioning system must reach a high degree of availability and reliability,
especially in mountainous environments;

e POP-ART must rely on VHF radios already in use by the Alpine Rescue Teams.
GPRS data communications has to be considered as a nice to have feature
due to its unreliability in critical situation; hence it cannot be use as the main
COM infrastructure. It has to be remarked that CNSAS of the Piemonte region
invested many financial resources in order to have a full coverage of VHF in the
Alpine area. Therefore, such operative infrastructure guarantees today the best

Vocally transmitted

REMOTE USER position CONTROL CENTRE
GPS Radio ::> Visualization and
Receiver Transceiver Coordination

Fig. 5. System for teams management in use at the present by the CNSAS.
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cost-effective solution if compared to other technical choices (i.e. with respect to
satellite communication).

e The rescuers’ equipment must be portable and ruggedized since it has to be used
in hostile environments;

e The operation coordinator has to be able to send back waypoint or text informa-
tion to each rescuer.

On the basis of such general requirements, the POP-ART prototype architecture will
follow the scheme reported in Fig. 6. This basic architecture has been already pre-
sented in [1].

The POP-ART system architecture is based on the Galileo Local Element con-
cept, i.e. a fixed system infrastructure foreseen in the Galileo architecture which will
enable a centralized service provider to deliver a Galileo local positioning services
within a limited, or local, geographic area to remote terminals connected through a
wireless communication technology.

The idea of the POP-ART project is to equip the rescuers with Remote Terminals
(RTs) that will be a portable devices able to communicate with Operation
Coordinator (OC) for obtaining POP-ART precise positioning (performed thanks to
the integration of EGNOS corrections) and additional location based services. The
OC will be fixed station supporting the operation manager, who is the person in
charge to control and manage the work force employed in the field during mission.
Moreover different OCs can share useful data and information through a Remote
Data Center (RDC).

The RT is composed by a Remote Terminal Device (RTD) which performs the
main RT functionalities and a Personal Digital Assistant (PDA) that implement
the Man Machine Interface (MMI). The RTD is endowed with a GPS chipset
able to download raw GPS measures and a communication unit for the communi-
cations toward the OC. Within the POP-ART system the selected wireless commu-
nication technologies are primarily the VHF channel that is available and reliable
in mountain environment, and additionally the GPRS channel, employed as
backup channel.

Due to the hostile work conditions of the rescuers, the RT must be rugged in order
to resist to shocks, cold temperature, water and so on. Moreover, due to its mobile
nature, the RT power consumption has to be optimized.

The OC is composed by the Search and Rescue Network Precise Positioning
(SAR-NPP) and the Search and Rescue Mission Control Center (SAR-MCC). The
SAR-MCC is in charge to provide the graphical interface and the OC location based
services as well as the interfaces between the OC and the RDC. The SAR-NPP has
to manage the data communications toward the RTs by means of a communication
unit and to provide the precise positioning thanks to its GPS/EGNOS professional
receiver. This receiver is able to directly download EGNOS correction by the
antenna or alternatively to receive the augmentation data through the internet ESA
service, named Signal in Space through interNeT (SISNeT). In this way the EGNOS
data should be always available at the OC side.

As sketched above, the main feature of the POP-ART system is the rescuers
precise positioning demanded to the OC. The OC matches the RT data received
through the active communication channel (usually VHF channel) with its own
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GNSS information, and computes the precise positioning employing EGNOS data.
Then the position is sent back to the RT and immediately visualized on a digital map
at the OC side. Of course also the RT, if the PDA is connected, can visualize the
same position on a map.

The architecture described above permits at the operation manager level to have a
real time and accurate monitoring of the rescuers employed in the field; in fact the
Position Velocity Time (PVT) computation performed at the OC side is accurate
(under 2 m of error, as described in Section 4) and reliable due to the continuous
availability of EGNOS correction. Moreover the automatic data exchange cancels
the possible mistakes causes in the rescuers position recording due to misunder-
standing in the vocal communications or mistakes in recording phase.

It has to be remarked that mass-market GPS handsets enabled to apply EGNOS
corrections are currently available. But the EGNOS signal is broadcast by geosta-
tionary satellites from the south direction with respect to the Alps. In Europe such
satellites are seen with an elevation angle that can cause visibility problem, especially
in mountain environment and, in particular, in north slopes (e.g. in the western
Alps EGNOS geostationary satellite Inmarsat 3 F2, AOR-E has an elevation angle
of about 30°, which could be not high enough). As the visibility of the EGNOS
satellites is not assured, a network-based approach has to be followed in order to
guarantee the availability, reliability and accuracy of the positioning service.

Moreover the EGNOS corrections must be continuously downloaded due to
restricted validity time and applicability conditions, causing waste of power supply
that is an important problem for portable devices.

The POP-ART architecture allows to rely on EGNOS features in every kind
of environment, assuring also a limited (and adjustable) power consumption at the
RT level.

On the top of the technical features, it is important to highlight that POP-ART
allows the rescuers to receive ad-hoc LBS (Location Based Services). For example,
the operation manager, can send information about point of interest such as heli-
copter landing or refuge, when requested.

4 Expected Performance

Regarding the accuracy that can be potentially achieved by POP-ART through the
network-assisted Local Element approach; many tests have been conducted on the
precise positioning using EGNOS and on the reliability of the communication infra-
structure.

Such tests have been conducted under the following constraints:

e PVT computed at the network level employing raw GPS pseudorange measure-
ments made available by standard GPS chipset (e.g. SiRF Star III) at the remote
terminal level;

e EGNOS corrections downloaded from an EGNOS reference station that employs
a professional GPS/EGNOS receiver and EGNOS corrections taken from the
server of the SISNeT service managed by ESA;

e Static and dynamic conditions.
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4.1 Static Test

Hereafter some results of a static test of about 12 hours are reported. The test has
been leaded in Torino where the EGNOS satellites have an elevation angle of about
32 degrees.

Figure 7 shows the 3D positioning error with and without EGNOS corrections as
well as the time percentage in which the horizontal error is lower than 2m varying the
masking angle (and so varying the DOP). It has to be noted that for all the masking
angles the EGNOS corrections are applied even if the EGNOS satellite results to be
not in view at the terminal level. In fact, the PVT is computed at the network level
where the corrections are always available as previously explained in Section 3.

4.2 Dynamic Test

Figure 8 shows the results of a test conduced in dynamic conditions within a real
mountain environment in Entracque (Italy).

Such tests are needed in order to deeply understand the operational problems of
non static users and of course to identify critical points, due to the hostile environ-
ment (e.g. signal availability in forests or in mountain canyons).

The selected test area is covered by the GSM service but do not give the possi-
bility to have a stable GPRS availability, on the other hand there is a good VHF
coverage.

In the Figure a specific path followed an ISMB operator has been highlighted. In
such a situation the position was computed in Torino (80 km apart from Entracque)
using EGNOS corrections. The rwa data where sent the VHF infrastructure.
The reached accuracy demonstrates the capabilities of such a system, which relies
on the integrity of the communication channel and the correct data matching
between the data coming from the remote User Terminal and the data provided by
Local Element.
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Fig. 7. Left hand-side: Comparison of the 3D positioning errors with (black) and without
(grey) EGNOS corrections in the system. Right hand-side: Percentage of computed positions
horizontal errors within 2 meters for different masking angles. Measurements without
EGNOS corrections appear in grey while with EGNOS in black.
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Fig. 8. Dynamic test result. The bold line represents the track of a rescuer equipped with the
ISMB test prototype. This test has been conduced in a mountain environment; in particular in

this area there are frequent lacks in the GPRS availability; therefore the main communication
channel used for this test is VHE.
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5 Development Plan

The POP-ART project has been organized following three main temporal phases (see
Fig. 9). Each phase will determine a major milestone, in the project development, cor-
responding to the logical step of the engineering process:

¢ Consolidation phase will output a clear vision of the requirements of the specific
application. As already stated this phase is conducted with a strong support of the
user community. The consolidation has been ended in July 2006

o Implementation phase will realize a prototype of the system in all his aspects: the
hardware integrated VHF/GPS/GPRS terminal, the Operations Coordination
Centre, the operational software and the core of the complete service;

e Technology transfer phase which represents the interface towards other potential
user communities (e.g. emergency management teams).

One other relevant aspect is that during this phase the steps necessary for the Galileo
use will be envisaged in light of the future evolutions of the system.

COORDINATION

External requirements from
other potential users

Analysis of data on
the rescue operations
provided by CNSAS
(of Piemonte)

\ 4

Analysis of CNSAS Services, FunFtionalities v
and Architecture

Definition _| Technology transfer
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v

(of Piemonte) services
requirements

Inputs from other
projects in the field
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Feedbacks from the test result
Test plan definition |¢ Core algorithms .| System elements
D development "|  implementation
| Simulations |
System tests

Fig. 9. Development strategy of the POP-ART project.
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6 Conclusions and Future Activities

This paper presents the idea and the first results of the POP-ART project. The sys-
tem adopts EGNOS corrections and VHF communications in the view of realizing
a network-based PVT computation. The POP-ART system is designed taking in
account the evolution of the system toward Galileo and toward the next generation
of COM systems for emergency management like TETRA [6].

The presented system can improve the effectiveness of the interventions of the
Alpine Rescue Teams and consequently the safety of the people involved in moun-
tain activities.
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Abstract. The paper focuses on the emerging space-distributed multisatellite constel-
lations, swarms and formations, which are increasingly proposed to carry out Missions
demanding tremendous intersatellite information exchange rates, thus justifying the
use of optical frequencies. The paper then addresses the critical issue of how to cope
with the fast initial satellite acquisition needs, considering that the satellites will
increasingly be injected in orbits leading to time-variable topologies, and that com-
munication needs increasingly require minimizing link acquisition and reacquisition
times during satellites handover. Solutions based on the partial use of the GPS data
available on board the satellites and broadcast to all others are described. The mix of
large and powerful satellites and of less capable microsatellites demands solutions
which are tailored to the planned capabilities or even capable of complementing them.

1 Facing up to an Exciting, Ever-changing Scenario

The growing interest in LEO satellite constellations, most notably for science and
remote sensing applications [2] as well as for communications with mobile and fixed
terminals [1], [3], [11] and new forms of space distributed assets such as satellite
swarms and formations, increasingly require that optical broadband intersatellite
links be reconsidered in addition to rapidly reconfigurable interconnectivity. Indeed
the consolidation of the engineering methodologies for building inexpensive min-
isatellites [4], microsatellites and nanosatellites, will progressively lead to a shift away
from a ‘concentrated’ architecture, characterized by very few spacecraft, to a spatially
‘distributed’ one where many smaller spacecraft cooperate to achieve a level of oper-
ational performance which had previously been unimaginable [5], [6]. The orbital
topology of these space distributed systems will differ greatly, depending on the
Mission objectives and orbit control type. For example, the satellites of swarms and
constellations are conceived not to be tightly orbit controlled, therefore the distances
between satellites and the line-of-sight orientation will dynamically change, while
those belonging to formations are, instead, strictly controlled in terms of spacing and
l.o.s. orientation . The spatial distribution of these assets brings with it new commu-
nication requirements: while some application imply quite modests intersatellite
information exchange rates, others- the more interesting ones — do imply very high
data rates exchanged between satellites and, what is more worrisome, a fast switching
of the data flow towards different cooperating satellites.
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In essence, we will witness the development of re-addressable, dynamically evolv-
ing, space data networks where each node — a satellite belonging to a constellation,
formation or swarm- ‘talks’ sequentially with the partner satellites at very high speed
and with minimum handover delay.

2 Optical Links and Related Problems

Optical technologies are ideally suited to support high data rate intersatellite link,
because of the much reduced dimensions of the equipment required compared to
the microwave frequencies. However the gain which is feasible with optical frequen-
cies is paid with very narrow beamwidths, something which has two well-known
consequences:

a) the necessity of disposing of very fine pointing and tracking systems to co-align
the transmitter and receiver optical boresights;

b) problems with the initial spatial acquisition, and reacquisition, of the other satel-
lite with which two way communications must be established.

The first issue is typically addressed by means of optical systems that apply well-known
radar tracking techniques (e.g.: monopulse, conical scanning, step tracking) or other
continuous or pulsed beacon tracking systems: but all have in common the fact that, to
have a fair chance of aligning the two transceivers in a finite time, the initial angular
error between their optical boresights must be in the range of a few beamwidths.

The second aspect is even more worrisome, when the initial or recurring
misalignment between the optical beams boresights is unknown and of several tenth
or hundredth beamwidths. Initially a brute-force, sequential, raster scan approach
was proposed leading however to unpractical acquisition times. Variants were
conceived, see e.g. [7], on the spatial scanning approach to decrease the acquisition
times, but these remained quite high. Substantial work has been produced worldwide
on the ‘all optical’ solutions to pointing acquisition and tracking (PAT) which often
resulted in quite sophisticated [8], complex and costly systems. All this plus the fall
off in the demand for commercial space communication has, ‘de facto’, considerably
contributed, over the past few years, to discourage further development of this
technology.

This author believes that combining RF and optical technologies, instead of insist-
ing on an ‘all optical’ approach, may lead to solutions which are more acceptable
from a technology-risk and cost viewpoints.

Indeed, the acquisition problems are bound to become even worse with the upcom-
ing distributed space assets characterized by time-evolving spatial geometries and the
requirement for very rapid handover, in the data transfer from any satellite of the
group to any other in visibility, to maximize the data volume transfer per unit time.

In this scenario, system techniques are sought enabling an effective and quasi-
instantaneous narrowing of the angular acquisition cell of the partner satellite with
which to establish two-way wideband communications via optical ISL.

The proposed approach will be described making reference to an hypothetical
constellation system, with satellites injected in multiple equal altitude orbits but
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different orbital planes. It is also assumed that the mission requirements would
imply the sequential, but near continuous, transfer of high speed data flow between
satellites in mutual visibility, and that the switching time from one satellite to the
next would be minimized. The ISL will be implemented using optical transceivers
and telescopes driven by a dual gimbal system — a mature technology- capable of
fine pointing performance. The operational scenario implies that the distance, bear-
ing and depression angles from one satellite to all the nearby ones will be generally
different and time-varying with the satellites’ orbital evolution. An optical telescope,
around 10 cm in diameter, will produce approximately an 8 purad beamwidth. The
open loop initialization should bring the optical tracker boresight close to K times
the optical beamwidth, with K being in the 5 to 10 range to get a fair probability of
a rapid lock-on the partner satellite.

3 GPS Receivers and Low Datarate Links
for Fast Open Loop Acquisition

Almost all modern satellites, both large and small, do carry GPS receivers for orbital
position restitution and timing distribution Some satellites even carry a GPS receiver
with four antennas placed on the tips of two interferometric arms as an additional
platform attitude sensor, although this solution has been adopted with less then
expected favour because ultimate performance is achieved with difficulty, due to
spacecraft-induced multipath, and the increase in the receiving elements (large flare
angle horns) dimensions resulting from attempts to control the dangerous multipath
effects. For the proposed solution, however, we have considered satellites equipped
with basic GPS receivers only.

The starting idea to solve the optical ISL initial acquisition problems is to fully
exploit the GPS / GNSS navigation signal. Both satellites will carry a GPS receiver
and an estimator of its spatial position in a common three-axis system, e.g. the stan-
dard inertial coordinate system. Each spacecraft will then periodically broadcast,
using a near omnidirectional antenna operating at any convenient frequency, a data
packet consisting of a satellite identifier followed by continuously updated three-
dimensional position and speed data in the common reference system. The timing
for the information exchange is proposed to be controlled in a master-slaves organ-
ization of the constellation. Thus all satellites know the three-dimensional position,
in space, of all the others as well as their own position. In order to derive from these
data the bearing and elevation angle, for open loop pointing the boresight of the opti-
cal communication system, the satellite must also know the orientation of the body
axes w.r.t. the common coordinate system. Purely for the sake of clarity, the system
geometry is shown in Fig. 1, for two satellites only.

The open loop pointing error of a gimballed optics with respect to the required
direction O1-O2 results from the combination of three contributions:

— the estimate of the orbital point Ol;

— the estimate of the orbital point O2, relayed from satellite #2 to satellite #1;

— the error in the attitude determination of x1,yl,z1 w.r.t. the reference coordinate
system X.Y.Z
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X.,Y,Z: common coordinate system

x1,yl,z1; and x2,y2.,z2: body coordinate axes

Ol, O2: satellites’ instantaneous orbital position

al, Bl; 02, B2; bearing and depression angles of O1-O2 measured in body
coordinates by spacecraft #1 and #2

Fig. 1. System geometry.

The first two contributions are quite small indeed, around 10 m each, even using the
C-code. This means an angular error of the order of 20 urad for an intersatellite
distance of 1000 km, which however rapidly decreases with increasing ISL distances.

The spacecraft attitude error is a cause of concern. One possibility is to use the
platform’ own attitude sensors ( e.g. Star, Sun, Earth or a combination thereof) but
the achievement of sub-mrad pointing error will require accurate and costly sensors,
usually available only on larger and sophisticated spacecraft. For example state-of-the
art star sensors can provide attitude measurement accuracies around 0.05 mrad.
Combining this performance with the orbital position inaccuracies, one gets a bore-
sight error estimate of around 70-80 prads, which is 10 times the optical beamwidth.
By open loop directing the optical telescope boresight according to the bearing and
depression angles so computed, a fine acquistion can be performed using the opti-
cal telescope’s own APT (Acquisition, Pointing and Tracking) subsystem. For ISL
distances shorter than 1000 km, and down to 100 km, the error in the estimate of the
vector joining the two satellites becomes significant (between 20 and 200 urad, sin-
gle measurement) but can be reduced, by one order of magnitude, applying smooth-
ing techniques to the sequences of position, speed and attitude data of the two
spacecraft.

The block diagram of the GPS-aided open loop driving of the optical telescope is
shown in Fig. 2.

The specific equipment required for implementong the optical telescope open
loop fast repointing, are the low data rate X_band transceiver with the associated
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Fig. 2. Block diagram of GPS-aided open loop optical ISL pointing.

omni directional antenna and the optical beam pointing estimator. The antenna is a
small bi_cone with a toroidal beam 360° x 20°; the X_band transceiver operates in
simplex mode — that is transmission and reception are not simultaneous- and fea-
tures a duplexer, a 1 W output power stage, a LNA and BPSK modulator and
demodulator. The transceiver emits every 5 seconds, and for a duration of 1 second,
a packet of about 100 bit, generated by the GPS receiver at a rate of 100 bps. The
transceiver receives, instead, a sequence of 1 sec. data packets- at a rate of 100 bps-
corresponding to the emission of the nearby satellites broadcasting their spatial
coordinates. The timing, coordinated by the ‘master satellite’ takes into account the
required guard times between bursts emissions.

The optical beam estimator is a simple microprocessor-based circuit that receives
the position and speed data from the local GPS receiver, the remote GPS receivers
hosted in the other satellites, and the locally generated data from the satellite
attitude sensors. The circuit computes — by means of software routines mainly
involving matrix operations, filtering and smoothing — the bearing and depression
angles as imput to the optical telescope biaxal drive. For very wide repointing when
passing from one satellite to the next, the circuit computes also the time sequence of
the pointing coordinates during the transient to optimize the latter.

The link budgets shows that a 1 W RF power at X_band is sufficient to transmit
100 bps data rate signals in BPSK over a free space distance of up to 5000 km — the
maximum practical L.O.S. between two LEO satellites. The provision of a simple
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coding will then provide the required margin to achieve an error rate of 10/\-5 which
is adequate for this application.

Obviously, the use of the auxiliary, small, X_band transceiver can be exploited for
other communication functions, in which case the signal bandwidth as well as other
system parameters will have to be adapted to the new requirements.

4 Interferometry Based System for Fast Acquisition and Tracking

Relying on top performance platform attitude sensors does not seem fit for the micro
e minisats targeting the medium-low cost market. Indeed many of these low cost
satellite, even those carrying out missions that may justify the use of optical ISL, are
characterized by less than top performance Attitude Control Systems. Accordingly,
other means have been considered to achieve a fast open-loop initialization of the
optical APT. It is envisaged that many applications of mini, micro and nanosatellites
constellations requiring very high datarates transfers might concern smaller inter-
satellite distances, thus smaller telescope diameters, say in the 1 cm range or less
providing some 80 prad optical beamwidth.

One possible approach is to make resort to an interferometric system exploiting a
signal broadcast by the partner satellite. The interferometric system, which has no
moving parts, must have a 360° coverage in azimuth and some 20° to 30° in the ele-
vation plane, to cope with the ambiguities in the depression angle. The sensitivity of
the interferometric system depends on the arm length and operating frequency.
Concerning the latter, either the X or Ku band, or even the millimeter band, are
preferred to lower frequencies for the following reasons:

— greater interferometer sensitivity for a given baseline length;
— smaller antennas for a given design beamwidth.

With a baseline of 10 wavelengths at X_band (that is an interferometer arm length
around 30 cm), a phase detector and associated processor capable of 0.006° sensi-
tivity, the error in evaluating the angle of arrival of the incoming beacon signal emit-
ted by the partner satellite will be in the range of 0.15 mrad. The error contribution
due to the Doppler effect — the two spacecraft have a non-zero relative speed- is neg-
ligeable. The interferometer directly provides the bearing and depression angles of
the incoming wavefront measured in body coordinates: and these can be used to
drive the optical telescope dual gimbal system. Ambiguity problems, typical of long
baseline interferometers, will be solved implementing a dual baseline, i.e. coarse-fine,
geometry.

The potential advantage of the interferometric system is that one could eliminate
the optical system pointing and tracking system by implementing a software-based
optics beam pointing estimation algorithm. Indeed, the nearby satellites move with
a relative velocity which can be relatively low-as in the case of a formation deployed
throughout a quite limited spatial volume- or as high as twice the spacecraft orbital
speed - as in the case of a constellation with satellites coarsely distributed around
Earth. The relative speed justifies using an adaptive — proportional plus derivative-
software-based tracker (e.g. an alpha-beta tracker or other efficient algorithms)
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where the individual measuremenents, performed with the interferometer, are
collected and processed to extrapolate the near term relative satellite motions
from actual measurements and the recent past history. This processing efficiently
implements a smoothing of the data points, therefore the prediction accuracy is
estimated to be substantially better than the 0.15 mrad of a single, isolated,
measurement-based evaluation.

The physical implementation of the interferometric system will depend on the
mini- micro or nanosatellite dimensions, most of which have a cube-like shape and
while the sides are not generally available because reserved to other subsystems, the
satellite wedges, or the edges of the side panels, can be- instead - cleverly used. To
provide a 360° coverage in azimuth all four side panels could carry a thin dielectric
strip with printed patch antennas implementing the short and long interferometer
baseline. To provide the 20° or 30° coverage in the vertical plane, all four panels will
also carry a printed circuit strip at 90° w.r.t. the other. A possible arrangements is
given in Fig. 3, showing just one of the four side panels of the satellite.

The horizontal and vertical interferometer RF channels are kept separated. The
switching between the short and long baselines of each quadrant, as well as the
sequential switching of the four interferometer quadrants is made with PIN diode
switches driven by a control logic. A simplified functional diagram of each interfer-
ometer arm is given in Fig. 4, which is valid for both the azimuth and elevation
interferometer arms, following a highly modular approach. The beat signal resulting
from the mixing of the three signals received from the three patch antennas with a
carrier generated by a local oscillator are input to a phase detector a pair-at-a-time.
The signals’ selection is made in a SPDT PIN switch. The phase detector output is
thus proportional either to the bearing angle or to the depression angle.

In a constellation environment a time-shared operation of the tranmit and receive
tasks can be easily managed: a repetitive time frame is defined and divided in N slots
where N is the number of satellites mutually and simultaneously visible from any
satellite in the constellation. Each satellite transmits sequentially a signal during one

short baseline

p: .

‘horizontal arm’ short baseline

o|
long baseline o |« 1
o

long baseline
) ‘vertical arm’

Fig. 3. Possible arrangement of long and short baseline interferometer antenna elements on
the satellite side panels.
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Fig. 4. Schematics of the azimuth or elevation interferometer arm.
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Fig. 5. Sample system timing.

time slots and can receive the other N-1 signals emitted by the other N_1 satellites
in the corresponding time slots. During each ‘receiving slots’ the interferometer
performs the measurement of the bearing and depression angles of the incoming
wave front emitted by the M-th satellite. The quadrant switching is performed within
each ‘receive slot” and the four sequential signals at the output of the phase detec-
tors are compared to sort out ambiguities and gross errors.

A sample system timing is shown in Fig. 5 illustrating the subdivision of each
‘receiving slot’ into four sub-slots for parallel evaluation of the side panels horizon-
tal and vertical interferometer arms.

A simplified block diagram of the satellite interferometer subsystem as shown in
Fig. 6.

One of the four ‘horizontal arms’ outputs, designated as the most likely, is then
used to compute the bearing angle. A similar process is performed in parallel for the
‘vertical arms’, resulting in the evaluation of the depression angle. The data are tem-
porarily stored in a bank of N_1 small memories in order to be further processed.
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Fig. 6. Interferometer system block diagram.

The outputs from the horizontal and vertical arms of the interferometer are then
input to a software-based estimator implementing advanced filtering and smoothing
techniques, making use of past evaluations too, and the output is sent to the dual
gimbal drive of the optical telescope.

Concerning the physical implementation of this RF wavefront angle-of-arrival
sensor system, the four plus four printed circuit strip carrying the three X_band
patch elements will have a width of around 10mm. The strip will also integrate the
mixers, PIN switch, IF amplifiers and comparator, taking advantage of the high
integration and miniaturization level achieved by RF and IF parts developed for the
mass market, and that can be adapted to operate in the space environment provided
suitable precautions are adopted. The arm assembly will thus take the shape of a
rectangular cross-section rod, which can be either laid on the edge of the side panels
or on the wedges of the satellite.

The local oscillator feeding all eight interferometer arms is phase locked to the
sum signal picked-up either by a combiner of all antenna patches distributed around
the satellite or by a dedicated antenna element. The carrier so generated will then be
simply distributed by means of a times-eight divider without any worry as to path-
length equalization since the three mixers of each arm are fed in-phase by a suitable
design of the paths inside the rectangular cross-section rod.
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Preliminary link budgets seem to point to the feasibility of operating the interfero-
meter by transmitting a 0.5 W X_band carrier via the bicone antenna from the part-
ner satellite, and assuming hemispherical beamshapes for the interferometer’ arms
patch elements.

5 Combined MW and Optical Technologies for Microsatellite
Fast Acquisition and Tracking

It should be noted that, in this paper, we focus on existing and near-term plans for
implementing formations or satellite constellations featuring augnificant intersatel-
lite information transfers. The problem of fast satellite acquisition and beam
repointing when using optical ISL in close range formations, has its own specificities
which are summarized below.

— sophisticated APT systems are undesirable for cost and system integration rea-
sons. This may indeed rule out the interferometric system described above, which
seems more suitable for medium-class minisatellites;

— the platform attitude determination sensors, usually chosen to meet the essential
Mission requirements, may be unsuited to support open loop pointing of the
optical beam. Indeed many microsatellites are designed with platform pointing
accuracies in the 0.1° to 1° range, which are orders of magnitude greater than the
optical beamwidth. Indeed the latter, if designed to support — over distances in
the 10-100 km range- datarates of several hundred Mbps, will have a size well
under 0.01°.

A 100:1 or 10000:1 ratio in the scan cell widths to optical beamwidth ratio implies
scanning, or handover times for the acquisition of the co-operating satellite, which
are too long. One solution is to adopt multiple, wider, optical beams either on trans-
mit or receive, as basically proposed in [5], [12]. However that solution penalizes the
data rates that can be transmitted over the ISL, without increasing the tranmitted
optical powers, something which is not compatible with the DC power budget
typically available in most microsatellites.

A possible solution comes from revisiting a concept illustrated in [9]. The system
configuration of that patent makes reference to a pair of satellites, neither of which
knows its attitude to a high degree of accuracy but both of which are nevertheless
equipped with GPS receiver. Each satellite sends its own position to the other, via a
radio-link, whereupon each satellite computes the vector joining the two satellites, as
described in paragraph 3. In addition, each satellite is equipped with a dual gim-
balled antenna which acquires and tracks the RF emissions of the other satellite.
The gimbal angles are taken as a measure of the tracker boresight angles in body
coordinates. From a comparison between the computed angles (body perfectly
aligned with the reference axes) and the measured angles, the patent claims that it is
possible to compute the spacecraft attitude error: which is indeed conceptually cor-
rect. However instead of using the system to derive the spacecraft pointing error, we
propose a different embodiment.
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The basic idea is to integrate — in a single multipurpose Unit- a coarse, fast, acqui-
sition system working in the microwave bands and a fine acquisition and tracking
system working in the optical bands. In must be said that the open literature reports
sparse examples of Intersatellite PAT combining optical and microwave frequencies,
one of which is found in [10], though applied to stratospheric platforms and mainly
to combat fading.

The combined system will first search, and coarse acquire, a RF beacon emitted
br the partner satellite, then will switch to the optical PAT which is in charge of the
fine optical signal acquisition and tracking. To this end the optical dynamically
repointable telescope will also integrate a microvave small planar antenna designed
to generate both a sum beam, substantially larger than that of the optical telescope,
and two ‘difference’ signals proportional to the error between the instantaneous l.o.s.
between the two satellites and the commanded mechanical antenna boresight.

During the initial acquisition phase, the microvave system is active while the opti-
cal system is in stand-by. A nulling system is applied to the microvave antenna error
outputs and to the dual gimbal drive, as in a conventional tracker; therefore the
mechanical boresight will gradually move in the direction to reduce the misaligne-
nent between the boresight and the instantaneous l.o.s. When the misalignment has
been reduced to a very small value, then the microvave system goes in stand-by and
the optical system is activated. The ‘optical’ PAT will then work within rather nar-
row angular boundaries, completing the fine angular acquisition then passing into
the fine tracking mode. The microwave system will then be put on hold till a new
wide angle acquisition in occasion of satellite handover.

It must be noted that the system operation can do without the transfer of infor-
mation about the two satellites orbital position data obtained from the space-borne
GPS receivers: indeed the operation of the coarse and fine nulling systems does
only rely on the sequential emission, by the partner satellite, of microwave and
optical beacons, either unmodulated or modulated. However, the availability of the
intersatellite 1.0.s. vector, if computed on board, specially in the case of under-
instrumented microsatellites, can be used to improve the attitude error estimate and,
ultimately, the microsatellite attitude control performance. This might be instru-
mental for critical Missions, such as the Earth Observation ones, implemented by
means of space-distributed assets.

Figure 7 shows an Artist’s view of a combined microwave-optical ISL terminal for
microsatellites. The cylindrical section, with a diameter around 10 cm, includes a
four-quadrant planar passive array and a beamformer providing a sum and two dif-
ference signals. The choice of an operating frequency in the 26 GHz band would give
component beamswidths around 15°: which is very convenient for fast satellite
acquisition. The 45° flat mirror is steered in azimuth by + — 180° and in elevation by
+ — 15° by means of two small drive motors which are active in all operating modes.
Since the flat reflector will rotate w.r.t. the fixed array antenna, the use of circular
polarization is mandatory. At the center of the flat array there is an hole for passing
signals in the optical bands: see Fig. 8. The laser transmitter and the optical detec-
tor are housed in the lower part of the fixed cylindrical body: an optical prism, or
dichroic filter, will separate the tramsmit from the receive optical frequencies allowing
to share the same focal region.
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Fig. 7. Artist’s view of the combined microwave-optical ILS terminal for microsatellites.

Fig. 8. A detail of the fixed cylindrical section housing the MW flat array and the optical
transceiver head.

The flat reflector, which is polished to an optical quality, reflects the optical sig-
nals establishing the correct origin to destination paths, while mirror steering, under
control of the APT, allows performing both fine acquisition and tracking of the
partner satellite.

The small dimensions of the assembly are compatible with micro and nanosatel-
lites. It should be borne in mind, according to the previous discussions, that if the ter-
minal is operated aloong with on-board GPS receivers, it can also provide attitude
determination data: which would be an important by-product and microsatellite
performance-enhancer.
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Abstract. The Galileo System is based on a 30 spacecrafts constellation in MEO
orbits, controlled and commanded in S-band link by a Ground Control Centre. The
navigation service is achieved via transmission to the user of L-band signals
comprising ranging codes and timing information.

The timing signals are provided by precision on-board atomic clocks, implemented
as two redundant pairs per satellite. Two different technologies are implemented -
passive hydrogen maser and rubidium.

In addition to the navigation services, a Search & Rescue service is provided,
which is implemented by a dedicated payload.

The specified lifetime for the Galileo satellites is 12 years while the overall specified
lifetime of the Galileo System is 20 years. This means that a full replenishment of the
satellite constellation will be required. In the frame of the IOV phase, 4 satellites will
be produced and deployed in two different orbit planes in two dual launches using
the Soyuz.

1 General Information

The Galileo constellation comprises of 30 satellites placed in MEO orbit, with
10 satellites placed in each of 3 orbital planes distributed evenly round the equa-
tor. The active constellation comprises of 27 satellites, with each plane containing
a spare satellite which can be moved to replace any failed satellite within the same
plane, thereby reducing the impact of failures upon quality of service. All satellites
are identical in terms of design, performance capability and fuel load. The
satellite flight configuration is shown in Fig. 1. The earth-pointing face is defined
along the +Z axis. In launch configuration the solar arrays are stowed on the +/—
Y sides of the satellite. The volume and outer shape of the satellite is compatible
with the shroud dimensions of the selected launchers. Clearly visible on the
earth-facing side of the satellite are the search and rescue and navigation payload
antennas.
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Fig. 1. Galileo satellite flight configuration.

The satellite is composed of the following subsystems:

— Payload Subsystem including the navigation payload and the SAR payload
— Structure Subsystem
— Thermal Control Subsystem (TCS)
— Electrical Power Subsystem (EPS) with the following units:
e Solar Arrays (SA)
e Solar Array Drive Mechanisms (SADM)
o Battery
e Power Conditioning and Distribution Unit (PCDU)
— Harness
— Avionics Subsystem with
e on-board computer (Integrated Control and Data Handling Unit, ICDU)
o Attitude and Orbit Control System, AOCS (based on earth sensors, sun sensors,
gyros, reaction wheels and magnetic torquers),
e Software (SW)
— Telemetry, Tracking and Command (TTC) Subsystem (with S-Band Transponder
and two low-gain, omni-directional antennas)
— Propulsion Subsystem (mono-propellant system with one tank and 8 thrusters)
— Laser Retro-Reflector (LRR)
— Platform Security Unit (PFSU)

Launchers for IOV

For IOV Launchers the launchers already selected is Soyuz, with dual launch. The
configuration under fairing is shown in Fig. 2.
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Fig. 2. Soyuz configuration for IOV.

2 Payload Architecture

The Galileo satellites include two payloads, the Navigation payload and the Search
and Rescue payload.
The overall payload block diagram is presented in Fig. 3, here under.

Navigation Payload
The main functions of the navigation payload are:

— Provision of on-board timing signals

— Receipt & storage of up-linked navigation message data
— Receipt & storage of up-linked integrity data

— Assembly of navigation message in the agreed format

— Error correction coding of navigation message

— Generation of ranging codes
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— Encryption of ranging codes as required
— Generation and modulation of L-Band carrier signals
— Broadcast of navigation signals

The timing signals are provided by high precision on-board clocks, implemented as
two (cold) redundant pairs per satellite, each pair including two different technolo-
gies, the Passive Hydrogen Maser (PHM) which is the primary reference clock and
the Rubidium Atomic Frequency Standard (RAFS), both of them being operated
simultaneously. Due to the highly stable frequency stability requirements the clocks
are mounted on a separate radiator panel, which is kept facing deep space using a
yaw steering law controlled by the Avionics.

The whole clock ensemble is under the control of a dedicated (internally cold
redundant) Clock Monitoring and Control Unit (CMCU) which performs the
monitoring and switching functions (selection under Ground control) and generates
a highly stable on-board reference frequency of 10.23 MHz which is distributed to
the other payload units.

The navigation data (including integrity data, Search and Rescue data and other
mission data) are contained in the C-band spread spectrum uplink signal which is
received via the Cband mission receive antenna operating in RHCP polarisation
(baseline solution is a small aperture axially corrugated circular waveguide horn).
The Mission Receiver (MISREC) which includes the Mission Processor function
(MISPROC), performs the receive function, the despread and demodulation func-
tions in order to provide a data stream which is routed to the Payload Security Unit
(PLSU) which performs COMSEC treatment of the incoming signal, and passed to
the Navigation Signal Generator Unit (NGSU). The MISREC is an internally cold
redundant unit.

The Navigation Signal and Generator Unit (NSGU) which includes internal cold
redundancy, receives the up-linked navigation data and uses them to generate the
navigation signals in the appropriate format, performs the PRN encoding and
the modulation of the 3 navigation signals (E5a + E5Sb, E6 and L1) and passes them
to the Frequency Generation and Upconversion Unit (FGUU) which performs the
up- conversion into L-band of the 3 signals.

The FGUU includes internal cold redundancy.

The 3 L-band navigations signals are then routed to a 2:1 (ESa + E5b and E6 with
respectively about 65 W and 70 W SSPA RF output power) or 3:2 (L1 with parallel
amplification at about 50 W SSPA RF output power) SSPA redundancy ring. The
two amplified L1 signals are routed to the navigation antenna and combined in free
space while the two other signals are multiplexed (within the NAVOMUX) before
being routed to the navigation antenna.

The Navigation transmit Antenna (NAVANT) which is operated in RHCP polari-
sation consists of a high and a low band beam-forming network and a dual band array
of radiating elements which provides a global coverage iso-flux radiation pattern.

Test couplers are included in order to allow the testing of the different navigation
payload sections during the payload and satellite AIT cycle.

The payload Remote Terminal Unit performs the communication functions
between the payload and the avionics subsystem via the 1553B data bus as well as the
acquisition of all payload units telemetry and the distribution of all commands to the
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payload units except the On/Off commands and the acquisitions of the correspon-

ding status of the payload units connected to the 1553B data bus (in order to allow

these units to be switched off in case of anomalies occurring on the 1553B data bus).
The Navigation Payload consists of the following units:

— Ultra Stable Oscillators
e Passive Hydrogen Maser (PHM),
e Rubidium Atomic Frequency Standards (RAFY),
— Clock Monitoring and Control Unit (CMCU),
— MISANT antenna (C-band)
— Mission Receiver (MISREC)
— Payload Security Unit (PLSU),
— Navigation Signal Generator Unit (NSGU),
— Frequency Generator & Up Converter Unit (FGUU),
— NAVANT antenna (L-band),
— NAVHPA (SSPA),
— Output Multiplexer (OMUX) and filters,
— Remote Terminal Unit (RTU).

Search & Rescue Payload

The Search And Rescue (SAR) payload is principally based on a transparent
transponder receiving the uplink signal in the 406.0-406.1 MHz band and retrans-
mitting it in the 1544.05-1544.15 MHz band. The SAR payload includes no redun-
dancy at satellite level.

Redundancy at mission level is obtained via the satellites of the constellation.

The SAR antenna performs both the receive function at UHF-band (RHCP polar-
isation) and the transmit function at L-band (LHCP polarisation). The baseline solu-
tion consists of a ring of 6 quadri-filar helix radiating elements for the UHF receive
function, with a central ‘splashplate’ feed acting as the L-band transmit antenna.

The receive signal is routed to the Search and Rescue Transponder (SART).

The SART performs low pass filtering of the received signal, amplification via a
Low Noise Amplifier (LNA), output filtering and then down-conversion into IF,
close-to-band filtering using crystal filtering (switchable in order to provide a wide-
band (90 kHz) or narrow band mode (50 kHz)) and up-conversion into L-band.

The signal is then amplified with a nominal RF output power of 5 W, filtered and
routed to the SAR antenna transmit port for transmission.

Test couplers are included in order to allow the testing of the SAR payload dur-
ing the payload and satellite AIT cycle.

The Navigation Payload consists of the following units:

— Search and Rescue (SAR) Transponder,
— SAR Antenna (at UHF for receive and L-Band for transmit).

The SAR payload uses the 10.23 MHz signal from the navigation payload for the
frequency up-conversion which is the only interface between the two payloads.
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3 FElectrical Architecture

The overall satellite electrical architecture is presented in Fig. 4.

The satellite power is distributed to the electrical units via a 50 V fully regulated
power bus delivered by the Power Conditioning Unit (PCDU).

The power sources include the solar array which delivers approximately 1700 W
at EOL and a Li-ion battery (baseline is a 9s3p SAFT battery design with
G5 cells).

The sizing requirement for the battery is the energy required to supply the satel-
lite during the long duration launch sequence used for direct injection. During this
phase the satellite is supplied (nearly) only by the battery. In the cruise phases where
the launcher does not perform any manoecuvre, the attitude of the launch vehicle can
be optimised for the satellite requirements. It is therefore foreseen to follow a barbe-
cue type attitude law with the sun direction being normal to the rotation direction.
This allows both a minimum amount of power to be provided via the external panel
of the stowed array (external face is the cell face).

Most satellite units are switched off during launch. However a significant amount
of heating power is required to maintain the satellite units in their applicable
temperature limits (mostly non operating limits).

Most part of the radiator area is covered by the stowed solar array wings, which
limits the heat loss but the clock radiators and a part of the platform radiators are
uncovered.

Furthermore, all external units (sensors, thrusters, etc.) require heating. The
battery capacity which is maximised at launch via a specific charge procedure (at a
higher cell voltage than the one used for cycling operations) has been sized to be
compliant to all launch.

However, the current baseline is based on conservative assumptions in terms of
heating power and since no power is assumed to be delivered by the solar array.

The SADM performs the solar array orientation function and the transfer of
the solar array power to the satellite. Due to the yaw steering law, the SADM is
used in normal operation around the —X axis within an angular range which
depends on the sun elevation (w.r.t. the orbit plane) and which can reach up to
+ 90° for zero sun elevation. However, the SADM offers the possibility to orient the
SA in any position around the Y axis in order to provide the capability to perform
long duration orbit-keeping manoeuvres (which require solar array power) with the
necessary flexibility (w.r.t. the sun direction) to achieve the repositioning duration
requirements.

The battery management function is performed by the PCDU. The 50 V power
bus is distributed to most electrical units except to the propulsion units (pressure
transducer, thrusters and latch valves) which are supplied via a dedicated 28 V power
supply (also provided by the PCDU) and to some of the avionics units such as the
sun sensors and the magnetic torque rods, which are supplied by the ICDU.

The PCDU performs the power bus regulation function via shunt switching,
the distribution and the protection functions according to a star topology using
SSPC as protection devices to the permanent lines (S-band transponder Rx, PFSU,
ICDU) protected by Foldback Current Limiters (FCL) and to the switchable lines
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(all other units) protected by Latching Current Limiters (LCL). This approach leads
to a high cleanliness of the power bus supply in comparison to a fuse protection
approach which allows the units converters to be optimised.

All switchable lines may be switched On or Off at PCDU level under ICDU
control (in addition to the nominal switch On and Off function). The PCDU also
provides the pyro and heaters interface functions.

The battery can be isolated from the PCDU via a dedicated strap located on a skin
connector. The pyro commands can also be armed/disarmed via dedicated plugs to
be connected on a skin connector.

The ICDU which is the core unit of the avionics subsystem includes in the baseline
the 3 following modules:

— The TMTC-RM module which performs the following hot redundancy functions:
TC decoding, monitoring and reconfiguration, context memory (Safe Guard
Memory), distribution of HPC commands, and the OBT including the synchro-
nization mechanism, as well as the following cold redundancy functions: TM
encoding, TM storage (TM memory),

— The PM-BC modules (operated in cold redundancy) combining the ERC-32
processor with the related memory and the 1553 Bus Controller,

— The IOM modules (operated in cold redundancy) which deliver all the input/
output signals necessary to control and monitor the platform equipments and some
payload equipments and performs the thermistors acquisition. The IOM modules
provide the interface functions to both nominal and redundant AOC units

— The last module is the Converter module, based on 3N and 3R independent DC/DC
converters each of them dedicated to one module (TMTCRM, PM or IOM).

A Space-Wire network provides the interface between each module and a full cross-
strap allowing each PM to communicate with both Main and Redundant other
modules.

The 1553B redundant data bus is used for communication between the ICDU and
the following units:

— Payload: RTU, PLSU and NGSU
— Platform: PCDU and PFSU

All RT use the long stub option, i.e. transformer coupling, and are connected to both
nominal and redundant buses. Each nominal and redundant BC has the capability to
control both the nominal and the redundant bus.

The RTU performs the TM/TC interface function between the payload units and
the ICDU via the 1553B data bus. It distributes various types of command signals
(High Level Commands, extended HLC, Bi-level Commands, serial load commands)
and performs the acquisition of the various payload units TM signals (thermistor,
analogue telemetry, bi-level telemetry, discrete relay / switch status, serial telemetry).
It includes internal (cold) redundancy and internal cross-strapping.

The other platform subsystems and their overall electrical architecture are then
presented:
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The TT&C subsystem consists of:

— two S-band conical quadri-filar helix antennas accommodated symmetrically on
the satellite in order to provide a quasi omni-directional coverage which perform
both the receive and transmit functions. The antennas are circularly polarised, the
antenna used in nominal attitude being RHPC, the other one being LHPC,

— of a 3 dB hybrid coupler,

— of two S-band transponders including diplexers (operated in hot redundancy for
the receive function and in cold redundancy for the transmit function) which
perform the TC receive, the TM transmit and the ranging functions and which can
be operated in 2 different selectable modes, namely ESA standard mode and
spread spectrum mode.

In addition, a Laser Retro Reflector used for high accuracy ranging performed with
laser ranging stations is implemented on the +Z face of the satellite.

The TC signals delivered by the TC receiver function of the TTC transponder
including the data, clock and data validity signals are routed to the PFSU (the
carrier lock signal being routed directly to the ICDU) which performs COMSEC
processing of the data signal. The base-band TC data signal is a 1 kbps NRZ-L
BCH encoded signal. The signals are then generated again by the PFSU in the same
format (including BCH encoding) and are routed to the ICDU.

Similarly, the PFSU receives the TM signals (data and clock) from the ICDU in
the form of a 20 kbps NRZ-L RS encoded signal. The PFSU performs the COM-
SEC processing of the data signal. The signals are then generated again by the PFSU
in the same format (including RS encoding) and are routed to the TTC transponder.
The conversion into NRZ-M and the convolutional coding is performed within the
transponder transmitter function.

Since the output signals delivered by the PFSU have the same format as the input
signals, it is possible to by-pass the PFSU (using an appropriate test harness) in AIT
and to operate the TC/TM chain without the PFSU being present. This introduces
some robustness of the AIT schedule w.r.t. a late delivery of the PFSU.

The PFSU are operated in hot redundancy and are cross-strapped for the TC func-
tion with the nominal and redundant transponders. They are cross-strapped both for the
TC function and for the TM function with the nominal and redundant ICDU functions.

The avionics subsystem includes, additionally to the ICDU, the following AOC
units (the TM/TC interface of which is performed by the ICDU) which are all cross-
strapped w.r.t. the IOM module of the ICDU:

— 2 coarse sun sensors (cold redundant)

— 1 fine sun sensors (cold redundant) with power supply delivered by the ICDU
— two earth sensors (cold redundant) connected to the power bus

— two rate integrating gyros (cold redundant) connected to the power bus

— two magnetic torque rods (redundant coils) commanded by the ICDU

— four reaction wheels (4:3 redundancy) connected to the power bus

The propulsion system includes a hydrazine propellant tank, a filter, a propulsion
transducer, two latch valves, the piping to distribute the propellant to the 8 thrusters
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(4 nominal and 4 redundant) via two redundant branches and the necessary fill and
drain valves and test ports. A pressure transducer allows the monitoring of the pres-
sure in the system. The pressure transducer as well as the thrusters valves and the
latch valve are supplied by the PCDU via a dedicated 28 V supply.

The thruster catalytic bed heaters are supplied via the 50 V primary bus by the
PCDU via four standard heater interfaces. Four heaters are connected on each
heater line (two in series and two in parallel). Each of the 8 thrusters is equipped
with one nominal and one redundant catbed heater.

Thruster valve commands (not the latch valve command since the latch valve
needs to be operated open shortly before launch) as well as pyro commands are
inhibited in the not separated launch configuration via the umbilical connector in
order to fulfil the safety requirements. These commands are indeed executed
after separation during the autonomous satellite initialisation sequence and for the
solar array deployment following the initial sun acquisition by the software upon
separation detection.

The separation detection is obtained via three separation straps distributed on
both umbilical connectors and conditioned by the ICDU via three independent
acquisition channels to the maximum practical extent (use of common function
is only allowed if any failure of the common part can be detected in which case a
reconfiguration to the redundant IOM module would be performed). The software
performs then a majority voting on the three signals to detect separation. The
separation detection system is designed to be tolerant to any single failure.

Furthermore, the electrical architecture includes the necessary skin connectors
used during the AIT activities. In flight configuration, the flight plugs (e.g. pyro arm,
thrusters arm, SADM arm, etc.) are connected to the corresponding skin connectors
while EMC covers are installed on the other skin connectors.

In order to be able to perform the key loading operations into the security units
via the BBKME, dedicated skin connectors (6 in total, 2 for the PFSU, 2 for the
C-band function of the PLSU and 2 for the PRS function of the PLSU) are imple-
mented. These skin connectors are directly linked to the corresponding security
units via dedicated cables which follow additional design constraint and which are
included in the TEMPEST test campaign performed at unit level. All these skin con-
nectors are equipped with seals (as well as on unit side) which are periodically
controlled in AIT in order to control the integrity of the corresponding function.

The PHM ion pumps require to be permanently supplied via a dedicated low power
high voltage supply except for periods of limited duration (lower than 10 days). Since
this supply is not Corona free, it shall be switched off at launch and during the
pump-down phase of the satellite thermal vacuum test. In order to supply the PHM
ion pumps when the satellite is off, dedicated skin connectors are foreseen which will
be used to connect the corresponding EGSE.

4 Mechanical Architecture

The mechanical architecture is based on a parallelepiped box made of aluminum
sandwich panels. The size of the structure is 2530 x 1200 x 1100 [mm] with extensions
of the +/— Y payload panels of 100 [mm] in + Z direction and 150 [mm] in — Z
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direction. These extensions have been implemented to provide the necessary radiative
area for the payload units.

The primary structure provides the interfaces to the directly mounted units or to the
secondary structure components (brackets, etc.). Figure 5 presents an external view
of the overall satellite architecture as well as the definition of the main reference
coordinate system. The satellite is composed in a modular way, by a P/F and a P/L
Module for separate integration and test activities at different locations. This mod-
ularity concept is shown in Fig. 6.

The body of the platform module consists of:

— the +/~Y P/F-panels, carrying the major part of the platform electronics units,

— the —X panel which is dedicated to the propulsion subsystem (thrusters, valves
etc),

— the internal panel which supports the four wheels,

— and the 2 Shear Frames which serve as tank support, load path for the separation
system and connecting element for the modules,

— the access panels (-Z).

Fig. 5. External view of the overall satellite architecture.

Fig. 6. PL Module and PF module.
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The structure will be closed at the —Z side by the 3 removable —Z access panels
which can be removed separately, allowing access to the 3 compartments (platform
compartment and the two other compartments which allow the access to the tank
and to the payload units).

The body of the payload module consists of:

— the +/-Y P/L-panels, carrying the high dissipating payload units,

— the +Z panel which has the length of the entire satellite body and carries the
payload antennas and additional low dissipating payload equipment on its
internal side,

— the +X panel, which accommodates the clocks.

Structure Design

The sandwich layout, i.e. overall thickness of the sandwich, core density and thick-
ness of the face sheets have been optimized w.r.t. the structural needs (strength,
stiffness, load carrying capability of inserts etc) in order to optimize the structure
Ww.r.t. mass.

Where necessary, the panels have been reinforced, mainly at highly loaded areas
or cutouts.

For high-load introduction into the panels, embedded brackets are foreseen, e.g.
in the areas of the separation systems.

All sandwich panels are vented by use of perforated core material.

The design of the panel assembly via brackets (cleats) is based on heritage from
previous programs.

The cleats are metallic profiles, reinforced by webs as necessary to achieve the
required stiffness. The cleats will be made of 7475-T7352 alloy, for the attachment
of the +x-panel of Ti-6Al-4V for reduced thermal conductivity.

The design of the cleats as well as the location accounts for good accessibility for
integration activities, i.e. the integration flow has been considered in the attachment
configuration for the cleats. In addition, it allows easy removal of panels if requested
by AIT activities.

The brackets will be assembled with the panels via face-to-face inserts for M5
bolts. For the fixation of the units, the panels provide inserts which will be the space
qualified ENN398M4/M5 type. These inserts contain replaceable, self-locking
Helicoil threads, which allow a limited number of operations and easily can be
replaced before the number of allowable operations has been exceeded.

Accessibility in Ait

Special attention has been paid to achieve the required access to the internal part of
the satellite. The foreseen access area will be via the — Z panel. This panel is split into
3 parts, each part corresponding to one compartment, i.e. platform, tank + payload
and payload. As these three panels belong to the primary structure and therefore
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Fig. 7. Frame and access —Z panels (Centre Panel).

have a structural function, only one panel at a time may be removed to maintain the
satellite mechanical integrity.

The panels are attached to a frame which is also part of the primary structure.
Fig. 7 presents the removable —Z access panels as well as the —Z frame.

Separation System Interfaces

The separation system will be provided by the launcher authority. The structure will
provide a “standard interface” for the attachment of such a system, i.e. threaded
holes in embedded brackets. In addition the surrounded structure includes the nec-
essary reinforcement.

Specific Interfaces

The structure shall provide specific interfaces for the the tank interfaces and the
Navigation Antenna interfaces.

Tank Interface. The tank will be supported by two frames, via 2 polar mounted sup-
ports. The propellant tank has a significant impact on the dynamic behaviour of the
satellite and on the design of the support structures due to its high mass (which may
reach up to 85 kg when fully loaded with propellant).

It shall be noted that the structure, and more specifically the tank support inter-
face, is specified to support the propellant tank loaded at full capacity. This allows
both to provide margins w.r.t. the currently needed propellant mass and to provide
the flexibility to fully load the propellant tank in launch scenarios where the launch
mass is not limited by the launcher performance.

Navigation Antenna Interface. The antenna shall be attached via 6 bolts homoge-
neously arranged on a circle of 730 mm diameter.
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5 Thermal Architecture

The satellite thermal control architecture consists of 6 main thermal zones as follows:

The clocks zone (payload),

The payload global thermal control zone, excluding clocks

The platform global thermal control zone (excluding battery and propulsion)
The battery zone,

The propulsion zone,

The external elements (antennas, sensors) specific thermal control

Clock Zone. The thermal control stability of the clocks is one of the major design
drivers for the thermal control subsystem. In order to reach the required stability the
clocks and their radiators are accommodated on the +X panel. In order to achieve
the required thermal stability performance, the following measures are implemented:

— Only the clocks are accommodated on the clock panel in order to avoid any dis-
turbance coming from other units with regard to the thermal stability.

— The clock panel is conductively decoupled from the other panels by using thermal
washers.

— The clock panel is radiatively decoupled from the satellite internal environment by
using two MLI tents, one for each clock pair.

— The +X clock radiator is free of any satellite protuberance as far as practicable
(the only present item is the TTC antenna which impact is acceptable); in partic-
ular, no radiator extension is implemented in the +X direction of the Y payload
panels.

— Each clock pair of a same technology (PHM on one hand, RAFS on the other
hand) is accommodated on a doubler (one for each pair) which spreads the heat
to the corresponding clocks radiator. This approach provides a homogenous heat
distribution on the radiator, optimises the thermal stability (by using the thermal
heat capacitance of the redundant unit) and minimises the heater consumption.

— Active thermal control of the clocks by heaters which are regulated by a PI
algorithm using high accuracy thermistors (three with majority voting for failure
tolerance).

Payload Global Zone. The payload zone corresponds to the +YPL panels (Fig. 8)
and the +Z panel.

All high dissipating payload units are located on the Y PL panels. These S/C
panels, which are submitted to very limited sun incidence and therefore to minimum
external heat load, include the OSR radiators and are therefore the most suitable
panels for the accommodation of the dissipating units.

However, these panels are submitted to the reflected sun radiation and infrared
radiation from the solar array and the yoke onto the £YPL panels. The influence of
the solar array panels is minimised via the yoke which takes away the panels and thus
minimises their factor of view to the radiator. The yoke shall be mechanically (a
frame type design shall be used) and thermally (white painted) designed such as to
minimise the radiative heat transfer between the yoke and the Y radiators.
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The dissipating payload units are distributed on the £YPL panels such as to
balance the total dissipated power on the two walls.

Additionally the following requirements are fulfilled with the actual payload unit
configuration:

— accessibility of the PLSU and PFSU from the satellite —Z side during AIT
— minimum RF-cables length
— no interferences of units und sufficient margin for unit connector

All external sides of the Y PL panels are covered with OSR excluding the position
of the SADM and the 3 solar array hold down points which are covered with MLI.

Most of the payload units are located on a heat pipe network to achieve a good
conductive heat transfer from the unit via the heat pipes to the complete radiator
area. Thermal fillers are implemented between the units and the heat pipes to
achieve good thermal conductance.

U-shaped heat pipes are implemented on the Y PL panels.

Dissipating units are black painted as well as the internal surfaces of the S/C pan-
els to homogenise internal temperature and to facilitate heat rejection to the radiators.

On each YPL panel there are three heater lines. Most heaters are attached on the
heat pipes.
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Some units have heaters on the panels beside the units. Units will be heated via the
heat pipe system with several survival heaters to guarantee that they are always
within the acceptance temperature limits.

Three thermistors are measuring the temperatures on several positions and the
output of the majority voter is used for the heater regulation.

Most units located on the +Z panel are low dissipative units (e.g. switches and
couplers).

However, the OMUX and OPF which have significant dissipation, are also accom-
modated on the internal side of the +Z panel. They have been positioned as close as
possible to the YPL panels to achieve a high view factor between the units and the
Y PL panels and to transfer the heat from the units to the panels via radiation.

Accommodation of the OMUX and OPF on the YPL panels has been considered
in the architecture trade offs. But this solution has not been selected since the avail-
able area on the YPL panels was too limited to accommodate them together with
the corresponding harness, switches and couplers. Such a solution would have led to
an unacceptable length of the RF cables and therefore to unacceptable cable losses.

Platform and Battery Zones. The battery and the PCDU are conductively coupled to
the +Y PF panel to radiate its dissipated power via the external radiator to deep space.

The PCDU radiator is such that it is not covered by the stowed solar array in
order to maintain the unit within its temperature limits during the launch phase until
solar array deployment.

All other radiator areas of the +YPLIPF panels are covered by the stowed solar
array during launch (which allows the heating power in this phase to be minimised).

The battery zone is made of a dedicated battery radiator (conductively decoupled
from the +YPF panel), a MLI including MLI support which provides radiative
decoupling and the associated active thermal control.

The platform units: ICDU, PFSU, Tx/Rx S-band Transponder and Gyros are
conductively coupled to the -YPF panels to radiate dissipation power via the exter-
nal radiator to deep space.

A thermal doubler is used below the Tx/Rx S-band transponders to improve
the thermal coupling between nominal and redundant units. Active heating with
heaters on the panels will keep the units within their temperature limits. Black paint
on the units and on the panels is used to harmonize the temperature within the
compartment.

The reaction wheels are fixed to the M panel and on the shear frame 1. The dissi-
pation power will be transferred radiatively to the ZYPF panels. The wheels and
the panels will be black painted. Additional possible solutions to increase the heat
transfer of the wheel to the ZYPF panels are:

— Thicker face sheets of the shear frame 1
— Thermal straps from the wheels to the *YPF panels

Dedicated radiator area on the +YPF panels where the thermal straps are connected
Active heating with heaters on the panels are used to maintain the units within their
temperature limits.
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Propulsion Zone. All propulsion items (but the tank) are arranged on the —XPF panel.

The piping from the tank to the —XPF panel is routed on the M-panel. The
propulsion items such as valves, pressure transducer, filter, etc. are arranged in the
compartment/enclosure where the PCDU/Battery is located. This is favourable for
minimising the heater power due to the PCDU which is dissipating in all phases.

Active heating with heaters implemented directly on the units (valves, pressure
transducer, filter, tank and the piping system) allows the units to be maintained
within their temperature limits. The units and the piping system will be thermally
decoupled from the —XPF panel by thermal washers to minimize heater power con-
sumption. Propulsion units such as valves, pressure transducer, filters and pipes will
be covered with small MLI boxes.

A main and a redundant heater as well as three thermistors are mounted on the
outer surface of the thruster valve.

The external side of the —XPF panel is completely covered with MLI except the
required stayout area of the thrusters.

Skin connectors are positioned on the —XPF panel which are covered with MLI
in flight configuration.

External Units. The external elements are insulated from the satellite, radiatively by
MLI on their rear side and conductively by insulating washers in order to minimise
mutual interaction between the satellite and the external element thermal control.
This allows the heat flow between the S/C interior and the external elements to be
minimised in order to achieve the required thermal stability requirements (e.g. of the
payload units) and to minimise the required heating power.

All the units on the external side of the +ZPL panel will be therefore covered with
MLI except the apertures of the antennas, sensors and the LRR. The remaining S/C
+ZPL panel will be covered as well with MLI. The MLI of the S/C will have an over-
lapping with the antenna M LI blankets. Standoffs are the preferred fixation method
for the purpose of several integration cycles.

Dedicated radiators are used for some external units such as the IRES and the
CSS/FSS.

6 Command and Control Architecture

The C&C for the IOV-satellite is based on the implementation of the Packet
Utilization Standard (PUS) tailored for Galileo IOV needs. This standard defines
a set of services to monitor and control a satellite. Each service consists of sub-
services, which are either a telecommand or a telemetry report. The format of
telemetry and telecommand packets are standardized to a certain extent to support
re-use of existing onboard or ground software.

The following table gives an overview about the implemented services.

The hardware independent part of the PUS is implemented by a so called Core Data
Handling System (CDHS), which is a library of data handling services for the support
of PUS applications. The CDHS library has been used in different projects, like GSTB-
V2, and TerraSarX. The hardware depended services (device commanding, memory
management etc.) will be implemented to fit to the Galileo IOV ICDU design.
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Fig. 9. Software buses.

The CDHS is based on the implementation of software busses (Fig. 9) for TM,
TC and events. These busses provide a common interface which allows the different
software applications to communicate in a standardized way.

Telecommands. Telecommands received by the transponder are routed to both hot
redundant PFSU. If the PFSUs are in clear mode they will route the data to the
TC-decoders. The TC decoder (if addressed by the VCID) will decode the CLTU, per-
form the frame acceptance procedure, generate the command link control word and
route the TC segment to the ICDU TC interface if all checks are successfully passed.
The avionics software reads the TC segment and performs the de-segmentation of
a TC packet (if the command consists of more than one segment). When the
telecommand packet has been reconstructed, the avionics software performs checks
on the packet header and packet error control, generates the appropriate command
acceptance report (TM 1,1 or TM 1,2) and routes the TC packet onto the TC-bus.
The application software addressed by the application process identifier in the
packet header removes the TC from the TC-bus, checks the telecommand para-
meters and executes the telecommand itself or routes the TC via the Mil-Std-1553B
bus to the final destination to perform the TC handling. If the TC is executed by the
avionics software itself, the avionics software will produce the appropriate telecom-
mand execution report. If the telecommand is processed by an external unit (NSGU,
PFSU, PLSU) this unit will generate the reports.
The following telecommand types are implemented:

— direct telecommands (DTC) are directly executed by the command pulse distribu-
tion unit (CPDU) of the TC-decoder without any software interaction

— immediate telecommands are processed and executed immediately after reception
by the software

— time tagged telecommands are inserted into the master time line according to the
time tag information and executed by the software when the time tag is due.
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Telecommands are in addition classified according to their criticality:

— potential hazardous commands: if executed at the wrong time or in wrong con-
figuration, this type of command could cause the loss or damage of the satellite.
For this reason these telecommands are protected by a HW measures like arming
by DTC or by electrical inhibits such as separation straps (for the commands
which need to be performed autonomously).

— vital commands: if executed at the wrong time, this type of command could cause
degradation of the mission. Therefore these commands are protected by a soft-
ware arming and firing mechanism.

— non-critical commands: all other commands

Telemetry. The downlink data are transferred from the ICDU, from the satellite
subsystems and from the payload through the TM encoder, the Security Unit until
the TM transmitter. The different applications of the on-board software either gen-
erate PUS-packets itself or read PUS-packets from external units (NSGU, PLSU,
PFSU). The avionic software forwards these packets to the TM-encoder of the
ICDU or to the internal data storage for later downlink. The TM-encoder takes
either real-time packets from virtual channel (VCO) or replay data via VCI.

If no TM data are available the ICDU will generate idle packets via VC7 auto-
matically. The TM-frames generated by the ICDU are passed through the PFSU
without processing if the PFSU is in clear mode or will be encrypted by the PSFU if
it is in secure mode. From the PFSU the data are sent to the transponder.

The telemetry concept is driven by the services defined in the PUS. Each service
generates defined telemetry reports. One report can consist of more than one packet.

The reports can be:

a response to a telecommand (e.g. memory dump)

generated periodically if enabled by telecommand (e.g. housekeeping reports)

an asynchronous report due to an on-board event

a telecommand verification report generated during the different steps of the
telecommand processing.

a special TM report (e.g. encrypted TM packets).

All telemetry packets are put on a so called TM-bus. A telemetry router as part of
the system control application reads periodically the TM-bus and routes the packets
according to their destination which can be defined by PUS-service 15 telecommand
either to a packet store within the HK-memory or to the TM forward control (PUS
service 14). The TM forward control allows the control of which TM packets are
enabled to be sent to ground. All enabled packets are put by the TM manager to the
virtual channel VC-0 hardware interface. Finally the HW TM-encoder takes the
TM-packets from both virtual channels and generates TM-frames to be down-
linked to ground. The HK-memory output is routed directly to VC-1 without any
SW interaction, beside start and stop of the HK-memory output.

On-board Storage and Retrieval. The ICDU provides the capability to store 1.65
Gbits of telemetry data, which can be downlinked to ground via VC-1 on request
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(TC). This allows the storage of selected telemetry data during the time between two
ground contacts. It is possible to define up to 5 different packet stores, which can be
managed by telecommand independently. PUS service 15 provides the necessary
commands and telemetry reports to monitor and control the different packet stores.

On-board Communication. The main interface for data exchange between the central
avionics system and the platform units and the payload is based on an on-board bus
concept realized by the Mil-Std 1553B bus. Bus controller (BC) is located in the ICDU.
The following units are connected to the bus: NSGU, PLSU, RTU, PFSU, PCDU,

Figure 10 gives an overview how the units are connected to the Mil-Std-1553 and
how the redundancy concept is realized.

Bus controller and remote terminals are connected to the redundant bus lines via
long stub transformer bus couplers. Each RTU has two Mil-bus remote terminal
interfaces, where each interface is connected to both busses. The ICDU provides two
bus controllers each of them being able to access to both busses.

On-board Time Management. In the following, the baseline on-board time manage-
ment architecture is described.

As shown below five different and independent time management systems exist
onboard the GALILEO satellite:

— NSGU Time: This is the highly accurate time, needed for the navigation mission.
The time origin is the CMCU / Atomic Clocks. It is called Local Galileo System
Time (LGST).

— PLSU Time PRS: This is a separately generated time function at PLSU side syn-
chronized by a pulse per second (PPS) and the LGST received from the NSGU.

— PLSU Time C-Band: This is a separately generated time at PLSU side, synchro-
nised to the Galileo Time by (second level encrypted) ground command or syn-
chronized to the PPS and LGST provided by the NSGU. This time is mainly
needed for TC time tagging and TM time stamping.

— PFSU Time: This is a separately generated time at PFSU side, synchronised to the
Galileo Time by (second level encrypted) ground command, mainly needed for
TC time tagging and TM time stamping at PFSU side.

— ICDU Time: The ICDU Time is the time generated by the ICDU of the avionics
subsystem of the GALILEO Satellite. The time is needed on-board for correct per-
formance of the satellite (P/F) system-, subsystem management and attitude and
orbit control functions, which are required for safe and autonomous operation of
the satellite during all mission phases including also non-nominal situations.

7 FDIR Architecture

The overall FDIR is organized in a hierarchical form defined by four levels with
increasing complexity in terms of recovery actions. The goal of this organization is
to recover from failures on the lowest possible level. In principle an additional (w.r.t.
the ones listed below) level 0 exists, which is equipment internal (e.g. EDAC) and
considered transparent.
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The FDIR functions are controllable by ground (i.e. enabled and disabled) at
monitoring and recovery level.

Monitored values are filtered in order not to react on a single out of limit event.

All parameters for FDIR (e.g. thresholds and filters) are modifiable by telecommand.

When in Intermediate Safe Mode or in Safe Mode the Satellite rejects on-board
stored commands (e.g. in the Master Time Line) and all ground commands (but a
dedicated command allowing to recover normal command operation) and relies on
the ground for the transition back to Normal Mode or to Sun Acquisition Mode.
This allows the execution of telecommands which are no more suited to the new
situation (entry in ISM) to be avoided.

To support ground investigation and recovery actions, the observability of the
failure is a major issue.

Observability is ensured through:

— On-board storage of events in the event log buffer stored in SGM as well as in
ICDU TM-Memory

— Telemetry which is stored in the ICDU TM-Memory and which provides all
sensors acquisition data and actuator raw commands as well as the monitored
FDIR parameters (>28 hours storage).

The general approach is to implement S/S FDIR functions directly in the related SW
application (decentralised approach). This has the advantage to design, develop and
validate these applications as a whole with less external interfaces. The use of OBCP
will be limited to real justified needs.

FDIR Levels. The FDIR concept is aimed at minimizing the impact of all kinds of
failures on the system performance by implementing 4 different FDIR levels with
increasing complexity. Level 1 and 2 are S/W measures whereas Level 3 and 4 are
H/W based.

Level 1: Failures allow the continuation of the current Satellite Mode. The detection
and the isolation of the failure is based on equipment status information, consis-
tency checks between units and surveillance of subsystem behaviour. After failure
isolation the suspected unit(s) and/or interface(s) are switched over.

Level 2: Failures imply a Satellite Mode change, possibly in combination with an
AOC mode or sub-mode change. These failures become apparent by violations of
certain subsystem performances which require a block switching of all involved
units and interfaces to be performed and/or to use another mode. As described in
the chapter “Mode Dependent FDIR” the recovery mode to be applied is different
in satellite NM where priority is put on the satellite mission availability to all other
modes where priority is put on the satellite safety.

Level 3: These are malfunctions of the ASW internal to the software or caused by
PM failures. Their detection is based on PM specific checks like the watchdog
signal, etc. Recovery actions are Warm start, Reset, Cold start, Reconfiguration of
the processor (implying a cold start of the new processor)

Level 4: Hardwired alarms like sun- and earth presence checks are implemented to
detect major system anomalies. If one of these alarms becomes active, a Safety
Sequence (SFS) is performed which consists of:
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— A switchover to redundant ICDU and redundant equipments as pre-set by ground
— A transition to Satellite Safe mode and AOC safe mode
— Disabling of S/W checks and H/W alarms

Level 0: In addition to the FDIR levels 1 to 4 described above, also a FDIR level 0

exists. The level 0 mechanisms are part of the unit function (e.g. correction of a
single bit by the EDAC) and are transparent for the FDIR system.

8 Satellite Main Budgets

Mass Budgets

Overall Max. Mass: 700 kg
Including Maturity and Uncertainty

Power Budget

Safe Mode:

Max. Power in Sunlight: 1290 W
Max Power in Eclipse: 1345 W
Max Power Peak 1525 W
Safe Mode:

Max. Power in Sunlight: 950 W
Max Power in Eclipse: 1115W
Max Power Peak 530 W
Safe Mode:

Max. Power in Sunlight: 1290 W
Max Power in Eclipse: 1345 W

Max Power Peak 1525 W
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Abstract. The pointing accuracy of satellite navigation systems relies to a great
extent on the stability of the on-board atomic clocks.

The Passive Hydrogen Maser (PHM) and the Rubidium Atomic Frequency
Standard (RAFS) constitute respectively the master and the hot-redundant clock
of Galileo Satellite Navigation System. Their development has been continuously
supported by ESA.

This article gives a general overview on the RAFS and the PHM current status
and the new developments foreseen.

1 Introduction

GALILEO is a joint initiative of the European Commission and the European
Space Agency (ESA) for a state-of-the-art global navigation satellite system, provid-
ing a highly accurate, guaranteed global positioning service under civilian control. It
will probably be inter-operable with GPS and GLONASS, the two other Global
Navigation Satellite Systems (GNSS) available today.

The fully deployed Galileo system will consist of 30 satellites (27 operational and
3 active spares), stationed on three circular Medium Earth Orbits (MEO) at an
altitude of 23 222 km with an inclination of 56° to the equator.

Atomic clocks represent critical equipment for the satellite navigation system. The
Rubidium Atomic Frequency Standard (RAFS) and Passive Hydrogen Maser
(PHM) are at present the baseline clock technologies for the Galileo navigation pay-
load. According to the present baseline, every satellite will embark two RAFSs and
two PHMs. The adoption of a “dual technology” for the on-board clocks is dictated
by the need to insure a sufficient degree of reliability (technology diversity) and to
comply with the Galileo lifetime requirement (12 years). Both developments are
based on early studies performed at the Observatory of Neuchatel (ON) from end
of 1980s and Temex Neuchatel Time (TNT) since 1995. These studies have been
continuously supported by Switzerland within ESA technological programs espe-
cially since the set-up of the European GNSS2 program. Galileo Avionica (GA)
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started the electronic development of the PHM already in 2000 and EADS Astrium-
GmbH (AST-GmbH) jointed the RAFS development activity in 2001.

The activities related to Galileo System Test Bed (GSTB-V2) experimental satellite
as well as the implementation of the In Orbit Validation phase are in progress. One
experimental satellites was already launched the 28" of December 2005 (GIOVE-A)
and the second one (GIOVE-B) will be launched second half 2006. The main objec-
tives of these two satellites are to secure the Galileo frequency fillings, to test some
of the critical technologies, such as the atomic clocks, to make experimentation on
Galileo signals and to characterise the MEO environment. There are two RAFS on
the satellite supplied by Surrey Satellite Technologies Ltd (GIOVE-A) and there will
be one PHM and two RAFS on board the satellite supplied by Galileo Industries
(GIOVE-B). This article gives a general overview on the space RAFS and the PHM
current status and further development foreseen.

2 Current Status of On-Board Clocks

2.1 Current Activities of Rubidium Atomic Frequency Standard

The RAFS clocks on-board of the GIOVE satellites are issued from 8 years of
dedicated development activities for navigation application [1] & [2].

Since 2001, a Swiss-German industrial consortium led by TNT with AST-GmbH
as the subcontractor for the electronics package is set in place to develop and produce
the RAFS clocks. The current model (RAFS2) includes:

e An optimised physics package with low frequency sensitivity to temperature varia-
tion (<5E-14/°C) resulting in a better short/mid term stability with a temperature
& vacuum environment similar to satellite platform environment.

e A DC/DC converter and the satellite TT&C interface compatible with ESA’s last
requirements. Figure 4 shows the performances achieved in term of frequency &
time stabilities.

Within this configuration RAFS clocks shows capabilities to perform time stability
close to 1 ns over 1 day (drift removed) as reported in Fig. 2. It is the type of RAFS
on-board of the GIOVE satellites.

In the frame of GSTB-V2, one Qualification Model, one Proto-Flight Model
(PFM) and five Flight Model (FM) units have been delivered. The PFM and FM1
are integrated in GIOVE-B and ready for launch. The FM4 and FMS5 are integrated
in GIOVE-A and in orbit since 28th December 2005. In addition, the FM2 and FM3
are available as FM spare units. Table 1 lists the achieved RAFS performance
for GSTB-V2. Fig. 1 shows the measured frequency stability of GSTB-V2 PFM
and FM1 to FM5. Fig. 3 shows the RAFS equipment equipped with the thermally
regulated base-plate & DC-DC converter.

2.2 Development & Qualification Activities of Passive Hydrogen Maser

The space hydrogen maser will be the master clock on the Galileo navigation pay-
load. The first maser development activity tailored to navigation applications was
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Frequency stability of GSTB-V2 RAFS (Q4 2005) drift removed
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Fig. 2. RAFS stability in the time domain.

Table 1. RAFS for GSTB-V2 performance achieved.

Parameter Measurement
Frequency stability < 4* 107 @ 10,000 sec
Flicker floor < 3* 1071 (drift removed)
Thermal sensitivity < 5% 10714/ °C

Magnetic sensitivity < 1*1071/ Gauss

Mass and volume 3.3 kg and 2.4 litre




136 Satellite Communications and Navigation Systems

Fig. 3. RAFS equipment in navigation configuration.

kicked off in 1998. It was initiated by the development of an active maser at ON.
However, at the Galileo definition phase, it became clear that the accommodation of
the active maser on the satellite was too penalizing in term of mass and volume, and
the excellent frequency stability performances of the active maser were not required.
In 2000 it was re-orientated towards the development of a PHM based on the indus-
trial design and ON heritage on active maser studies.

The development of a prototype was completed at the beginning of 2003 [3],
under the lead of ON with Galileo Avionica (GA) subcontractor for the electronics
package and TNT supporting the activity in view of the future PHM industrialisa-
tion. The instrument has been under continuous test since June 2003 for assessment
of long term, reliability and lifetime performances.

The industrialization activity aimed at PHM design consolidation for future flight
production was started in January 2003 [4]. The industrial consortium is led by GA
designing the electronics package with TNT responsible for the manufacturing of
the physical package and the ON supporting the transfer of technology. The overall
structure of the instrument was reviewed to increase compactness and to ease the
Assembly, Integration and Test (AIT) processes on the satellite by the inclusion of
an external vacuum envelope. Main efforts in the industrialization frame focused on
the definition of repeatable and reliable manufacturing processes and on the devel-
opment of more compact electronics. In addition to the PHM Qualification Model,
four Models for life demonstration are being manufactured and will be submitted to
prolonged testing on ground.

In the frame of GSTB-V2 (now GIOVE-B); one Proto-Flight Model (PFM) was sub-
mitted to proto-qualification testing and hence delivered in May 2005. One spare Flight
Model (FM1) has been also delivered by Q1 2006. Figures 4 and 5 and Table 2 show the
achieved performance of PHM PFM & FM1 for GSTBV2. Better performance has been
achieved by improving the magnetron cavity design in the last model (FM1).

Since the beginning of the development, the PHM lifetime was a subject of dis-
cussion. The lifetime is being sized to guarantee 12 years of orbit life plus 3 years of
ground storage, including the complete AIT program. The operational life is mainly
limited by capacities of the hydrogen container (for H, supply), bulk getters (for H,
sorption), ion pump (for pumping ungetterable background gases) and the total
dose of ionising radiation. The lifetime capability has been confirmed by detailed
analysis and tests of subassemblies (Fig. 6).
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Table 2. PHM for GSTB-V2 performance achieved.

Parameter Measurement
Frequency stability < 1* 10 @ 10,000 sec
Flicker floor <7*10712

Thermal sensitivity <3* 1074/ °C
Magnetic sensitivity <4* 1074/ Gauss
Mass and volume 18 kg and 28 liter

3 Further Development on RAFS and PHM

3.1 Further Development on RAFS

Further investigations to improve the flicker floor are under way. By improving the
RF atomic interrogation signal stabilisation circuitry, RAFS has demonstrated sta-
bilities in a range fo 7* 10~'° for half of day or longer observation time. A careful
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Fig. 6. PHM PFM equipment.

worst case analysis of possibles drifts of parameters has been performed and
demonstates the feasibility and possible repeatability of a RAFS having short term
stability over one day lower than 1* 1074,

For navigation, the further developments on the RAFS clocks will be concen-
trated on the improvement of performances. For telecommunication, reduction of
the mass, volume and cost of the RAFS are the main drivers of the new develop-
ment. The goal is to propose a clock with frequency stability of few 10713 within a
volume of 1 litre and a mass of 1.5 kg.

3.2 Further Development on PHM

The present PHM instrument is a master clock specifically designed for navigation
applications, offering a unique stability performances, requested today by very few
other scientific missions, besides navigation.

In order to increase the attractiveness of the PHM and possibly broaden its appli-
cation field, further developments will be focused on improving its interface charac-
teristics, like mass, size and power consumption, while keeping its very good stability
performances and lifetime. In addition, an improvement of thermal sensitivity will
be pursued.

4 Conclusions

In total, eight flight clocks were produced for GSTB-V2, which provides the first
flight opportunity for Galileo clocks qualification. GIOVE-A with two RAFS
onboard is in orbit since 28" December 2005. Both RAFS are fully operational
with expected very good frequency stability. The first PHM will be launch very soon
on-board of GIOVE-B. With more than 10 years of efforts, two clock technologies
for Galileo are qualified. These clocks use reliable and mature technologies leaving
room from further improvements in term of mass & performances. Based on this
success, new applications could be considered in Europe like for telecommunication
or science.
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Abstract. The European Commission and the European Space Agency through
the Galileo Joint Undertaking (GJU), have launched in China a number of devel-
opments related to Navigation Applications and Infrastructurs. The programmatic
framework is part of a broad agreement between the GJU and the Chinese
Ministry of Science and Technology through which China is providing an important
contribution to the Galileo development. The type of activities included in the
co-operation agreement cover system studies and navigation applications services
plus the development of both ground and onboard equipment for Galileo. Eleven
contracts have already been kicked off, others are subject of ongoing tender actions
which will raise the first, overall contribution of China to Galileo to an amount of
about 65 M€. The space related developments are currently involving the develop-
ment of the Galileo Search and Rescue Transponder (SART) and the satellite Laser
Retro Reflector (LRR). An overview of the ongoing activities is provided in this
article with a more detailed reporting on the SART and LRR developments.

1 China-Europe Co-Operation Framework

The European Commission and ESA have signed in 2003 a co-operation agreement
with the Chinese Ministry of Science and Technology defining the contribution of
China to the overall development plan of Galileo. The technical annex defining the
contents of this co-operation foresees the development of on-board/ground equip-
ment, plus activities related to system studies to promote the use of Galileo in
China. The contribution of China to the Galileo development is channelled through
the Galileo Joint Undertaking which is the institutional body constituted by the
European Commission and the European Space Agency to steer the activities
related to the validation and full deployment phase of Galileo.
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2 Galileo Activities in China: Overview

Between the year 2005 and 2006 the Galileo Joint Undertaking has kicked off eleven
different projects. A detailed description of the SART and LLR project is provided
in the following paragraphs, while a summary description of the other activities is
given here below.

China Galileo Test Range. The overall objective of this activity is the development,
deployment and operation of a ground based infrastructure of Galileo pseudolites,
to be used:

e As a tool to perform analysis and research on the Galileo ‘Signal In Space’ (SIS)

e Act as a “Test Environment’ for Galileo receiver and applications.

e Form the basis of a series of demonstration and promotion activities for Galileo
services and applications.

e Act as a local augmentation system to deliver high performance positioning and
navigation services.

Location Based Services Standardisation. This is activity is dedicated to the defini-
tion of the work to be carried out for the standardisation of Galileo as a system for
mobile phones, location applications.

Tonosphere Studies. The primary objective of this activity is the investigation of on
effective ionospheric correction for single frequency Galileo receivers on a regional
basis and the study of ionospheric scintillations.

Fishery Applications. The project is addressing the implementation of a system
based on GNSS to support applications in the fishery domain in the Chinese region.
The activity includes an overall analysis of the technical and commercial aspects
related to the system implementation, and will also consider the design and devel-
opment of a system demonstrator proving the effectiveness of the system concept
from a technical, operational and commercial perspective.

Medium Earth Orbit Local User Terminal. The Search and Rescue transponders on
the Galileo Satellites will relay the distress signals transmitted by Cospas-Sarsat
emergency beacons towards dedicated ground stations MEO Local User Terminals
(MEOLUTs). These MEOLUTSs will be in charge of recovering the message and
locating the emergency beacon, as well as providing the relevant SAR distress data
to the associated Cospas-Sarsat Mission Control Centre (MCC). The objective of
this activity is the development of a MEOSAR Local Users Terminal Prototype
(MEOLUT Prototype).

Search and Rescue End to End Validation. The primary objective of this activity
is the end-to-end verification of the SAR/Galileo system requirements and the vali-
dation the forward link service by demonstrating the system and evaluating its
technical performances.
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Up-link Station development. For the control of the Galileo system the ground seg-
ment is organized in control centres, located in Europe, and remote stations, located
worldwide and includes the following types of stations:

e Tracking, Telemetry & Command (TTC) stations.
e Mission Up-Link Stations (ULS).
e Galileo Sensor Stations (GSS).

The ULS stations are composed of one or more full-motion antennas (approx. 3-m
diameter) for transmitting a spread spectrum signal in C-band (5000-5010 MHz),
without operational downlink implementation, for uploading mission related infor-
mation. This activity is addressing the design of the ULS station front end.

Satellite Laser Ranging Services. Satellite Ranging Services are essential for a precise
determination of the Galileo satellites orbits. Through this activity the European
Space Agency is procuring SLR services in China to for the GIOVEA and GIOVEB
mission (the two Galileo experimental satellites) and will develop a dedicated station
for the need of the IOV phase.

3 The SART and LRR Developments

3.1 The Search and Rescue Transponder on Galileo Satellites

The Galileo constellation is designed to provide, together with a global navigation
service, also support to the COSPAS-SARSAT system for the provision of Search
and Rescue, MEO services. The Galileo Satellites are, for these purposes, embarking
a Search and Rescue Transponder interfaced with the Navigation Payload. The aim
of the Galileo support SAR services is to relay distress signals from Cospas-Sarsat-
defined beacons to specialised ground facilities and to relay messages from ground to
beacons equipped with a Galileo receiver, using the constellation of Galileo satellites.

The SAR/Galileo service can be subdivided in two other sub-services, the Forward
Link Service (relaying distress signals from beacons to ground stations) and the
Return Link Service (relaying messages from ground to beacons equipped with
a Galileo receiver) Fig. 1 shows a common scenario where both SAR/Galileo
sub-services are used. The roles of the different components are:

e Galileo Space Segment: to relay distress signals transmitted by type-approved
beacons to ground stations, transponding signals from 406.05 MHz to 1544.1 MHz;
to disseminate Return Link Messages received from ground within the L1 naviga-
tion signal. The Galileo Space Segment is part of a single MEOSAR constellation
and is interoperable with other MEOSAR systems such as DASS/GPS and
SAR/Glonass.

e Intergovernmental SAR Satellite System (ISSS): to process beacon signals in order
to recover the transmitted message and determine the beacon location; to distribute
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Fig. 1. Search and rescue service system architecture.

messages across the network to the Return Link Service Provider (RLSP) and
appropriate Rescue Coordination Centres (RCCs). The ISSS consists of: Medium-
altitude Earth Orbit Local User Terminals (MEOLUTSs), Mission Control Centres
(MCCs) and Nodal MCCs.

e Rescue Coordination Centres (RCCs): to launch and coordinate rescue
operations.

e Return Link Service Provider (RLSP): to coordinate the requests of Return Link
Messages and interface with the Galileo Ground Segment. It might be imple-
mented as an extension/integral part of the ISSS, or as an independent centre.

e Galileo Ground Segment: to uplink the Return Link Messages to the appropriate
satellites for dissemination.

3.1.1 SART Architecture and Design Driving Requirements. The SAR transponder
layout and architecture are presented in Figs. 2 and 3. The transponder includes a
receive chain, a down conversion section and an up conversion and amplification
chain.
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Fig. 2. SAR transponder layout.

The major design driver requirements are:

Group Delay Stability. This parameter is important as it affects directly the Time
Difference of Arrival (TDOA) techniques at a MEOLUT and therefore the precise
location of the distress beacon. This is a function of the BW of the input filter design.

Receiver Noise Figure. This parameter is important as it is affecting the overall G/T
requirement at system level.

Frequency translation accuracy. It is an important parameter for the use of the
Frequency Difference of Arrival as a distress beacon location technique. This is
ensured in the SAR transponder by the use of the highly stable reference frequency
from the Clock Monitoring and Control unit.

Linearity and output Power. A high linearity requirement is needed on the SART to
ensure minimum occupied spectrum of the relayed beacon signals, and minimum
inter-modulation or cross-products generated by the beacon signals, to avoid creat-
ing any false in-band signals. This requirement is impacting directly the design of the
output power amplifier and is critical for the overall transponder power consump-
tion. The Transponder corresponding output Power for the linearity requirement
shall be equal to 5 Watt and this makes critical the design of the SSPA.

Mass and Power. Critical parameters due to the limited margins existing today at
satellite level. The SART overall mass shall not exceed 8.8 kg. The overall power
consumption shall be less than 45 W.
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3.1.2 Industrial consortium in China and Program Status. The SART prime con-
tractor is China Galileo Industry with main subcontractor CAST (China Academy
of Space Technology and in particular the XIRST division).

XISRT is one of the subsidiaries of CAST, located in Xi’an(China) and it is leader
in payload developments in China,. Xirst has been engaged in many space related
activities, including:

— Communications payloads;

— Navigation Payloads;

— Space-born communicating antenna;

— Microwave remote sensing systems;

— Space-born TT&C system and ground TT&C facilities;
— Space electronic systems and applications.

Since its foundation in 1965, it has developed a series of onboard satellite subsys-
tems and ground applications systems for communication satellites, manned space
mission and Ground TT&C stations.

The SART contract was kicked off in November 2005. It has a time span of two
years and will be concluded with the delivery of 1 EQM and 4 flight models of the
SART.

3.2 The Laser Retro Reflector

The Galileo Satellite will be equipped with a Laser Retro Reflector (LRR), a passive
unit used for precise orbit determination. The LRR has the peculiarity to reflect
Laser Pulses back to their originating source (i.e. laser ranging ground station).

The LRR consists of an Aluminium base-plate, equipped with an array of Corner
Cube Reflectors (CCRs), made of fused silica and fixed in individual aluminium
housings. These CCRs have the property to reflect the incoming laser pulses exactly
into the direction of the laser source, independent of their incidence angle. Increased
incidence angles, however, reduce the intensity of the reflected laser light. So for
practical purposes the incidence angle is limited to about 15° which fully satisfies the
Galileo needs.

The required LRR size (470 mm X 430 mm), respectively number of CCRs (84) is
determined by the satellite orbit altitude and by the required incidence angle to
receive valuable signals in the ground stations. The LRR is mounted on the +Z panel
of the Galileo Satellites (Nadir orientted), lateral to the Navigation antenna, the
Search and Rescue antenna is also present on this panel.

3.2.1 Major Requirements. The main requirements for the LRR are reported here
below. Of particular importance for the achievement of the overall performance is
the effective reflective area of the LRR that shall be grater than 660 cm? for a Field
of View of * 15degree. The total mass shall also be less than 5 kg as limited margins
are available at satellite level for the accommodation of payload and platform equip-
ment. The design of the LRR shall also be radiation-proof ensuring a lifetime of the
equipment greater than 12 years.
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Performance

Specification

Range finding

Laser wavelength
Field of View angle

Ranging accuracy
Physical Characteristics

Corner cube material
Total effective area
The mass of the LRR
Lifetime

Provide capability for range finding between laser ground
station and the Galileo satellite.

532 nm

Elevation: +15°(wrt + ZLRR axis)

Azimuth: 360°(about +ZLRR axis)

To be considered to match the overall accuracy of 2 cm.
Symmetrical, planar array, whose normal to the entrance
surface coincides with the nadir axis of the Satellite.

Fused silica with coated or nocoated
> 660 cm?, at any point of the Earth
<5kg
In-orbit: > 12 years

A picture of the structure of the LRR is shown in Fig. 4

CCR Components

Connecting components for
fixation (screw, thermal insulation
washer and thermal insulation screw shq

Fig. 4. Physical structure of the LRR Unit.



SART and LRR Developments 149

3.2.2 Industrial Consortium in China and Program Status. The LRR prime contrac-
tor is China Galileo Industry with main subcontractor NCRIEO. NCRIEO is a
state-owned Class I institute that belongs to China Electronic Technology Group
Corporation (CETC).

NCRIEO was established in 1956. As the earliest national electronic component
and material institute, it undertook much important national technological projects
and obtained 127 researching achievement.

NCRIEO started the R&D in infrared related technology from 1958, laser related
technology from 1964. It is the only integrated institute that forms a complete set with
laser and infrared material, components, devices and application system. In recent
30 years, the institute undertook and accomplished over 500 national research tasks.

The LRR contract was kicked off in November 2005. It has a time span of two
years and will be concluded with the delivery of 1 QM and 4 Flight Models and
1 Flight Spare of the LRR at the beginning of 2007.

4 Conclusions

This article has provided an overview of the activities performed in China in the con-
text of a broad co-operation agreement between the European commission, the
European Space Agency and the Chinese Ministry of Science and Technology.
A detailed description of the development of two on board equipment: the SART
and the LRR has been given. The involvement of China in activities related to
the development of Galileo and its world-wide applications is quite important and
covers ground developments as well as onboard HW development.
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Abstract. This paper is about the impact of the Galileo signal in space on the
Acquisition system of a GNSS receiver. The Galileo signal definition presents fea-
tures allowing improvements of the acquisition and tracking performance, but these
differences with respect to GPS must be taken into account in the receiver design
phase. In this paper the classical acquisition blocks designed for GPS will be revis-
ited, from a statistical point of view and in terms of performance, looking to the
issues that longer codes, BOC modulations and pilot channels will introduce on the
Galileo Open Service (OS).

1 Introduction

The first stage of a GNSS (Global Navigation Satellite System) receiver consists
in the acquisition of the satellites in view, and in a first rough estimation of the
parameters of the Signal-In-Space (SIS) transmitted by each detected satellite. This
activity is performed by the so-called acquisition block, which is a system that imple-
ments some well-known results of the estimation theory, by using typical signal
processing operations, such as correlation, FFT, and filtering. With the advent of
the European Galileo system, some modifications in the acquisition stage have to be
adopted in order to account the new characteristics of the Galileo Signal in Space
(SIS). The main factors which lead to different strategies for the acquisition of the
Galileo SIS: are the use of the sub-carrier BOC(1,1), the presence of the secondary
code in the pilot channel and the increased rate in the data channel. These new fea-
tures have been added in order to guarantee interoperability between the new
Galileo and the GPS systems and better performance for indoor positioning.
However some additional impairments, from the architectural point of view and in
terms of performance, in the case of standard localization, have to be paid.

In this paper the typical acquisition blocks used in GPS receivers are described
from a statistical signal processing point of view, in order to emphasize the
impact of the Galileo SIS format on the different stages of the acquisition opera-
tions. Furthermore some modifications to be adopted in order to acquire the
Galileo signals are proposed. Since the main task of the paper is to stress the main
differences between GPS and Galileo, only the Open Service (OS) case will be
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considered. The extension to the other cases is in some cases straight forward,
in some cases more complex. The main focus of the paper is on the acquisition
strategies based on block processing techniques [2], that is the techniques which
process simultaneously a block of L samples, as for example the FFT. In fact the
presence of the secondary codes in the Galileo SIS impacts on the acquisition
methods based on block processing much more than on the methods based on a
sample-by-sample processing. The paper analyzes the architectural modifications
that have to be implemented in the acquisition block, the additional computational
load and the acquisition performance in terms of Receiver Operative
Characteristics (ROC’s).

The paper is organized as follows: in Section 2 a general model of GNSS signals
is exposed; Section 3 provides a theoretical framework for the description of a
general acquisition system; in Section 4 the modifications required by the Galileo
SIS are discussed whereas in Section 5 some simulations are reported as support
for the theoretical results developed in the paper. At the end some conclusions
are drawn.

2 Signal Model

The signal at the input of both Galileo and GPS acquisition blocks, in one-path
additive Gaussian noise environment, without data modulation, can be modeled as

N,
ylnl= eri [n]+77(n] Q)]

that is the sum of N GNSS signals coming from different satellites and n[n], the
additive Gaussian noise with flat power spectral density (PSD) N,/2 over the
receiver band B and with power 0'f7 = N,B..

Every useful GNSS signal is of the form

rinl=Ap ; dnT,—T;)c;(nT,—T;)s,(nTy—T;)cos Q7 (fip + f4,:)nT,+6;) (2)

where

— A,y 1s the amplitude of the ith GNSS signal, whose power is given by C, = A2

— ¢, (nT, - 1) is the ith primary spreading code (assumed to be binary) delayed
by 1, and sampled at f; == in the following the dependence from the sampling

interval T will be omitted ahd the primary code will be indicated by ¢, [1];

— d(nT - 1) is the secondary spreading code for the Galileo pilot channel and Data
in the GPS case;

— 5, (nT,— 1) is the subcarrier, BPSK for GPS and BOC(1,1) for Galileo';

— f,1s the intermediate frequency of the receiver;

— f,;1s the unknown Doppler frequency;

— 0, is the phase of the ith received carrier.

! Galileo code chips are further modulated by a squared sub—carrier, in this paper it is
commonly referred as slot the width of the sub—carrier chip
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Thanks to code orthogonality the different GNSS codes are analyzed separately by
the acquisition block, thus the case of N =1 is considered and the dependence from
the index 7 is omitted in the rest of the paper.

3 Acquisition Concepts

The first operation performed by a GNSS receiver is the signal acquisition that
decides either the presence or the absence of the satellite under test and provides a
rough estimation of the code delay and of the Doppler frequency of the incoming
signal. The acquisition system implements some well-known results of the detection
and of the estimation theory and different logical and functional blocks take part in
the process. In the GNSS literature the exact role of these disciplines and of these
functional blocks is sometimes unclear. In this section a general acquisition system
is described as the interaction of four functional blocks that perform four different
logical operations. The framework developed by using these four elements allows to
describe the majority of the acquisition systems, providing an effective tool for
comparative analysis. All the acquisition systems for GNSS applications described
in literature [1], [3], [4] are based on the evaluation and processing of the Cross
Ambiguity Function (CAF) that in the discrete time domain can be defined as
L1 .

R, (T, [)= Zoy[n]c(nn—%)sh(nn—%)eﬂ”‘f“m"f 3)
Ideally the CAF envelope should present a sharp peak in correspondence of the
value of 7 and f, matching the delay and the Doppler frequency of the SIS.
However the phase of the incoming signal, the noise and other impairments can ruin
the readability of the CAF and further processing is needed. For instance, in a non-
coherent acquisition block only the envelope of the CAF is considered, avoiding the
phase dependence. Moreover coherent and non-coherent integrations can be
employed in order to reduce the noise impact.

When the envelope of the averaged CAF is evaluated the system can take the deci-
sion on the presence of the satellite. Different detection strategies can be employed
for the decision: some strategies require only the partial knowledge of the CAF
implying an interaction among the acquisition elements. The detection can be
bettered by using multitrial techniques that require the use of CAF’s evaluated on
subsequent portions of the incoming signal.

In Fig. 1 the general scheme of an acquisition system is reported highlighting the
presence of the four blocks

— CAF evaluation;

— Envelope and Average;
— Detector;

— Multitrial;

and of their possible interactions.
In the following these four blocks are discussed, with particular emphasis to the
first two that are the more affected by the new Galileo SIS’s.
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Fig. 1. Functional blocks of an acquisition system.

3.1 CAF Evaluation

In the acquisition systems described in literature different methods of evaluating the
CAF are presented. They give the same (or approximately the same) results and
the choice of the method mainly depends on the hardware and software tools avail-
able for the receiver implementation. The local generation of the test signal

rln)=c@T,—T)s,(nT,—T)e " Vr* 0T

can be done in different ways. It is important to notice that the part of the test sig-
nal containing the code and the subcarrier, that is ¢(n7,—7T)s,(nT,—T), can be
obtained starting from a local code (including the subcarrier) of the type

CLoc [I’l] = C(l’l TA) Sb(l’l ]1)

with n € (0, L — 1) and by applying a circular delay to the samples of ¢, [n]. This
is possible when the periodicity of the incoming code is a submultiple of the inte-
gration time L. In the actual implementation this circular delay should be done
also taking into account the problem of the incommensurability constraint on the
sampling frequency [6]. In fact this constraint alters the perfect periodicity of
the samples of the incoming code c(¢), allowing the Delay Lock Loop (DLL) to
work properly even if the number of samples per chip is very low. On the contrary
the effect of the incommensurability on the detection and estimation operations
of the acquisition block is slightly disturbing. In practice this effect is negligible since
the purpose of the acquisition block is to perform only a rough estimation of the
delay and Doppler frequency.
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A macro classification of classical acquisition methods can be done as it follows.

— Method 1: Serial scheme. In this scheme a new CAF is evaluated at each » instant.
The input vector y can be updated instant by instant by adding a new input value
and by discarding the former one. To avoid ambiguity, in this case the notation
y, =@ y(n—1)...yn~- L+ 1)] will be adopted. With this approach the delay
7 moves throughout the vector y, at each new instant. Therefore the local code ¢, ,
[n] is always the same and the CAF is given by the expression

_ L—1 o
Ry (@ f)= X y[E—Ltm+1le(nT,)s,(nT,)e 0 10mt @)

It is quite easy to verify that this approach is equivalent to move the delay of ¢, [n],
as the mutual delay between ¢, [1] and the received code is the unknown of interest.
In Fig. 2 the serial scheme is reported, each value of the CAF is evaluated inde-
pendently without using any block strategy. The term F) indicates the quantity

Furt+ )T,

— Method 2: FFT in the time domain. In this scheme the vector y is extracted by the

incoming SIS and multiplied by e’ ¢~ * "7 50 obtaining a sequence
glin] =y [n] e Vn+ 1T, 5

for each frequency bin. At this point the term
Y
R, (T, [)= Zoql[n]C(nT.g—f)Sb(nTy—f) (6)

assumes the form of a Cross-Correlation Function (CCF), which can be evaluated
by means of a circular cross-correlation defined by

R, (. f,)=IDFT {DFT [¢/[n]]| DFT [c (1T ) s, (n T, )|*} (M
1 L-1
FD znzﬂ) ©
/' cos (2zFpn)
Fri n
Ml | | generator aa
— / code ]
l generator o
907 /7
égsin (2rFpn) [ &
130 %
L n=0

Fig. 2. The serial acquisition scheme: the CAF is evaluated independently for each value of T
and f.
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where DFT and IDFT stand for the well-known Discrete Fourier Transform and
Inverse Discrete Fourier Transform. It is easy to show that the CCF and the circu-
lar CCF coincide only in presence of periodic sequences. This is the case when
J;= fa» except for the noise contribution and a residual term due to a double fre-
quency (2f,) component contained in the term ¢/[n]. In the other frequency bins
the presence of a sinusoidal component could alter the periodicity of the sequence.
The proof of this is out of the scope of this paper.

— Method 3: FFT in the Doppler domain. In this scheme (Fig. 3) a vector y can be
extracted by the incoming SIS instant by instant, as in the method 1, and multi-
plied by ¢, [1] so obtaining a sequence

qilml=y[T = L+1+mlcp,[m] ®)

for each delay bin. A similar result can be obtained by extracting an input vector
y every L samples, and multiplying it by a delayed version of the local code ¢, [11].
As mentioned before, this delay is obtained by applying a circular shift to the
samples of ¢, [n]. At this point the term
_ L-1 L
R, , (@, f)= 2 q;lm]e”" Vrriomh )

assumes the form of an inverse Disc?rete-Time Fourier Transform (DTFT). It is
well known that a DTFT can be evaluated by using a Fast Fourier Transform
(FFT) if the normalized frequency ( f -+ f,) T, is discretized with a frequency
interval

-1
Af = T
in the frequency range (0, 1), which corresponds to the analog frequency range
(0, f). The evaluated frequency points become

J(;[Ts:%_f.IFTs

Lyt
Frequency
generator
|/
e 2 [T
907
&) D O
T
/7

code
generator
/

Fig. 3. The time parallel acquisition scheme: the CAF is determined by using a circular
convolution employing efficient FFT’s.
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and the CAF can be written as
= - & J 2z Im
Ry @ f)= 2 ailmle’ (10)

With this method the support of the search space along the frequency axis and the
frequency bin size depend on the sampling frequency f, and on the integration
time L. If the same support and bin size used in methods 1 and 2 have to be used,
the integration time has to be changed, and some decimation (with pre-filter) has
to be adopted before applying the FFT. This modifies the input signal to be
processed and the comparison among the methods will be affected by the signal
modifications. Notice that the maximum peak loss in the Doppler frequency
domain is not any more a free parameter with this method, since it is ruled by the
FFT constraints, as it is shown in [2, 5]. If it is necessary to mitigate this effect
some zero padding techniques can be used, at the expenses of some interpolation
loss. In Fig. 4 the frequency domain acquisition block is reported. An integrate
and dump block followed by a decimation unit is inserted in order to reduce the
number of samples on which the FFT is evaluated. This operation reduces
the computational load but introduces a loss in the CAF quality [2, 5].

3.2 Envelope and Average

After the CAF is evaluated, the acquisition system has to remove dependence on the
input signal phase and to apply some noise reduction techniques. In Fig. 5 three
different methodologies are reported. The phase dependence is removed by consid-
ering the CAF envelope. If different CAFs are averaged before evaluating the enve-
lope, coherent integrations are employed. This kind of integrations provide the best
performance in terms of noise variance reduction. In fact before the envelope the
noise terms are zero mean gaussian random variables and the coherent integrations
average elements that can be either positive or negative. If the average is performed
after the squared envelope (Fig. 5, part b), non-coherent integrations are used. In this
case non-negative random variables are averaged together thus a residual term, due
to the noise, still remains. In [5] a deep analysis of the impact of the use of coherent
and non-coherent integrations is provided. It is highlighted that the use of coherent
integrations impact the Doppler frequency resolution and a greater number of
Doppler bin is required for having a constant error on the determination of the Doppler
frequency [5]. Thus the required computational load is greater than the one of the
non-coherent integrations.

yln]

ki L
'
code 1&D
generator

/

Fig. 4. The frequency parallel acquisition scheme: the CAF is evaluated by using efficient FFT.
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The output of the “envelope and average” block is indicated by
S, @, f))

and two indicators of the system performance are the cell false alarm and detection
probabilities associated to S, (T, f,). Each value of T and of f; defines a cell and the

probability that S, , (T, f,) is greater than a fixed threshold defines

— the false alarm probability if T or f; do not match the SIS’s ones;
— the detection probability if the code delay and the Doppler frequency are matched.

When coherent and non-coherent integrations are used the false alarm and detection
probabilities assume the following expressions:

K-1 2
Pfa(Vt)=exp—{V—}§0%,[ . ]

i

2
11
202 207

=

oV,
P (V)=0k|~6—5 (11)

. A : . .
where V, is the threshold, a = %, o? :—;_1, H is the number of coherent integra-

tions, and K the number of non-coherent integrations. Equations (11) and (12)
account the fact that coherent and non-coherent integrations can be combined
together. In section 5 a comparison between coherent and noncoherent integrations
will be provided.

Recently a modified non-coherent detector for signal acquisition referred as dif-
ferential non-coherent (DNC) has been proposed [8]. This new scheme, whose per-
formance are analyzed in [7] can be easily described in terms of the four functional
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blocks reported above and its integration strategy is summarized in Fig. Sc. The
analysis of this kind of system is out of the scope of this paper, however the modi-
fications necessary for its use with the Galileo SIS can be found in [9].

3.3 Detection Strategy

Once S, , (T, f,) is evaluated the system can take the decision on the presence of the
satellite. Different strategies can be employed. The detection strategies can control
the previous blocks, for example, by requiring the computation of S, , (7, f;) only
on a subset of the values of 7 and f,.

In [10] three different strategies are analyzed and compared in terms of system
performance.

The introduction of the Galileo SIS does not essentially change the role of this
block and the considerations reported in [10] still applies.

3.4 Multitrial

When a first decision about the satellite presence and a first estimation of the code
delay and of the Doppler frequency are available, the system can refine these results.
Thus multitrial techniques, based on the use of different S, , (7, f,), evaluated over
subsequent portions of the input signal, can be employed. Two examples of these
techniques are the M on N [1] and the Tong [11] methods.

Multitrial techniques generally do not require the computation of more than one
complete S, , (T, f;), thus they interact with the other blocks changing the require-
ments for the subsequent iterations occurring in the process.

4 Galileo Impact on the Signal Acquisition

In this paper the Galileo BOC(1,1) modulation on the L1 carrier is considered. This
signal is rather similar to the GPS signal, which can be derived from the C/A code
by applying to it a Manchester like coding.

One difference between the GPS and Galileo signals is their bandwidth, since the
application of the Manchester coding on the C/A code causes a splitting of the code
power spectral density. The single-sided bandwidth, that for the GPS C/A code is
B, = 1.023 MHz, for the Galileo BOC(1,1) signal becomes B, = 2.046 MHz, as
depicted in Fig. 6.

This means that, in order to process the Galileo signal in the same way as the GPS
C/A signal, the ADC antialiasing filter must have a single-sided bandwidth twice
larger than the corresponding GPS ADC antialiasing filter bandwidth. Therefore,
the sampling frequency must be at least twice the GPS C/A code sampling frequency.

The sampling frequency value can be derived also considering that the Galileo
BOC(1,1) slot rate is twice the GPS C/A chipping rate. The final result is that every
slot of the Galileo BOC(1,1) modulation has a rate twice than the chipping rate of
the GPS C/A code signal, i.e. Ry = 2.046 Mslot/s. This implies that, in order to
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Galileo BOC(1,1) and GPS C/A code power spectra
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Fig. 6. Power spectral density of Galileo BOC(1,1) code (solid line) and comparison with GPS
C/A code (dashed line).

obtain about two samples per BOC(1,1) slot it is necessary to sample the Galileo
signal at a rate that is twice greater than the sampling rate of the GPS C/A code.

From the previous considerations it follows that a Galileo receiver can be designed
on the basis of a GPS receiver, but the number of samples to process, besides, is
accordingly greater than the number of samples processed by the GPS receiver in the
same condition of integration time. The global complexity of a Galileo BOC(1,1)
receiver is, therefore, slightly increased with respect to the GPS C/A receiver, but the
same applies to the acquisition performances, as it will be pointed out in the section
devoted to the performance results.

4.1 Secondary Code Transition and Single Period Integration Time

Parallel acquisition in time domain schemes, based on FFT operations, are
extremely efficient, but since their intrinsic nature to process blocks of data may suf-
fer of peak miss-detection due to the presence of the secondary code in the Galileo
BOC(1,1) pilot channel. In fact, the ranging codes used for the L1F pilot channel are
based on the so called tired codes. Tired codes are built modulating a short duration
primary code by a long duration secondary code. The secondary code acts exactly as
the data transition for the GPS signal and it can be the cause of a sign reversal in the
correlation operation over the integration interval. For its natural way to look for
all the code shifts over all the possible delays moving along the received signal
(Fig. 7), when the correlation is performed on a single period, the serial acquisition
scheme is practically insensitive to the secondary code transitions. In fact the main
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Fig. 7. Circular correlation for serial search scheme with secondary code.

lobe is identified just when the incoming and the local generated codes are
perfectly aligned, hence when the secondary transitions are at the edges of the ana-
lyzed stream [12].

Since the FFT system in frequency domain performs a serial search over the code
delay and a parallel search in frequency domain, it results insensitive to the
code transition as well as the serial search scheme and it can be used in the acquisi-
tion of the L1 Galileo primary code.

The fast acquisition scheme computes an entire row of the search space from
a block of data by means of FFT operations. Since it is not possible to know if in
the data block the secondary code causes a sign reversal or not, this technique can-
not be applied without changes. Figure 8 shows, how, the secondary code sign rever-
sal within a correlation window makes it no longer periodic; by consequence, the
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Fig. 8. Linear correlation for fast acquisition scheme with secondary code.
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single period circular correlation cannot be used alone to decide the absence or the
presence of a signal.

A possible solution to this problem is to conduct a linear correlation as shown in
Fig. 8. Two periods of the incoming signal are correlated with a single period of the
local code zero padded to fit the correlation window. The zero terms in the second
period does not introduce any advantage in terms of noise reduction generally
achieved with a longer integration time. The price to be paid for the fast acquisition
scheme to achieve such insensitivity is to perform a linear correlation using two code
periods, then to use longer FFTs.

4.2 Multiple Period Integration Time

In order to increase the detection probability for a given false alarm probability, a
summation over more than one code period can be performed. In this case, the
threshold value has to be increased.

The length of a data record used for the summation in an acquisition scheme is
limited by two factors, the navigation data or secondary code transitions and the
Doppler effect on the spreading code.

The presence of a navigation data or secondary code transitions in the data record
causes a spreading effect of the output spectrum and the performances of the acqui-
sition system are degraded. For the GPS C/A signal on the L1 carrier, the navigation
data rate is 50 bit/s (see reference [1]), so that the length of a data bit is 20 ms, i.e.
20 periods of the spreading code. The maximum data record that can be used for the
coherent summation is, therefore, 10 ms or 10 C/A code periods. In fact, in a 20 ms
time interval only one navigation data transition can occur. Then, if there is a tran-
sition in the first 10 ms data record, the second 10 ms will be transition free. On the
other hand, the sequence length cannot be less than a code period or 1 ms and even
in this minimum interval a data transition can occur. In order to guarantee no data
transition, the acquisition algorithm should take into account two consecutive data
records of equal duration, but less than 10 ms, perform the coherent summation
over these two data records and then declare the detection if one of the two
envelopes or both of them exceed the threshold. Unfortunately the presence of the
secondary code on the Galileo signal does not allow the possibility to perform the
acquisition of consecutive pieces of signal, since every period of the primary code is
modulated by the secondary short code, then it is not guaranteed the absence of a
secondary code transition in the following integration period. By the way, in order
to increase the detection probability, a summation over than one code period in a
non-coherent way can be applied, accepting the squaring loss due to the square
operation performed after the squared envelope.

5 Performance Analysis

The simulations performed to determine and analyze the acquisition systems and
their optimum parameters aim to obtain the so-called Receiver Operative
Characteristic, which will be named with the acronym ROC. This is the graph of the
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Fig. 9. Receiver Operative Characteristic Comparison, Galielo single period and from one up
to five coherent GPS C/A code periods integration time under no losses hypothesis at CN, of
35 dB-Hz.

detection probability versus the false alarm probability, or, equivalently, of the
missed detection probability versus the false alarm probability. Figure 9 depicts the
comparison between the ideal optimal ROC comparison between the single period
Galileo L1 signal acquisition and GPS.

Since the C/A code length is a quarter the Galileo L1 OS code, the comparison of
Fig. 9 is made increasing the integration time used for the coherent autocorrelation
function evaluation from 1 ms to 4 ms. As it is possible to see, considering the opti-
mal case, better performance can be achieved increasing the integration time and
without considering any correlation loss impairments GPS and Galileo are com-
pletely identical when the integration is 4 ms, value which correspond to 4 GPS C/A
code periods and a single Galileo L1 OS code period.

Figure 10 shows the same comparison of Fig. 9, but considering the Acquisition
impairments due to a rough code alignment in half chip/slot resolution and a coarse
Doppler frequency recovery.

It is here remarked how, the correlation loss due to the Doppler shift in the
bidimensional CAF evaluation does not depend on the Galileo or GPS signal struc-
ture, but only on the integration time used to perform the correlation. Different is
the case of the loss due to the code misalignment, which is related to the shape of the
correlation function [5]. As it possible to see in Fig. 11, where a comparison of the
envelope of the GPS C/A and Galileo L1 OS correlation functions is reported,
the Galileo correlation function is narrower than the GPS one. Even though, this
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Fig. 10. Receiver operative characteristic comparison, Galielo single period and from one up
to five coherent GPS C/A code periods integration time at CN,, of 35 dB-Hz.

leads to better tracking jitter and multipath rejection performances, it makes the
acquisition more challenging with respect to the classical GPS strategies. In fact it is
easy to understand that for the same local code displacement the Galileo correlation
functions drop faster than the GPS one, with a consequent bigger loss, as it is
possible to see in Fig. 10.

Coherent integration over more than a single code period is a common strategy to
increase the signal to noise ratio at the detector input in the acquisition of GNSS
signals. It has been highlighted how the presence of the secondary codes in Galileo
will make the coherent evaluation of the CAF quite difficult and how the required
robustness in terms of signal to noise ratio can be achieved by means of non-coherent
summation. This strategy, however due to its easily implementation and efficiency is
already successfully used to acquire the C/A GPS signal. In Fig. 12 a comparison
between the single period Galileo and multi period non-coherent GPS signal acqui-
sition is carried out. As it is possible to outline, better performance can be achieved
with the coherent approach, but this requires to reduce the Doppler bin size in order
to maintain the same Doppler loss and then increasing the number of analyzed cell
in the search space [5]. Moreover, a longer integration time means to increase the
samples that must be processed by means of FFT operations, which is surely more
cost effective than the non-coherent integration.

The Acquisition system performance can be better appreciated by means of the
graph of Fig. 13, where the detection probability for a fixed false alarm probability
is plotter versus the input carrier to noise ratio. Due to the long code designed
for Galileo and the presence of the secondary codes, the comparison is outlined
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Fig. 13. Comparison for the analytic and simulated results for the Galileo BOC(1,1) signal for
a desired pP,= 1073 and from one up to five non-coherent integration times.

varying the integration time from one up to five codes period integrated in a non-
coherent way.

It is possible to see how, even though this approach is less performing than the
classical coherent one, it is possible to achieve good acquisition performance even at
low signal to noise ratio overcoming the secondary code transition problems.

6 Conclusion

The main differences introduced by Galileo with respect to GPS are the presence of
a secondary code, which acts in the same way of the GPS navigation data but with
a higher rate, the particular shape of the correlation function and the presence
of side lobes. The secondary code may introduce a sign reversal in the data record
with a reduction of the efficiency of the circular correlation performed by the time
parallel acquisition technique; the problem can be overcome by employing a linear
correlation with a consequent increment of the system complexity due to the longer
number of samples that have to be processed. Moreover, the sign reversal introduced
by the secondary code does not allow to increase the integration time in a coherent
way. In the paper these issues, coupled to the system performance are analyzed. The
main factors to be accounted in the design of a Galileo acquisition block are
described and the system performance are studied by means of theoretical curves
and computer simulations.
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Abstract. A receiver for the Global Positioning System (GPS) signals provides
information on its position and time. The position is given in an Earth-Centered and
Earth-Fixed coordinate system. This means that a static receiver keeps its coordi-
nates over time, apart from the influence of measurement errors. The system time
(GPST) counts in weeks and seconds of week starting on January 6, 1980. Each
week has its own number. Time within a week is counted in seconds from the begin-
ning at midnight between Saturday and Sunday (day 1 of the week). GPST is main-
tained within the system itself. Universal Time Coordinated (UTC) goes at a
different rate which is connected to the actual speed of the rotation of the Earth.
At present 14 seconds have to be added to UTC to get GPST.

The GPS has 6 orbital planes with at least 4 satellites. At the moment GPS
consists of 29 active satellites. They complete about 2 orbits/day.

1 The Transmitted GPS Signals

Satellite positioning systems exploit Spread Spectrum (SS) techniques. SS came alive
in 1980s and is popular for applications involving radio links in hostile environ-
ments. SS is an RF communications system in which the baseband signal bandwidth
is intentionally spread over a larger bandwidth by injecting a higher-frequency sig-
nal. As a direct consequence, energy used in transmitting the signal is spread over a
wider bandwidth and appears as noise. The ratio (in dB) between the spread base-
band and the original signal is called processing gain. Typical SS processing gains
run from 10 dB to 60 dB, see [1].

To apply an SS technique, simply inject the corresponding SS code somewhere in
the transmitting chain before the antenna. That injection is called the spreading
operation. The effect is to diffuse the information in a larger bandwidth. Conversely,
you can remove the SS code by a despreading operation, at a point in the receive
chain before data retrieval. The effect of a despreading operation is to reconstitute
the information in its original bandwidth. Obviously, the same code must be known
in advance at both ends of the transmission channel.

In GPS, SS modulation is applied on top of a BPSK modulation, see below.

Intentional or un-intentional interference and jamming signals are rejected
because they do not contain the SS code. This characteristic is the real beauty of SS.
Only the desired signal, which has the code, will be seen at the receiver when the
despreading operation is exercised.
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In GPS the codes are digital sequences that must be as long and as random as
possible to appear as “noise-like” as possible. But in any case, they must remain
reproducible. Otherwise, the receiver will be unable to extract the message that has
been sent. Thus, the sequence is “nearly random”. Such a code is called a pseudo-
random number (PRN) or sequence. The PRN sequences applied in GPS are Gold
sequences. These sequences are generated by feedback shift registers, and they are
inserted at the data level. This is the direct sequence form of spread spectrum
(DSSS). The PRN is applied directly to data entering the carrier modulator.

All GPS satellites use the same carrier frequencies: On L, 1575.42 MHz and
L, 1227.60 MHz. In a modernized GPS there will be a new civilian frequency L
(then the military might remove L, from civilian use).

Each satellite has two unique spreading sequences or codes. The first one is the
coarse acquisition code (C/A) and the other one is the encrypted precision code
(P(Y)). The C/A code is a sequence of 1 023 chips. (A chip corresponds to a bit. It is
simply called a chip to emphasize that it does not hold any information.) The code
is repeated each ms giving a chipping rate of 1.023 MHz. The P code is a longer code
(= 2.35+10* chips) with a chipping rate of 10.23 MHz. It repeats itself each week
starting at the beginning of the GPS week. The C/A code is only modulated onto the
L, carrier while the P(Y) code is modulated onto both the L, and the L, carrier.

The purpose of PRN codes is twofold: They spread the signals and they provide
for measuring the travel time between satellite and receiver. The system keeps all C/A
code starts aligned in all active satellites.

In the rest of this presentation we focus on the L, signal. Each satellite transmits
a continuous signal with at least three components:

— a carrier wave with frequency f; = 1575.42 = 154 x 10.23 MHz

— an individual PRN code which is a sequence of —1 and +1 each of length 1 milli-
second

— a data bit sequence which carries information from which the satellite’s position
can be computed. The length of one navigation bit is 20 milliseconds.

The PRN code and the data bits are combined through modulo-2 adders. The result
is modulated onto the carrier signal using the binary phase shift keying (BPSK)
method: The carrier is instantaneously phase shifted by 180° at the time of a chip
change. When a navigation data bit transition occurs, the phase of the resulting
signal is also phase shifted 180°.

So the signal transmitted from satellite k is

s* ()= 2P (C* () ® D" () cos Q7S 1.1)
+y 2P (PF () ® D" (0)) sin 2721 1, 1)

+y2Pp (P* (1)) ® DX (1)) sin Q7tf 11). (1)
Here P, P,,,, and P, , are the powers of signals with C/A or P code. C* and P* are

the C/A and P(Y) code sequences assigned to satellite number k. DX is the navigation
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data sequence, and f;, and f,, are the carrier frequencies of L1 and L2. The &
symbol denotes the “exclusive or” operation.

2 The Received GPS Signals

Let the total received power be P, and let the transmission delay (traveling time)
be 1. The carrier frequency offset is Af (Doppler), and the received phase is 6. Then
the received L, signal can be written as

S*(f)=const. X /5 D (t—T)cos Q7 (f — Af) (t—T)+6). )

The data coefficient D* is a product of code sequences and navigation data for
satellite k.

From the observation s(¢) we want to estimate 7, Af, and 0. This is done in a two
step procedure

1. find global approximate values of 7and Af, called signal acquisition
2. local search for 7, Af'and possibly the carrier phase 6:

— If 61is estimated the search is called coherent signal tracking.

— If 61isignored, the search is called non-coherent signal tracking.

The purpose of code tracking is to estimate the travel time 7. This is done by means
of a delay lock loop (DLL). For a coherent DLL we have 6 = 0.

To demodulate the navigation data, a carrier wave replica must be generated.

To track a carrier wave signal, a phase lock loop (PLL) often is used.

3 Receiver Channels and Acquisition

The signal processing for satellite navigation systems is based on a channelized
structure. Next, we provide an overview of the concept of a receiver channel and the
processing that occurs.

Figure 1 gives an overview of a channel. Before allocatting a channel to a satellite,
the receiver must know which satellites that are currently visible.

The received signal s(¢) is a combination of signals from all n visible satellites

sO=5" O+ s> @)+ +5"(1). (3)

Code tracking

Incoming A

. Navigation Pseudorange
i — Acquisition . > . —
signal 4 Y data extraction calculation
Carrier
tracking

Fig. 1. One receiver channel. The acquisition gives rough estimates of signal parameters. These
parameters are refined by the two tracking blocks. After tracking, the navigation data can be
extracted and pseudoranges can be computed.
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Before dealing specifically with satellite k£ we allocate a channel to acquiring it.
This happens by using the following steps:

— the incoming signal s is multiplied with the locally generated C/A code corre-
sponding to the satellite k
The cross-correlation between C/A codes for different satellites implies that sig-
nals from other satellites are nearly removed by this procedure. To avoid remov-
ing the desired signal component, the locally generated C/A code must be properly
aligned in time, that is have the correct code phase.
— After multiplication with the locally generated code, the signal must be mixed with
a locally generated carrier wave; this removes the carrier wave of the received signal.
In order to do this successfully the frequency of the locally generated signal
must be close to the signal carrier frequency.

Next all signal components are squared and summed providing a numerical value.
The acquisition procedure is a search procedure.

It is sufficient to search Af'in steps of 500 Hz in the interval +10 kHz. There are
1 023 discrete values of the code phase. A search for the maximum value over this
41 x 1 023 grid is performed either as

1. Parallel frequency space search acquisition (search 1 023 different code phases),

see Fig. 2:

a) The incoming signal is multiplied with a locally generated C/A code for satellite k

b) the result is FFT from time domain to frequency domain

¢) absolute values of all components are computed

d) if satellite £ is present we can identify a maximum value at (code phase,
frequency) = (7, f — Af). An unsuccessful search is shown in Fig. 3(a) and a
successful one in Fig. 3(b),

or as

2. Parallel code phase search acquisition (search 41 carrier frequencies) (Fig. 4):

a) Multiply incoming signal with cosine or sine, giving / and Q

b) combine 7 and Q to complex input to FFT

c¢) generate local C/A code for satellite k£, FFT, complex conjugate and multiply
with output from (b)

d) IFFT and compute absolute values of all components

e) maximum value at (code phase 7, frequency f— Af) if satellite k is present. Else
no distinct maximum value.

Incoming

. Fourier
signal

transform

B | ‘2 Output

PRN code
generator

Fig. 2. Block diagram of the parallel frequency space search algorithm.
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Fig. 3. Output from parallel frequency space search acquisition. The figure only includes the
first 500 chip shifts and the frequency band from 5-15 MHz. (a) PRN 19 is not visible so no
significant peaks are present in the spectrum. (b) PRN 21 is visible so a significant peak is pres-
ent in the spectrum. The peak is situated at code phase 359 chips and frequency 9.548 MHz.
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Fig. 4. Block diagram of the parallel code phase search algorithm.

In our implementation the code phase search is ten times faster than frequency space
search.

4 Carrier and Code Tracking

The carrier tracking (phase lock loop PLL) involves the following issues:

— Improve the estimate of the carrier frequency obtained by acquisition
— generate local carrier signal

— measure phase error between incoming carrier and local carrier signal
— adjust frequency until phase and frequency become stable.
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To demodulate the navigation data successfully a carrier wave replica has to be
generated. To track a carrier wave signal Phase Lock Loops (PLL) or Frequency
Lock Loops (FLL) are often used.

Figure 5 shows a basic block diagram for a phase lock loop. The two first multi-
plications wipe off the carrier and the PRN code of the input signal. To wipe off the
PRN code, the I output from the early-late code tracking loop described above is
used. The loop discriminator block is used to find the phase error on the local carrier
wave replica. The output of the discriminator, which is the phase error ¢ (or a func-
tion of the phase error), is then filtered and used as a feedback to the Numerically
Controlled Oscillator (NCO) which adjusts the frequency of the local carrier wave.
In this way the local carrier wave could be an almost precise replica of the input
signal carrier wave.

The problem with using an ordinary PLL is that it is sensitive to 180° phase shifts.
The PLL used in a GPS receiver has to be insensitive to 180° phase shifts due to
navigation bit transitions,

The Costas loop is insensitive for 180° phase shifts. The Costas loop in Fig. 6
contains two multiplications. The first multiplication is the product between the
input signal and the local carrier wave and the second multiplication is between a
90° phase shifted carrier wave and the input signal. The goal of the Costas loop is to
try to keep all energy in the I (in-phase) arm. To keep the energy in the I arm some
kind of feedback to the oscillator is needed. If the code replica in Fig. 6 is perfectly
aligned, the multiplication in the 7 arm yields the following sum

PRN code

Incoming

signal Carrier loop o | Carrier loop
1g]

discriminator 1 filter

NCO carrier
generator

A

Fig. 5. Basic GPS receiver tracking loop block diagram.

! Lowpass
filter
PRN code
Y
l;l:::;?mg NCO carrier < Carrier loop < Carrier loop
& generator filter discriminator
[ J
90°
Lowpass
(Z ;) filter
0

Fig. 6. Costas loop used to track the carrier wave.
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D* (n)cos (@15 m) cos (@1 n+ §) =+ D (n)cos () + 5 D* (m)cos Qe n+¢)  (4)

where ¢ is the phase difference between the phase of the input signal and the phase
of the local replica of the carrier phase. The multiplication in the quadrature arm
gives the following

D* (1) cos (@ m)sin (g 11+ D) =% D" (n)sin () +% DF(n)sin Qg n+ ). (5)

If the two signals are lowpass filtered after the multiplication, the two terms with
(2w n + ¢) are eliminated and the following two signals remain

1= D" (n)cos (9) (6)

0" =1 D*msin(¢). ()

To define a quantity to feedback to the carrier phase oscillator, the phase error ¢ of
the local carrier phase replica is a good candidate which can be found as

e L DF@mysin (@)

e 1) ®)
5 D (mycos (¢)
¢=tan"' [%] )

From equation (9) it can be seen that the phase error is small when the correlation
in the quadrature-phase arm is close to zero and the correlation value in the in-phase
arm is maximum.

The goal of a code tracking loop is to keep track of the phase of a specific code
in the signal. The output of such a code tracking loop is a perfectly aligned replica
of the code. The code tracking loop in the GPS receiver is a delay lock loop (DLL)
called an early-late tracking loop. The idea behind the DLL is to correlate the input
signal with three replicas of the code as seen in Fig. 8.

First step in Fig. 8: Convert the C/A code to baseband, by multiplying the incom-
ing signal with a perfectly aligned local replica of the carrier wave. Afterwards the sig-
nal is multiplied with three code replicas. The three replicas are nominally generated
with a spacing of +< chip. After this second multiplication, the three outputs are inte-
grated and dumped. The output of these integrations is a numerical value indicating
how much the specific code replica correlates with the code in the incoming signal.

The three correlation outputs /,, I,, and 1, are then compared to see which one pro-
vides the highest correlation. Figure 7 shows an example of code tracking. In Fig. 7(a)
the late code has the highest correlation, so the code phase must be decreased. In Fig.
7(b) the highest peak is located at the prompt replica, and the early and late replicas
have equal correlation. In this case, the code phase is properly tracked.

The DLL with three correlators as in Fig. 8 is optimal when the local carrier wave
is locked in phase and frequency. But when there is a phase error on the local carrier
wave, the signal will be more noisy making it more difficult for the DLL to keep lock
on the code. So instead the DLL in a GPS receiver is often designed as in Fig. 9.



176

Incoming signal

Generated signals
Early

Prompt

Late

Correlation

1
172
0

S [ I

S I
S [ I

~

Satellite Communications and Navigation Systems

1 =120

1

(a)

Chips

Incoming signal

Generated signals
Early
Prompt
Late
Correlation
1 P
12 E L
o AT IN
-1 -12 0 12 1
(b)

Chips

Fig. 7. Code tracking. Three local codes are generated and correlated with the incoming
signal. (a) The late replica has the highest correlation so the code phase must be decreased, i.e.,
the code sequence must be delayed. (b) The prompt code has the highest correlation and the
early and late have similar correlation. The loop is perfectly tuned in.
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Fig. 9. DLL block diagram with six correlators.
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The design in Fig. 9 has the advantage that it is independent of the phase on the
local carrier wave. If the local carrier wave is in phase with the input signal, all the
energy will be in the in-phase arm. But if the local carrier phase drifts compared to
the input signal, the energy will switch between the in-phase and the quadrature
arm. For demonstration purposes Fig. 10 shows such situation where the phase of
the carrier replica drifts compared to the phase of the incoming signal. The upper
plot shows the output of the three correlators in the in-phase arm and the lower plot
shows the correlation output in the quadrature arm of the DLL with six correlators.
This situation is a result of different frequencies for the signal and the replica; it
results in a constantly changing phase difference (miss-alignment). There are a few
reasons why this can happen, for example the PLL could be not in a lock state.

Figure 11 shows a case when the PLL is in a locked state. Because of the precise
carrier replica from the PLL it is seen in Fig. 11 that the correlators are constant over
time. This would not be the case if the carrier replica is not adjusted to match the
frequency and phase of the incoming signal.

If the code tracking loop performance has to be independent of the performance
of the phase lock loop, the tracking loop has to use both the in-phase and quadra-
ture arms to track the code.

The DLL now needs a feedback to the PRN code generators if the code phase has to
be adjusted. Some common DLL discriminators used for feedback are listed in Table 1.

The table shows one coherent and three non-coherent discriminators. The require-
ments of a DLL discriminator is dependent on the type of application and the noise
in the signal. The discriminator function responses are shown in Fig. 12.

Figure 12 shows the coherent discriminator and three non-coherent discrimina-
tors using a standard correlator. The figure is produced from ideal ACFs and
the space between the early, prompt, and late is i% chip. The space between the

Correlation results, in—phase arm

3)(107

20
Time [ms]

Correlation results, quadrature arm

Time [ms]

Fig. 10. Output of the six correlators in the in-phase and quadrature arms of the tracking
loop. Acquisition frequency offset is 20 Hz and PLL noise bandwidth is 15 Hz (for demon-
stration purpose).
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Fig. 11. Output of the six correlators in the in-phase and quadrature arms of the tracking
loop. The local carrier wave is in phase with the input signal.

Table 1. Various types of delay lock loop discriminators and a description of them.

Type Discriminator Characteristics

Coherent D=1,-1, Simplest of all discriminators. Does not require
the Q branch but requires a good carrier
tracking loop for optimal functionality.

D= %+ 0Q%)— I3+ Q}) Early minus late power. The discriminator
response is nearly the same as the coherent

discriminator inside + ;— chip.

2 2\ (2 2
p=YetQr)=U;+01) Normalized early minus late power. The

3 b 2 3
e+ Q)+ +01) discriminator has a great property when the
chip error is larger than a ;— chip, this will help
the DLL to keep track in noisy signals.
D=1,,-1,)+ 0, 0,-Q,) Dot product. This is the only DLL discriminator
that uses all six correlator outputs.

Non-coherent

early, prompt, and late codes determines the noise bandwidth in the delay lock loop.
If the discriminator spacing is larger than % chip, the DLL would be able to handle
wider dynamics and be more noise robust, on the other hand a DLL with a smaller
spacing would be more precise. In a modern GPS receiver the discriminator spacing
can be adjusted while the receiver is tracking the signal. The advantage from this is
that if the signal to noise ratio suddenly decreases, the receiver uses a wider spacing
in the correlators to be able to handle a more noisy signal, and hereby a possible
code lock loss could be avoided.
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Fig. 12. Comparison between the common DLL discriminator responses.

The implemented tracking loop discriminator is the normalized early minus late
power. This discriminator is described as

_Up+0p)=(U1+0)) (10)
UE+0%)+U1L+01)
where I, O, I,, and Q, are output from four of the six correlators shown in Fig. 10.
The normalized early minus late power discriminator is chosen because it is inde-
pendent of the performance of the PLL as it uses both the in-phase and quadrature
arms. The normalization of the discriminator causes that the discriminator can be
used with signals with different signal to noise ratios and different signal strengths.
The tracking loop generates three local code replicas. In this section, the chip
space between the early and prompt replicas is half a chip.
As was described, the DLL can be modeled as a linear PLL and thus the per-
formance of the loop can be predicted based on this model. In other words the loop
filter design is the same, just parameter values are different.

5 Navigation Data Extraction

When the signals are properly tracked, the C/A code and carrier wave can be
removed from the signal, leaving the navigation data bits. The value of a data bit is
found by integration over a navigation bit period of 20 ms:

— Find start of subframe
— Decode the ephemeris data.

6 Estimation of Pseudorange

— Find common start for all satellites of a subframe. The accuracy of the pseudorange
with a time resolution of 1 ms is 300 km
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— The code tracking loop tells the precise start of the C/A code. Pseudorange
accuracy of 8 meters. This value depends on signal sampling frequency.

Finally the receiver position is computed from the estimated pseudoranges. The next
subsection describes a standard method for this computation.

7 Computation of Receiver Position

The most commonly used algorithm for position computations from pseudoranges is
based on the least-squares method. This method is used when there are more obser-
vations than unknowns. This section describes how the least-squares method is used
to find the receiver position from pseudoranges to four (Fig. 13) or more satellites.

Let the geometrical range between satellite k and receiver i be denoted p, and let
¢ denote the speed of light. Let dr, and dr* be the receiver clock and satellite clock
offsets. Let T be the tropospheric delay, I* be the ionospheric delay, and e/ be the
observational error of the pseudorange. Then the basic observation equation for the
pseudorange PF is

Pr=pl+cd,,—di*)y+TF+ 15 +eF. (11)

The geometrical range p/ between the satellite and the receiver is computed as

pi=J =X P (Y -y 42 -2, 12

SVNI

"‘V.Earlh

Fig. 13. The basic principle of GNSS positioning. With known position of four satellites SVNi
and signal travel distance p,, the user position can be computed.
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Inserting (11) into (12) yields

Pr=J (X = X, P+ (Y =Y, P (25— Z, ) + c(dt—di* )+ TF+ T5+ &5 (13)

From the ephemerides—which include information on the satellite clock offset
dt*—the position of the satellite (X*, Y*, Z¥) can be computed. (The M-file satpos
does the job.)

The tropospheric delay T is computed from an a priori model which is coded as
tropo; the ionospheric delay /¥ may be estimated from another a priori model, the
coefficients of which are part of the broadcast ephemerides. There are four
unknowns in the equation: X, Y, Z,, and dt;; the error term ei" is minimized by using
the method of least squares. To compute the position of the receiver at least four
pseudoranges are needed.

Equation (13) is nonlinear with respect to the receiver position (X,, Y, Z), so the
equation has to be linearized before using the least-squares method. We analyze the
nonlinear range term in (13):

SO YL Z)= (X =X P+ (V=Y )P+ (25 - 7,7 (14)
Linearization starts by finding an initial position for the receiver: (X, Y, Z,).
This is often chosen as the center of the Earth (0,0,0).
The increments AX, AY, AZ are defined as
Xi,lzXl,0+AXi
Y1 =Y, 0+ 4Y, 15)
Zf,IZZi,0+AZf'

These increments update the approximate receiver coordinates. So the Taylor expan-
sion of.f(Xm +AX, Y, +AY, Z, + AZ)is

f (X0, Yi0,Z:0)
JXin Y Zi)=/X 0, Y0, Z0)+ ’aX-VO 4X;

af‘(Xi,Oa ),i,OaZi,O) 8()(i,Oa Yvi,OaZi,O)
- 5T, AV =57t S AZ (16)

Equation (16) only includes first order terms; hence the updated function f determines
an approximate position. The partial derivatives in equation (16) come from (14):

I Xio, Yio-Zio) X=Xy

X, o
P Xio, Yio-Zio) Y=Y
Y, o

N X, 0.Y0.Z0) Z'-Z;,

Z,, oF
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Let pff o be the range computed from the approximate receiver position; the first
order linearized observation equation becomes

X - X, YF-v, zk-z,
Pik:pll‘fo_ - l,OAXi_ - I,OA},,__ . z,OAZi
Pio Pio Pio
+e(dt,— di*) + TF+ 15+ &F (17)
where we explicitly have
Plo=J (X = Xy P+ (P = Y0+ (24— Z,, ) (18)
A least-squares problem is given as a system Ax = b with no exact solution. 4 has m
rows and n columns, with m > n; there are more observations b,, . .., b than free
parameters x,, . . ., x,. The best choice, we will call it x, is the one that minimizes

the length of tkzlc error vector ¢ = b = Ax. If we measure this length in the usual
way, so that |e| = (b — Ax)" (b — Ax) is the sum of squares of the m separate errors,
minimizing this quadratic gives the normal equations

AT Ax=A"b or x=(A"A)'4Tb. (19)
The error vector is
e=b— Ax. (20)

The covariance matrix for the parameters xis

pe
Zi=65A" A" with 65=7=%;. (1)

The linearized observation equation (17) can be rewritten in a vector formulation

4X;
X-x,, Y=Y, Z'~2Z,|4Y R ,
PF=pk +|- T 20 _ T 0 T L0 —cdt*+TF+1F+ 5. (22)
' Pio Pio Pio 4z,
cdt;

We rearrange this to resemble the usual formulation of a least-squares problem
Ax=b

AX,
XX, Y-y, Z-27, ||4Y
[ pz/'\:o Pfo Pf’fo ivs
cdt;
=P —pltedt—T) -1 —ef. (23)

A unique least-squares solution cannot be found until there are m > 4 equations. Let
p¥=PF— pffo +edt* =T} —If —ef and the final solution comes from
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X'-X, Y-V, Z'-Z,

- - - 1
pll',o pll',o pll',o
X=X, _YZ_YI‘,O Z’=Zi, |
piz,O pi,o p%,o 4X;,
4 X=X, Y'-Y, VALY | AY;, _p (24)
x=|— - - =b—e.
Pio Pio P ||4%0

. . . C dll, 1
X"=Xy Y'Y,  Z"-Zi,
o T T

The solution AX,,, AY,,, AZ, , is added to the approximate receiver position to get
the next approximate position:

X=X, 0+4X,,
Y =Y, o+4Y;, (25)
Z,-,I=Z,~’0+ AZI',I'

The next iteration restarts from (22) to (25) with  replaced by . These iterations
continue until the solution AX, »AY; |, AZ, | is at meter level. Often 2-3 iterations are
sufficient to obtain that goal, are dlscussed in [2].

The present description of the software-defined GPS receiver is based on [3].

Further developments in the project can be followed at gps.aau.dk/softgps.
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Abstract. Assisted-GNSS (A-GNSS) is an interesting technology that can consis-
tently improve positioning performance and reduce terminal complexity. One of the
possible data that the A-GNSS can provide is the satellite orbit (satellite ephemeris)
necessary to determine the user position starting from pseudorange measurements.
In this paper, we propose two novel data structures for the transmission of
ephemeris through the assistance network. It is shown that, adopting different inter-
polation techniques, it is possible to consistently reduce the amount of data to be
transmitted and extend the ephemeris validity to 24 hours.

1 Introduction

The European Galileo program is devoted to the development of a satellite based
positioning system that will provide enhanced accuracy and continuous reliability to
civilian users. To enhance performance and compatibility, Galileo has been designed
to be possibly interoperable with the American Global Positioning System (GPS),
so that the two systems can cooperate in synergy and exploit a larger satellite con-
stellation. Further, in order to guarantee efficient positioning and navigation services
in critical environments, both Galileo and GPS can be improved by assistance serv-
ices supported by terrestrial networks. With this strategy, identified as Assisted
Global Navigation Satellite Services (A-GNSS), users can benefit of assistance data
to perform positioning and navigation more efficiently and quickly, for example by
reducing the time-to-first-fix (TTFF) in code acquisition. The potential benefits of
A-GNSS on terminal complexity reduction and performance improvement have
stimulated the research community towards the definition and standardization of dif-
ferent data aiding sets. Among many others, the transmission of ephemeris (i.e. the
satellite orbit description parameters) through the terrestrial aiding network can be
very effective to reduce time-to-first-fix onto satellite signals because the receiver is
released from the task of receiving it from the satellite GNSS network, which has low
bitrate and suffer from adverse propagation environments, such as in urban areas.
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Because the accurate computation of the satellite position is a fundamental pre-
requisite in all GNSS positioning systems, particular attention must be taken in
defining the ephemeris assistance field. A possible solution is to adopt for the assis-
tance ephemeris field the same structure of broadcast ephemeris, which are
described in the navigation message by a set of parameters to be employed in an
accurate equation describing the satellite orbit, as detailed in the Galileo navigation
model reported in [1]. In order to reduce the amount of data to be transmitted while
preserving high accuracy, ephemeris data are valid for a time interval, which how-
ever is limited so that they need to refreshed frequently. For GPS, ephemeris are
updated by the control center every 2 hours, to allow an accuracy of the computed
coordinates in the order of about 3 meters, while for Galileo it is foreseen that the
ephemeris will be updated every 3 hours. Also, an overlapping period is foreseen in
order to prevent possible gaps, as depicted in Fig. 1.

Note that this very accurate orbit description is necessary for high-precision serv-
ices, while less stringent constraints are adequate for mass market services. In fact,
in low cost terminals the pseudorange estimation can be performed with a limited
accuracy so that a satellite position error in the order of a few meters becomes neg-
ligible. For example, an error in the satellite coordinates of 20m is equivalent to hav-
ing pseudorange estimation errors in the order of 0.1usecond, which is a reasonable
precision for mass market terminals.

Starting from this observation, the aim of this paper is to investigate new effi-
cient solutions for ephemeris description, in order to extend the data validity with
respect to the standard GNSS approach and/or to reduce the amount of data to be

Update scheme for ephemeris set from the signal in space
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Fig. 1. Galileo and GPS ephemeris issues over 24h.
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transmitted, under the constraint of preserving a precision for the satellite orbit
description in the order of 20m. Two alternatives are identified in this paper: the first
foresees transmitting the samples the satellite coordinates derived at a low sampling
rate, and then interpolating these in the receiver to obtain the satellite position with
the desired accuracy; the second envisages the transmission of the coefficients of a
simplified function describing the satellite orbit. In particular, the idea is to find
a polynomial function that properly describes the ephemeris in order to transmit the
polynomial coefficients instead of the satellite position points. Notably, both tech-
niques are based on interpolation, so that it is essential to find the best interpolation
techniques to make these alternative approaches effective. To this aim, different
alternatives are considered to find the best trade-off between accuracy and bit
requirement.

2 Ephemeris Interpolation Techniques

Interpolation is a method of constructing new data points from a discrete set of
known data points. Typically, this is achieved by sampling a function which closely
fits the known data set. The process of identifying the approximating function is
generally called curve fitting, and interpolation is a specific case of curve fitting in
which the function must go exactly through the known data values.

The simplest way of interpolation is the linear interpolation, in which the known
points are connected by segments. Linear interpolation has a very limited com-
plexity but does not provide high accuracy, so that alternative methods have been
developed. A generalization of linear interpolation is given by polynomial interpo-
lation, which encompass a family of different strategies. An example of polynomial
interpolation is the Lagrange interpolation, which is one of the most widely adopted
interpolation techniques and considers a polynomial of degree n — 1 going through
all the n known data values. The interpolation error is proportional to the distance
between the data points to the power n. Although polynomial interpolation consis-
tently improves the linear alternative, it introduces oscillations in the region close to
the border of the known data set that make the interpolation very poor in these
regions: this effect is known as Runge’s phenomenon. Also, it has to be noted that
the evaluation of the polynomial interpolation is computationally demanding with
respect to linear interpolation. The polynomial interpolation family also includes
another well known approach called trigonometric (or Fourier) interpolation, which
results to be especially suitable for the interpolation of periodic functions. In this
case, the interpolant is given by the sum of sines and cosines of given periods. An
important special case is when the given data points are equally spaced and the exact
solution is given by the discrete Fourier transform [4].

The disadvantages of polynomial interpolation can be limited by using spline
interpolation. The spline interpolation uses low-degree polynomials to approximate
each data set segment, selecting the polynomial pieces such that they fit smoothly
together. The resulting function is called spline. For instance, the natural cubic spline
is piecewise cubic and twice continuously differentiable. Like polynomial interpola-
tion, spline interpolation incurs a smaller error than linear interpolation and the
interpolant is smoother. Additionally, the interpolant is easier to evaluate than the
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high-degree polynomials used in polynomial interpolation and it is also able to limit
the Runge’s phenomenon. The interpolation methods briefly described above are
detailed in the following, reporting the achievable interpolation performance when
processing actual ephemeris data. In particular, the analysis reported in the follow-
ing has been conducted using GPS ephemeredes that are given at 900 sec (15 min) in
accordance with *.sp3 file format defined in 1991 by Remondi [2, 3].

2.1 Lagrange Polynomial Interpolation

Given the n + 1 ephemeris values f(t,), . . . , f(t) at the distinct times ¢, ..., ¢, it
exists an unique interpolating polynomial p (7) satisfying the condition
pa(t;)= f(t;)fori=0,....n (D

The polynomial p,(7) is usually identified as Lagrange interpolation polynomial and
can be written in the form

()= _Zof ()1 2
where the polynomial coefficients are given by
i—1 n
[Te—10) H(f_fk)
(0= ’ffIU Lk =1 +1 3)

1

[Tt H(ti_lk)
k=0 k =i+l

Several evaluations of the accuracy of this method has been made, and it is gener-
ally found that an 8-th order Lagrange polynomial interpolation is able to extrapo-
late data in the center of 8 points spaced by 900 sec with a precision of 1 cm [6].
Unfortunately, this high level accuracy is not reached when the entire set of
ephemeris data, covering 24 hours, is interpolated. For example, in Fig. 2 it is
reported the Euclidean distance between the interpolated points and the precise
ephemeris of the 7th and the 23rd order Lagrange polynomial obtained by using a
subset of 8 and 24 values, respectively, extracted by down-sampling the set of 96 pre-
cise ephemeris values (one every 900s) describing the orbit for the entire day. It can
be seen that the distance between the interpolated values and the exact ones is very
large for the 7th order polynomial because the spacing between the input data is too
large to be compensated. Differently, the interpolating accuracy is more acceptable
for the 23rd order polynomial, at least out of the Runge’s phenomenon region.
Obviously this higher precision comes at the price of increased complexity.

To reduce the Runge’s phenomenon, the k-th order Lagrange method is usually
adopted with successive intervals that overlap in time [6].

2.2 Trigonometric (Fourier) Polynomial Interpolation

Differently from Lagrange method that is a standard interpolation technique typi-
cally used for continuous differentiable functions defined on compact intervals, the
trigonometric (or Fourier) polynomial interpolation is particularly suited when the
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Lagrange Interpolation - Satellite (PRN): 1, Date: 9/4/2006
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Fig. 2. Euclidean distance between the interpolated pointsand the precise ephemeris of the 7th
and the 23rd order Lagrange polynomial.

data set to be interpolated has a clear periodic trend. This is exactly the case of
ephemeris data, which results to be almost periodic, with a period of 24 hours if
the satellite coordinates are referred to a Earth-centre, Earth-fixed Cartesian coor-
dinate system, as reported in Fig. 3 [5] [6]. The Fourier interpolation approach is
based on the idea to assume an interpolating function defined over the interval
[0, 27], defined as

paO=ay+ zn: (ay cos (wt) + by sin (1)) “4)
k=1

Considering the ephemeris periodicity, we can restrict our attention to a single
24 hour period and generate a trigonometric polynomial using all data available over
that period. In fact, the complexity of the method is given by the order of the poly-
nomial function and not by the number of points to be interpolated. In particular,
because the satellite orbit is not truly periodic, the polynomial coefficients, includ-
ing o, are iteratively obtained by minimizing the error between the interpolated and
the exact satellite positions. For this reason, the interpolation accuracy increase by
considering a larger known data set. Since the error incurred by assuming the data
to be periodic over a k day period would be almost k times greater than the error
incurred from assuming the orbit to be periodic over a single day, we have to adopt
this approach over intervals that do not exceed the fundamental period (24 hours)
of the ephemeris data [6]. The precision that can be achieved by the trigonometric
interpolation is reported in Fig. 4 in terms of Euclidean distance between the inter-
polated and the precise ephemeris for the 5th and 8th order on a 24 hour period.
It can be seen that the 8th order polynomial provides a very good approximation,
by providing an error lower than 20 m for more than 18-20 hours per day, thanks to
a limited Runge’s effect, which makes the approximation poor only at the border
of the data set.
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Fig. 3. Ephemeris and fourier interpolated values for a 2 days period. Notice that the function
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2.3 Spline Interpolation

The spline interpolation is an approach that interpolates using a function piecewise
defined by polynomials. The spline interpolation is often preferred to polynomial
interpolation because it yields similar results, even when using lower degree polyno-
mials, so reducing the Runge’s phenomenon characteristic of higher degrees.
Additionally, spline is computationally efficient and has an advantage with respect
to Lagrange interpolation because it allows to calculate the interpolating polynomi-
als over the entire interval only a single time, at the beginning of the interpolation
process. This calculation involves solving a system of equations each of degree & [6].

In its most general form, a polynomial spline S(#): [¢,b] — R consists of polyno-
mial pieces P;: [t,, t,, ] > R, wherea =1, <t <- <t_, <t _,=b. The given k points
t, are called knots. If the knots are equidistantly distributed in the interval [a, b] we
say the spline is uniform, otherwise we say it is non-uniform.

Given n + 1 distinct knots ¢, with n + 1 knot values y, the spline interpolation finds
an interpolant of degree n as

So(D)—1 € [19,1]
S =1 1,1,]

S@)= (5)
Sn—l([)_>[e [tn—l’tn]

where each S(7) is a polynomial of degree k, which identifies the spline order (for
example quadratic spline adopts k = 2, cubic spline k = 3, etc.). The unique inter-
polant S(¢) is obtained applying boundary conditions between different intervals cal-
culating derivates in the discontinuity points. For our study we have adopted two
different spline interpolation functions embedded in MatLab 7.0 called csape and
spapi. The former, csape implements a cubic spline interpolation with the possibility
to insert a condition to process the end points of the data set in order to reduce bor-
der effects (in this deliverable we have used default as ending condition). Differently,
spapi is the traditional spline interpolation of kth order. Note that, the fact that each
subinterval is represented by a kth order polynomial (where k < n, in general) means
that the evaluation on each interval is much quicker than the Lagrange n-th order
counterpart. Obviously, if we process a great set of data, the dimension of the sys-
tem of equations increase at the price of larger computational complexity. In Fig. 5,
the Euclidean distance between the interpolated and precise ephemeris is reported
for spline interpolation with 3, 8 and 24 knots, respectively. It is possible to note that
only using 24-th order polynomial we can reach a precision in order of few cen-
timeters for one day validity, although the Rounge effect limits the validity of the
interpolation accuracy.

3 Ephemeris Data Definition for Assistance Service

The different interpolation techniques discussed in the previous section have positive
and negative aspects. In particular, Lagrange and spline of high order are able to
ensure a very large accuracy, at least out of the Rounge region. This results is very
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between real data and interpolated results for 24 hours validity.
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Coefficients Transmission) method.

interesting even though a large accuracy requires a large number of coefficients
to describe the interpolation function. Conversely, the trigonometric polynomial
interpolation is characterized by a more limited accuracy, but the interpolation
function can be described by a more limited number of coefficients. The different
characteristics of the proposed interpolation methods can be exploited to provide
two alternative solutions for the ephemeris data definition, which are identified as
Interpolation Coefficient Transmission (ICT) and Satellite Coordinates
Transmission (SCT), respectively. In the ICT solution, precise ephemerides are
processed by the assistance server, which then broadcasts the interpolation function
coefficients opportunely formatted, as depicted Fig. 6. Because the Fourier inter-
polation provides, a good trade-off between precision (within 20 m for more than



Table 1. Fourier 8th order polynomial coefficients for 4 GPS satellite orbits on 09/04/2006.

PRN 1

a0

al bl

a2 b2 a3

b3 a4 b4

a5 bs a6 b6 a7 b7 a8 b8 w
X 0.018595 -10391 17641 —-0.19771 0.084445 —5000.6 3137.2 0.10498 —0.00846 18.433 1.3311  0.023298 0.003296 —0.02002 —0.01322 0.011524 0.003335 0.065635
y 0.63236  -17918 —-10391 —-0.96537 —1.1133 3186.2 5119 0.20918 0.30531 1.3964  —18.553 0.040973 0.047285 0.011532 0.061515 0.01783 0.015918 0.065638
z 204.86 —0.14608 0.010998 15908 15441 0.07049 0.000688 —11.664 —67.982 0.021555 0.005715 —0.01101 0.14478 0.008354 0.001515 0.004906 0.001466 0.065636
PRN 2 a0 al bl a2 b2 a3 b3 a4 b4 as b5 a6 b6 a7 b7 a8 b8 w
X 0.14776 12823 —-16714 —0.08337 0.36025 21.191  5656.4 -0.04442 0.026425 -18.731 —18.113 -0.02298 0.034367 0.13347 0.062799 -0.0176 0.028182 0.065637
y —0.13186 16893 12361 —0.13135-0.05226 5466.2  9.7661 0.15503 0.005604 —17.236 17.926 0.037545 0.003117 0.052779 —0.14424 0.020019 0.001771 0.065638
z —267.61 0.066031 —0.04781 —6820.2 20508 —0.02451 0.034587 —45.706 —87.852 —0.00653 —0.0063 0.51226 0.28713 —0.00322 —0.00193 —0.00655 —0.00272 0.065637
PRN 3 a0 al bl a2 b2 a3 b3 a4 b4 a5 bs a6 b6 a7 b7 a8 b8 w
X 0.024956 —15898 14221 -0.14739 —0.02449 —4551 2563.9 0.049048 0.005681 18.399 —9.345 0.010413 0.001602 —0.09515 0.09312 0.004917 0.001827 0.065636
y —0.65332 —14513 -15424 1.0555 1.7146 2676.6  4678.4 -0.24613 —0.53046 -10.39 —19.191 —-0.0422 -0.09217 0.076747 0.046322 -0.0171 —0.03974 0.065633
z —155.73 0.14136 —0.0018 —12499 -17172 -0.07433 —0.00992 47.445 69.896 —0.01378 -0.00684 —0.44138 —0.37007 —0.00766 —0.00224 —0.00049 —0.00023 0.065636
PRN 4 a0 al bl a2 b2 a3 b3 a4 b4 as b5 a6 b6 a7 b7 a8 b8 w
X -1.0986  3322.6 21015 -1.7921 -7.5443 23842 49469  1.567 2.4124  9.3026 18.944  0.42526 0.50447 0.3583  0.44697 0.20468 0.22337 0.065656
y 2.2072 20447  3430.7 -1.1419 —0.60776 5095  -2370.7 —0.45789 -0.06617 18.918 —8.645 —0.16115 -0.07136 0.030598 —0.13895 —0.07969 —0.05707 0.065639
z —35.729 0.068564 0.00279 3034.2 21391 -0.0138 0.001118 10.451  78.965 -0.00404 -0.00245 0.11857 0.58655 —0.00274 —0.00073 —3.88E-05 0.005408 0.065641




194 Satellite Communications and Navigation Systems

18 hours per day) and bit requirements (18 coefficients for the 8th order solution),
it represents the best solution to make the ICT method effective.

In Table 1, an exemplary coefficient set is provided for 4 GPS satellites (PRN1 to
PRN4) orbits on 9/04/2006.

Each interpolation function coefficient can be inserted in the navigation message
with a 32-bit occupation and this implies a total length of 1728 bits for the ephemeris
assistance package, as reported in Table 2. The assistance message length required by
Fourier interpolation approach to describe the satellite orbits is greater than the con-
ventional technique but its larger time validity makes this solution interesting for
assistance purpose.

Note that, the coefficients of Table 2 have been by rounding the original double
format numbers processed by MatLab, in order to have a limited number of deci-
mals. The effect of this truncation is reported in Fig. 7, where it is reported the
Euclidean distance between the exact interpolation function and the approximated
version, obtained with a reduced number of bit for the coefficients representation.
It can be seen that the use of a reduced accuracy coefficients (with only a few deci-
mal digits) do not introduce a significant precision loss in comparison with the case
of the exact 32 floating points coefficient description. This is a very interesting start-
ing point in order to reduce the total assistance message length. In particular, it can
be advantageous to employ a fixed point representation for each coefficient, opti-
mizing the number of digits separately. Even though this activity is left for future
investigations, it is possible to foresee that the assistance message length can be con-
sistently shortened with respect to the value indicated in Table 2, which can be seen
as an upper bound.

Table 2. Bit occupation and time validity for traditional and ICT assistance methods.

Bit occupation in the  Bit occupation in the
Ephemeris assistance ~ Required fields in the  assistance message for ~ assistance message
approach assistance message 4 hours validity for 24 hours validity

Traditional Approach 15 (for the 3D orbit) 362 (only spatial -

(GPS) coordinates)
15%x6=90 - 2172 (only spatial
(6 retransmission coordinates)
for 24h)
15x 12 =180
(12 retransmission - 4344 (only spatial
per 24h, high coordinates)
reliability)
Traditional Approach 15 (for the 3D orbit) 362 (only spatial -
(Galileo) coordinates)
15x8=120 - 2896 (only spatial
(8 retransmission coordinates)
for 24h)
Interpolation 18x3 =54 - 1728 (only spatial
Coefficients (for the 3D orbit) coordinates)

Transmission (ICT)
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Precise and Approx. 8th order Fourier Polynomial - Satellite (PRN). 1, Date: 9/4/2006
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Fig. 7. Coefficient approximation impact for the Fourier polynomial.

Differently from ICT, SCT is based on the transmission of the satellite coordi-
nates, sampled at regular intervals. The number of points to be transmitted to cover
24 hours depends on the desired accuracy and on the interpolation function adopted
at the receiver side, as reported in Fig. §.

In this case, the assistance message size is directly determined by the number of
points composing the data set to be transmitted, which, however, strongly depends
on the interpolation techniques adopted at the receiver side. To this purpose,
Lagrange and spline interpolation can be fruitful employed, as explained in previous
sections, although different terminal classes can employ different interpolation func-
tions. To roughly quantify the amount of data to be transmitted, in Table 3 the
minimal number of bit to be transmitted is reported for a 26 bit coordinates repre-
sentation. This representation considers precise ephemeris rounded within 1 meter
precision. The impairment of this approximation is quantified in Fig. 9, where the
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Fig. 8. SCT (Satellite Coordinate Transmission) system architecture for ephemeris assistance data.
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Table 3. Bit occupation and time validity for traditional and SCT assistance methods.

Bit occupation in the Bit occupation in the

Ephemeris assistance ~ Required fields in the  assistance message for assistance message
approach assistance message 4 hours validity for 24 hours validity
Traditional 15 (for the 3D orbit) 362 (only spatial
Approach (GPS) coordinates) -
15%x6=90 - 2172 (only spatial
(6 retransmission coordinates)
for 24h)
15%x12 =180 - 4344 (only spatial
(12 retransmission coordinates)
for 24h, high
reliability)
Traditional Approach 15 (for the 3D orbit) 362 (only spatial -
(Galileo) coordinates)
15x8 =120 - 2896 (only spatial
(8 retransmission coordinates)
for 24h)
Satellite Coordinate 24x3="172 - 1872 (only spatial
Transmission (SCT) (for the 3D orbit) coordinates)
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Fig. 9. Euclidean distance between exact ephemeris and rounded ephemeris spline interpolation.

Euclidean distance between precise ephemeris interpolation and approximate
ephemeris interpolation is reported.

4 Conclusions

In this paper we have proposed two possible approaches to define novel data sets to
describe satellite ephemeris for one day validity. The objective of this study has been
the reduction of the number of bits required to describe the satellite orbit with
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respect to the solution adopted in satellite GNSS systems, under the constraint that
the introduced error has to be lower than 20 m. This is in fact a reasonable approx-
imation for most of commercial applications. The first solution, identified as
Interpolation Coefficients Transmission (ICT), the A-GNSS server transmits the
coefficients of a trigonometric interpolation polynomial that is employed by termi-
nals to evaluate the satellite orbit with one day validity. In this case, the 8th order
Fourier interpolation approach, which requires 18 coefficients to completely define
the interpolation function, allows achieving the 20 m desired precision. The second
approach, identified as Satellite Coordinates Transmission (SCT), foresees the trans-
mission of a sampled version of precise ephemeris. It has been shown that terminals
using a 24 knots spline interpolation method are able to largely meet the 20 m
precision requirement with only 24 satellite position points with 26 bit-precision in one
day. The main result is that both techniques allow an effective reduction of the num-
ber of bit to be transmitted to describe the satellite orbit, in a complementary way.
In fact, ICT reduces terminal complexity because the interpolation processing is per-
formed by the assistance server. Differently, SCT, which is more computationally
demanding for terminals, introduces flexibility in the service provision, being the
achievable precision depending on the terminal computational capability.
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Abstract. High Altitude Platforms (HAPs) are a new, promising means of providing
innovative wireless services. HAPs can be successfully applied for mobile or broad-
band communications and for disaster monitoring or response. One of the open
issues is whether HAP stations can provide reliable services without temporal out-
ages due to stratospheric winds that can cause an inclination of the platforms. As a
possible solution in this paper it is proposed the use of a GNSS based attitude deter-
mination system. This technique, which has been successfully applied for both
aircrafts and spacecrafts can provide real time three axis attitude data using the
GNSS receiver present onboard the platform. In particular, it will be shown how
the usage of a particular class of low multipath and lightweight antennas can provide
high accuracy without altering the avionic ballast.

1 Introduction

High Altitude Platforms (HAPs) are an innovative technology developed to provide
new means to implement innovative wireless services. HAP [1-2] may be either
airplanes or airships autonomously operating during long time (up to several years)
at altitudes between 15 and 25km and covering a service area up to 1,000 km. The
key advantage of HAPs systems with respect to satellite technologies is that these
platforms can be deployed in a relatively short time offering a wide range of new
opportunities and enabling services that take advantage of the best features of both
terrestrial and satellite communications. Using HAP stations can be beneficial to
develop and implement regional wireless communication networks providing users
with high rate and quality access to internet or with Third Generation (3-G) mobile
services. In this context, a single aerial platform can replace a large number of
terrestrial masts, along with their associated costs, environmental impact and back-
haul constrains. HAPs can be also extremely beneficial to supplement existing
services in the event of a disaster (e.g. earthquake, flood, volcano eruption). In a dis-
aster scenario HAP can provide immediate coverage of the disaster area for both
communications and monitoring applications.

HAPs are generally large some 200 meters and, even if their operating altitudes can
be chosen to limit wind speeds and atmospheric turbulences, sudden gusts of atmos-
pheric currents can alter the inclination and the positional stability of the platform.
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In general, the horizontal displacements can be evaluated using an on-board Global
Navigation Satellite System (GNSS) such as GPS or Galileo and counterbalanced
employing a propulsion mechanism. However, for certain applications, the main
HAP limitations derive from the attitude uncertainty. In fact, even if small inclina-
tions can be in some cases compensated by affixing the antennas to a gimbaling
system, greater variations require a realignment of the entire platform. In this
latter case it is essential to have onboard the aircraft a real-time three-axis attitude
determination system.

In this paper it is illustrated the possibility to use of a GNSS for real-time attitude
determination of HAP stations. In fact, GNSS based attitude determination systems
appear to be very well suited for HAP platforms provided a small, light weight
antenna with low multipath capabilities is adopted. In the following, an introduction
to GNSS based attitude determination systems will be presented focusing the atten-
tion on the receiving antennas, which characteristics strongly affect the system accu-
racy. Then, an innovative class of low-multipath low profile GNSS antennas will be
presented, namely the Shorted Annular Patch (SAP) antennas. It will be shown how
these radiators have performances comparable with other high precision GNSS
antennas while having smaller size and light weight.

2 GNSS-Based Attitude Determinatio Systems

The possibility to use GNSS for real-time attitude determination of both spacecrafts
and aircrafts has been recently introduced in [3]. A GNSS-based attitude determi-
nation system is a hybrid sensor that gives a continuous pointing knowledge, com-
pletely immune to drift phenomena and therefore without the necessity to be
calibrated by a reference sensor thus being well suited for application onboard HAPs
which are supposed to operate independently for long time. Furthermore, it gives a
reduction in size, power and cost of the sensor hardware as it uses a GNSS receiver
already present onboard the platform.

As it is shown in Fig. 1, the attitude information is derived measuring the spatial
orientation of three baselines defined on the HAP body as the connection lines from
a master antenna to three slave antennas. The basic measurable in GNSS-based atti-
tude determination is a differential measurement across two antennas, the master
and one of the three slaves, of the phase of the GNSS signal (Fig. 2). Two GNSS
antennas are placed at the two ends of a baseline b. They are connected to two dif-
ferent channels of the same GNSS receiver. The channels are made to track the same
GNSS satellite. The difference in the measurement of the GPS carrier between the
two antennas is proportional to the projection of the baseline vector b onto the
direction of arrival of the GNSS signal. If s designates the unitary vector along this
direction of arrival, then one can write:

]_3 °8= mﬂ/ + A(D + Aq)errar (1)

The phase difference between the two antennas is shown as an integer number m of
carrier wavelengths A. plus the fractional part A¢.. plus measurement errors A, .

Most of the errors in these measurements, such as atmospheric delays or orbital
and clock inaccuracies are spatially correlated are generally cancelled through the



GNSS Based Attitude Determination Systems 201

GNSS antennas ™
Baselines — — — —

Fig. 1. A schematic of the GNSS-based attitude determination system applied to a HAP
platform.

GPS Carrier
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GNSS Baseline b, GNSS
Receiver Receiver
Master Slave
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Fig. 2. Principle of GPS-based attitude determination.

differencing process. The major limitation that reduces the accuracy of these systems
is owing to the multipath reflections of the GPS signal from surfaces around the
antenna. When the length of a reflection path exceeds that of the direct path by
more than 10-20 m then multipath errors can be reduced by signal processing tech-
niques at the receiver. Unfortunately, in the most common case the strongest
reflected signal component has an excess path length of less than 10 m which makes
the receiver unable to detect and remove the multipath contamination. As a further
consideration, it should be noticed that, in general, the accuracy of GNSS based
attitude determination systems increases with the baseline length b thus being very
promising for HAP stations where a large spacing can be used between the antennas.

More effectively, the accuracy of a GNSS-based attitude determination system
can be increased by using an antenna capable of rejecting multipath interferences.
Antennas can be optimised for GNSS-based attitude determination in two ways.
Firstly, they can be designed with high rejection to left-hand circularly polarised
(LHCP) signals. This reduces the impact of multipath because the GPS, Glonass
and Galileo signal are right-hand circularly polarised (RHCP) while odd reflections
are LHCP. Hence, using antennas with a good rejection of LHCP signals, multipath
effects arising from direct reflections can be potentially eliminated. Effects due to



202 Satellite Communications and Navigation Systems

double reflections remain but they are normally much weaker. Secondly, attitude
measurement performance can be improved by shaping the antenna gain pattern to
reject low-elevation signals. This is beneficial because reflected signals often impinge
on the antenna at low elevations. Hence, a narrow beam minimises their impact.
Notice, however, that in order to perform attitude determination, at least two GNSS
satellites must be tracked at all times. For this reason, the antenna field of view must
be large enough to ensure that two or more satellites are visible throughout the satel-
lite orbit. In practice, this means that the antenna pattern aperture must be greater
than 120 degrees (supposing that only GPS is used).

Besides, a new antenna will be suitable for HAP applications only if its size is small
enough and lightweight to permit an easy installation on the aircraft. Indeed one essen-
tial advantage of using GNSS for attitude determination is that different sensors and
their interfaces can be eliminated and, in turn, costs, power requirements, weight and
complexity reduced. Attempts to simultaneously meet these antenna requirements have
been made in several ways and various types of GPS and Glonass antenna design have
been proposed including spiral or helix antennas, patch elements placed on choke rings
or “stealth” ground planes and several array configurations. Even if these solutions can
be designed to reduce the multipath error they result in large and heavy structures that
are not well suited for HAP applications especially if it considered that these antennas
should be mounted at the opposite corners of a platform.

As a possible solution, in this paper it is proposed the use of an innovative class
of patch antennas, namely the Shorted Annular Patch (SAP) antennas that demon-
strated accuracy comparable to other larger and heavier solutions [4]. The key
advantage of SAP antennas with respect to other concurrent radiators is that their
weight is usually less than 500 gr while their overall size do not exceed 15 cm of
radius. In practice, this implies that such antennas can be easily installed on HAP
stations without affecting the overall avionic ballast and providing high accuracy
attitude information.

3 Shorted Annular Patch Antennas

The SAP antenna geometry is shown in Fig. 3. An annular patch with external and
internal radii @ and b respectively is printed onto a dielectric grounded slab having
relative dielectric constant ¢ and height /. At variance of conventional annular
patches the inner SAP border is shorted to the ground plane thus making the dom-
inant cavity mode a TM,, field variation. The SAP radiation pattern is therefore sim-
ilar to that of the circular disk. However, once the dielectric characteristics and the
operating frequency are fixed, the disk radius is uniquely determined and its radia-
tion pattern cannot be modified. Conversely, the radiation characteristics of the
shorted ring can be easily controlled varying the antenna geometry so that larger
patches have higher amplitude roll-off near the horizon. Thanks to this feature, SAP
antennas can be in fact optimized for high precision GNSS applications choosing
the outer radius to minimize the multipath interference and adjusting the inner
radius to make the patch resonate at the desired frequency.

As a proof of the SAP peculiarity, three shorted annular patch antennas resonat-
ing at the nominal GPS L1 frequency, 1.57542 GHz, with an external radius of 35,
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Fig. 4. SAP radiation pattern flexibility.

45, and 55.7 mm, have been designed considering a substrate with dielectric constant
€ =2.55 and thickness of 3.2 mm. Adequate circular polarization purity is attained
by feeding the antenna by means of two 50 Q coaxial probes located 90 deg. apart
and having 90 deg. of phase difference.

The effect of a larger external radius is shown in Fig. 4 where the co-polar
radiation patterns of the three SAP antennas have been compared with the one of a
conventional circular patch resonating at the same frequency and designed using the
same substrate. As expected, a larger outer radius of the antenna results in a
narrower beam. Obviously similar characteristics can be obtained considering the
Galileo contellation.

3.1 Radiation Characteristics

Prototypes of the three shorted annular patch antennas were then fabricated
machining the inner hole in the dielectric substrate and shorting the internal bound-
ary by means of a soldered copper foil. The geometrical characteristics of the three
prototypes are shown in Table 1. In order to keep the circular polarization charac-
teristics of each antenna as much as possible independent from the feed network
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Table 1. Inner and outer radii, feed positions and dielectric size.

Antenna a b d p
SAP-G 55.7 mm 30.08 mm 140 mm 36.5 mm
SAP-M 45.0 mm 18.83 mm 150 mm 25 mm
SAP-P 35.0 mm 6.0 mm 160 mm 12 mm

design, each prototype was driven by means of an external quadrature hybrid
(Pasternack PE2051) providing 90° + 0.2° of phase difference within the GPS-L1
bandwidth and having a maximum VSWR equal to 1.07.

3.1.1 Radiation Patterns. In a first assessment the radiation characteristics of the
three shorted rings were evaluated considering different figures of merit like the
amplitude roll-off from broadside to the horizon, the polarization purity over all
the hemispherical coverage and the phase response uniformity. All the measure-
ments presented in this section have been taken at 1.575 GHz. Circular polarization
characteristics have been obtained using a linearly polarized probe with a co-polar
to cross-polar ratio higher than 40 dB in the broadside direction.

The radiation pattern of the SAP-M antenna was also measured and results
are provided in Fig. 5. As expected, with respect to the SAP-G radiator, the SAP-M
shows a reduced amplitude roll-off from broadside to the horizon that is around
20 dB. The on-axis gain is 8.97 dB while the RHCP to LHCP isolation is 23 dB.
Coherently, the SAP-P antenna provides a more uniform hemispherical coverage with
a gain at the horizon 15 dB lower than the one on axis (Fig. 6). In the broadside direc-
tion, the gain and the RHCP to LHCP ratio are 8.06 dB and 26 dB respectively.

It should be noticed that the amplitude response of the three prototypes is not
uniform. However, this amplitude inhomogeneity is not so critical for a GPS system
[5] as the only requirement is to have a signal level sufficient for all the coverage
angles so that the receiver electronics can maintain lock with adequate signal to
noise ratio.

Fig. 5. Measured radiation pattern of the SAP-G antenna in the cut plane @ = 45°: solid line
RHCP, dashed line LHCP.
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180

Fig. 6. Measured radiation pattern of the SAP-M antenna in the cut plane @ = 45°: solid line
RHCP, dashed line LHCP.

Fig. 7. Measured radiation pattern of the SAP-P antenna in the cut plane ® = 45°: solid line
RHCP, dashed line LHCP.

3.1.2 Phase Centre. The phase response uniformity was estimated considering the
phase centre variations versus the observation angle. For each prototype, the phase
centre location was determined positioning the antenna to be coaxial with the posi-
tioner axes of rotation and elaborating the RHCP phase measurements by means of
the code proposed in [6]. The horizontal and vertical phase centre offsets with
respect to the mechanical centres in the cut planes @ = 0°, 45°, 90° and 135° are
shown in Figs. 6-10. As can be seen, for all the antennas both the horizontal and ver-
tical phase centre locations diverge when the observation angle is taken near the
horizon. However, a fair evaluation can be obtained taking into account only
the variations achieved for observation angles comprised between +/—80°. Under this
condition, the maxima of the horizontal and vertical phase offsets calculated for the
three prototypes are reported in Table 2. These results indicate that the larger
the antenna radius the more distributed is the phase centre. However, this effect is
not exclusively related to shorted rings as a similar behaviour is typical of many
other antennas such as horns or helixes [5]. In fact, the pattern cut-off near the
horizon increases in antennas with a wide radiating surface due to a process of phase
interference which in turn deteriorates the antenna phase front and polarization [5].
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Fig. 8. SAP-G phase centre variations vs. observation angle 6 with respect to the mechanical
centre of the antenna. a) Vertical offset, b) Horizontal offset.
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Table 2. Maximum horizontal and vertical phase
centre variations for the SAP-G, -M and -P.

Antenna Vertical [cm] Horizontal (cm)
SAP-G +2.24 +2.53
SAP-M +0.543 +0.812
SAP-P +0.29 +0.40

3.2 On Field Assessment

The results presented in the previous section indicate that the axial ratio and the
phase stability of SAPs deteriorate as the external radius increases. Thus, while
larger SAP antennas have higher amplitude roll-off near the horizon and therefore
better immunity to grazing signals, they lack in terms of phase uniformity and
polarization purity. As has been noticed before, this consideration is not limited to
shorted rings, but it can be extended to many other radiators. In fact, it is very dif-
ficult to have a single GPS antenna that simultaneously satisfies all the high preci-
sion radiation requirements, especially when physical constraints such as limited size
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are also considered. As a consequence, the performance evaluation uniquely based
on the radiation characteristics can be ambiguous and an experimental on-field
assessment is necessary to find the optimal design.

In this paper, in order to clearly identify the SAP design with best immunity to
the multipath error, a comparative test campaign was conducted at the GEO-GPS
facility, an on-ground GPS test range of the National Research Centre (Centro
Nazionale delle Ricerche, CNR) in Rende (Cs), Italy. This facility, normally used to
test DGPS-based geodetic systems, is constituted of two identical GPS receivers
with 10 Hz reporting capability connected to a workstation. Each receiver is paired
with a 30 dB amplifier and with an antenna mounted atop a rigid support and
aligned with True North. The system is fixed on the rooftop of a 15 m tall building
located in a dense urban zone and with an unobstructed view for elevations above 7°.
The basic measurable quantity of this differential GPS configuration is the baseline
separation between the two antennas which essentially depends upon the differential
path delay of the received GPS signal. Therefore, this kind of measurement provides
a valid means to assess the performances of a GPS antenna, since it is the major
error source owing to multipath interferences. In fact, other inaccuracies such as dif-
ferential line bias can be easily cancelled correcting the baseline reference
vector through a calibration process. However, it should be noticed that the test
set-up used in these experiments is not intended to be representative of the best
multipath performances attainable with the antennas under test. Indeed, a precise
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assessment would be strongly influenced by the configuration of the environment
surrounding the receiving antennas and by the baseline distance. As a consequence,
a fair evaluation can be only inferred on the basis of a comparative test campaign.
The low multipath performances of the three SAP antennas were evaluated fabri-
cating pairs of identical prototypes and performing 24-h tests to collect differential
baseline displacements. This experiment duration is optimal because it evens out
daily temperature oscillations and because it is equal to the repeatability period of
the GPS constellation as seen from the ground. Thanks to the high gain of the SAP
antennas and to the amplifier present in the receiving chain, it was possible to lock
the GPS signals coming from all the satellites with elevations above 10°.
Furthermore, in order to provide an additional reference for the evaluation of the
SAP performances, two pairs of commercial GPS antennas were also tested in the
same facility; namely, a single feed patch (Ma-Com 1141 [8]) and a dual-band multi-
feed GPS antenna (AT2775-42A W from AeroAntenna Technology, Inc [24]). These
radiators are referred to as Ref-1 and Ref-2 respectively. The Ref-2 element is a high
precision antenna [9] specifically designed for GPS-based geodetic applications and
it was tested in the GEO-GPS facility with a ground plane extension having 20 cm
of external radius. Both the Ref-1 and the Ref-2 antennas having an internal ampli-
fier, it was possible to test these two radiators without any additional amplifier.
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Table 3. Experimental results RMS of the differential
baseline displacement.

Antenna under test RMS [mm]
Ref-1 2.021
SAP-G 1.697
SAP-P 1.215
Ref-2 0.979
SAP-M 0.759

For each antenna under test, the measured data were statistically evaluated
considering the RMS of the differential baseline displacement whereas the nominal
baseline length was 5m in all the experiments. For uniformity, the data collected
from satellites with elevation lower than 10 degrees were filtered out in all the test
cases and the Ref-2 data for the L2 band were discarded. The experimental results
are presented in Table 3 showing that the three SAP elements have very different per-
formances. As expected, the accuracy achieved with all the shorted rings is better
than the one of the Ref-1 patch. In particular, the minimum baseline displacement
is obtained with the SAP-M antenna whose RMS is 0.759 mm whereas the SAP-G
and SAP-P errors are 1.697 mm and 1.215 mm respectively. Hence, the SAP-M
performances are 55% better than the ones of the SAP-G antenna and this result
might be even optimized designing and testing other SAP prototypes and using a
multi-feed arrangement. However, this is beyond the scope of this work which shows
that the shorted annular patch accuracy can be significantly improved when the
RSW criterion is abandoned and a trade-off between all the antenna radiation
parameters is considered. As an additional achievement, it should be noticed that
under this condition the SAP performances are competitive even when compared
with other high accuracy GPS antennas such as the Ref-2 antenna whose measured
error is 0.979 mm.

A similar on field assessment has been performed at the European Space Agency
GPS Test Facility at Estec and obtaining similar results thus confirming the
correctness of the presented performance assessment.

4 Conclusions

GNSS based attitude determination systems are a promising candidate for HAP
stations. In general, this class of sensors provides real time attitude determination
with an accuracy that is strongly influenced by the antenna immunity to multipath
signals. In this paper it has been presented a class of low multipath antennas very
promising for usage in HAP stations. The proposed solution, namely the Shorted
Annular Patch antenna, has been selected for its appealing characteristics in terms
radiation pattern flexibility. SAP radiators, in fact, are low profile antennas which
can be designed to have high precision performances while keeping their size and
weight low. A comparative analysis of the performances of different SAP antennas
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has been proposed showing that such antennas can provide an accuracy comparable
to that of other high precision antennas but with a reduced size and weight. This
feature makes these antennas very attractive for usage in space applications or for
HAP stations. It should be noticed that a GNSS-based attitude determination sen-
sor could be employed onboard a HAP station provided the antennas are sufficiently
immune to multipath signals and only when the radiators fulfil the physical
constrains. For this reasons, it appears extremely important the individuation of a
class of GNSS receiving antennas satisfying both this important features.

As a further possibility to improve the accuracy of SAP antennas, the simultaneous
employment of both GPS and Galileo systems could be considered.
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Abstract. Satellite-based navigation systems uses one-way ranging measurements
for system orbit estimation and time-keeping, due to its operational advantage when
compared with two-way ranging technique, in terms of complexity of ground mon-
itoring stations (completely passive and requiring a simple omnidirectional antenna
to track all the satellites in view). However, a sufficient number of simultaneous
independent measurements is required to solve the system unknowns: in particular
simultaneous visibility of multiple stations by an individual satellite (allowing to
separate the ground stations clocks contributions since the SVs clocks disappear), as
well as simultaneity of observations from the same monitor stations of a large
number of satellites (allowing to recover the SVs clocks parameters, since the GSS
clocks drop out) is the key to an effective separation in the solution of the clock
contributions from the pseudo-ranges.

In the Galileo IOV phase (consisting of 4 satellites on two orbital planes and a
ground network of 20 Sensor Stations), the first condition is clearly fulfilled,
however the second condition is not met for a considerable part of the time. If two
GSSs do not see simultaneously a single Galileo satellite, they will not be able to esti-
mate their clocks time and frequency drifts, i.e. they will not be synchronized. The
free running clocks will essentially enter a holdover mode, were the relative time
between the two stations will be slowly drifting as a function of the initial conditions
and the stability of the clocks. The ground stations synchronization will gradually
degrade with time and when a satellite will rise on the horizon they will be essentially
not synchronized to the extent required to carry on a one-way-based Orbit
Determination & Time Synchronization (OD&TS).

During the IOV phase, the limited number of satellites available and the peculiar
characteristics of the Galileo orbits will make difficult for the Orbit Determination
and Time Synchronization to start producing meaningful data, therefore some form
of intermediate operational configuration must be sought to help in the OD&TS
process initialization.

The paper will address the proposed solution to overcome the problem of Galileo
system initialization starting from the intermediate configuration with first 2 satel-
lites (first IOV Launch) up to final IOV Configuration after second IOV launch. The
proposed solution will be based on a limited use of GPS to insure the synchroniza-
tion of the Galileo Sensor Stations, relying on the exploitation of the Linked
Common View Time Transfer (LCVTT) Technique, while the Galileo Orbit
Determination and SVs clocks characterization will be carried on autonomously
and independently by GPS, in a two step process, up to the achievement of the IOV
Configuration with 4 satellites, when the nominal Orbit Determination and Time
Synchronization process will be operated.
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Moreover the paper will address the development of the LCVTT Algorithm,
carried on as part of development of the infrastructure aiming to support the
Galileo Verification Phase currently under definition as part of Galileo Phase
C/D/E1 contract. The algorithm design and implementation will be presented
together with the validation carried out (both for LCVTT and MLCVTT) to verify
that the synchronization accuracy is adequate to support the Galileo System
Initialization.

1 Introduction

Galileo, as the European-controlled world-wide satellite navigation system, is
conceived to be the contribution to the next GNSS (Global Navigation Satellite
System) system, namely the global infrastructure for the integrated management of
the multimodal mobility on world scale (see [1]). Galileo will be an autonomous sys-
tem but contemporarily compatible and, possibly, interoperable at the maximum
extent with other navigation systems, particularly with the GPS system. Galileo will
be under the control of a civil authority and will provide basic services at global
coverage level for a wide range of applications in different transport domains, like
road, railway, air, maritime and personal mobility, and suitable to fulfil various user
needs spread over a wide professional areas.

The Galileo Programme is jointly supported by the European Commission and by
the European Space Agency and is currently facing its C/D/E1 Phase, focused to the
development, deployment and validation of an initial part of the System, known as
IOV Configuration, composed of a reduced Space Segment and a reduced Ground
Segment compared with the Final Operation Capability (FOC).

The Galileo IOV constellation shall be a sub-set of the Galileo FOC constellation
of 30 satellites, comprising four satellites, in two different planes. The Ground
Segment will be also a sub-set of the final one and is reported in Table 1.

The IOV reduced architecture has a high impact on Navigation Performance in IOV,
leading of course to a degradation on accuracy and availability of navigation solution.

Several are the problems encountered when trying to work with an IOV constel-
lation:

e The lack of measurements associated to each GSS station make difficult to compute
a snapshot bias per epoch as currently envisaged for FOC.

e Furthermore, for long intervals of time, the satellites are not in view of the master
clock station, and hence all the measurements at those epochs are rejected (more
than half the total number of observations), hence degrading the orbit and clock
estimations.

¢ Finally, the Orbit Determination and Time Synchronisation algorithm often fails
because the normal matrix cannot be inverted, due to the bad conditioning of the
system from the mathematical perspective. This can be sometimes overcome by
restricting the a-priori covariance of the clock estimation (that implies constrain-
ing the normal matrix).

Moreover, in order to reach its on-line IOV Operation, the System needs to be ini-
tialized, as to reach convergence (especially in its Ground Processing, namely Orbit
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Table 1. Galileo IOV configuration.

IOV system configuration

Satellites 4
S-band TTC stations 2
C-band up link stations 5
L-band sensor stations 20
Galileo Control Centre 1

Determination & Time Synchronization) and allow starting the nominal IOV Test
Campaign. In the following section the problem of system initialization, especially
in the reduced IOV Configuration, will be treated and solution will be presented to
support this activity.

2 1OV System Inizialization

Satellite-based navigation systems use one-way ranging measurements for system
orbit estimation and time-keeping. The operational advantage of one-way ranging
versus two-way ranging is obvious when one considers the complexity of the ground
monitoring stations in the two approaches. One way requires a simple omni-
directional antenna to track all the satellites in view, is completely passive (non-
transmitting) and the station can be deployed or redeployed with minimum effort,
requiring only a surveyed location, making it ideal for a military system. On the
contrary, a two way ranging station requires a complex transmitting equipment, a
large directional antenna and, as a consequence, will not be able to simultaneously
track multiple satellites and it is expensive to deploy.

One-way ranging measurements are termed “pseudo-ranges” since they contain
the system clocks contributions, namely the space vehicle (SV) clock and the moni-
tor station (GSS in Galileo) clock in addition to the propagation delay caused by
finite propagation velocity v, over the range:

P =V, (Al sy —gss+ Mgss — sy )=V, LA o 51 - gssy T (At gy + Atgss )| (1)

where in the last term I have expressed the contribution to the pseudo-range
measurement as the sum of the offsets of the individual clocks with respect to the
system time which, for a composite clock solution, must satisfy, in principle, the
relationship:

Z‘vi'AtSV,i—i— ZI/V]-'A[GSSJ: 0 (2)
i J

and the sums are carried on over all SVs and GSSs clocks in the system, each prop-
erly weighted with weights w, and w..

The fundamental assumption of the one-way ranging technique is the capability
to separate the three contributions to the pseudorange measurements, given a suffi-
cient number of measurements. This will yield range observables, used to update the
estimate of the orbit, and time offsets observables, to estimate the clock offsets and
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derive from the latter the clock parameters (phase and frequency offsets and drift)
subject to the condition (2).

However, a sufficient number of independent measurements is required to solve
the system unknowns, but additional constraints apply for the term separation to be
effective, namely that a sufficient number of simultaneous independent measure-
ments is available. Simultaneity of observations from the same monitor stations of a
large number of satellites, as well as simultaneous visibility of multiple stations by
an individual satellite, is the key to an effective separation in the solution of the
clock contributions from the pseudo-ranges.

Single and double-differencing techniques, widely used for data reduction in the
geodetic community, will be of help in understanding the underlying physical ration-
ale. When two satellites are simultaneously observed by a single monitor station
(Fig. 1), the first difference of the two pseudorange drops the common MS clock
term from the observable.

Notice that we assume that the ionospheric propagation effects are completely
removed by the use of the two-frequency technique and tropospheric effects are
common to the two measurements, so they cancel out too. This yields a nice observ-
able for the SV clocks. When a single satellite is simultaneous in view of two ground
stations, the situation depicted in Fig. 2 applies.

Again, the first difference drops the SV clock and yields an observable which con-
tains only the MS clocks contribution. However, while the same considerations for
the ionospheric propagation still applies as before, now the tropospheric delay is not
“common mode” and may (will) affect the final estimation of the range and GSS
clock estimation.

Monitor stations clocks estimation (prediction) is affected by “local” (mainly due
to the wet component of the troposphere) propagation delays and by the stability in

O G 3 10
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Fig. 1. Simultaneous observations from a single monitor station.
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Fig. 2. Single satellite in simultaneous view of two monitor stations.
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the equipment delays which are not correlated. Hence, errors propagate to orbit
determination and indirectly affect the final user positioning/timing accuracy.

Since a second difference of a number of simultaneous observations having in
common the SVs and the MSs will yield the orbit estimation free of clock terms, it
is intuitive that the tropospheric effects are the major source of error left in the GSS
clocks state estimate and, as a consequence, of the GSS clock states error projection
on the orbit estimate.

Therefore, use and improvement of meteo data and tropospheric propagation
models is of importance in the overall system error budget. In parallel, an independ-
ent monitoring capability of the MS clock behaviour (by two-way time transfer, for
instance) may help in highlighting possible mismodeling effects in the troposphere
as well as improving the capability to verify the MS clocks state estimate and their
final contribution toward the orbit estimation errors.

From the previous considerations, it is clear that for the Orbit Determination and
Time Synchronization Process to produce an optimum solution for the SVs orbits
and system clocks two conditions must be fulfilled: that each satellite be continu-
ously and simultaneously in view of more ground stations; this allows to separate
the ground stations clocks contributions since the SVs clocks disappear; that each
station be continuously and simultaneously in view of more than one satellite; this
allows to recover the SVs clocks parameters, since the GSS clocks drop out.

In the Galileo IOV phase, the first condition is clearly fulfilled, however the second
condition is not met for a considerable part of the time (as explained in Section 1).
If two GSSs do not see simultaneously a single Galileo satellite, they will not be able
to estimate their clocks time and frequency drifts, i.e.: they will not be synchronized.
The free running clocks will essentially enter a holdover mode, were the relative time
between the two stations will be slowly drifting as a function of the initial conditions
and the stability of the clocks. The ground stations synchronization will gradually
degrade with time and when a satellite will rise on the horizon they will be essentially
not synchronized to the extent required to carry on a one-way-based OD&TS.

During the IOV phase, the limited number of satellites available and the peculiar
characteristics of the Galileo orbits will make difficult for the OD&TS to start
producing meaningful data, therefore some form of intermediate operational con-
figuration must be sought to help in the OD&TS process initialization. The
proposed solution to overcome this problem is based on a limited use of GPS to
insure the synchronization of the GSSs, while the orbit determination and SVs
clocks characterization will be carried on autonomously and independently by GPS.

The IOV phase will be characterized by three distinct temporal situations:

e prior to the availability of the first two satellites in orbit, the Ground Mission
Segment will be the only component of the system supporting the navigation func-
tion that will be fully operative (phase I);

e the second phase (phase II) starts with the availability of at least two Galileo satel-
lites in orbit, on the same orbital plane;

e phase III allows four Galileo satellites in orbit, on two orbital planes.

Due to the nature of the Galileo orbits, in full deployment the constellation repeats
the same geometrical visibility with respect to a ground user every 8 hours, but with
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different satellites!. The same satellites will be visible with the same geometry by a
fixed point on the Earth surface only every 10 days. Therefore, when a limited num-
ber of satellites are available, as in the IOV phase, it is understandable that the visi-
bility conditions will occur at relatively sparse intervals.

The decision to implement a Master Clock configuration for the Galileo System
Time (GST) turns into a distinct advantage under these rather restrictive conditions,
since:

e GST becomes independent from the number of deployed system clocks, and is only
based on the clocks ensemble at the PTF; therefore no discontinuity arises as new
SVs or GSSs are added due to to the new clocks or a redistribution of weights;

e the previous consideration implies that GST can be maintained at nominal per-
formances well ahead of the deployment of the Space Segment and even before th
full GMS is deployed, as long as the PTF is operative.

Therefore, during phase I we may safely assume that GST is running and available at
nominal performances and that the deployed GSSs can be referred to GTS via a
GPS-based Linked Common View Technique, independently by the OD&TS but
with a synchronization technique, the Common View, which is based on pseudorange
measurements and therefore with resulting biases correlated to the OD&TS solution.

This allows to solve the problem discussed previously, that th GSSs needs some
form of external T&F synchronization due to the lack of continuous and simulta-
neous visibility of orbiting Galileo satellites.

Having a sufficient> knowledge of the GSSs relative time offset, independent of
the availability of Galileo satellites, the OD&TS process can be started by exploiting
the condition (i) above, i.e., that at least two stations are simultaneously in view of
each SVs? in orbit.

By basing, at this stage, the OD&TS process on single differences of the observ-
ables, the SVs clocks cancel and all the observations contribute only to the orbit
determination, i.e.: the Keplerian parameters plus the modelled (solar pressure) and
unmodelled accelerations®.

Since:

e all the observables will contribute to the orbit determination only and

¢ a sufficient number of GSSs exist at this stage to provide an overdetermined solu-
tion and continuity of observations along the full orbit of the SVs, and moreover
the observations can be time-correlated with a small degradation due to the

! For the GPS, the constellation repeats every (sidereal) day with the same satellites.

2Tt is assumed that the LCVTT will yield a relative synchronization between the GSSs (includ-
ing the one located at the PTF) with an accuracy in the order of 5 ns, which yields an upper
bound on one-way ranging of =1.5 m.

3 In this phase only two satellites will be available.

4 We assume that the prior knowledge of the gravitational field and perturbations from other
bodies of the solar system or from the Earth (liquid and solid tides) is available, as it is, with
the required accuracy to support an orbit determination with no degradation with respect to
the system requirements.
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parallel LCVTT process (due to the age of data in Crosslink Navigation Update
Mode, see [2]), and
e because of the intrinsic high stability of the orbit with respect to the clocks

there is a high degree of confidence that the orbit determination process will con-
verge quickly to an accurate solution.

Once the orbit is determined, the on-board clocks can be characterized “a poste-
riori” using the same orbital arc on which the orbit has been computed and the orig-
inal observations. This is equivalent to an absolute one-way time transfer, where the
ground clocks are known and the ranges are derived from the computed orbit.
Subtracting these two quantities by the pseudoranges (observables) provided by all
the stations in visibility of each satellite, yields the SVs clocks offsets in the form of
a time series, from which the time and frequency offset (and frequency drift) can be
estimated.

This two-steps process differs substantially by the final OD&TS operation by the
fact that the solution is not provided in real-time but only in post-processing, no pre-
diction is possible until the post-processing has produced a workable and stable solu-
tion, which in turn has to wait for the orbit determination to achieve a degree of
stability and accuracy sufficient to support the SVs clocks characterization. The
other major difference, at the algorithmic level, is in that two observables are used
instead than one as in the operational OD&TS: the first difference of pseudoranges
for orbit determination and the pseudorange for the SVs clocks characterization,
both corrected “a priori” for the GSSs clocks offsets.

Prior to availability Availability of 2 IOV Availability of 4 IOV
of 2 10V SVs SVs SVs
GSS Clocks
Synchronize Determine orbits with Orbits
GSS clocks and PTF single differences >
with GPS LCVTT observables
Determine SV clocks
V clock
] with one way SV clocks >
pseudoranges
PHASE II
> Initialize flpal OD&TS L -
> and run in parallel

—
SV and GSSs
clocks

PHASE | i
PHASE il and orbits

Fig. 3. Evolution of the OD&TS process prior & during IOV.
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Accepting these limitations, the process should provide a good solution for the
system parameters since what we have termed above as the phase II, i.e.: with only
two satellites in orbit.

Once the orbit and clocks parameters are known with a sufficient degree of sta-
bility and accuracy, the final OD&TS process (Fig. 3) can be started in parallel, with
initial conditions as provided by the previous process.

The rationale of the initialization is based on the “a priori” synchronization of the
GSSs clocks by independent and external means. The use of Cs clocks under these
conditions would provide benefits in insuring a better synchronization (small pre-
diction error, see [3]) in the holdover mode, i.e. when the GSSs do not “see” any
Galileo satellite that can be used for synchronization and they must rely on the clock
stability and external measurements to keep a relative synchronization and a syn-
chronization with GST.

In the next paragraph the development of a synchronization algorithm able to
support System Inizialization by processing of GPS measurements collected at
Galileo Sensor Stations is presented. Both the theoretical background and the
implementation aspects will be treated, both with reference to Linked Common
View and Multiple Path Linked Common View techniques (see [4], [5]).

3 LCVTT and MP-LCVTT

Using the Common-View Technique, provided there are enough satellites in com-
mon-view visibility between pair of stations, a number of sensor stations can be
linked by implementation of LCVTT technique, to provide:

e the time offset between individual pairs of station clocks;
e the time offset between remote sites not in common view.

The situation is shown in Fig. 4 below, where only a few links are shown not to
unnecessarily clutter the picture. The LCVTT allows not only to recover the time off-
set between adjacent stations, but by taking multiple differences also to measure the
time offset between non adjacent stations, for instance, between Papeete and
Kransoyarsk for the links shown.

This technique, although simple and computationally efficient, suffered several
disadvantages. One of the most important is that using linked common view a sin-
gle noisy site can decrease the precision of synchronization. An improvement of this
technique can be obtained by synchronizing two remote station using a multiple
common view path approach. In fact many possible links exist between two far sta-
tions, as depicted in Fig. 5. In order to increase the amount of data available, and
therefore increase the precision of the synchronization one can use as many links as
possible. By providing multiple independent measurements that can be averaged the
noise measurement can be reduced. This approach is statistically more robust than
the single linked common-view.

The error contributions that affect both LCVTT and MP-LCVTT synchroniza-
tion are the same of Common View. In the next section the description of the most
important errors is provided.
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Fig. 5. Example of multiple-path linked common-view time transfer.

3.1 Error Contributions

3.1.1 Errors Resulting from Satellite Ephemeris. The time transfer error is depend-
ent upon the ephemeris or position error of a satellite.

Common-view time transfer yields a great reduction in the effect of these errors
between two stations, A and B, as compared to transfer of time from the satellite to
the ground.
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Common-view time transfer is accomplished as follows: stations A and B receive
a common signal from a satellite and each records the local time of arrival, t, and t,
respectively. From a knowledge of station and satellite position in a common coor-
dinate system, the range between the satellite and each of the stations is computed,
p, and p,. The time of transmission of the common signal according to each sta-
tion is computed by subtracting from the times of arrival, the times of propagation
from the satellite to each station, i.e., the time to travel the distances, p, and py, are
T, and T, (the range delays) and are given by 1, = p, / c and 1, = p, / ¢ where c is
the speed of light. This speed is subject to other corrections as are treated later.
Finally, the time difference, 7,,, of station A’s clock minus station B’s clock a the
times the signals arrived is: T, = (t, —T,) — (tz = Tp).

If the ephemeris of the satellite is off, the computed ranges from the stations to
the satellite will be off an amount dependent on the way the ephemeris is wrong and
the geometrical configuration of the satellite-station systems. The advantage of
common-view time transfer is that the computed bias is affected not by range errors
to individual stations, but by the difference of the two range errors. Thus, much of
the ephemeris error cancels out.

To see how this works in detail, suppose the ephemeris data implies range delays
of 7! and 1}, but the actual position of the satellite, if known correctly, would give
range delays of 1, = 14— At, and Tz= T — Atg. Then the error in time transfer
would be ATyz= AT, — ATy, where Top= Thy— ATap is the true time difference
(clock A - clock B) and where Tk is the computed time difference from the actual
time of arrival measurements and ephemeris data. Thus, At,,, the time transfer
error due to ephemeris error, depends not on the magnitude of the range errors, but
on how much they differ. The error in time transfer, At,,, as mentioned above,
depends on the locations of the two stations and of the satellite, as well as the ori-
entation of the actual position error of the satellite. Since the GPS satellites are so
far out, 4.2 earth radii approximately, the direction vectors pointing to the satellite
tend to be close to parallel, thus cancelling most of the ephemeris error in all cases
where common-view is available.

3.1.2 Errors Resulting from Ionosphere. The ionospheric time delay is given by (3)
where TEC is the total number of electrons, called the Total Electron Content, along
the path from the transmitter to the receiver, ¢ is the velocity of light in meters per
second, and f is the carrier frequency in Hz.

At = 40.3/cf* TEC (s) (3)

TEC is usually expressed as the number of electrons in a unit cross-section column
of 1 square meter area along the path and ranges from 10'° electrons per meter
squared to 10! electrons per meter squared.

For low latitudes and solar exposed regions of the world, time delays exceeding
100 ns are possible specially during periods of solar maximum. It’s possible to show
that the total delay at night time and/or high latitude is much smaller than at day
time, and that the correlation in absolute delay time covers much larger distances
when one moves away from the equator and the vicinity of noon; the conclusion
being that a significant amount of common-mode cancellation will occur through
the ionosphere at large distances if all observations are made at either high latitudes
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and/or at night time. These cancellation effects, over several thousand km, will cause
errors of less than 5 ns. For short baselines less than 1000 km, this common-mode
cancellation will cause errors of the order of or less than about 2 ns.

Since the ionosphere is a dispersive medium, when pseudo-range (code) measure-
ments are available both at L1 and L2, an ionospheric delay-free pseudo-range
can be constructed with the following relationship:

/1 /b Pro—YPui
iono — free — . - N = m 4
P free =gz T2 Pri 2 Pr> -y (m) “)

L2 L2
where vy = (f,,/f,,)-
It’s also possible computed ionospheric delay (seconds) with the following
equation: .
1 /o

Afig;zozzm 11— Pr2)(s) Q)

p iono—free

If double frequency measurements aren’t available, the ionospheric delay can be esti-
mate using Klubachar model (possibly corrected by the difference in height of the
satellite with respect to an Earth observer). This model use the eight ionospheric
coefficient that each satellite transmit with the Navigation Message. This model can
be used to determine the delay in the vertical direction relative to a certain position
from four amplitude components and four periodic components; this method is said
to be capable of correcting about 50% of ionospheric delay.

3.1.3 Errors Resulting From Troposphere. In transferring time between ground sta-
tions via common-view satellite, one records the time arrival of the signal and com-
putes the time of transmission by subtracting the propagation time. The propagation
time is found by dividing the range to the satel lite by the velocity of light. However,
moisture and oxygen in the troposphere have an effect on the velocity of propaga-
tion of the signal, thus affecting the computed time transmission and therefore, the
time transfer. This effect is dependent on the geometry, the latitude, the pressure, and
the temperature, and may vary in magnitude from 3 ns to 300 ns. However, by
employing reasonable models and using high elevation angles, the uncertainties in
the differential delay between two sites should be well below 10 ns. Later on, if
needed, the magnitude of the troposphere delay can be calculated with uncertainties
which will approach a nanosecond.

For the implementation of the Synchronization algorithm same tropospheric
model are used. If for a station measurements of pressure, temperature and relative
humidity are available it’s possible use a mathematical model to estimate and
remove the tropospheric delay. In the following Hopfild Model, with Seeber
Mapping function or trough Series Expansion of Integrand, and Saastamoinen
model are used.

3.1.4 Errors Consideration in Receiver Design. A common concern for all modes of
extracting time from GPS/GALILEO is the calibration. The precise calibration bias
of a GPS/GALILEO system (including receiver, antenna and cabling) typically is
one of largest errors in providing time offset between two stations.

Absolute calibration can be achieved by using a GPS/GALILEO signal simulator
to calibrate the group delay trough the GPS/GALILEO antenna, receiver and
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cables. Calibration is more commonly achieved by using a GPS/GALILEO receiver
whose calibration has been previously determined. Using great care, the calibration
bias can be reduced to less than 5 ns.

Even in the best-designed system, GPS/GALILEO receivers can vary by several
nanoseconds in their calibration over time (months to years). It’s important to
frequently check the calibration of the GPS/GALILEO System.

Multipath is a well know error source for all forms of GPS/GALILEO observa-
tions. However, timekeeping has an added multipath concern due to reflections in
the cabling. Care should be taken in impedance matching between the elements of
the user’s GPS/GALILEO System. Failure to do so can cause large temperature and
time-dependent variations in the measurements (up to 10 ns).

It’s not possible decrease the impact of the receiver delay error averaging many
independent time offset value because this error component affect alike all measure-
ments. For this reason it’s important know precise receiver time delay. If the cali-
bration delay is known, after removing, the pseudo-range observables can be
considered free from this error contribution. In the following section the LCVTT
and Multiple Path LCVTT algorithm implementation is discussed.

3.2 Synchronization Algorithm Implementation

The planning of the multiple path LCVTT requires an evaluation process of average
number of satellite in common view for the path linking each station. Through SVs
constellation simulator it’s possible to obtain the common view visibility data that
can be used to evaluate each possible link path. This, in turn, allows to optimize the
path selection (Fig. 6) used to synchronize all network stations.
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almanag COSTELLATION position Tridimensional
g SIMULATOR > SATELLITES matrix of satgllite
VISIBILITY visibility
EVALUATION

ECEF POSITION OF i
SENSOR STATION
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EVALUATION OF )
AVERAGE Links

i L
NUMBER OF selection
SATELLITES IN
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sfation reciprocal distance:
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Selection FOR EACH LINK
Minimurm average
number of —l
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common view
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ALGORITHM

Adjacency matrix multiple links to
(links to synchronize synchronize every
the station network) y v pair of stations

Fig. 6. Path selection block diagram.
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For GPS, the metric used to select a contributing link is based on common obser-
vation times for each station connected to adjacent stations via LCVTT. It is possi-
ble to precompute the number of common observations from the reference site to
each of the adjacent sites, and the higher this value, the better the link will be in pro-
viding useful data for the LCVTT. A second metric is based on the average number
of SVs in common view over each of the paths; a large number of SVs implies again
that more time transfer will be available and that the measurement noise will be
smaller as a consequence of averaging a large number of raw time transfers, each of
which will results from one of the SVs in common-view.

Common-view visibility data, provided by the SVs constellation simulator, is used
to fill the metrics used for each path link evaluation. This in turn allows to optimize
the path selection, leading to a ground network topology for the LCVTT. In opera-
tions, the raw data from the Sensor Stations is sent to the LCVTT computations
process, for elaboration and estimation of time offset between individual pairs of
station clocks (synchronization value).

For each link identified at the output of Link Selection Block, the CV
Synchronization Algorithm is applied as depicted in Fig. 4. By receiving in input the
pseudorange measurements of the identified satellites, k values of CV synchroniza-
tion can be computed for that link (where k is the number of satellites in CV of
station I and j), by applying the CV Synchronization Block (detailed in Fig. 5).
The final synchronization value at instant t for station i and j can be obtained by
averaging all synchronization values obtained for this pair of stations from the
pseudorange related to all the k satellites in CV.

By means of the “Adjacency Matrix” (output of the Link Selection Block of Path
Selection algorithm), this can be iteratively applied in the MLCVTT to all the pos-
sible links that cannot be directly synchronized via single CV, by applying a back-
tracking algorithm to identify the possible multiple paths. The synchronization
values for each link is obtained by applying the LCVTT Block (Figs. 7 and 8) for
those paths identified at the output of the Backtracking Block (average value for
each pair of station is again obtained for each instant by averaging over all the satel-
lites in CV for each individual link).

The Stand Alone Synchronization Block returns the pseudorange of each Sensor
Station to be synchronized, after removal of ionosphere, troposphere, equipment
delays and true slant range, in order to obtain the Space Vehicle (SV) and Sensor
Station (rx) clock contribution, considering that measured pseudorange (as
obtained at output of Sensor Station receiver) can be defined as:

p measured — p true — range + CAtiono +cAt tropo +cAt ot cAt et cAt equip + & (6)

Please refer to Fig. 9 for the Stand-Alone Synchronization algorithm Block
Diagram.

Validation of the developed algorithms in terms of the achievable synchro-
nization accuracy is performed by running the developed algorithm with input
pseudorange measurements as collected at IGS worldwide Ground Stations and
comparing the Ground Station Synchronization results obtained as output of
LCVTT and MPLCVTT with IGS clock Products as provided by International
Geodetic Service (IGS). In the following section the experimentation results are
presented.
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4 Experimentation Results

Preliminary experimentation results are obtained running the prototype algorithm
(either LCVTT and MLCVTT) by processing in input code measurements acquired
at the IGS Sensor Stations as indicated in Fig. 10 (and retrieved at
http://igscb.jpl.nasa.gov) and by comparing the obtained outputs with IGS clock
products (available at same web site). Only data from Sensor Station that are found
complete of all needed informations to efficiently remove pseudorange error contri-
bution (meteo data, equipment calibration data etc.) are used to obtain the results
shown in Figs. 11-13. The figures shows the comparison of the synchronization
between pair of stations, obtained with single-path and multiple-path linking, with
the synchronization computed by IGS for the same pair of station (considering IGS
as the “true” reference).

As expected, the synchronization error decreases with the distance of the two sta-
tions because pseudorange measurements are affected by error that are not common
and cancel out only at first order; the advantage is that using LCVTT it’s possible
recover the time offset between two stations not in common visibility. Moreover, by
averaging multiple independent estimates of the time transfer from the multiple
path, the LCV timing stability (at 1 day averaging) can be increased with Multiple
Linked Common View.
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Fig. 10. IGS sensor station network.

To be able to obtain the same performance of single Common View (stability
around 5 ns rms at 1 day) for all the Sensor Station Synchronization (including
Stations not in view) using Multiple LCVTT we need many stations to increase the
number of independent measure of the clock offset. If it’s not possible to use an
enough number of stations, the synchronization suffers the dominance on the linking
process of single noisy link.

5 Conclusions

Both Linked Common View and Multiple Path Linked Common View have been
implemented in a combined algorithm. The algorithm is run by processing the meas-
urements as collected by the International GPS Service (IGS) and output synchro-
nization products are compared with IGS products for algorithm validation. In
particular the improvement obtained with Multiple Path LCVTT when compared
with Linked Common View is shown based on experimentation results. MP-LCVTT
can be advantageously implemented to guarantee the synchronization of those
stations that are located at intercontinental baseline and for which a continuous
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synchronization would not be differently possible. As expected, the performance
of synchronization achievable by combining adjacent links is worst that single CV
(CV time stability around 5 ns rms at 1 day) as the CV errors sums as the square
root. However this can be compensating, in MP-LCVTT, by the reduction in the meas-
urement noise resulting from the averaging of multiple, independent time transfers
from multiple links to a given site. The experimentation campaign allowed to confirm
this expectation, considering that:

o All the considered sensor station (world-wide distributed) are synchronized with
an error between 2 and 12 ns rms at 1 day

e This results is considered a worst case, as the experimentation results are limited
and constrained by the sensor station measurement quality and choice that has
been used for the experimentation campaign.

The sensor station network is in fact non-optimal in terms of number of stations
and quality of measurements acquired by them. This is due to the fact that the selec-
tion of the sensor station network has been driven by the availability, for each of
them, of all the information necessary to efficiently reduce the error contribution
(e.g. availability of dual-frequency receiver to remove the ionospheric delay and of
meteo data to remove the tropospheric delay) and, at the same time, availability of
the IGS products (for those Sensor Stations) to be used as reference for the algo-
rithm validation. These constraints led to the selection of number of stations that is
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limited and characterized by an highly variable and not optimized measurement
quality. It has to be noted that the noise affecting the pseudorange measurements is
directly impacted by the quality of the oscillator feeding the receiver (that in the
selected network is not always represented by an high stable atomic clock, sometimes
being an internal quartz) and by the calibration of the station equipment delays
(that are often not available for the selected sensor stations and thus was not possible
to remove it).

These limitations would not apply when the same algorithm would be used by
processing Galileo measurements as acquired at Galileo Sensor Stations (GSS); in
this case calibration data will be regularly available and all the Sensor Stations will
be equipped with high stable atomic clocks, whose performance will be aided by use
of temperature-stabilization systems.

Therefore it is expected that the performance achievable by the developed algorithm,
when applied to Galileo Sensor Station Synchronization, is sensibly better and
adequate to the initialization of System in its IOV Configuration.
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Abstract. Atmosphere turbulence for low elevation angle reception is a noise source
that is not well defined in existing systems using satellite navigation signals. For high
precision aviation purposes atmosphere turbulence needs to be assessed to meet the
future stringent requirements.

High precision receivers using open-loop mode data sampling at high sampling
rate enables investigations of the characteristics of the noise and the multi-path sig-
nal errors through the determination of the refractive index structure constant C %
The main modulation of GPS signals in low-elevation measurements is attenuation
and frequency shift due to ray bending. Whereas the presence of turbulence results
in a spectral broadening of the signal. Analysis of the trends of the spectral mean
slope for different frequency domains will be discussed in relation to the character-
istics of atmosphere turbulence. Additionally we present results from phase-lock
receivers loosing lock during strong perturbations.

1 Introduction

High altitude field tests have established experimental knowledge on the influence of
atmosphere turbulence on receiver performance in tropical regions [1]. Moist air tur-
bulence measurements from Haleakala, Hawaii, are studied and presented here for
spectral signal structure characteristics.

The performed spectral properties of the received signals by a high precision GPS
instrument in both phase-locked mode (PL) and open-loop mode (OL) are com-
pared to theoretical results. PL or closed loop tracking is the standard technique
used by most GPS receivers. It reduces the needed bandwidth of the measurements
by having the carrier phase locked to the received signal. Open loop tracking (OL)
or raw mode sampling requires the full measurements relatively to an on-board
Doppler model. The method requires more advanced receivers with high sampling
rates. The advantage is the full information on phase and amplitude, which reduces
relative errors in the signal-to-noise ratio.

The OL mode of the applied GPS instrument provides sampling rates up to 1000
Hz, which enables investigation of spectral signatures that are normally not seen in
GPS data [2, 3]. The use of directive antennas pointed towards the horizon give
signal recordings down to the lowest layers of the atmosphere.
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Fig. 1. Spectral characteristics for turbulence conditions.

Figure 1 shows a spectrum for a low-elevation measurement in raw mode sam-
pling (OL) when turbulence is present in the direction towards the transmitting GPS
satellite.

The high-frequency part of the signal, for frequencies larger than 100 Hz, is dom-
inated by thermal noise. While the lower frequency part is dominated by clock-noise,
which for the receiver rubidium clock falls off as the inverse of the frequency
squared. So in order to study atmospheric low-elevation turbulence by spectral
analysis, we investigated spectral fluctuations above the noise characteristics of the
clock caused by the turbulent atmosphere.

The experiments are from the top of Haleakala at an altitude of more than 2500
meters (Fig. 2). The analysis focuses on observations from the south-west, since
most measurements in this geometry of ascending and descending GPS trajectories
are close to a vertical plane surface. This geometry leads to faster scanning of the
troposphere, which makes it possible to compare results from different altitude
regions of the troposphere. Additionally, this sector also turned out to have the low-
est multipaths reflections from the nearby islands and objects on the islands.

2 Instrumental Setup

The instrument setup consists of separate L1 and L2 antennas placed right next to
each other and oriented with the main gain lobe toward the horizon. The signals are
fed into a prototype version of a satellite high precision GPS receiver (Fig. 3), where
the instrument software is modified for ground-based signal Doppler conditions. An
ultra-stable rubidium frequency reference is used to control the receiver clock for
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Fig. 2. Left panel is a picture of the field of view for the observations, which for most of the
time in the horizontal direction is above the clouds. The adjacent panel gives the directional
cone for the observation presented here.

Fig. 3. Left panel shows the applied antenna type. While the picture on the right shows the
prototype high precision GPS receiver used for the observations.

precise timing of the measurements. Signals are tracked in both PL and OL mode at
the same time in separate receiver channels.

3 Experimental Results

During multi-path conditions, traditional PL tracking receivers may loose signal
lock and hence fail to track the signal. During multi-path situations, where rapid
phase and amplitude variations occur, signal conditions cause the PL tracking
to fail.

The complex signal strength at the antenna is given as,

Vi (t(n,m) =Y G (ch) - (L (n,m) + jQ (n,m)) - 7

where, ¢ represents the time (at data packet number 7 and sample number m), G, (ch)
the receiver gain for channel ¢/ at wave number £. / and Q are the quadrature ampli-
tudes, while ¢ is the phase. For coherent signals (Fig. 4) the 7 and Q terms give a
unique solution. While for non-coherent signals, as is the case for the data presented
in this paper, the spectral spread gives a multitude of solutions. PL-based receivers
loose lock under these conditions since no unique solution is possible to identify.
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Fig. 4. Power spectra (upper panels) and their respective 7 and Q measurements (lower panels)
for coherent (left graphs) and non-coherent atmosphere conditions (right graphs). The obser-
vations to the right represent the general situation when atmosphere turbulence is present.

The OL data sampling rate of 1000 Hz enables detection and investigation of the
characteristics of the noise and the multi-path signal error sources through the
determination of the refractive index structure constant C * of the atmosphere tur-
bulence [4, 5]. The main atmospheric modulation of GPS signals in low-elevation
measurements is attenuation and frequency shift due to ray bending, whereas the
presence of turbulence is causing a spectral broadening of the signal. Displaying the
power spectrum as function of frequency difference from the main signal peak
reveals the characteristic domains of the spectrum. Up to 10 Hz, the spectrum is
approximately sloping as the inverse of the frequency squared (Fig. 1). While for
higher frequencies, in the range 10-500 Hz, the spectrum flattens. The latter part of
the spectrum originates from thermal noise, while the first sloping part is character-
istic for the rubidium frequency reference used in both the GPS transmitter and the
receiver [6]. Analysis of the trend of the mean slope in the spectra for different fre-
quency domains showed an increased slope as function of the elevation of the
received signal above the horizon, indicating turbulence and eddies in the beam
direction [1].

Here we shall focus on the observations, where meteorological con